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Preface

The fifth edition of the Workshop on Engineering Applications (WEA 2018) focused
on computer science, simulation, the Internet of Things (IoT), logistics, as well as
computational intelligence and its applications. This is a big step, since WEA has
become consolidated as a scientific forum for engineering and applied sciences in
academia and industry.

WEA 2018 was held during October 17–19, 2018, at the Universidad de Antioquia
in Medellín, Colombia. The workshop was a parallel event in the framework of
Expoingenieria 2018. This latter event was a broad forum for the interchange of
knowledge between academia, industry, and the state, organized to commemorate the
75th anniversary of the Engineering School of the Universidad de Antioquia.

We received more than 200 submissions covering topics such as computer science,
IoT, logistics, operations research, simulation systems, systems dynamics, systems
modeling, power and electrical applications, software engineering, computer infor-
matics, computational intelligence, intelligent computing and others. All submissions
were rigorously peer–reviewed using EasyChair and 97 papers were accepted for
presentation at WEA 2018. The Program Committee divided all submissions into two
volumes. In this second volume, the proceedings focus on applied optimization to
different engineering fields, IoT, signal processing, networks and some miscellaneous
applications including bioinformatics and pattern recognition, robotics, and others.

The Faculty of Engineering of the Universidad Distrital Francisco José de Caldas,
the School of Engineering of the Universidad de Antioquia, the Corporación Unificada
Nacional (CUN), the Faculty of Engineering of the National University of Colombia,
and the Infantry School of the National Colombian Army made significant efforts to
guarantee the success of the conference. We would like to thank all members of the
Program Committee and the referees for their commitment to help in the review process
and for spreading our call for papers. We would like to thank Alfred Hofmann and
Jorge Nakahara from Springer for their helpful advice, guidance, and their continuous
support in publishing the proceedings. Moreover, we would like to thank all the authors
for supporting WEA 2018 — without all their high–quality submissions the conference
would not have been possible.

Finally, we are especially grateful to the University of Antioquia for supporting the
organization of the event, particularly to the professors and students of the research
groups INCAS and GITA, the Department of Industrial Engineering, Expoingeniería,
the Universidad de Antioquia Foundation, the IEEE Universidad Distrital Francisco
José de Caldas Student branch, the Institute of Industrial and Systems Engineers
Chapter 985 (IISE) of the Universidad Distrital Francisco José de Caldas, the Labo-
ratory for Automation and Computational Intelligence (LAMIC), the Acquisition and
Representation of Knowledge Expert Systems and Simulation (ARCOSES) research



groups of the Universidad Distrital Francisco José de Caldas, and the Algorithms and
Combinatory (ALGOS) research group of the National University of Colombia.

October 2018 Pablo Andres Maya Duque
Juan Rafael Orozco-Arroyave

Juan G. Villegas
Juan Carlos Figueroa-García
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Abstract. In this paper a multi-objective model for the problem of opti-
mal location of reclosers and fuses in power electric distribution systems
is presented, considering the possibility of fuse rescue through the coor-
dinated operation with reclosers and continuous operation with fuses of
repetition. The problem is presented based on a mixed integer non-linear
programming model with four objectives of minimization: Average Sys-
tem Interruption Frequency Index (ASIFI), System Average Interruption
Frequency Index (SAIFI), Momentary Average Interruption Frequency
Index (MAIFI) and the cost of the protective elements, and a set of
non-linear technical and economic constraints. A Non-dominated Sorted
Genetic Algorithm (NSGA II) is used as solution technique. In addition
to this, the mathematical model presented for the MAIFI and SAIFI
indices, is evaluated in the commercial optimization package of GAMS,
in order to meet a global optimum from the one-objective point of view.
The methodology proposed is assessed in two test systems from the liter-
ature highlight the efficiency of the presented model in improving system
reliability while reducing associated costs.

Keywords: Distribution protection design · MAIFI · SAIFI · NSGA II

1 Introduction

Due the electric sector has a fundamental roll in many aspects, the entities in
charged of the regulation, establish more strict politics around quality subjects
in the energy service delivery. In the case of distribution systems, utilities are
subjected to three possible conditions. First of all, they can be benefited with
economic and commercial incentives regarding the quality and reliability of ser-
vice delivery. Under these conditions it is clear that the power electric utilities
are always looking for benefits since the economic point of view, for which it is
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necessary to pose strategies, that permit to enhance their quality and reliability
indices, through operation schemes under the concept of optimal network, that
means, “a distribution system is efficient, if it is able to deliver power quality
to the customers, with the minimum possible physical resource”. In 2010 Fer-
reira et al. in [7] develop a multi-objective methodology for location of reclosers,
sectionalizers, fuses and switching keys in power electric distribution systems
through a mathematical formulation that minimizes three objectives simultane-
ously SAIFI, SAIDI and MAIFI. In 2012 Pulgaŕın et al. in [13] develop a method-
ology for optimal location of normally open reclosers to transfer load between
medium-voltage circuits using the concept of operative areas. The mathemat-
ical model is mixed integer non-linear, and the NSGA II algorithm is used as
solution technique. The methodology is validated in a Colombian distribution
system belonging to Empresa de Enerǵıa del Quindio. In the same year Tio et
al. present at [14] a mixed binary non-linear programming model for optimal
location of reclosers and fuses, through the application of coordination strate-
gies “fuse blow scheme” and “fuse saving scheme”. In 2012, Penuela in his
doctoral thesis [12] presents different mathematical models for the expansion
and operation of power electric systems, considering different protection devices
(reclosers, sectionalizers, fuses and relays) and distributed generation sources. In
2014 Montoya et al. in [10] present a multi-objective model, considering as objec-
tive functions the investment cost and the non served energy level of the network,
using the concept denominated as operative areas of constant energy. Recently,
Bretas et al. in [2] present a multi-objective mixed integer linear programing
model for distribution systems reliability optimization. Karpov and Akimov in
[9] present a genetic algorithm to find a recloser placement corresponding to the
optimal value of SAIFI index.

Because the distribution systems reliability optimization problem is though
inherently multi-objective, in this paper, we use a binary programming models
for ASIFI, SAIFI, and MAIFI to propose a multiobjective approach for distribu-
tion systems reliability optimization, considering the simultaneous minimization
of reliability indices and associated costs. We adapt the NSGA II algorithm and
propose a simple coding scheme, to obtain the best trade-off between the three
objective functions. This approach introduces new feasible solutions in the solu-
tion space, which may lead to optimal solutions better than those that can be
found otherwise.

2 Problem Description

In this work, frequency indices for temporary failures are used in function of
customers and load connected (SAIFI and ASIFI), and for temporary failures in
function of customers connected (MAIFI) [8,14]. In the Fig. 1, a typical config-
uration is presented [6].
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2.1 Protective Devices

A common practice in the utilities, is using reclosers and fuses under diverse
coordination schemes to safeguard the network from failure phenomenons [12].
In this context, it is assumed the possibility of location of two equipments in the
system. The first of them is the recloser, which is able to interrupt short-circuit
currents and isolate the system in case of a permanent failure, in addition to
this, it is able to re-close automatically a default number of times, to remove
temporary failures of the system. The second device is the fuse, which operates
in a failure, independent of its nature, if the short-circuit current overcomes
its threshold. Once this happens, the device is destroyed and it is necessary to
replace it [12].

2.2 Coordination Schemes

Fuse-Save Scheme is a strategy that permits to safeguard and/or protect the
fuses from non desired activations, caused by temporary failures; this strategy
is based on the fast and slow operation curves of the recloser. A basic idea of its
operation is shown in the Fig. 2, where the upper limit of the save strip implies
that for lower failure currents the recloser upstream will operate faster than the
fuse, preventing its destruction. This process is repeated as many times as the
number of programmed slow curves it has; if the failure has not been isolated,
the recloser operates by slow curve, providing enough time to the fuse to clear
the failure [11,14]. It is important to point out that for failure events with short-
circuit currents higher than the given currents by the fuse-save, the fuse will
operate first and for currents lower than the currents contained in the save zone,
the fuse will never be in operation.

Fuse-Blow Scheme corresponds to the autonomous operation of the fuse in the
presence of a failure of any nature, that means, the principle of this scheme is the
activation of the fuse at any event, when the failure current surpasses the starting
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current. This operative strategy means that customers located downstream of
the fault experience a sustained interruption, and the rest of the system does
not have disturbances in its operation [11,14].

2.3 Mathematical Model

Cosiderations. To solve the optimal location of reclosers and fuses in distri-
bution systems, an integer non-linear formulation is used. The binary variables
xi, yi and zi are used in the modeling to locate reclosers, fuses of repetition, that
means, with save scheme and simple fuses, respectively. If some of the variables
is activated (taking the value of 1) the device is installed, otherwise the device
is not installed. The notation employed to represent the variables, differ slightly,
respect to the model in the papers [3–14]. To elaborate the complete model the
following aspects are taken into account: (i) the protection devices are in per-
fect status, (ii) the failure rate of the protection devices equals zero (0), (iii)the
protection devices are three-phase, (iv) the distribution system is always radial
and (v) the failures are mutually exclusive and independent.

Nomenclature

Sets and functions
Ωs: Set of sections of the feeder.
Ωsn: Subset of ΩS that contains those sections that require a protection device
F (i): Function that contains the set of sections from the substation until the section

i, excluding the section i and including the section situated immediately after
the substation.

F ′(i): Function that contains the set of sections from the substation until the section
i, including the section situated immediately after the substation.

G(j, i): Function that returns the set of sections in the way from the section j until
section i, excluding the section j and including the section i.

G′(j,i): Function that returns the set of sections in the way from the section j until
section i, excluding both sections.

h(j, i): Function that contains the section located immediately after the section j
towards section i.

M(j,i):Function that returns the set of sections j downstream the section i.

Variables
xi: Binary decision variable of installation (xi = 1) or not (xi = 0) of a recloser

in section i.
yi: Binary decision variable of installation (yi = 1) or not (yi = 0) of a fuse of

repetition in section i.
zi: Binary decision variable of installation (xi = 1) or not (xi = 0) of a simple

fuse in section i.

Parameters and sub-indices
γi: Permanent failure rate in section i in [failures/year-km].
λi: Temporary failure rate in section i in [failures/year-km].
Cx: Fixed cost installation of a recloser.
Cy: Fixed cost installation of a fuse of repetition.
Cz: Fixed cost installation of a simple fuse.
i, j, k: Indices associated to the sections.
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Li: Total load supplied by section i in [kW].
L′

i: Load attended downstream the section i in [kW].
LT : Total load of the feeder in [kW]
Ni: Number of customers attended by section i.
N ′

i : Number of customers connected downstream the section i.
NT : Total number of customers of the feeder.
Mf : Maximum number of fuses that can be installed.
Mr: Maximum number of reclosers that can be installed.
Nmax

c : Maximum number of cascaded devices.
nmax

s : Total number of sections.

Objective Functions: the indices ASIFI, SAIFI, MAIFI and the installation
costs of the protection devices are considered as objective functions.

ASIFI Model: The reliability index is defined for a distribution feeder as:

ASIFI =
∑

i∈ΩS

λi ∗ Li/LT = Aqa/LT (1)

To take into account the incidence of the location of the protection devices
in the distribution network, the numerator of (1) can be rewritten as:

Aqa =
∑

i∈ΩS

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λiL
′
i + γiyiL

′
i + λi

[
∑

j∈F (i)

(
L′

j − L′
h(j,i)

) [
∏

k∈G(j,i)
(1 − xk) (1 − yk) (1 − zk)

]]

+γi

[
∑

j∈F (i)
(1 − yj)L′

j

[
∏

k∈G(j,i)
(1 − xk) (1 − yk)

]]

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(2)
SAIFI Model: The reliability index is defined for a distribution feeder as:

SAIFI =
∑

i∈S

λi ∗ Ni/NT = Aqs/NT (3)

By using the formulation of the numerator Aqs in function of the binary
decision variables, it is obtained (4).

Aqs =
∑

i∈ΩS

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λiN
′
i + γiyiN

′
iλi

[
∑

j∈F (i)

(
N ′

j − N ′
h(j,i)

) [
∏

k∈G(j,i)
(1 − xk) (1 − yk) (1 − zk)

]]

+γi

[
∑

j∈F (i)
(1 − yj)N ′

j

[
∏

k∈G(j,i)
(1 − xk) (1 − yk)

]]

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(4)
When the models ASIFI (2) and SAIFI (4) are compared, it is possible to

notice that the only existing variation, is the way to quantify the frequency of the
failures in the system, since the perspectives of the load connected and the quan-
tity of the customers connected respectively. Both models are mathematically
similar. By the other hand, the first and third term in (2) and (4), correspond
to the influence of the permanent failures. Additionally, the customers upstream
the section i, in the surroundings of the closest recloser or fuse, could experience
a sustained interruption. The second and forth term in (2) and (4), represent
the contribution of the temporary failures in the frequency indices.
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MAIFI Model: The index for a distribution feeder is typically represented as:

MAIFI =
∑

i∈S

γi ∗ Ni/NT = Am/NT (5)

the numerator of (5) can be rewritten as:

Am =
∑

i∈Ωs

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

γixiN
′
i + γi

[
∑

j∈F (i)

xjN
′
j

[
∏

k∈G(i,j)

(1 − xk) (1 − yk)

]]

+λizi

[
∑

j∈F (i)

xj

(
N ′

j − N ′
i

)
[

∏
k∈G′(i,j)

(1 − xk) (1 − yk)

]]

+λi

⎡

⎢⎢⎢⎢⎣
∑

j∈F (i)

xj

⎡

⎢⎢⎢⎢⎣

∑
k∈G′(i,j)

zk ∗ (
N ′

j − N ′
k

)

⎡

⎢⎣

∏
m∈G(k,i)

(1 − xk) (1 − yk) (1 − zk)

∏
m∈G(k,i)

(1 − xk) (1 − yk)

⎤

⎥⎦

⎤

⎥⎥⎥⎥⎦

⎤

⎥⎥⎥⎥⎦

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6)

For the MAIFI model, the first two terms in (6), represent the contribution
of a temporary failure in section i, because the closest recloser upstream the
failure makes the customers connected downstream of the recloser experience
temporary interruptions of the service. In the quantification of the reliability
indices for the distribution system through the mathematical models presented
in (2), (4) and (6), some aspects are considered: if the sets evaluated by the
sums or the products are null, the neutral elements are added to the operations,
that means, in the case of the sum it is added zero (0) and in the case of the
multiplication it is added one (1) to the operation.

Cost Model: To quantify the total cost of installation of the protection
devices, it is formulated an expression in function of the decision variables which
adds the costs of each device installed as:

ICOST =
∑

i∈Ωs

[Cx ∗ xi + Cy ∗ yi + Cz ∗ zi] (7)

In this model, it is assumed that the installation costs of the protection
devices do not depend on the place of installation, this is the reason why the
costs coefficients are assumed constants.

Constraints: In (8) it is restricted the existence of an only protection device
in each section. Sometimes it is essential that protection devices are installed at
any specific location of the distribution system, in (9) it is presented a constraint
that corresponds to the need of a recloser or a fuse [3–14].

xi + yi + zi ≤ 1 ∀i ∈ Ωs (8) xi + yi + zi = 1 ∀i ∈ Ωsn (9)

It is usual to find operation conditions that do not require to exceed
a specific quantity of protection devices in the network, for which the
constraints of fuses and reclosers are defined as (10) and (11).
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∑

i∈Ωs

yi + zi ≤ Mf (10)
∑

i∈Ωs

xi ≤ Mr (11)

In order to warranty the correct operation of the save schemes and contin-
uous operation of fuses, two conditions are required: (i) the non-existence of
reclosers downstream of a fuse, and (ii) the non-existence of a fuse of repetition
downstream of a simple fuse. The above can be expressed according to (12) and
(13).

yi + zi + xj ≤ 1 ∀ (j, i) ∈ M (12) yi + zj ≤ 1 ∀ (j, i) ∈ M (13)

To warranty an adequate coordination between the different protection
devices installed in the network, sometimes it is convenient to establish a con-
straint that shows the maximum number of devices that can be connected cas-
cade, which can be defined as (14).

∑

i∈F (i)

yi + zi + xi ≤ Nmax
c (14)

3 Proposed Methodology

The mathematical model presented in the above section, shows four (4) objective
functions, three of which present a conflictive behaviour. In this work two possi-
ble sets of objective functions are considered, the first of them has the objective
functions SAIFI, MAIFI and ICOST, and the second set corresponds to the
objective functions ASIFI, MAIFI and ICOST.

3.1 Multi-objective Optimization Algorithm NSGA II

The basic idea of this algorithm is that during the evolutionary step t, the set of
descendants Qt of size N is generated from the set of parents Pt of the same size,
using the genetic operators of selection, crossing and mutation [5]. In function
of the above two populations (Pt, Qt) a population Rt of size 2N is conformed.
After this, by using a sorting, the population is classified in Pareto fronts, which
consists in determining for each individual a dominance level in relation to the
other solutions; according to this, only the best N solutions will be part of the
population Pt+1, where the process starts again [4]. This process is repeated
until a number generational cycles elapse without evolution or until a predefined
number of iterations is reached [5,13].

3.2 Proposed Codification

To represent appropriately a possible location of protection devices in the distri-
bution system and taking the advantage that the model is binary, a codification
through a 3 ∗ ns matrix is proposed, in which each row corresponds to a type of
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protection device. The first row corresponds to the possible location of reclosers;
the second row represents the possibility of location of fuses of repetition for
the coordination scheme fuse-blow and the last row contains the possibilities of
location of simple fuses for implementation of save strategies. To be illustrative,
if it is considered that the possible configuration of a radial feeder as presented in
Fig. 1, for this system the codification that represents the location of protections
is shown in Fig. 3.

Section number
1 2 3 4 5 6 7 8 9 10 11 
1 0 0 1 0 0 0 1 0 0 0 Recloser

Fuse-blow scheme 0 0 0 0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 0 0 1 0 Fuse-save scheme 

Fig. 3. Proposed codification

3.3 Generate Inicial Population

To generate the initial population, a three-layer constructive heuristic algorithm
is used. The first layer is in charge of generating a random set of individuals
similar to the set presented in Fig. 3 of size N . The second stage consists in
a routing through all the elements of the distribution network, in which it is
verified whether or not it is possible to locate an element belonging the position
i of the individual j in the network segment i. In the third layer the individual
is accepted if it complies with all the constraints given by the mathematical
model. Otherwise, this stage makes a local improvement of the individual, until
this complies with the constraints, and it is accepted if it is different from the
elements already stored at the population. The final set corresponding to the
output of the above process, is the initial population of the NSGA II algorithm.

4 Test Systems and Results

In order to validate the methodology proposed, two test systems are used from
the specialized literature, with different dimensions, which are available in [1,14].

4.1 System 1

The first system is taken from reference [14]. This is a 9-section network, 5000
customers and a load connected of 7500 kVA. In the Table 1 the system data is
presented and the configuration is shown in Fig. 4. For this system the following
aspects are considered: (i) at the exit of the substation there is a main protection,
(ii) the maximum number of reclosers to install is three, (iii) there is no limit
in the number of fuses, (iv) there is no limit in the number of fuses, (v) fuses
cannot be installed in the main section (network segments 1, 2, 3 and 4), (vi)
in sections 5, 7, 8 and 9 a protection device has to be installed, (vii) it is not
possible the coordination between reclosers installed in Sects. 2 and 3, and (viii)
a maximum of 4 elements connected cascade is permitted.
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Table 1. Dates of test system 1

Sectioni λi γi Ni Li

1 0,8 1,2 800 1500

2 0,8 1,4 1200 700

3 0,9 1,6 800 600

4 0,7 1,0 600 350

5 0,9 2,0 500 2250

6 0,7 1,7 300 350

7 0,8 2,8 400 300

8 1,0 3,2 200 1000

9 0,5 0,7 200 450
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Fig. 5. Configuration of test system 2

Table 2. Data of test system 2

Secti λi γi Ni Li Secti λi γi Ni Li
1 0,43 0,68 3 465 26 0,66 2,29 210 300
2 0,37 1,28 120 375 27 1,13 3,92 21 51
3 0,26 0,41 0 0 28 0,39 1,34 0 0
4 0,47 0,73 3 315 29 0,28 0,45 6 730
5 0,24 0,38 0 0 30 0,13 0,21 1 50
6 0,26 0,41 1 25 31 0,12 0,19 3 275
7 0,39 0,61 1 50 32 0,21 0,33 3 125
8 0,25 0,39 1 25 33 0,14 0,22 30 160
9 0,28 0,44 0 0 34 0,62 0,98 90 125
10 0,34 0,53 3 275 35 0,6 2,09 0 0
11 0,08 0,13 51 100 36 0,53 0,84 0 0
12 0,17 0,27 200 765 37 0,7 2,43 100 300
13 0,35 0,56 155 315 38 1,2 4,16 50 125
14 0,25 0,40 1 100 39 0,54 1,86 50 150
15 0,48 1,66 50 125 40 1,26 4,38 645 1530
16 0,21 0,33 0 0 41 0,73 1,15 19 100
17 0,74 1,17 451 1280 42 1,04 3,63 35 225
18 0,54 1,88 54 225 43 0,11 0,17 101 515
19 0,38 1,33 1 50 44 0,5 0,78 10 1400
20 0,42 1,47 174 400 45 0,93 1,47 60 425
21 0,8 2,78 1 50 46 0,96 1,50 30 160
22 0,48 0,75 234 550 47 0,66 1,04 0 0
23 0,61 0,96 0 0 48 0,94 3,27 216 650
24 0,96 3,34 141 200 49 0,56 0,88 87 225
25 0,56 1,95 1 25 – – – – –

4.2 System 2

The second system is taken from reference [1] and is shown in the Fig. 5. This
medium-sized system belongs the utility Qazvin in Iran with 49 sections, with a
total of 3413 customers and a load connected of 13336 kVA. In the Table 2 the
data of the system is presented.

The following aspects are considered for this system: At the exit of the sub-
station there is a main protection. The maximum number of reclosers to be
installed is three. There is no limit in the number of fuses. In the main section
(network segments 1, 2, 3 and 4) fuses cannot be installed. In section 5, 7, 8 and
9 there must be a protection device. It is not possible the coordination between
the reclosers installed in Sects. 2 and 3. A maximum of 4 elements connected
cascade is permitted.
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4.3 Implementation of the Proposed Methodology

The metaheuristic optimization technique NSGA II used for solving the opti-
mal location of protection devices, to improve the reliability indices, was imple-
mented in a computer Intel Core 2 Duo with 4GB of RAM and operative system
Windows R© 7 Professional employing the software MATLAB R© 2010a.

The costs associated to the reclosers, simple fuses and fuses of repetition are
US$12.000, US$100 and US$400, respectively. In order to verify the efficiency
of the proposed methodology the objective functions SAIFI (4), MAIFI (6) and
ICOST (7) are considered, however, in the Tables 1 and 2 it is presented the
information needed for the implementation of the index ASIFI (2).

Analysis of System 1: The Pareto front of Fig. 6 presents a discrete multi-
objective behaviour of the optimal location of reclosers and fuses with different
coordination schemes. In the Pareto front of Fig. 6, the best one-objective solu-
tions for each problem are: SAIFI = 2,346, MAIFI = 3,336 and ICOST = 12.400
US$. These solutions correspond to the optimums of each function, performing
a one-objective analysis, which was checked through the implementation of a
genetic algorithm of Chu & Beasley and the validation through the commercial
optimizer GAMS with the solver KNITRO.
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Fig. 7. Optimal front for system 2

Table 3 presents a reduced non-dominated set of solutions, obtained from the
Pareto front of Fig. 6. It is necessary to clarify that after the evolutionary process
of the NSGA II, the final front contains 50 non-dominated individuals. Never-
theless the reduced set shown in Table 3 is obtained through a random selection
of points along the complete set which is done to show a general scheme of the
result, highlighting the minimums associated to each objective function. For the
set of solutions already presented in Table 3, the set of elements corresponding
to each solution are presented in Table 4.

Analysis of System 2: Figure 7 presents the Pareto optimal front correspond-
ing to the location of reclosers and fuses in the 49-network segments system.
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Table 3. Optimal front (system 1)

Number SAIFI MAIFI ICOST [kUS$]

1 2,3460 9,1780 48,4000

2 3,5100 19,1900 12,5000

3 2,4860 14,0700 24,5000

4 3,1480 3,3360 38,0000

5 2,6400 5,5720 48,6000

6 2,9080 4,5400 36,9000

7 2,8120 8,1760 25,1000

8 2,9920 3,6360 49,3000

9 3,1600 3,6640 37,6000

10 3,1480 8,9560 24,7000

Table 4. Set of devices installed

Number Reclosers FBF FSF

1 [1,3,4,5] 0 [6,7,8,9]

2 1 0 [5,6,7,8,9]

3 [1,3] 0 [5,6,7,8,9]

4 [1,3,4] [5,6,7,8,9] 0

5 [1,3,4,5] 7 [8,9]

6 [1,3,5] [7,8] 9

7 [1,3] [6,7] [5,8,9]

8 [1,3,4,8] [5,6,7] 9

9 [1,3,8] [5,6,7,9] 0

10 [1,3] 5 [7,8,9]

As in the 9-network segments system, in this system it is possible to find the
one-objective solutions in the extreme points of the Pareto front, the best one-
objective solutions for each problem are: SAIFI = 3,7222, MAIFI = 6,0606 and
ICOST = 12.900 US$.

In the Figs. 6 and 7 the behaviour of the Pareto fronts for both test systems is
presented and the discrete characteristic in its solution is clearly observable. First
of all, the cost function presents a progressive escalation, that means, there are
regions where clusters of points and empty regions are presented, this condition
is presented because those clusters are located in zones where a determined
number of reclosers are proposed, that means, each scale in cost in ascending
way, increases in one the number of reclosers located in the system. Secondly,
the dispersion around each cluster of solutions, represents the variation in the
selection of the fuses to be installed in each configuration.

From the results obtained for test system 1, in Table 3 it can be seen that
the solution with the best SAIFI indicator is solution 1. Verifying in Table 4
the devices installed in this solution it can be seen that it was not installed no
simple fuse (FBS). For the MAIFI indicator the best value was found by solution
4. When verifying in Table 4 the devices installed in this solution, it is observed
that no fuse with fuse-save scheme (FSF) was installed. These two solutions
represent the extreme points of the Pareto optimal front. Thus, in general it is
observed that the SAIFI indicator improves if a combination of reclosers and
fuses is made with a fuse-save scheme. The MAIFI indicator improves if there is
a combination of reclosers with simple fuses.

5 Conclusions

A multi-objective methodology was developed that allows the optimal location
of reclosers and fuses with two coordination schemes in distribution systems
to improve the reliability indices. The mathematical model used gathers the
coordination characteristics mentioned before. In addition to this, a cost function
was included, which provides sensitivity to the selection of the best solutions
inside its solution space.

A highly discrete behaviour was evidenced in the set of non-dominated solu-
tions belonging the Pareto fronts for each test systems. From what it was men-
tioned before, it is possible to confirm that the efficiency of the methodology
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proposed is strongly related to the selection of the initial population; because a
discrete space generates multiple infeasible solutions and makes the evolutionary
process of the algorithm more difficult.

From the Pareto fronts obtained, it is clear that the behaviour of the reliabil-
ity indices SAIFI and MAIFI are in conflict, that means, their quality is highly
dependent on the type of coordination scheme chosen, for which it is impossi-
ble to find a protections scheme that enhances both indices simultaneously. The
SAIFI indicator improves if a combination of reclosers and fuses is made with
a fuse-save scheme. The MAIFI indicator improves if there is a combination of
reclosers with simple fuses.

In the mathematical formulation of the problem, the coordination scheme
known as “fuse blow scheme” through the insertion of a new device called fuse
of repetition was considered, which improves the economic performance for the
utility, because a temporary failure is removed by that element and the operation
is reset automatically without human intervention, minimizing in this manner
the times of unavailability of service supply.
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encia de carga. Mundo Eléctrico 50, 38–44 (2012)

14. Tio, A.E.D.C., Cruz, I.B.N.C., Malquisto, B.M., del Mundo, R.D.: A binary pro-
gramming model for reliability optimization considering fuse-blow and fuse-save
schemes. In: IEEE Conference TENCON (2012)



Adaptive Energy Management System for
Self-consumption in Productive Processes
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Abstract. Productive processes are the largest consumers in power sys-
tems. The energy required by these processes is usually supplied by the
power grid with its associated high operative costs. In this work, we
propose a methodology to design energy management systems for self-
consumption in productive processes with non-conventional local energy
resources. Our goal is to maximize the use of the local energy resources
to reduce the amount of energy contracted with the service supplier, and
consequently to reduce production costs of the process. This methodol-
ogy includes a robust-optimization-based energy management strategy
to include power variability through the generation of a finite number
of possible future scenarios of uncertain variables such as power demand
and power from non-conventional energy sources. It allows improving the
performance of the power supplies as our simulation results show.

Keywords: Non-conventional energy sources
Energy management system · Stochastic programming
Industrial processes

1 Introduction

According to the International Energy Agency, the world industrial sector con-
sumes 42% of the total demanded energy around the world [5]. Furthermore,
industry is the most pollutant end-user sector [4]. Then, in the near future the
industry sector will face the dual challenge of implementing low energy and
low pollution technologies while simultaneously maintaining its competitiveness
[4]. Non-Conventional Energy Sources (NCES) are a suitable opportunity for
industries to reduce their environmental impacts and to increase profitability.
However, when NCES are integrated in productive processes, technical issues
might arise due to their variability. Thus, the grid support and the dispatchable
local energy sources must be coordinated through an energy management sys-
tem (EMS) in such a way that a reliable supply of electric energy is achieved,
despite of the unexpected power variations of the NCES and demand.
c© Springer Nature Switzerland AG 2018
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Several EMS-based approaches have been presented in the literature to deal
with the uncertainty associated with these power variations. Some examples of
prediction-based EMS are reported in [7,9]. The main idea of these predictive
strategies is to anticipate the performance of both NCES and power demand
to maintain a suitable performance of the power system during power fluctu-
ation. However, these strategies do not include the uncertainty directly in the
EMS problem formulation, and single predictions are not enough to improve the
robustness of the system. For this reason, some strategies such as those in [8,11]
focus on this problem. In these works, authors represent uncertainty through pre-
diction scenarios, but selecting them is still a research challenge. Furthermore,
these methodologies have not clear strategies to determine a suitable number
of scenarios to represent uncertainty, and they do not improve the uncertainty
representation in real-time. In addition, all above applications are oriented to
energy management in microgrids to supply energy on communities.

Particularly for productive processes, some EMS approaches with NCES inte-
gration have been proposed. In [2], the authors proposed a NCES integration
based on a phenomenological process model. But they did not implement control
actions over the local energy sources to correct any low performance in real-time.
[10] presented a solar and wind source integration in a water desalination pro-
cess through a model predictive control strategy. In this approach, the controller
managed both sources and process. Nevertheless, it required a specific process
model making it problem specific. In [3], a fuzzy controller was presented to
manage a generation system with multiple types of sources and an experimental
variable load. They did not implement an optimal control strategy in order to
reduce the computational cost of the controllers.

In this work, we propose to tackle above mentioned drawbacks with an EMS
design methodology based on the robust optimization strategy presented in [1].
Our goal is to include uncertainties as part of the energy management problem
formulation in productive processes with NCES penetration. With this new app-
roach, we expect to improve robustness of the energy supplied to the industrial
process by reducing the possibility of collapse caused by unexpected variations
associated with the NCES and power demanded by the process, which is basi-
cally the definition of robustness in this frame.

The proposed methodology consists of the following stages: Characteriza-
tion of power demand and generation of available NCES; stochastic modeling
of the power demand and power from the non-conventional resources (with the
stochastic model, multiple possible future scenarios or realizations of the uncer-
tain variables are computed in order to represent the future power variations);
and design of a robust EMS to maximize the use of the available NCES. Real-
izations are included to improve the power system performance along the day.
In this formulation, an additional constraint is included to avoid the energy sur-
pluses injection into the main grid, and then to promote the self-consumption
in countries where energy injection into the grid is not regulated.

The main advantages of the proposed methodology are: (i) it does not require
an specific process model, i.e., it can be applied in any productive process; (ii)
uncertainties are explicitly included in the proposed EMS through multiple sce-
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narios in order to improve the robustness of the local power system under unex-
pected power flows variations; (iii) it is simple to implement because it only
requires historical time series of the power demand and power from NCES to be
designed; and finally, (iv) the parameters of the stochastic models are updated
every sample time with the new measurements from the system; it allows improv-
ing the dynamic performance and the adaptive capabilities of the EMS.

This work is organized as follows: in Sect. 2 we present a methodology to
manage energy in productive process where NCES are integrated. In Sect. 3, the
proposed methodology is applied to design an EMS in a typical cooper extraction
process, which is partially supplied with wind energy. In Sect. 4, simulations
results are presented and discussed. Finally, conclusions are presented in Sect. 5.

2 Proposed EMS Design Methodology

The optimization problem with multiple scenarios presented in [1] can be written
as an expected value minimization problem:

min
X

E(F (X, ā + u)) (1)

subject to: G(X, ā + u) ≤ b

Where X is the set of decision variables, which are calculated such that F (X, ā+
u) is minimum. F (X, ā + u) is an objective function and G(X, ā + u) represents
a group of physical and operative constraints of the process. b is commonly
expressed as a fixed parameter and a is an uncertain parameter. To consider
uncertainties explicitly in the problem, a is expressed such as a = ā + u, where
ā and u are the mean and uncertainty components of a, respectively. However,
this problem could not be mathematically tractable since the expected value of
F (X, ā + u) might not be differentiable. Nevertheless, it can be solved when a
takes a finite number of values that represent the original population. Then, the
problem can be reformulated as:

min
X

p1 ∗ F (X, a1) + . . . + pK ∗ F (X, aK) (2)

subject to: G(X, ai) ≤ b; i = 1, . . . , K

Where K is a finite number of chosen scenarios for a and pi, . . . , pK are the
occurrence probabilities of each scenario. The goal with this formulation is to
find a value of X such that F (X, a) can be minimized, whereas all constraints
imposed by the ai scenarios are simultaneously satisfied.

2.1 Generating and Selecting Scenarios

Power from NCES and power demand scenarios can be obtained from forecasting.
An EMS with power forecasting models can achieve better planning of the power
sources and improve the dynamic response of the system. We use a set of possible
future scenarios obtained from a set of probability density functions (PDF),
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which are fitted via previous analysis of the historical time series of the uncertain
variables, and their parameters are updated in every sample time to include the
new measurements into the uncertainty representation process. The advantage
of this method is that a suitable uncertainty representation can be achieved
without the need of a complex model. In addition, this method allows updating
historical information with every new measurement to update the parameters
of the PDFs. The drawback of this method is that it is not possible to include
exogenous variables in the process of the generation of the future scenarios, in
other words, it is not possible to include the influence of exogenous variables on
the uncertain variables. However, according to our simulations, it is a suitable
strategy for average renewable NCES and demand conditions.

First, we combine historical time series from all uncertain variables to obtain
only one time series. For example, the general form of the power balance with a
renewable NCES is PG + PR = PD, where PG, PR, and PD are the power from
grid, from the renewable NCES and demanded power respectively. Uncertain
variables in this case are PR and PD, if we combine them in only one uncertain
variable PC we obtain, PC = PD−PR, and then, power balance can be rewritten
such as PG = PC , where now, there is only one uncertain variable, which is the
combination of the two original ones. This process allows finding easily a PDF to
represent the variability of the problem, and to reduce the computational effort
of the final problem.

Then, possible future scenarios are generated using a method for uncertainty
representation which is proposed based on [1,7,9]. Thereafter, we need to select
those scenarios that represent the uncertainty of the historical data. Our goal is
to represent uncertainties in the historical information through a finite number
of possible future variations of the variable in order to improve the robustness
of our EMS as follows:

1. Classifying historical information: Combined initial time series is disaggre-
gated according to their resolution; then, we obtain a time series for every
sample time along a day. For example, a time series of 365 days with 1 h
resolution provides 24 disaggregated time series, each with 365 points.

2. Fitting time series: Disaggregated time series are fitted through a PDF; then,
parameters of every time series are calculated. From the example of step 1,
we obtain parameters of 24 PDFs for the 24 time series.

3. Generating scenarios: With the parameters of all PDFs, a finite number of
realizations or future scenarios are generated for every sampling time. On our
example, K scenarios are generated for each hour according to the respective
PDFs.

4. Estimating the minimum number of scenarios: The goal with the generated
scenarios is to represent uncertainties in the historical information, which
will allow to the EMS having into account the K possible variations that
the uncertain variables could have in the future, in other words, the con-
trol actions of the EMS will satisfy all the operational conditions that could
impose each of those K possible future variations; achieving in this way to
improve the robustness of the EMS. In this regard, K scenarios must be
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selected such that the PDF parameters calculated from the generated scenar-
ios and from the original disaggregated time series are as close as possible. In
this work, the maximum allowed difference was 5%. Finally, minimum num-
ber of scenarios can be determined through a plot of K vs. PDF parameters
difference as we show in the next section. This step is only performed once
in the EMS design stage. When the EMS is in operation mode, only steps
1 to 3 are executed every sample time to update PDF parameters with new
measurements.

2.2 Robust EMS Formulation

Based on the selected realizations, a robust EMS is proposed to maximize the
use of NCES and to improve robustness of the power system when unexpected
variations occur. The objective of the multiple scenarios explained in Subsect. 2.1
is to anticipate the future behavior of the NCES and demand and to improve the
robustness of the whole power system in the long term, even under unexpected
power flow variations.

Since we promote the self-consumption in productive processes, our EMS
approach is formulated as an uni-nodal problem, i.e., we assume that all loads
and sources are connected to the same connection point. In other words, the
transmission constrain is not included. In (3) the formulation of the problem in
an uni-nodal form and including single prediction is presented according to [7,9]:

min
P
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with i = 1, . . . ,M . Pgi is the power from the i-th controllable energy source.
Cgi is the cost associated with the i-th energy source. Pns and Cns are the non-
supplied power and their associated cost, respectively. Plo and Clo are the lost
power and their associated cost, respectively. PRm is the power from the m-th
renewable energy source. Pdj is the demanded power of the j-th load. Pmin

gi ,
Pmin
ns , Pmin

lo , Pmax
gi , Pmax

ns and Pmax
lo are the minimum and maximum physical

constraints of the decision variables. M , N and O are the number of dispatchable
energy sources, loads, and renewable sources respectively. Superscript •(r) refers
to the number of the step along to the prediction horizon of the variable •. And
NP is the prediction horizon.

The optimization problem formulation (3) includes the single prediction of
the available energy from the NCES and the demand to improve the perfor-
mance of the system in the long term via anticipation of the possible variations.
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However, predictions are not enough to improve the robustness of the system
under unexpected future power variations. For this reason, we directly include
uncertainties in the optimization problem formulation [1]. This inclusion is per-
formed through the generation of a finite number of possible future scenarios
with their respective occurrence probability. But first, we define uncertain sets
for every renewable energy source PRm and power demand Pdj :

[P (1)
Rm, . . . , P

(NP )
Rm ] ∈:= {(P (1)

Rm(1), . . . , P
(NP )
Rm(1)), . . . , (P

(1)
Rm(K), . . . , P

(NP )
Rm(K))}

[P (1)
dj , . . . , P

(NP )
dj ] ∈:= {(P (1)

dj(1), . . . , P
(NP )
dj(1) ), . . . , (P (1)

dj(K), . . . , P
(NP )
dj(K))}

Here, m = 1, . . . , O and j = 1, . . . , N , where O and N are the amount of NCESs
and power demands respectively. Now, every scenario can be defined as follows
considering all NCES and demands (contraction Scen means Scenario):

Scen#s = {(P (1)
Rm(s), . . . , P

(NP )
Rm(s)), (P

(1)
dj(s), . . . , P

(NP )
dj(s) )}

for s = 1, . . . ,K generated scenarios. Finally, we formulate an optimization prob-
lem for the robust EMS where uncertainties are included through the inclusion of
above scenarios in form of K sets of constraints, one set per considered scenario.
Every step time of every realization or scenario has an occurrence probability.
However, the numerical tractability of the problem can be affected when the
number of constraints increases. Therefore, following the procedure presented in
[1], the expected value optimization problem is reformulated in its equivalent
epigraph form:

min
P

(r)
gi ,P

(r)
ns ,P

(r)
lo ,t

(r)
(s)

Np∑

r=1

(
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(r)
lo )

)
+
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p
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(r)
(s)

⎞

⎠
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set#s

⎧
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∑M
i=1 P

(1)
gi + P
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(1)
lo +

∑O
m=1 P
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...
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i=1 P
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(NP )
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dj(s) ≤ t

(NP )
(s)

P (r)
ns , P

(r)
lo ≥ 0; Pmin

gi ≤ P
(r)
gi ≤ Pmax

gi ; t
(r)
(s) >= 0

with s = 1, . . . , K, i = 1, . . . , M , and r = 1, . . . , Np. Here, subscript •(s) is
the counter of the selected scenarios. p is the probability of each step in every
scenario, and t is the additional decision variable that appears because of the
epigraph form transformation. The selection of the number of scenarios is carried
out according to the procedure proposed on Subsect. 2.1.

3 Simulation Set-Up

We tested our proposed methodology via simulation with a robust EMS for a
typical copper extraction process supplied from the bulk grid, a local conven-
tional generator, and a NCES (a wind generator in this case). In general, mining
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process is considered as an intensive energy process because it consumes around
700 kWh/tone mined [6]. Simulations were performed with power curves of a real
process and real historical information of wind speed in the same location. The
EMS controls the amount of power imported from the main grid and the local
generator, so that they can compensate power fluctuations from the NCES and
the demanded power.

IEEE benchmark of nine nodes and three generators was used to represent
the electric grid of the selected productive process. Mathematical nomenclature
is defined as: g2 is the energy source in node 2 and it represents power from main
grid; g3 is the energy source in node 3 and it represents the local generator; w
is the energy source in node 1 and it represents a NCES, a wind energy source
for this case; L5, L6, L8 are the system loads connected in nodes 5, 6 and 8
respectively, and they represent the total power demand of the copper extraction
process.

3.1 Robust Energy Management System Formulation

The efficiency of generators and loads of the power system when exchanging
power among them mainly depends on the management of those power flows
through the EMS. Then, in (4), the proposed robust EMS for the power system of
the copper process is presented. In this robust problem formulation, uncertainties
are included through the inclusion of K possible future scenarios of the uncertain
variables, which are expressed as K constraints:

min
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where Pg2 and Pg3 are the two power flows from the two controllable energy
sources, grid and local generator respectively for this case. Cg2 and Cg3 are
the costs associated with the controllable energy sources mentioned above. Pns

and Cns are the non-supplied power and its associated cost. Plo and Clo are
the lost power and its associated cost. Pw is the power from wind energy source.
Pd5, Pd6, Pd8 are the demanded power of the three loads of the test system. Pmin

g2 ,
Pmin
g3 , Pmin

ns , Pmin
lo , Pmax

g2 , Pmax
g3 Pmax

ns and Pmax
lo are the minimum and maximum

physical constraints of the decision variables. Finally, {set#1, · · · , set#K} are
the power balance constraints that need to be satisfied for each s = 1, . . . , K
scenario.

The robust solution obtained with this formulation reduces the possibility
of the power system to collapse when an unexpected power variation occurs.
Thereby, our robust energy management strategy helps to improve the dynamical
performance of the system during unexpected power flow variations.

4 Simulation Results

The minimum number of scenarios was selected through the procedure presented
in Sect. 2.1. Figure 1 shows the relation between the number of considered scenar-
ios and the error of the statistical parameters. In this case, a normal distribution
was used to represent the uncertainty of the historical time series (it is only one
time series because of the combination of all uncertain variables that we pre-
sented in Sect. 2.1). We found that 1500 is a suitable number of scenarios to
reduce the error of the mean (μ) and standard deviation (σ) to around 5%. It
means that the uncertainty on the historical data is represented by this amount
of scenarios with 95% representation percentage.
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Fig. 1. Error of the statistical parameters vs. Number of considered scenarios. For this
example, the error goes below 5% (red lines) with 1500 scenarios. (Color figure online)

We carried out simulation experiments with different EMS strategies during
one day. All experiments were executed with conditions presented in Fig. 2. The
figure shows a situation where the total power demand is always greater than the
wind power, except in some intervals where the wind power is greater than the
power demand. These mismatches have some consequences, which were analyzed.
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Historical time series used for simulation was measured from the power consumed
by a real copper mining process, and from a wind power plant (close to the
place where power demand data were obtained). The sampling time of all tested
controllers was 15 min.
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Fig. 2. Power delivered by the wind turbine and the total power demand of the system.
The simulations were performed under these conditions.

The power system was tested on a typical situation to analyze its dynamic
behavior with the proposed robust EMS and a non-robust EMS. In minute 1000
and along the 30 following minutes, wind speed decreased unexpectedly to zero.
Although this is a totally unpredictable event, the controller had to react and
try to compensate it. Figure 3 shows the dynamic performance of the power on
the dispatchable sources, it means, grid and conventional local generator.
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Fig. 3. Power from grid (top panel) and from local generator (bottom panel) under an
unexpected absence of wind power. Proposed robust EMS (solid blue line). Non-robust
EMS (dash red line) (Color figure online)
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Table 1. Maximum variation of the delivered power from the dispatchable sources
with the proposed robust EMS and a non-robust EMS caused by a wind event.

Max. power change

Source EMS Max ΔP [MW]

Grid Non-robust 10.7

Robust 1.3

Local generator Non-robust 9.6

Robust 1.4

Fig. 4. Voltages in the main nodes of the power system under unexpected reduction
of the wind power. Proposed robust EMS (solid blue line). Non-robust EMS (dash red
line). (Color figure online)

When the wind turbine stopped producing energy, the grid and the local gen-
erator increased their delivered power to compensate this event. However, accord-
ing to the used EMS, the dynamical performance was different. Figure 3 shows
that the changes in the delivered power from the controllable energy sources
with the proposed robust EMS are smaller than in the non-robust EMS during
the unexpected outage of the wind generator. In the case of the local generator,
it means that the energy consumption efficiency was improved, suggesting that
the useful life of the machine was extended. The magnitudes of these changes
are presented in Table 1.

Regarding the voltage performance, Fig. 4 and Table 2 show a faster response
when the proposed EMS was used. In addition, the overshoot voltage magnitude
was also reduced. In general, the stability of the power system was improved with
the proposed EMS. Furthermore, the figure shows that voltages are always lower
when the robust EMS was used, i.e., there is a wider range to regulate reactive
power through the voltage manipulation in the case of considering voltage as a
control variable.
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Table 2. Numerical differences between a non-robust EMS and the proposed robust
EMS under an unexpected wind power reduction*.

Voltages in unexpected wind event

Node EMS IST [s] FST [s] Iovsh [%] Fovsh [%]

1 Non-robust 90 90 −2.2 2.5

Robust 60 45 −1.7 2.3

2 Non-robust 90 75 3.6 2.1

Robust 60 45 4.9 1.8

3 Non-robust 90 90 3.5 2.7

Robust 60 45 4.6 2.5

5 Non-robust 90 90 −2.1 2.4

Robust 60 45 −1.6 2.2

6 Non-robust 90 90 −2.4 2.6

Robust 60 45 −1.9 2.4

8 Non-robust 90 90 3.5 2.4

Robust 60 45 4.8 2.2

*Here, IST and FST are the initial (min 1000) and final (min
1030) stabilization times respectively, Iovsh and Fovsh are ini-
tial (min 1000) and final (min 1030) overshoot respectively. The
wind turbine is connected to Node 1. Nodes 2 and 3 are the con-
nections of the bulk grid and the local generator, respectively.
Nodes 5, 6, and 8 are the loads L5, L6 and L8 connections,
respectively.

5 Conclusions

In this work, we proposed a methodology to manage energy in productive pro-
cesses with NCES penetration via a robust EMS. Unlike other works in the litera-
ture [7–9,11,12], our methodology is manly oriented to promote self-consumption
in productive processes in countries where it is not possible to sell energy sur-
pluses to the main grid. The EMS includes a method to consider uncertainties in
the NCES and power demand using historical information updated on real-time,
with the objective of minimizing the operative costs. Our methodology allows
avoiding large power variations in the local generator. A desirable characteristic
in systems with NCES, because in productive processes it is a common prac-
tice to use thermal generation units to supply part of the power consumption of
the process and they show a slow power response by nature. Furthermore, the
proposed robust EMS ensures a suitable dynamical performance of the power
system, which is not the case with a non-robust EMS.

A typical industrial process includes sensitive voltage devices, i.e., the
dynamic behavior of the voltage is a critical aspect in power systems. Thereby,
the proposed EMS has several advantages because it reduces the time response
and voltage overshoot during abrupt unexpected power variations. In addition,
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our approach reduces the voltage level in all nodes of the power system (inside
the permissible limits), which allows increasing the span to control the reactive
power of the system.

Although a non-robust EMS allows having lower operative costs of the sys-
tem, the proposed approach improves several dynamic aspects of an industrial
power system such as the energy efficiency, the useful life of its components, and
economic savings in the long term.
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Abstract. Energy efficiency in the next-generation of cellular networks
is an important topic due to the expected increase in the number of
nodes. Previous research has shown the relationship between the num-
ber of users connected to a cellular network base station (BS) and its
energy consumption. For this reason, the study of optimal mechanisms
that balance the load of users over the available base stations is a key
element in the field of energy efficiency in cellular networks. However, the
user-BS association process is not trivial because the problem explodes
combinatorially. For this reason, it is necessary to explore mechanisms
able to be executed in the order of milliseconds. In this paper, we com-
pare two different user - BS association policies and their impact on grid
consumption in a heterogeneous cellular network (HetNet) powered by
hybrid energy sources (grid and renewable energy). The first proposal is
based on a discrete optimization problem and the second is a relaxation
that uses traffic flows. These schemes are compared to the traditional
best-signal-level mechanism and evaluated in a realistic simulation sce-
nario to study the impact on grid consumption, number of users served,
and computation time. The new proposed user allocation policies result
in lower grid electricity consumption and lower average unserved users
compared to the traditional association scheme.

Keywords: Energy efficiency · Green networks · HetNets

1 Introduction

Green cellular networks are a field of great interest today, especially when we
consider that mobile communications networks consume about 0.5% of the global
energy supply [1,2]. For this reason, different projects have studied the energy
behavior of a cellular network and ways to reduce its consumption, e.g., ICT-
EARTH [3] and Trend [4].
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The main energy consumption in a cellular network is produced by base sta-
tions (BSs), and it depends on the number of active users in a given time slot [5].
For this reason, a balance of downlink traffic loads among BSs by an appropri-
ate user-BS association mechanism is needed to minimize on-grid consumption.
Hence, renewable energies are a good option to deploy infrastructure in scenarios
with connection limits or without grid connection (off-grid), e.g., in developing
countries. However, integrating renewable energy in next-generation cellular net-
works has various challenges related to network architecture and energy sources
[6].

In the literature, it is possible to find several approximations to solve the
load-balancing problem in HetNets. Andrews et al. present a survey of differ-
ent technical approaches to HetNet load-balancing [7]. Here it is possible to
observe the need to explore new load balancing mechanism different to tradi-
tional optimization techniques because the problem of associating users to base
stations is NP-hard and not computable even for small-sized HetNets. From the
optimization viewpoint, several load-balance approaches to increase energy effi-
ciency in cellular networks have been proposed in recent years. In [8], Han and
Ansari presented a virtually distributed algorithm named vGALA to reach a bal-
ance between network utilities and green energy utilization in software-defined
radio access networks powered by hybrid energy sources. Likewise, Zhou et al.
proposed a heuristic algorithm for target cell selection combined with a power
control algorithm for coverage optimization to guide users towards BSs with
a renewable energy supply [9]. Ye et al. present a low-complexity distributed
algorithm to solve the association problem jointly with resource allocation in an
on-grid HetNet. They assume that users can be associated with more than one
BS at the same time, as a relaxation of the NP-hard problem. Silva et al., use the
classic optimal transportation approach to study the mobile association problem
in cellular networks [10]. Game theory has also been used to solve the user-BS
association problem. In [11] authors present a scheme based on a game of two
players moving between a macro base station and a small cell, with both BS
connected to the grid. To take the association decision, players use a distribute
algorithm trying to maximize their payoffs independently.

Also, to reach energy efficiency in cellular networks, other approximations
have been proposed [12], with one of them being the utilization of renewable
power sources [13]. According to the International Energy Agency (IEA), the
14% of the global population (1.1 billion people) live without electricity in 2017
[14].

In this work, three different alternatives are evaluated to analyze energy con-
sumption on a given case study. The first of the three alternatives is a traditional
scheme where users select the BS with a better signal level [15]. The second uses
a discrete branch-and-bound optimizer to assign users to BS. Our final proposal
uses a traffic-flow perspective to relax the discrete optimization problem and
improve computational time [16]. The success of the proposed schemes is con-
sidered from an energy-efficiency perspective, which means a reduction of on-grid
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consumption. An extended analysis of these and other techniques can be found
in [17].

To evaluate the proposed mechanisms, we use two-tier HetNet such as that
of Fig. 1, which is composed of one macro base station (MBS) and multiple
small cells base stations (SCBSs). On-grid energy powers the MBS, and SCBSs
are powered exclusively by wind. The MBS provides basic coverage while the
SCBSs are deployed in its coverage area to enhance network capacity and absorb
traffic load. Note that the proposed system does not include batteries to reduce
maintenance, environmental, and production costs. Our proposal differs from
previous works because our target is energy efficiency through grid consumption
reduction, which is a different perspective in this research field. Also, our off-grid
SCBSs are assumed not to have batteries support, making more demanding the
control strategies to guarantee QoS levels. Finally, we test different alternatives
in a complex scenario (37 BS-750 users), including an original approach based
on traffic flows.

Fig. 1. Scenario: a HetNet powered by hybrid energy sources.

The outline of the rest of the article is as follows: Sect. 2 presents the pro-
posed user-BS connections schemes. Section 3 describes the simulation scenario.
In Sect. 4, the performance of the proposed schemes is evaluated, including the
analysis of results. Finally, in Sect. 5 the conclusions are provided.

2 Cell Selection Schemes

Our goal is to minimize on-grid consumption by balancing downlink traffic loads
among BSs using an adequate user association scheme. To this end, let us define
a geographical area L ⊂ R2 that contains B base stations and U users. Let x ∈ L
denote a location, and j ∈ B be the BS index, where j = 1 represents the MBS.
Time is divided into T time slots of length τ seconds and t ∈ T denotes the
t − th time slot. Each SCBS updates its cell size every τ seconds by changing
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the transmission power according to the amount of renewable energy available
at its location. For simplicity, we drop the time slot index t for the rest of the
paper.

Each small cell can only serve UM users simultaneously; although the MBS
has not limit for the amount of associated users for simplicity. The number
of active users in a time slot is given by UA. Assuming that mobile users are
uniformly distributed in the geographical area [18], the traffic load of the j − th
BS in the t − th time slot can be expressed as

ρ1 =
∑U

i=1 yi,1
UA

(1)

ρj =
∑U

i=1 yi,j
UM

, (2)

where yi,j is the user association indicator. If user i is associated with BS j in
the t − th time slot, yi,j = 1, otherwise yi,j = 0. Note that 0 ≤ ρj ≤ 1 for all j.

It is also assumed that at each time slot a user can be associated with the
j − th BS if the signal level received si,j is greater than a threshold ϕ.

Finally, US is the amount of users using the systems in a time slot and it will
be a Quality of Service (QoS) objective. It is expressed as

US =

∑B
j=1

∑U
i=1 yi,j

UA
(3)

The energy consumption model is based on the results of project EARTH [5].
The EARTH model states that energy consumption of a BS consists of two parts:
the static power consumption and the dynamic power consumption. It can be
expressed as

Cj = ΔjρjPjτ + ES
j (4)

where Δj is the slope of load-dependent energy consumption of BS j, Pj is the
transmission power of BS j at the t−th time slot, ρj is the traffic load of BS j at
the t−th time slot and ES

j is the static energy consumption of BS j in each time
slot. Static power consumption is related to the energy required for the normal
operation of a BS, and the dynamic power consumption is the additional energy
demand caused by the traffic load, which is approximated by a linear function
of the load.

Here, the total energy consumption of the network scenario in a given time
slot is the sum of the grid consumption (due to MBS) and the green consumption
(due to SCBSs). Hence, the reduction of consumption in BS 1 (MBS) is the key
to increasing energy efficiency.

To reduce the consumption from the grid in the HetNet, different user-BS
connection policies are proposed. As stated previously, three different mecha-
nisms are presented and compared here. The first is the standard better-signal-
level mechanism, which is used to compare the performance of the alternatives.
The second is based on traditional discrete optimization techniques, and, finally,
a flow relaxation of the discrete problem is implemented.
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2.1 Best-Signal-Level Policy

In traditional cellular networks, mobile users connect to the BS that offers
the best signal-to-interference-plus-noise ratio (SINR), which depends on BS
power transmission, path loss, and interference from other BSs. However, this
mechanism is not entirely adequate for HetNets, because SCBSs with available
resources can be ignored by users when receiving a stronger signal from an MBS
[19]. We will refer to this procedure as traditional policy, and it will be the
baseline for evaluating the performance of proposed mechanisms. Note that, for
simplicity, we used only path loss to determine the user’s best received signal.

2.2 Optimization Method

Given that the objective is to reduce the overall system grid consumption, it is
possible to formulate the following optimization problem

min
y

U∑

i=1

yi,1 (5)

s.t.
U∑

i=1

yi,j ≤ UM j = 2, 3, . . . , B (6)

yi,j .si,j ≥ ϕ (7)

US =

∑B
j=1

∑U
i=1 yi,j

UA
≥ ε (8)

∑

j∈B

yi,j ≤ 1 ∀i ∈ U (9)

yi,j ∈ {0, 1} ∀i,∀j (10)

where (5) is the objective function, which focuses on minimizing consumption
from the grid with an optimal assignment of active users to available BS over
each time slot. Equations (6)–(10) are the problem constraints: (6) establishes
that a small cell j can serve a maximum of UM users simultaneously; (7) is the
user’s received signal level constraint, where si,j is the signal level received by
user i from BS j and ϕ is the minimum signal level required by an user to have
service; (8) stands for the minimum percentage of users served (US), which is a
QoS constraint; (9) requires that an user is served only by one BS in a time slot;
and (10) establishes that yi,j is a binary variable.

The optimal connection policy is attained solving (5) by means of an integer
linear optimization problem. To find a solution, a branch-and-bound method
is used. Information preprocessing and previous knowledge of the problem are
also helpful to reduce the computational burden. In particular, the following
preprocessing was applied to the data given to the optimizer:
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1. Reduction of space search. The matrix Si,j was simplified according to the
number of active BSs (b), to reduce the search space from U × B to U × b
where b ≤ B, with B being the number of BSs in the network.

2. Time slot adjustment. Since the optimization is performed in each time slot,
it is important that its length is sufficient to perform the calculations, but
not too much, thus avoiding changes in the system being ignored.

2.3 Traffic Flow Approximation

Approximation based on traffic flows was also considered to solve the compu-
tation burden issues of integer optimization and it was originally presented in
[17]. This perspective uses a relaxation of the discrete problem and generates a
solution with the optimal flows exchanged between BSs. This approach has been
successfully applied to problems such as traffic management [20] and supply
chains [21]. Figure 2 presents an illustration of this perspective. The incorpora-
tion of a new virtual BS (B +1) can be observed, which is used to discard traffic
according to the defined QoS level.

The mechanism uses input information from a matrix with the potential
flows that can be exchanged between BSs (Fi,j) in each time slot. This matrix
is built from the received signal level of each user from each BS, the active BSs
according to the wind speed, the BS adjacency matrix, and the number of users
connected to each BS. The potential matrix flow, the number of resource blocks
(RBs) available in each BS, and the QoS level are used as constraints of a linear
optimization problem that minimizes the sum of flows from any base station
to the MBS (BS 1). Equations (11)–(16) present the formal description of the
optimization problem.

Fig. 2. Traffic flow approximation.
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min
x

B+1∑

i=1

xi,1 (11)

s.t.
B+1∑

i=1

xi,j ≤ Fi,j j = 1, 2, 3, . . . , B + 1 (12)

∑B
j=1

∑B
i=1 xi,j

UA
≥ ε × UA (13)

B+1∑

i=1

xi,j ≤ UM
j j = 1, 2, . . . , B + 1 (14)

∑

j∈B

xi,j = xi ∀i (15)

0 ≤ xi,j ∀i,∀j (16)

where xi,j is the traffic flow from BS i to BS j in a time slot and xi is the total
traffic of the BS i in a time slot. Equation (11) is the objective function, which
seeks to minimize the flows to the MBS and hence reduce the overall consumption
from the grid of the cellular network. The constraint (12) specifies that the flow
between two BSs cannot exceed the limits established by the potential flows
matrix. Equation (13) defines the QoS level, and guarantees that the sum of all
flows is higher than the desired percentage of users served ε. Constraint (14)
establishes the limit in the number of users to be received by a BS. This limit
is defined by the number of RB available in the destination BS in each time
slot. Constraint (15) imposes flow conservation. This means that all users will
be served, even by the B+1 BS or the same BS that originated the flow. Finally,
(16) defines that flows must be positive.

Once the solution to this problem is found, a rounding process is executed to
obtain integer values and assign users to BS according to these values. Finally,
a remarkable feature of this approach is that it can be implemented easily in a
distributed fashion [22,23].

3 Simulation Scenario

In the next generation cellular networks, deployments with a 2-tier downlink
HetNet will be common. One MBS and multiple SCBS powered with hybrid
energy supply will be a valid option to face both the growing users demand and
the energy consumption problem.

The scenario described in Sect. 1 was implemented to evaluate the proposed
alternatives regarding their consumption of energy. The case study considered is
composed of one MBS and 36 overlapping SCBSs. This is the minimum number
of SCBSs needed to cover the MBS area. In this scenario, the MBS is powered
by on-grid energy, and it is always on, ensuring constant coverage over the area.
Each BS has one sector, and only large-scale loss is considered in the simulation.
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The technical parameters of the simulation are defined according to an LTE
system with a geographical area of 3.5 km2 [24], with uniform inter-site distance
between BSs of 500 m and the environmental parameters from Medelĺın (Colom-
bia). Also, given the population density of this city (2500 hab/km2) and the
mobile internet penetration in Colombia (10%), 750 users are considered in the
experiments. The users are moving according to a random walk point model.
Table 1 summarizes the parameters used in the simulation. As mentioned previ-
ously, small cells are powered only by green energy. In this way, to reduce the
deployment cost and to mitigate the environmental impact, each SCBS has a
micro-turbine that provides green energy without a battery system. The goal of
each SCBS is to receive users from the MBS and therefore reduce its consumption
from the grid.

Table 1. Simulation parameters

Parameter Value

Coverage area 3.5 km2

Number of users 750

System LTE

BW LTE 20MHz

RB per BS 100

N. macro base station 1

N. MBS sectors 1

N. SCBS 36

Inter site distance 500m

Tx power MBS 43 dBm

Tx power SCBS 22 dBm

Static power cons. MBS 130w

Static power cons. SCBS 6.8 w

Consumption slope MBS 4.7

Consumption slope SCBS 4.0

Pathloss model cost 231 model

Antenna gain 15 dBi

Receiver sensitivity −107.5 dBm

Size of request file 500Kb

Time slot 2 s

Users mobility model random walk point

Mobility speed 4 km/h
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3.1 Renewable Power Potential

Introducing renewable energy (RE) power sources in a cellular network requires
understanding RE dynamics and their relationship with energy consumption at
BS. In this work, we consider that wind is the source of the renewable power.
In particular, real data is used to define a Weibull probability distribution that
represents the expected wind speed at a specific location and a time interval.
From this prediction, it is possible to determine the amount of energy produced
by a micro-turbine in a period.

The simulation considers the behavior of the wind in Medelĺın, based on 3-
year data provided by weather stations of SIATA [25]. Using @Risk7 [26], it was
possible to define three sectors with different wind behaviours in the simulation
area. It was found that sector one presents mean wind speed of 1.787 m/s, sector
two has a mean wind speed of 1.880 m/s, and in sector three has a mean wind
speed of 2.238 m/s.

According to the average wind speed, a micro-turbine was selected for the
SCBSs with a start-up wind speed of 2 m/s. The power potential of microturbine
is 26 w when wind speed is between 2 m/s and 3 m/s, and 35 w when wind speed
is higher than 3 m/s.

The simulation is configured with different average wind speeds in the sec-
tors under the coverage area of the MBS. Wind dynamics vary every minute.
Therefore, there are three possible green energy scenarios: no SCBS has suffi-
cient green energy, the SCBSs of only one sector have green energy to work, and
more than one sector has green energy (this case could be even when all SCBS
have energy in the same period).

Traffic requests are modeled as an inhomogeneous Poisson point process. The
arrival rate per area λ(x) and the traffic size are independently distributed with
mean μ(x) to capture the spatial traffic variability [27].

4 Results

Using MATLAB R©and IBM Cplex Optimizer, it was possible to evaluate the
different connection schemes and their impact on grid power consumption. The
temporal variability of traffic on the cellular network was not considered. For
this reason, a simulation time of 15 min was used to observe the behavior of the
proposed solutions. The active BSs along the corresponding 450 time slots define
the Si,j matrix and the search space in each optimization.

To compare the performance of the mechanisms with the traditional best-
signal-level scheme, six key performance indicators (KPI) are proposed: average
grid consumption (watts/min), percentage of users served, average transmission
rate (Mbps), percentage of consumption reduction compared to the traditional
scheme, transmitted bits per grid-consumed watts, and simulation time. Table 2
shows the KPI results for each scheme. The optimizer policy was implemented
for two different QoS objectives, being equivalent to 85% of the baseline defined
by the traditional scheme. We found a reduction in consumption with respect to
the traditional connection scheme. In particular, the optimizer of 85% has good
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Table 2. Association schemes comparison

User association scheme Aver. grid consump.
(watts/min)

Grid consump.
reduct. (%)

Users served (%)

Signal level policy 6055 - 85.8

Optimizer 85% 5733 5.3 85.5

Optimizer 90% 5903 2.5 90.2

Traffic flows 85% 5765 4.8 86.1

grid energy savings of 5.3% compared to the signal-level policy. Only when US =
90% do we observe that the optimizer grid consumption is close to the traditional
scheme. Therefore, if the best signal level is not the main criteria for selecting a
base station, a reduction in the average rate can be achieved. It is important to
remember that the optimizer does not have constraints or incentives related to
the transmission rate.

Regarding the computational time required for the simulations, Table 3 shows
a comparison of the results of implementing the different policies when different
amounts of users are present in the network. It can be observed that the optimizer
increases its computational time markedly when the number of users grows.

With traffic flows, it is possible to observe a reduction of the consumption
from the grid to levels comparable to those of the discrete optimizer (4.8%). This
result is very important because the discrete optimizer delivers the optimum
consumption of the system according to a QoS level. The other key element is
the quality of service (US) in the system, which presents a small improvement
if the traditional scheme is compared to the traffic flow. The processing time
of the traffic flows is lower than the discrete optimizer’s and remain practically
constant with the growth of users, thus representing a good option for improving
the consumption and maintaining QoS levels in scenarios with a large number
of users.

Table 3. Computation time for the simulations [s]

User association scheme 500 users 750 users 1000 users

Signal level policy 211 287 261

Optimizer 85% 507 1158 2077

Traffic flows 85% 392 554 507

5 Conclusions and Future Work

Three different user-BS association schemes for HetNet hybrid cellular net-
works were compared in this paper. Our simulations allow observing that the
optimization-based schemes result in lower power grid consumption.
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It is important to emphasize the good response of the traffic flow approxima-
tion, despite being a relaxation of the original optimization problem. It reaches
KPI values closer to those of the discrete optimization in suitable computational
time. The possibility of implementing the traffic flow mechanism in a distributed
scenario is another advantage, with it being difficult in discrete optimization-
based schemes. Future work in this line can consider exploring alternatives to
improve average transmission rates.

The next stage in the study of alternatives for improving the energy con-
sumption of these kinds of networks should include analysis of delays in the user
association process and their impact on the quality of service of the system.
In the same way, to achieve complete energy management, it is necessary to
consider storage systems to support the off grid BSs.

Finally, it was demonstrated that by using mechanisms with low computation
times it is possible to reach levels of energy saving and QoS similar to those
obtained with discrete optimization-based methods.
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Abstract. The joint management of routing and inventories has become a field
of particular importance for the academic community in recent years. However,
there were no models identified in the literature review that contemplate the
characteristics of the supply chain of fresh food. The authors of this paper
propose an IRP (Inventory Routing Problem), multi-objective, multi-product
and multi-echelon model of mixed linear programming which considers the
shelf life of the food. The model is applied to the supply chain of perishable
fruits. The two scenarios evaluated constitute the base for a strategy proposal to
reduce costs, maximize the contribution margin and diminish the losses of fruit.

1 Introduction

The Inventory Routing Problem (IRP) in the Supply Chain of Perishable Food (SCPF),
has become relevant for the academic community in recent years [1]. The simultaneous
study of routing and inventories, although complex, has a positive impact on the overall
performance of the Chain [2, 3]. However, inventory management, distribution and
routing, produces high losses and logistics costs [4].

Fruits produced in Colombia, compared to other subtropical countries, have a better
quality of their organoleptic characteristics: color, flavor, aroma, higher content of
soluble solids and degrees Brix [5]. This paper presents a multi-objective mathematical
model of the SCPF applied to 5 fruits: mango, blackberry, strawberry, orange and
mandarin from a region in Colombia [6].

The SCPF is made up of six echelons: producers, the supply central, wholesalers,
hypermarkets, agro-industrial and retailers, the last echelon in turn made up of mar-
ketplaces and shopkeepers. The model allows the establishment of the Distribution
Plan and inventories for each fruit as well as: the capacities required in each echelon of
the chain, the total cost of the chain, the contribution margin and the impact of losses.
The model surpasses previous models for considering the reduction from post-harvest
losses in more than two fruits.
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The article begins with a literature review, methodology and proposed mathemat-
ical model, based on the papers [7–10] and continues with the case study through two
scenarios and the strategies formulated in order to reduce the level of losses in the
SCPF.

2 Literature on IRP Models for Perishables

The first article that was identified as IRP for perishables included the allocation and
distribution of the product from a regional collection center to a defined set of retailers
with random demands [11]. There are several methods of solution when the IRP is NP-
hard. Chen et al. [12] applied quality time windows for a perishable product with a
limited shelf life in order to control the deterioration. Propose a two-stage heuristic to
solve the multi-product version of the IRP with multiple clients. Another two-stage
heuristic for a linear programming model was proposed by Mirzaei and Seifi [13].

Another IRP for perishable foods assuming uncertain demands, including season-
ality factors, was proposed by Sivakumar [14], studied indicators such as gas emissions
from transport vehicles, levels of food waste, transport times and the final quality of the
distribution chain.

Amorim et al. [15] also propose an IRP for perishable food. They distinguish
between two classes: fresh and mature, based on shelf life. The product is discarded at
the maximum age in the inventory. They then study the impact of perishability on the
IRP models for a perishable product with a fixed shelf life [1]. In both studies they
restrict the storage time in the facilities without considering deterioration. Coelho and
Laporte [16] include lifecycle monitoring of a perishable product with a fixed shelf life
in an IRP. Jia et al. [17] propose an integrated IRP in which a supplier with a limited
production capacity distributes a single item to a set of retailers using homogenous
vehicles and considering a fixed deterioration of the food. The assumption of an
unlimited shelf life of the product in the IRP models does not allow for the consid-
eration of the decay in food quality, an obstacle for the application of the basic models
of the IRP on the supply chain of perishable food (SCFP) [18]. These considerations
have brought new objectives such as the ability to control quality and reduce waste in
the SCPF as well as environmental and social impacts [2].

Al Shamsi et al. [19] propose a model with two chain echelons. Suppliers send
products with a fixed shelf life and storage time to retailers. The model includes CO2

emissions. Soysal et al. [2] show a multi-period IRP model. It includes the level of
service to meet an uncertain demand applied on the distribution of fresh tomatoes to
supermarkets. Mirzaei and Seifi [13] consider a two-echelon SC. The shelf life is a
linear or exponentially decreasing function, the model considers any unit that is still in
inventory at the time of the next delivery as lost. Rahimi et al. [20] present a multi-
objective IRP model composed of three parts; one associated to economic cost, one to
the level of customer satisfaction and one to environmental aspects. Hiassat et al. [21]
propose a location, inventory and routing model for perishable foods. The model
determines the number and location of required deposits, they develop a genetic
algorithm and a heuristic for local search to solve the problem. The work of Azadeh
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et al. [22] presents an IRP model with transshipment for a single perishable food item.
It is solved with a genetic algorithm, calculating the parameters using a Taguchi design.

Future Work in IRP should include the characteristics of SCPF [23], which could
include stochastic and dynamic conditions. The solution models and methods should
take into account factors such as cold chain, hygiene standards, air pollution, green-
house gas emissions, waste generation, road occupation and other aspects related to
City Logistics [24] and Green Logistics [25].

3 IRP Mathematical Models for Perishable Foods

In this section the IRP mathematical model for perishable foods is formulated.

3.1 Sets

Va = Producers, where a = {1, 2, …, A}
Vb = Wholesalers, where b = {1, 2, …, B}
V0 = Collection center
Vc = Hypermarkets, where c = {1, 2, …, C}
Vd = Agroindustry, where d = {1, 2, …, D}
Ve = Retailers markets, where e = {1, 2, …, E}
Vf = Retailers shopkeepers, where f = {1, 2, …, F}
V = All nodes, where V ¼ Va

S
Vb

S
V c

S
Vd

S
V e

S
V f

S
V0

V0 = All nodes without producers V0 ¼ Vb
S
Vc

S
Vd

S
V e

S
V f

S
V0

Vdem = delivery nodes Vdem ¼ Vc
S
Vd

S
V e

S
V f

Vint = intermediate delivery and reception nodes Vint ¼ Vb
S
V0

A ¼ AllarcsA = i; jð Þ : i; j 2 V; i 6¼f jg
T = Time periods in weeks, t = {1, 2, …, T}
P = Food products, p = {1, 2, …, P}
K = Vehicles, k = {1, 2, …, K}

3.2 Parameters

dip;t = Demand by node i 2 V0 of food type p, in the time period t, in kg.
mp = Maximum shelf life of the type of food p, in days.
cak = Capacity of a vehicle in entities of 20 kg.
ai;j = Distance between the node i.e. j, i; jð Þ 2 A, in km.
rp = Penaltycost for lost food type p, in $/kg.
Coi;jk = Variable Transport cost per kg*kl, for arc ði, j) 2 A, the type of truck k, in
$=kg*kl.
Cfi;jk = fixed Transport cost per kilometer, for arc ði, j) 2 A the type of truck k, in $/kl.
hi;p = Cost of maintaining inventory in the node type i 2 V0, of food type p.
mci;p = Contribution margin in the node type i 2 V , for the food type p, in $/kg.
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3.3 Decision Variables

Iip;t = Quantity of inventory in node type i 2 V0, of food type p, at the end of the period

t 2 T . Where Iip;0 ¼ 0; 8i 2 Ve [Vf 8p 2 P:

Bi;k
p;t = Quantity picked up in node type i 2 V0, of food p 2 P, by vehicle k 2 K, at the
beginning of period t, in kg.
Qi;k

p;t = Quantity delivered at node type i 2 V0, of food p 2 P, by vehicle k 2 K, at the
beginning the period t, in kg.

Xi;j
k;t¼

1; if the flow is from origin to destination i 2 V to j 2 V ;
in vehicle k 2 K; in period t 2 T

0; otherwise:

(

Fi;jk;p;t = Flow between node i and node j, of food p, by vehicle k y, in the period t i, in kg.

Wi
p;t = Quantity of loss in node i 2 V0, of food p 2, in the time period t 2 T, in kg.

Ui
k;t = position in the node path io V= 0f g, in vehicle k ve, in the period t 2 T.

3.4 Objectives

The mathematical model includes two objectives. The first objective function (1) is
composed of inventory, routing, and costs from losses.

MinF1 ¼
X
i2V0

X
p2P

X
t2T

Iip;thi;p

þ
X
i;jð Þ2A

X
k2K

X
t2T

Xi;j
k;tCfi;jaij þ

X
p2P

Coi;jaijF
i;j
k;p;t

" #
þ

X
i2V0

X
p2P

X
t2T

Wi
p;trp:

ð1Þ

The second objective function (2) maximizes the contribution margin of the chain.
It differentiates between the quantity delivered and the food losses per echelon, mul-
tiplied by the unitary contribution margin in pesos per kilogram (subtraction between
the selling price and the cost). This objective maximization function has not been found
in the revised literature, it was designed based on the considerations of cost from fruit
losses.

Max F2 ¼
X
i2V0

X
p2P

X
t2T

dip;t �Wi
p;t

� �
mci;p ð2Þ

3.5 Constraints

The constraint number (3) and (4) allows to calculate the inventory levels for each node
per period, based on the total cargo delivered, picked and the expected demand, losses
are added to the proposal by Soysal et al. [26]. It is assumed that the inventory at the
beginning of the planning period is zero.
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Iip;t ¼ Iip;t�1 þ
X
k2K

Qi;k
p;t � dip;t �Wi

p;t 8i 2 Vdem; p 2 P; t 2 T: ð3Þ

Iip;t ¼ Iip;t�1 þ
X
k2K

Qi;k
p;t �

X
k2K

Bi;k
p;t � dip;t �Wi

p;t8i 2 Vint; p 2 P; t 2 T: ð4Þ

The constraint number (5) and (6) establishes that the amount of food losses will
depend on the inventory of the period, discounting the days of the maximum useful life
of the product, also considering the demand and losses of the previous period.

Iip;t �
Xtþmp

a¼t

dip;a �
Xtþmp

a¼t

Wi
p;a8i 2 Vdem; p 2 P, t 2 T j t� Tj j � mp

� � ð5Þ

X
i2ðVintÞ

I ip;t �
X
j2V0

Xtþmp

a¼t

djp;a �
X

i2ðVintÞ

Xtþmp

a¼t

Wi
p;a8p 2 P, t 2 T j t� Tj j � mp

� � ð6Þ

The constraint number (7) and (8) suggested by [27, 28], guarantees that each
vehicle can cover one route at most for a given period of time, and guarantee the
continuity of the route.

X
i2V;i 6¼j

Xi;j
k;t ¼

X
i2V;i6¼j

Xj;i
k;t; 8j 2 Vn 0f g; k 2 K; t 2 T: ð7Þ

X
j2V;i 6¼j

Xi;j
k;t � 1; 8i 2 V; k 2 K; t 2 T: ð8Þ

The constraint number (9) and (10) restrict the direct flows from producer to
retailers and vice versa

Xi;j
k;t ¼ 0; 8i 2 ðVaÞ; j 2 ðVe [VjÞ; k 2 K, t 2 T: ð9Þ

Xj;i
k;t ¼ 0; 8i 2 ðVaÞ; j 2 ðVe [VjÞ; k 2 K, t 2 T: ð10Þ

The constraint number (11) they guarantee the behavior of the flows and their
relationship with deliveries and collections.

X
j2V;i 6¼j

Fj;i
k;p;t �

X
j2V;i 6¼j

Fi;j
k;p;t ¼ Qi;k

p;t

� Bi;k
p;t8i 2 V0; k 2 K, p 2 P, t 2 T:

ð11Þ

The restriction number (12) guarantees that only flows are given in the arcs that are
chosen, and that the flow does not exceed the capacity of the vehicle
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Fi;jk;p;t � cakX
i;j
k;t 8 i; jð Þ 2 A; k 2 K; p 2 P; t 2 T: ð12Þ

The constraint number (13) ensure that vehicles cannot pick up product from a node
that does not have that product.

X
k2K

Bi;k
p;t � Iip;t�1 þ

X
k2K

Qi;k
p;t � dip;t �Wi

p;t � Iip;t 8i 2 Vint; p 2 P; t 2 T: ð13Þ

The constraint number (14) guarantees the elimination of subtours. It relates the
position variable of the node in the route, with respect to the binary variable, which
indicates whether the vehicle travels the arc iteratively to complete all the origin
destination.

Ui
k;t þ 1�Uj

k;t þ jV j 1� Xi;j
k;t

� �
; 8 i; jð Þ 2 A Vn 0f gð Þ; k 2 K; t 2 T: ð14Þ

The constraints numbers (15) to (20) are associated with the non-negativity and the
conditions of the decision variables.

Xi;j
k;t;2 0; 1f g; 8 i, jð Þ 2 A, k 2 K, t 2 T: ð15Þ

Fi;j
k;p;t � 0; 8 i; jð Þ 2 A; k 2 K; p 2 P; t 2 T : ð16Þ

Iip;t � 0; 8i 2 V0; p 2 P, t 2 T: ð17Þ

Wi
p;t � 0; 8i 2 V0; p 2 P; t 2 T: ð18Þ

Ui
k;t � 0; 8i 2 Vn 0f g; k 2 K, t 2 T: ð19Þ

Qi;k
p;t; B

i;k
p;t � 0; 8i 2 V0; k 2 K, p 2; t 2 T: ð20Þ

4 Supply Chain of Perishable Fruit Products, Case Study

The multi-echelon and multi-objective model of mixed linear programming is applied
to the SC of perishable fruit, having as reference the models [2, 13, 26]. In Fig. 1 a
complete directed graph is presented G ¼ N;Eð Þ; where N represents the source nodes
and E the target nodes.

4.1 Input Information

Based on 74 surveys, filled by the agents of the chain and complemented with sec-
ondary information [29], the supply was determined for each type of fruit in the
following 10 municipalities selected from the department of Cundinamarca - Colombia:
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La Palma, Topaipí, Tena, Arbeláez, Anolaima, La Mesa, Villapinzón, Suesca, Cogua,
Ubalá. Demand was calculated per node for a 4-week planning time frame, in Bogotá
D.C, Capital of Colombia with 10 million inhabitants. Distances were determined from
the source nodes to the destination nodes. Inventory maintenance costs were deter-
mined based on the survey; they are equivalent to 15% of the average selling price of
the fruit.

4.2 Assumptions of the Model

Several fruits are offered by the Supply Center, each type with a fixed shelf life. Fruits
can be sent to any node of the graph except to producers. Two scenarios were con-
sidered. The first one is the direct application of the IRP model to the current fruit SC.
In the second scenario the Supply Central is proposed as the node that centralizes the
reception of food from the producers and dispatch it to the other nodes. In the literature
review it was determined that for IRP models of perishable foods this is a convenient
arrangement [30]. The quantity of fruit available at the level of the wholesaler is limited
by its shelf life in the time-horizon planning. Each vehicle covers at most one route per
day. Each retailer can be serviced by more than one vehicle as the total cargo assigned
to each can be divided into two or more vehicles. The demand for fruit is known
through the time-horizon planning. For each retailer there is a cost to keep inventory in
each period. However, if the fruit is kept in inventory more than indicated, it is
calculated as food loss. The first operation that takes place in a day is the delivery, then
the consumption and finally, the inventory level is recalculated.

Fig. 1. Echelons of the fruit SC identified for the model.
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4.3 Results

The proposed multi-objective mathematical model was applied to SC of perishable
fruit. It allows calculating the use of transport capacities, costs, analysis of losses as
well as routing aspects. The fruit IRP model was programmed in the GAMS (General
Algebraic Modeling System).

Analysis of Total Cost and Contribution Margin. To solve the proposed algorithms,
the Epsilon Restriction (e-constraint) method was used. For this purpose, an objective
function that minimizes cost was chosen, and the objective function 2 was included as a
constraint. By applying the mathematical model, minimizing the total cost and maxi-
mizing the contribution margin for scenarios 1 and 2, the result obtained was that
scenario 1 exceeds the contribution margin of scenario 2 by 9.4%. With respect to the
total cost scenario 2 had a 4.19% lower cost than scenario 1. As for the total losses, it is
clear that in scenario 2 they are 8.24% lower than scenario 1. In Fig. 2 the minimum
cost for each level of contribution margin is shown for each scenario.

Fig. 2. Pareto curve comparison, scenario 1 and 2, between (Total cost) and (Contribution
margin).
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Fig. 3. Level of final average inventory (quantity in kg) per (fruit) for scenario 1 and 2.
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Inventory Management. A final average inventory was obtained based on demand,
storage capacity and type of fruit. As shown in Fig. 3, scenario 2 has an inventory of
43, 24% less than scenario 1.

Analysis of Losses. Regarding the fruit it is clear that mango produces the greatest
amount of loss for both scenarios. However there is a reduction of 59.12% in scenario 2
for this fruit. But the most significant reduction of losses is for mandarin with 95.64%
less losses in scenario 2 as shown in Fig. 4.

In percentage terms, it is clear that the largest loss in both scenarios takes place at
the Central Supply node. The largest difference is in the node of the hypermarket
Olímpica. While in scenario 1 the loss is 0.53% it decreases to 0.03% in scenario 2. At
the retail level, there is a similar amount of loss in both scenarios as can be seen in
Fig. 5.

Figure 6 shows the percentage of loss for the five fruits and the two scenarios with
respect to the quantity demanded. The fruit with the lowest loss is orange and the
greatest is blackberry. Although a similar behavior can be observed for each fruit
scenario 1 is only better for orange.

0.0

0.5

1.0

1.5

2.0

2.5

Mango Strawberry Blackberry Orange Mandarin

%

Fruit

Total Loss for Fruit in Scenario 1 and 2 in Percentage

Scenario 1 Scenario 2

Fig. 4. Level of (total loss per fruit) consolidated from all the nodes (quantity in kg) for both
scenarios.
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Fig. 5. (Percentage of losses per node), (losses in %). Where (CA) is the Central supply, (SS) is
Surtifruver in la Sabana, (PC) is the Placita Campesina, (OL) is Olímpica, (EX) is warehouses
Éxito, (FR) is Agroindustria Frutisima, (SG) is Agroindustria San Gregorio, (P1) is market 1,
(P2) is market 2, and (T1) to (T12) the respective 12 shopkeepers.
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4.4 Formulation of Strategies

The centralized scenario with the Supply Center reduces the total cost by 4.19%
compared with the first scenario. The distribution and inventory plans obtained suggest
that it is better to centralize collection and distribution operations [20]. However, this
finding can be expanded considering that the city can have such nodes at strategic
locations and not exclusively in Supply Centers [21]. The results show that the cost of
routing is the most representative as it exceeds 70% of the total costs in both scenarios.
Inventory costs are above 20% and the costs of losses do not exceed 2%. Therefore, if
the current routing conditions are improved, the total cost may be significantly reduced.

With respect to the losses and according to the results obtained, it can be observed
that they increase as a function of the number of nodes and distribution routes at the
end of the supply chain, the retailers. Given the central analysis that determines an IRP
model and considering the results obtained, the proposed strategies for the fruit chain in
Bogotá D.C is as follows:

Strategy: Use a Heterogeneous Fleet of Vehicles. As the mathematical model shows,
the use of vehicle capacity is fundamental for the reduction of costs and losses. Cur-
rently the transport in Bogotá DC is carried out in vehicles that are not suitable for
cargo and not even transporting fruits exclusively. This increases the risks for
mechanical damages and damages from handling the cargo. A heterogeneous fleet, as
shown in Table 1, will improve deliveries, as well as the capacity available for the
system, which, in conjunction with the inventory plan, would reduce the expected
costs.

The use of vehicles of different capacity as proposed would allow a reduction in
routing costs by 10.3%, and the contribution margin could increase by 4.6%, with a
minimum impact on the level of losses.
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Fruit

Loss of Fruit with Respect to Demand

Scenario 1 Scenario 2

Fig. 6. Percentage of (fruit loss with respect to demand), for each (fruit) scenario 1 and 2.

Table 1. Types of vehicles proposed.

Type of vehicle Capacity (Ton) %

Simple (truck) 1.4 25
Truck 3.5 35
Turbo C2 4.5 25
Simple C2 8 15
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Strategy: Inventory Control for the Fruit. According to the study by Sánchez [30]
there is no control of the costs of the logistic process for perishable foods in Colombia.
This affects the analysis of costs for each fruit.

As for cost discrimination, the second scenario is better, as shown in Table 2. The
total cost is higher in scenario 1 given that it does not consider a collection center for
fruits. Therefore, the sensitivity analysis of the model shows that the routing costs are
inversely proportional to the inventory costs for the fruits analyzed. The strategy
proposed is to implement systems that prolong the shelf life of the food in order to
increase the quantities that can be delivered.

Strategy: Define a Distribution Plan and Inventory of Fruits According to
Demand. The study presented by [31] shows that most of the production of perish-
ables is not made with a technical analysis of the demand, generating an imbalance
between supply and demand. In areas like Bogotá even street vendors hence observe
the supply, the importance of applying logistical knowledge to agriculture. The second
scenario has the lowest cost and the best margin, with a total loss of 8.20% fruit,
derived from transportation (30%), storage (25%), poor demand planning and unsold
fruit (15%).

5 Conclusions

The proposed multi-objective, multi-product and multi-echelon IRP mathematical
model contributes to the literature of this type of problem, bringing it closer to the real
behavior and complexity of the SCPF. The reviewed models have a cost approach,
while the presented model allows the analysis and reduction of losses given the
inclusion of the shelf life in the model. The objective function relates the losses to the
margin of contribution in the studied echelons.

The IRP model validated in the SC of perishable fruits, allows the planning of
inventories and routing simultaneously and thus the reduction of post-harvest losses.
The experimentation with the mathematical model and analysis of results allowed an
evaluation of two scenarios and a proposition of strategies for SC in Cundinamarca -
Bogotá D.C, reducing costs, maximizing contribution margin and reducing losses. The
analysis of the model determined the minimum cost for the routing and inventory of
each fruit and the losses of each agent of the chain, the margin of contribution as well
as the losses with respect to demand.

Table 2. Comparison of scenarios in percentage of total cost.

Scenario Routing cost Inventory cost Costs from food loss Total

Scenario 1 80.52% 18.8% 1.40% 100%
Scenario 2 77.65% 21.24% 1.11% 100%
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6 Future Work

The multi-objective, multi-echelon, multiproduct mathematical model proposed can be
extended to a model that is integrated in Inventory Routing Problem with Production
Decisions, in order to establish the most appropriate time and place for sowing fruits.
Another model to develop may be Location Inventory Routing, which takes into
account the location of collection centers in rural municipalities and distribution centers
for urban logistics in the mega-city.

A future model could include heterogeneous vehicle fleets, assessing vehicle speed,
fuel consumption and emissions of CO2 as well as sustainable management aspects for
SCPFs. Given the perishability of food over time, the development of a dynamic model
it required, with stochastic variables for a probabilistic analysis.
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Abstract. Managing resources in hospitals is one of the most challenging duties
in healthcare. The complexity of supply chain management in hospitals is high
due to different factors such as life cycle of medicines, demand uncertainty,
variation of prices, monetary resources, space constraints, among others. The
main important factor of the supply chain in hospitals is the welfare of patients
which depends of the correct management and administration of medicines, in
this way backorders or stockouts are not allowed. In this paper we propose a
mathematical model to make real planning over a health care supply chain con-
sidering real factors face by decision makers. For testing results we have used real
data considering different sources of uncertainty. We have choose 5 different
types of medicines and run the optimization model to determine the optimal
solution over a set of scenarios generated for modeling uncertainty. For testing the
results, we have compare over a year planning the results obtained by our policy
and the results obtained by the hospital, improving the results in terms of costs.

Keywords: Optimization � Robust optimization � Optimization under scenarios
Hospital planning � Pharmaceutical logistics

1 Introduction

Pharmaceutical costs are representative expenses in hospitals. It can vary between 25 to
30% of the total costs [1], also logistic costs associate to moving, conditioning, han-
dling and dispatching medicines are a very big portion of the total logistic costs, they
can vary between 35 to 40% of the total logistic costs [2]. Pharmaceutical expenses are
one of the most important global issues for planning because in the world can be
estimated that medicines consume 20%–30% of global health spending [3]. However,
pharmaceutical supply chain management is more difficult than typical applications
within industrial companies since medicines and surgical supplies must be available for
use always and methods are not developed for this type of industries [4].

The managing of medicines in hospitals represents considerable challenges like the
needs to store medicines and surgical supplies that required to be of sufficient quantity
and availability for the staff to use when necessary, inventory policies and service
levels among others.
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To model uncertainty in any situation, it can be adjusted by a distribution function
but in some cases these values of uncertainty cannot be adjusted by a specific distri-
bution function. In this study we have model the uncertainty generating scenarios that
allow to model the real behavior of the random parameters. In the managing of
medicines two types of different risks can occur: stockouts or surplus inventories [5].

In this paper we have developed and optimization model that consider some ran-
dom aspects to model the real aspects of decision makers in hospitals that allows to
obtain robust solutions that improve the performance of management the medicines.
The paper is organized as follows: Sect. 2 introduce some literature review, in Sect. 3
the mathematical model is presented and in Sect. 4 some results are analyzed. Finally,
in Sect. 5 the conclusions are presented.

2 Overview of Related Literature

A review of different models about pharmaceutical supply chain is introduced in [6]
where the proposed taxonomy is made by differentiated different echelons of the chain
and different levels. The proposed literature is divided into network optimization,
inventory models and optimization of distribution of medicines. A first conclusion is
that in inventory models the most source of uncertainty is the demand and it has been
deeply studied but some other sources has not been included in these studies. A first
approximation of inventory models with medicines was proposed in [7] where an
extension of the periodic review model is proposed, they implement space constraints
in the model, but it is included in the objective function. Also, in [4], a space constraint
is used. The proposal considers the volume of the medicines to include as a constraint
of space limitation. Some other models have developed approximations to the same
problem, but these models are not developed for medicines or the management of
hospitals [8–12].

A stochastic and periodic review model is presented in [13]. Objective function is
formulated in terms of stock-out and budget. Also, in [14] a Markov chain model is
proposed using the order up to level policies and considering stochastic demand,
batching, emergency deliveries, and service levels, also a heuristic is proposed to
reduce the computational complexity. Little and Coughlan [4] develop a constraint-
based model for determining stock levels for all products at a storage location with
space constraints, which considers the criticality of medicines. This model is an
extension of a previous article presented by [7].

In [15] an extension of the (R, s, S) model is proposed. It is denoted as the (R, s, c, S)
model based on the classic EOQmodel. Another inventory model has been developed in
[16]. Two models are proposed, one based on (s, S) model and the second one is
formulated in terms of optimal allocation. Also, an approximation via simulation is
presented in [17]. Two stages are considered, a Markov decision process to represent
medicine demand and the use of simulation to evaluate the inventory policies charac-
terized in the first phase. Another approximation using system dynamics was developed
by Wang et al. [18].
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Also, some approaches use RFID systems as those presented in [19, 20]. A different
objective function is used in [21] the maximization of the total net profit is considered.
A mixed integer linear programming is used. Also, a proposal for testing inventory
policies by considering characteristics of medicines is developed in [1] where for
testing the policies, a simulation model is developed.

3 Problem Definition

The objective of the mathematical model is to ensure that decisions of purchasing
medicines consider the costs associated with prices of medicines, purchases not planed,
also the problem considers constraints associated to human resources capacities, sat-
isfaction of demand and availability of medicines in the market.

3.1 Mathematical Model

The proposed mathematical model is as follows:

Sets

• T = Time periods in the planning horizon
• P = Set of type of medicines
• S = Set of suppliers
• L = Set of medicine’s life cycle
• K = Set of scenarios

Parameters

• dptk = Demand of each type of medicine in each scenario
• ltspk = Lead time of each supplier for each medicine in each scenario
• cpsk = Cost of each medicine in each scenario
• lsp = Lot size of each medicine
• avsp = Availability of each medicine by each supplier
• utp = Unit doses time for each type of medicine
• lcp = Life cycle for each medicine
• ecp = Cost of each medicine for avoid unsatisfied demand
• cap = Availability of human resources in hours
• mna = Number allowed for making supplies, this parameter implies that there is a

limitation in the number of orders because of administrative capacity

Variables

• Qs
pt = Number of lots of medicines for each period required to each supplier

yspt ¼
1 if the requirement of medicine p to supplier is made

0 otherwise

� �

• IPlk
pt = Inventory level for each medicine with specific life cycle in each time in each

scenario
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• Ikpt = Net Inventory level of medicines for each time period and each scenario, this
variable totalized the previous variable per period time

• RPlk
pt = Amount of medicine distributed for each period time for each scenario

• Rk
pt = Net amount of medicine distributed

• EQpt = Number of lots purchased in emergency cases for each period time

MinZ ¼
X

k2K
X

t2T
X

s2S
X

p2P cspt � Q
sk
pt þ

X
t2T

X
p2P ecp � EQpt

�

þ
X

s2S
X

k2K
X

t2T
X

p2P
X

l2L t�lð Þj iltspk�1
cpsk � IPlk

pt

�
= Kj j

ð1Þ

IPlk
pt ¼ IPl�1k

p t�1 � RPlk
pt 8t; 8p; 8ljl� t and t � l� lcp � 1; 8k ð2Þ

IPlk
pt ¼

X
s2S

lsp � Qs
pt�ltspk � RPlk

pt 8t; 8p; 8l ¼ 1; 8k ð3Þ

Ikpt ¼
X
l21::t

IPlk
pt 8t; 8p; 8k ð4Þ

Rk
pt ¼

X
l21::t

RPlk
pt 8t; 8p; 8k ð5Þ

Qs
pt �M � yspt 8t; 8p; 8s ð6Þ

yspt � avsp 8t; 8p; 8s ð7Þ
X
p2P

X
s2S

utp � lsp � Qs
pt � cap 8t ð8Þ

Rk
pt þ lsp � EQpt ¼ dPtk 8t; 8p; 8k ð9Þ

X
p2P

X
s2S

yspt �mna 8t; 8k ð10Þ

RPlk
pt ¼ 0 8t; 8p; 8l t � lj [ lcp � 1; 8k ð11Þ

Qs
pt � 0; yspt � 0 8t; 8p; 8s

IPlk
pt � 0;RPlk

pt � 0 8t; 8p; 8l; 8k
R;kpt I

k
pt � 0 8t; 8p; 8k

EQpt � 0 8t; 8p
ð12Þ

The objective function consists in minimizing the average expected total costs
overall scenarios. It contains the costs of regular purchases, the costs of emergency
purchases and the costs of loss of medicines, Eq. (1).
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For modeling the inventory levels of medicines considering life cycle we proposed
two different types of constraints, in Eq. (2) we define the inventory level for each type
of medicine for each scenario in the corresponding age of life, this means that in a
specific period of time for a specific medicine there are amounts of the medicine that
bellows to a different age, for example in period 2 for medicine 1 can be medicines with
age 1 and/or age 2. In this way, the constraints for an specific medicine in an specific
period time in a specific age is equal to the amount of medicine in the previous period
that has the one year less of life minus the amount of medicine given to satisfy the
demand in an specific cycle life, this means that it can be selected which age of
medicine it is going to satisfy the demand.

Equation (3) is complementary to Eq. (2) because it models the age of medicines,
when a purchase is made the age of medicines in inventory are 1, in this way we can
model the age of medicines when they increase the period of life. Finally, the amount
of medicines with age one given to satisfy the demand is subtracted. Constraints
(4) contains the net inventory for a specific type of medicine in every period time in
each scenario as the total amount of medicines in a specific period time in a specific
scenario for each type of medicine.

Similarly to Eq. (4), in Eq. (5) the amount of medicines distributed to satisfy the
demand is totalized. Equation (6) guarantees that only it is possible to purchase
medicines if the binary variable is activated. The availability of medicines is modeled
as the relationship between the binary variable that defines if a specific amount of
medicine is supply by a specific company and the parameter that indicates if the
company has in its portfolio a specific medicine, this constraint is modeled in Eq. (7).

By regulation every medicine must be put in unit-doses packages, so people for
pharmacy are involved in this task. Human resource capacity is modeled in Eq. (8).

The amount of medicines given to satisfy the demand must be the exactly demand
because patients cannot wait until suppliers provide medicines and this is because of
the health of patients. The maximum number of orders allowed to made in a month is
modeled in Eq. (10) and it is not allowed to distribute medicines out of the life cycle as
presented in Eq. (11). Finally, the types of variables are modeled with Eq. (12).

4 Results

4.1 Instances Description

For testing the proposed model, we have used real data for a hospital that allowed us to
analyze and generate different types of scenarios considering real life conditions that can
not be modeled with the traditional models. Some random parameters were generated
for generating scenarios and provide robustness to the solution. We have selected 5
types of different medicines to generate scenarios and analyze the results of the appli-
cation of our model and the solution generated by the hospital. For each type of med-
icine, we have generated 30 different scenarios varying the selling price of suppliers,
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lead times and demand where we consider a full year divided into months. For analyzing
the results also, we have run our model in a year planning to compare the results of the
optimal solution provided by our approach and the solution made by the hospital.

4.2 Results and Analysis

For analyzing the results, we first summarize the gap between the solutions. These
results are summarized in Table 1 as follows: column one contains the type of medi-
cine, column two shows the worst scenario in costs over the total scenarios (in
Colombian pesos), column three presents the best scenario in costs over the 30 sce-
narios (in Colombian pesos), and finally the gap as a percentage and the average results
are presented.

In Table 1, it can be concluded that the average distance between solutions doesn’t
exceed 1%, in that case we can say that our method hasn’t a big variation between the
results, therefore the method obtain a good quality solution for the real case application.
Now for comparing the results to see the differences between the real situation and the
results obtained by our model, we have run our model with different data and we have
compared our solution generated without consider the new data and the decisions taken
by the hospital’s manager. These results are summarized in Fig. 1. Where the real
policy is presented in costs (by color blue) and the optimal policy obtained by our
model is presented in color orange. Results of real values are not presented because of
internal policies of the hospital.

The improvement of the planning for each medicine is 3.71%, 99.63%, 10.20%,
0.26% and 12.97% respectively. This means that in average in 25% is improved the
policy of managing medicines in the hospital. Also it can be concluded that for 4 of the
5 medicines the improvement is at least 10% except for medicine 1 and 4, also for
medicine 2 the improvement is over 90% presented a big reduction of the total costs if
the model were implemented.

Table 1. Scenario results

Medicine Worst scenario Best scenario Gap Average scenario

1 $ 6,202,767 $ 6,100,822 1.67% $ 6,151,239
2 $ 5,603,429 $ 4,967,355 12.81% $ 5,570,349
3 $ 3,522,535 $ 3,512,620 0.28% $ 3,518,658
4 $ 12,173,578 $ 12,156,288 0.14% $ 12,164,385
5 $ 26,502 $ 23,814 11.29% $ 25,097
Average $ 1,304,395,581 $ 1,295,714,056 0.67% $ 5,485,946
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5 Conclusions

In this paper we have studied the problem of planning medicines in the case of a
hospital. Some sources of uncertainty were considered considering real situation pre-
sented in the planning of resources such as demand, lead times and life cycle. 30 dif-
ferent scenarios were considered for modeling uncertainty and for each parameter these
scenarios were adapted for considering different variations of values. A total of five
medicines were considered for testing the results obtaining improvements in the total
costs.

Future works will consider development of different approaches as stochastic
optimization, simulation optimization and also other sources of uncertainty. Also,
testing the model over a big number of medicines for considering the real case of
application in the decision making.
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Abstract. In this paper, we dealt with the routing of refrigerated and non-
refrigerated vehicles for the delivery of multiple perishable products, with
known demands, the capacity of vehicles in the heterogeneous fleet, and a
number of available vehicles of both types. We propose a mathematical model
that seeks to minimize the loss of freshness by perishable products, considering
the time they remain in the vehicles and the vehicles’ storage door openings on
the route, from the moment they leave the depot until they arrive at the final
customer. The most important contribution of this work is the implementation of
the hybrid PSO-TS-CHR algorithm to solve this problem, which is compared
with a Genetic Algorithm (GA). The results showed that the metaheuristic that
gives the greatest quality solutions for the stated problem of both is the hybrid
algorithm.

Keywords: Metaheuristics � Vehicle routing problem
Multiple perishable products delivery � Heterogeneous fleet

1 Introduction

In recent years, many variants of the vehicle routing problem have emerged from
practical application needs in multiple scenarios. These particular cases usually depend
on customer requirements (time windows, multiple planning periods, etc.), network and
vehicle characteristics (multiple depots, traffic, heterogeneous fleet, etc.), driving
restrictions (regulation of working hours, breaks for lunch, etc.), or improved decision-
making in tactical or strategic planning (inventory or location routing) [26].

The difficulty in solving vehicle routing problems is that most of them are classified
as NP-hard combinatorial optimization problems—that is, they are difficult to solve,
which has led to the development and implementation of a wide number of heuristic
and metaheuristics techniques in order to find high-quality solutions in a reasonable
computational time [4].

The research that has focused on the supply chain planning of perishable products
has been limited. Among them, we highlight the programming and vehicle routing with
a heterogeneous fleet for distribution of fresh milk [25], the development of a logistics
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distribution service provider based on metaheuristic techniques for food plants that sell
and distribute fresh food products [20], and the construction of an algorithm for the
distribution of fresh vegetables [19]. Similarly, Galarcio [6] present a new metaheuristic
and a mathematical model for the distribution of perishable products that aims to
minimize the total travel time and tardiness in the delivery of transported products.
Also, Song and Ko [24] formulated a VRP with refrigerated and general-type vehicles
for multiple perishable products delivery in order to maximize the total sum of cus-
tomer satisfaction, which depended on the freshness at the time of delivery, however,
the mathematical model presented in this paper – VRP with refrigerated and general-
type vehicles managing freshness - has not yet been approached using metaheuristics.

In this work, we addressed the VRP of multiple perishable products with refrig-
erated and general-type vehicles, including aspects such as heterogeneous fleet, cus-
tomer service times and freshness as a critical factor. It was possible to introduce
simplicity to the model formulated in [24], presenting it as a vehicle routing problem
(VRP) variant, with the vehicle type as an assigned attribute and an objective function
designed to minimize the loss of freshness according to the categories presented by
Vidal et al. [26]. As a novelty, multiple products were considered and a new hybrid
algorithm was applied to solve the stated problem.

This work is structured as follows: First, we describe related concepts to the
products’ freshness, classify the products according to their perishability level, and
describe the conditions that must be given for products of this type to be transported by
a non-refrigerated vehicle. Next, the formulation of the mathematical model to optimize
the freshness in the delivered products is shown. Later, we explain in detail the
characteristics of the applied algorithms to solve the proposed problem. Finally, we
present an analysis that allows us to determine which of the algorithms is the most
adequate to solve the stated problem.

2 General Considerations of the Problem

When a perishable product is delivered to a large number of customers, it is difficult to
maintain its freshness because of long travel times and frequent stops. To reduce the
deterioration of products with a short shelf life, it is important that these products be
delivered in as timely a manner as possible [14]. This type of products are included in
the meta-category of deterioration by Goyal and Giri [10] and it is possible to classify
them in highly perishable, moderately and non-perishable.

We have developed a mathematical model that seeks to minimize the loss of
freshness of multiple products through the inclusion of this factor in route planning.
The products only can be moderately perishable with a fixed lifetime, taking into
account that the use of both vehicle types is allowed. In refrigerated vehicles, the
freshness of the product can be mainly affected by the vehicle door openings during the
route and, to a lesser extent, by the elapsed time from the moment the vehicle leaves the
depot until it reaches the final customer. For non-refrigerated vehicles, the product
freshness is slightly affected by the door openings, given that for these vehicles a fully
closed storage is not assumed.
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3 Mathematical Model

3.1 Problem Description

We present a mathematical model, based on the concept of the CCVRP, to measure the
time it takes a vehicle to travel from the depot to a specific customer [18]; we also
consider the restrictions and rates presented in Song and Ko [24] that are related to the
number of door openings from the moment a vehicle leaves the depot until it reaches a
customer. To formulate the objective function, a relation between freshness and cus-
tomer satisfaction is used, taking into account both the number of door openings and
the travel time from the depot to the customers. The rates of freshness reduction may be
related to the vehicle type traveling the route, the perishability level of products, and
the conditions under which the product is transported. In this work, the freshness
reduction rates are randomly generated between 0 and 1, considering ranges according
to the type of vehicle. The demand in the objective function is included to prioritize the
delivery according to the volume of product. If an initial product freshness value that
decreases along the route is considered, the objective function that maximizes freshness
may include a reduction that considers the mentioned rates. However, setting the
objective function to minimize the reduction of freshness instead of maximizing this
variable renders an initial freshness value unnecessary.

3.2 Notation

Sets

– V: Set of nodes i; j 2 0; . . .; nf gð Þ
– V′: Set of customers i; j 2 V n 0f gð Þ
– R: Set of vehicles k 2 1; . . .;Kf gð Þ
– P: Set of products p 2 1; . . .;mf gð Þ
Parameters

– tij: Travel times matrix between nodes i and j. ði; j 2 VÞ
– djp : Demand of customer j of product p. ðj 2 V 0; p 2 PÞ
– si : Service time for the customer i. ði 2 V 0Þ
– Ck : Capacity in volume of vehicle k. ðk 2 RÞ
– Vp : Product volume p. ðp 2 PÞ
– hkp : Freshness reduction rate of product p per traveled time unit when the product is

transported by a vehicle k. ðp 2 P; k 2 RÞ
– wk

p : Freshness reduction rate associated with the door openings when the product
p is transported by a vehicle k. ðp 2 P; k 2 RÞ

– K : Fleet size
– M: Large positive number

Variables

– Z : Total freshness loss
– tki : Travel time of vehicle k from the depot to the customer i.
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– naik : Number of door openings of the vehicle k’s storage from the depot to cus-
tomer i.

– xijk : Binary decision variable that takes the value of 1 if vehicle k travels from node
i to node j.

– yik : Binary decision variable that takes the value of 1 if vehicle k visits node i.

3.3 Mathematical Model

Given the previous notation, the mathematical model for the problem can be stated as
follows:

Min Zð Þ ¼
X

k2R
X

i2V
X

j2V 0 xijk
X

p2P djp tkj h
k
p þ najkw

k
p

� �
ð1Þ

Subject to:
X

j2V xjik ¼
X

j2V xijk; 8i 2 V ; k 2 R ð2Þ
X

k2R
X

j2V x0jk ¼
X

k2R
X

i2V xi0k ð3Þ
X

k2R
X

i2V xi0k �K ð4Þ
X

j2V xjik ¼ yik; 8i 2 V ; k 2 R ð5Þ
X

k2R yik ¼ 1; 8i 2 V 0 ð6Þ

1� najk �M 1� x0jk
� �

; 8j 2 V 0; k 2 R ð7Þ

naik þ 1�M 1� xijk
� �� najk; 8i; j 2 V 0; k 2 R ð8Þ

t0j � tkj �M 1� x0jk
� �

; 8j 2 V 0; k 2 R ð9Þ

tki þ si þ tij �M 1� xijk
� �� tkj ; 8i; j 2 V 0; k 2 R ð10Þ

X
j2V 0

X
p2P djpVp

� �
yjk �Ck; 8k 2 R ð11Þ

naik � 0; integer; 8i 2 V 0; k 2 R ð12Þ

tki � 0; 8i 2 V 0; k 2 R ð13Þ

xijk 2 0; 1f g; 8i; j 2 V ; i 6¼ j; k 2 R ð14Þ

yik 2 0; 1f g; 8i 2 V ; k 2 R ð15Þ
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In the objective function (1), the expression that accompanies the sum of hkp calcu-
lates the sum of the elapsed times from the depot to each of the customers, whereas in the
expression on the right, the sum ofwk

p calculates the cumulative number of door openings
up to the target customer of each product. Equations (2) to (6) guarantee the flow
conservation through the network to the maximum number of available vehicles of both
types and the allocation of vehicles per customer. The expressions (7) and (8) calculate
and control the cumulative count of door openings per customer. Constraints (9) and (10)
calculate the time elapsed from the depot to the customers and additionally prohibit the
formation of subtours [18]. Finally, (11) is the capacity constraint, and Eqs. (12) to (15)
define integrality and nonnegativity constraints of variables in the problem.

4 Metaheuristics

Among the most popular metaheuristics are those inspired by nature, which are based
on methods that represent the success of animal behaviors and microorganisms that
work in groups; these metaheuristics have been adapted to carry out optimization tasks
in complex domains of data or information [16]. Some of them are particle swarm,
inspired by flocks of birds or shoals [15]; the ant colony optimization, based on the
behavior of forage ants [3]; and the genetic algorithms, inspired by natural phenomena
such as mutation and reproduction [9, 12]. To solve the proposed model, we have used
genetic algorithm and a hybrid PSO-TS-CHR algorithm.

4.1 Genetic Algorithm

For this metaheuristic, it is common to find the following steps: the generation of the
initial population, parent selection, crossover, mutation, and update of each generation
[16]. The used evolutionary algorithm has been adapted to enhance its performance by
applying the improved SB2OX crossover operator [21].

The crossover and mutation probabilities, Cp and Mp, have been adjusted from a
reasonable number of tests with randomly proposed percentages. Figure 1 shows a
flowchart describing how this metaheuristic operates.

First, the problem and algorithm parameters (stop criterion, crossing probability,
mutation probability and population size) are checked. Then, an initial population is
created, where each individual represents a solution in permuted encoding, each
number is a specific client, and its order is the sequence in which they are assigned to
the vehicles. The population is evaluated according to the objective function of the
problem and the defined parameters.

To make the selection, four individuals are chosen randomly from the population to
participate in a tournament taking into account its evaluation. Multiple tournaments are
required to select a population for the crossing with the same size as the initial pop-
ulation. Afterwards, two parents cross using the SB2OX [21] if the crossover proba-
bility is fulfilled. In case of the solution is infeasible, a repair function is applied.
Otherwise, the mutation is carried out through the selection and random exchange of
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two elements of an individual if a random number between zero and one is less or equal
than the mutation probability. Finally, the loop is repeated until the algorithm stop
criterion is met.

4.2 Hybrid PSO-TS-CHR Algorithm

The PSO-TS-CHR is a hybrid metaheuristic algorithm developed by Galarcio [5] that
has been applied to solve VRP for perishable products [5, 6]. For efficiency, it com-
bines the chromatic algorithm [22], particle swarm optimization [2, 15], and the tabu
search (TS) [1, 7, 8]. In this algorithm, the solutions are particles. These particles are
divided in two parts: a permuted vector of customers and a non-permuted vector of
vehicles; in this way, the customers are assigned to a vehicle in a specific position as
shown below in Fig. 2.

Each particle is obtained through the generation of Ngenn random particles,
afterwards, the particle with the best objective function value is selected and it is
created a swarm with N particles.

Once the particle swarm X is created, each particle Xi from the swarm is evaluated
and its objective function value is stored in variable Fi. Thereafter, variable pBesti is
used to store the best position of particle Xi over the search, and the evaluation result of
pBesti is stored in a variable FpBesti. In addition, the best particle found during the
search, G, and its evaluating value, Fg, are stored analogically. The variables stated
before are updated throughout the search.

Every particle has the possibility of being transformed by one of three operators -
use of the best particle, particle fusion, and rotation of particle elements - according to
the value of a randomly generated number between zero and one for each particle by
iteration. This transformation is only carried out if the resulting particle obtains an
improvement in the objective function with regard to its particle of origin; otherwise,

Fig. 1. Genetic algorithm flowchart.

Fig. 2. Representation of a particle.
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the particle Xi is replaced by its corresponding pBesti, that is to say, Xi becomes to its
best position found, pBesti. After this procedure, a tabu search operator is applied by
ranges for each particle with the help of the parameter pran, defined as the percentage
of neighbors to be generated within the total range of neighbors [6].

After a number of iterations determined by the parameter ARRAM, a multiple start
is made, which implies cleaning the individual memory of all the particles and create a
new swarm.

Use of the Best Particle. This operator was taken from the chromatic algorithm [11,
22], and adapted to this algorithm [5, 6]. The operator is particularly used to take the
values placed in each position j of the particle G, and insert it in the same position of a
particle Xi. For a better understanding, Fig. 3 is shown below.

Particle Fusion. In the particle fusion operator two particles are randomly taken from
the swarm. At the first particle, it is assigned the letter S and the number one; at the
second particle, it is assigned the letter P and the number two, then, it is generated a
vector with random numbers between one and two, and a new particle is built from this
vector. This task is carried out assigning the values of the position j from the particles
S or P (depending on the vector already generated) to the new particle from left to right.
Finally, when a value is already assigned in a position of the new particle, it proceeds to
assign a new value of the same particle (S or P) but in a new position. This operator
was taken and adapted from the chromatic algorithm [11, 22]. Look Fig. 4 for an
example.

Rotation of Particle Elements. This operator, taken from the chromatic algorithm, is
based on the analogy of the musical process in which, for a note, the basic and most
important melodic changes are those in its first, fourth, fifth, and octave notes of the

Fig. 3. Use of the best particle

Fig. 4. Particle fusion process
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musical scale. To perform this melody variation, a minimum of eight variables (in this
case, customers) is required, taking into account that the movements to be performed,
need to meet certain distances, which are simplified in the general scale of musical
notes [22]. Thus, the corresponding elements will be the first, the fourth, the fifth and
the eighth. The rotation of particles can be in two ways: descending and ascending
rotation particles.

For the descending rotation particles, a key position is selected generating a random
number j between eight and the k elements of the particle to be the eighth of the
corresponding elements. From this, the fifth, the fourth, and the first are obtained, and
the corresponding movements are made from left to right, thus changing the order and
positions of each elements. Each element rotates forward in order to be located next to
the closest key position, as shown in Fig. 5(a).

This procedure is similar to the descending rotation particles; however, the ele-
ments rotation is performed from right to left. Here, a random number j between one
and the (k − 8) elements of the particles is generated to obtain the first of the corre-
sponding elements. Once, the key positions have been selected, the rotation movements
are made, as shown in Fig. 5(b).

Tabu Search Operator. In the tabu search by ranges of a particle, a percentage of its
neighbors is generated by swap and evaluated. Also, an average permanence rate is
calculated for each one. Here, an individual memory allows storing the exchanges
made by the tabu search operator in the particle, then, a parameter t determines the
number of iterations in which they will be stored in the tabu list of that particle. This
memory is cleaned if changes are made when using the other three operators in the
algorithm.

Likewise, a global memory is implemented to allow having a history of the fre-
quency in which the client-position-vehicle relationship is repeated during the search,
creating an average permanence rate, Tmperm, to the generated neighbors. This rate
seeks to move away the search from those solutions that have been very recurrent
throughout the entire search. Moreover, it is used as an indicator for the selection of the
exchange to be performed for a particle in the tabu search process.

Next, a movement value, Vm, is calculated to be used in the selecting of the
exchange about to make in the particle. To obtain Vm, it has to take into account three

Fig. 5. Descending and ascending rotation particles
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aspects: the fitness of the particle, the fitness and the average permanence rate of the
generated neighbors. Thereafter, the neighbors are organized using Vm and the indi-
vidual memory (or individual tabu list) of the particle and it is selected the neighbor
with the best Vm. In exceptional cases in which a neighbor has the best fitness of the
search, we can also use the aspiration criteria which allows to make exchanges vio-
lating the tabu list.

For a better understanding, a flowchart is shown in Fig. 6.

5 Results and Analysis

A comparative experiment was performed for the two algorithms with 10 different
instances: 5 of each for 50 and 100 customers. The sample size was calculated
according to the work of Montgomery [17], who showed the need to perform 10
replicates for this experiment.

Thus, to solve the 10 instances 10 times with two different algorithms, a total of 200
runs were performed and a time of 30 min was set for each run. For the implemented
algorithms, the parameter settings shown in Table 1 were used.

To build the instances, we used 10 Solomon instances [13, 23] for the vehicle
routing problem with time windows of 50, and 100 customers, adding the respective
parameters of this variant of the vehicle routing problem and using service times and

Fig. 6. Hybrid PSO-TS-CHR flowchart.

Table 1. Parameters used for each of the algorithms

Genetic algorithm Hybrid PSO-TS-CHR algorithm
Population size Cp Mp N Ngenn t pran ARRAM

2000 0.95 0.05 10 1500 30 0.07 (7%) 100
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removing the time windows. The modified instances are publicly available at https://
goo.gl/UJbJoR.

The results of the experiment are summarized in Table 2, which highlights the best
average (underlined with a line) and the best value obtained (underlined with two lines)
by the algorithms in each instance. In addition, the general standard deviation ðstdÞ, the
general average ðAvgÞ and the deviation by algorithm are shown for each instance.

From the perspective of frequency of better averages and better results, the out-
comes favored the PSO-TS-CHR.

To compare the results from different instances, we changed them to a standard
distribution using Eq. (16). It should be noted that for each of the 10 instances, the
mean and standard deviation were calculated. We used statistical software to analyze
the data.

Z ¼ xi � �x
r

ð16Þ

At this point, the corresponding assumptions to execute an analysis of variance
were verified to the variable Z; however, normality assumption was not satisfied for the
residuals. Thus, it was necessary to use Mood’s median test, a nonparametric method
on which it is possible to base an analysis.

In this test was evaluated the hypothesis that the medians of the samples for each
algorithm are equal. Because the P value for the chi-square test is less than 0.05, the
medians of the samples are significantly different with a confidence level of 95.0%. The
algorithm with the best performance is the one which its confidence interval is towards
the left. It can be observed that the confidence intervals do not overlap. From Mood’s
median test, it can be inferred that the hybrid PSO-TS-CHR presents the best perfor-
mance in terms of quality solutions of the compared algorithms.

Table 2. Overall summary of the results obtained by the algorithms

Instance
(i,# of
customers)

Algorithm Min. avg. for
the instance i

Min F for
the
instance i

Avg Std

GA PSO-TS-CHR

Avg
(F)

Min
(F)

Std.
dev

Avg
(F)

Min
(F)

Std.
dev

(1, 50) 2149.1 2105.8 24.9 2115.5 2102.1 8.3 2115.5 2102.1 2205.9 108.7
(2, 50) 3040.0 3009.2 25.6 2995.5 2990.0 5.6 2995.5 2990.0 3118.6 152.4

(3, 50) 2057.4 2031.8 21.7 2017.1 1999.0 11.9 2017.1 1999.0 2204.7 245.0
(4, 50) 6524.0 6510.7 6.8 6508.7 6502.6 3.7 6508.7 6502.6 6635.6 179.7

(5, 50) 1416.5 1292.1 96.1 1196.2 1189.6 5.4 1196.2 1189.6 1454.2 239.6
(1, 100) 9903.0 9524.5 160.1 7816.5 7754.1 44.2 7816.5 7754.1 9120.9 953.9
(2, 100) 7367.9 7215.2 68.1 6051.3 6007.2 25.6 6051.3 6007.2 6919.9 632.4

(3, 100) 3892.9 3813.9 60.0 2780.3 2743.2 25.1 2780.3 2743.2 3554.2 564.7
(4, 100) 5796.7 5621.8 107.4 4225.1 4132.6 46.0 4225.1 4132.6 5441.3 904.2

(5, 100) 7614.7 7493.5 64.1 5539.2 5467.6 38.8 5539.2 5467.6 6943.8 1034.1
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6 Conclusions

One of the main contributions of this work is the implementation of the hybrid PSO-
TS-CHR algorithm to solve the stated problem. In this context, the results showed that
this algorithm can provide the best results in terms of quality solutions, with a confi-
dence level of 95%, compared to the genetic algorithm. Also, for the time selected (30
min), it proved to be efficient in terms of execution times for both instance sizes.

Another relevant contribution is the developed mathematical model for the vehicle
routing problem of refrigerated and general-type vehicles for the delivery of multiple
perishable products. It is innovation lies in simplicity and the significant decrease in the
quantity of restrictions with respect to other similar models presented in the literature.

In future work, the calculation of the values for the hkp and wk
p parameters according

to the characteristics of the products to be transported can be studied. Finally, this
model type could be used to improve the quality of perishable products at the time of
delivery in the distribution process.
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Abstract. Home health care (HHC) services are a growing segment in
the global health care industry in which patients receive coordinated
medical care at their homes. When designing the service, HHC providers
face a set of logistics decisions that include the districting configuration
of the coverage area. In HHC, the districting problem seeks to group
small geographic basic units-BUs (i.e., city quarters) into districts with
balanced workloads. In this work, we present a modeling approach for the
problem that includes a mixed integer linear programming (MILP) for-
mulation and a greedy randomized adaptive search procedure (GRASP).
The MILP formulation solves instances up to 44 BUs, while the GRASP
allows to solve instances up to 484 BUs in less than 2.52min. Com-
putational experiments performed with a set of real instances from a
Colombian HHC provider, show that the GRASP can reduce workload
imbalances in a 57%.

Keywords: Home health care · Districting
Mixed integer linear programming
Greedy randomized adaptive search procedure

1 Introduction

Social and economic factors, such as accessibility to food, primary health care,
potable water, antibiotics and other medicines, have generated increases in pop-
ulation and life expectancy [23]. These phenomena have lead to a substantial
increase in demand for home health care (HHC) services worldwide. In the U.S.,
12,200 HHC providers were registered in 2011, and more than 4.7 million patients
received HHC services [14]. In Europe, between 1% and 5% of the total public
health budget is spent on HHC services [8,9]. In Colombia, registered HHC
providers, which are mainly private companies, have increased from 482 as of
December 2013, to 1,644 as of April 2018 [6].
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One of the decisions that HHC providers face when designing the service is the
districting configuration of the coverage urban area [10]. The districting problem
(DP) consists of defining districts made up of several territorial basic units-BUs
(i.e., city quarters), allocating to each district the available resources, so that the
workload of the staff and the quality of services provided to patients are equitable
[1]. The DP is critical in HHC and the impact of a districting configuration goes
beyond network design and customer service considerations. The capacity of
each medical staff is limited in each period, and their productivity is influenced
by the size of the area in which the assigned patients are located [2]. If an urban
area is divided into few large districts, medical staff will spend a significant
proportion of their shifts travelling long distances among patients’ homes, thus
quality of care can be affected and possibly increased risk of complications and
death could ensue. On the other hand, if districts are too many and too small,
the coordination of patient’s assignments and service delivery becomes more
complex and less efficient [11]. Therefore, the districting configuration influences
the quality of decisions at operative levels.

The DP arises from the political field since the 60’s, and its applications
include logistics transportation, school districting, commercial or design of sales
territories, emergency services, police districting, disaster management, and elec-
tricity supply [17]. In this work we are interested in DP in HHC. To the best of
our knowledge, four works have addressed the DP in HHC. In [4], the authors
solved a DP in the management of public HHC services for a local community
health clinic in Montreal, Canada. They modeled the situation as a multi-criteria
optimization problem and solved it with a tabu search heuristic. Two crite-
ria were considered in the objective function: the mobility of visiting staff and
the workload equilibrium among districts. Authors were able to solve instances
up to 32 BUs with six districts. The author in [2], studied a HHC districting
problem through a set partitioning model, which was solved by a column gen-
eration heuristic that integrated ideas from optimization and local search. This
approached allowed to solve instances up to 156 BUs with 32 districts. Authors
in [3], modelled the DP in HHC through mixed-integer programming with two
models: the first one aimed to equitably distribute medical staff workloads, while
the second aimed to minimize a measure of compactness, i.e., the maximum dis-
tance between two BUs assigned to the same district. These models were able
to solve instances from 10 to 100 BUs and districts from one to four. In [12],
the authors studied the DP considering three factors: geographical distribution
of the population, security conditions to access BUs, and trends in the demand
for HHC services. They presented a bi-objective mathematical model. The first
objective was to minimize the total travel workload, and the second one was to
minimize the total workload deviations across all districts. Authors carried out
a case study in the city of Cali, Colombia, and they solved instances up to 22
BUs and districts from one to 12, following a lexicographic approach.

Our contribution in this work is three-fold. First, we present a modeling app-
roach for the problem based on a mixed integer linear programming (MILP)
formulation. Second, we implemented a greedy randomized adaptive search
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procedure (GRASP) to solve the problem. Third, we present a case study of
a HHC provider which delivers services within the Aburrá Valley, in Antioquia,
Colombia. The modeling approach allows to solve real large-scale instances for
the DP in HHC, in suitable computational times. Furthermore, to the best of
our knowledge, we are able to solve HHC instances with sizes up to three times
the ones reported in the literature, while improving current districting configu-
rations. The remainder of this paper is structured as follows. Section 2 presents
the MILP model for the DP in HHC. Section 3 describes the proposed GRASP
metaheuristic. Section 4 presents the comparison of the solution methods and
the results of the case study. Finally, Sect. 5 summarizes the main findings and
concludes the paper outlining future work opportunities.

2 Mathematical Model

In this section, we present a mixed integer linear programming model for the DP
in the HHC context. This MILP is based on the p-regions formulation proposed
by [7]. This kind of formulation, known as flow p-regions model (FlowPRM )
includes a group of decisions variables called flow variables which contribute
to model contiguity conditions between BUs in the problem. This approach is
initially inspired by [22], where contiguity is accomplished by assigning a flow
unit from each BU of a region (district), to a previously selected sink for the
district. The flows represent a graph which starting node is the sink defined and
the flows are guided by arcs between the selected nodes (BUs). Each district has
a BU as its sink and the network of flows is defined as arcs connecting adjacent
BUs. If a BU is assigned to a district, then, that BU must provide a flow unit
that goes to the sink of the district. Moreover, a flow can not be shared by more
than one district.

We define the set of BU, I (i ∈ I) and therefore, it is possible to consider
the sets Ni which represent the set of BU adjacent to the basic unit i (i.e., the
BUs that share at least one geographical point or line with i). Each BU i has
a known workload denoted by ci. Without loss of generality, ci is measured in
hours. Additionally, we define K as the set of districts. To make decisions with
the FlowPRM , we define the binary variable yik that takes the value of one if BU
i is included in district k where i ∈ I and k ∈ K. The variable tij is also binary
and take the value of one if BU i and BU j are assigned to the same district. tij
takes the value of zero, otherwise. To measure the flow that goes from BU i to
BU j in a district k, we define the variable fijk. The binary variable wik takes
the value of one if BU i is selected as sink; and wik is fixed to zero, otherwise.
Finally, variable λk denotes the workload of the district k while variables λmax

and λmin represent the maximum and minimum workload over the districts.
The proposed MILP inspired on the FlowPRM follows:

min z = λmax − λmin (1)
subject to,
∑

k∈K
yik = 1 ∀ i ∈ I (2)
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wik ≤ yik ∀ i ∈ I, k ∈ K (3)
∑

i∈I

wik = 1 ∀ k ∈ K (4)

fijk ≤ yik · (|I| − |K|) ∀ i ∈ I, j ∈ Ni, k ∈ K (5)
fijk ≤ yjk · (|I| − |K|) ∀ i ∈ I, j ∈ Ni, k ∈ K (6)
∑

j∈Ni

fijk −
∑

j∈Ni

fjik ≥ yik − (|I| − |K|) · wik ∀ i ∈ I, j ∈ Ni, k ∈ K (7)

tij ≥ yik + yjk − 1 ∀i, j ∈ I : i < j, k ∈ K (8)

λk =
∑

i∈I
ci · yik ∀k ∈ K (9)

λmax ≥ λk ∀ k ∈ K (10)
λmin ≤ λk ∀ k ∈ K (11)
λk ≥ λk−1 ∀k ∈ K : k ≥ 2 (12)
yik ∈ {0, 1} ∀ i ∈ I, k ∈ K (13)
wik ∈ {0, 1} ∀ i ∈ I, k ∈ K (14)
tij ∈ {0, 1} ∀i, j ∈ I : i < j (15)
fijk ≥ 0 ∀ i ∈ I, j ∈ Ni, k ∈ K (16)
λk ≥ 0 ∀k ∈ K (17)
λmax, λmin ≥ 0 (18)

The objective function (1) minimizes the workload imbalance measure as the
difference between the maximum and minimum workload among all districts
(i.e., the range of the workload). As pointed in [20], balance can be obtained
in different activity measures (number of customers/patients, product/service
demand, and workload), our formulation is flexible enough to handle any of
these three measures. Constraints in (2) ensure that each BU is assigned to a
single district k. Expressions in (3) assign one sink in a district k only to BUs that
compose such district while equations in (4) force the model to fix only one sink to
each district. The group of constraints (5) and (6) allow a flow between BUs i and
j, only if both units are assigned to district k and also if i and j are contiguous.
Inequalities in (7) force each BU i to supply at least one flow unit. If that BU
is not a sink, then a net flow greater or equal to one is fixed for i. On the other
hand, for BUs that represent sinks, these constraints allow a negative net flow of
|I|−|K|−1 units since sinks do not have outflow. The expressions (8) set variables
tij equal to one if BUs i and j are assigned to the same district k. Constraints (9)
calculate in variables λk the total workload of each district. Inequalities in (10)
and (11) define respectively the maximum (λmax) and minimum workload (λmin)
included in the objective function (1). Constraints in (12) are valid inequalities
that order the districts by non-decreasing workloads. These valid inequalities
reduce the number of alternative symmetric solutions, and therefore decrease the
computational effort required in the branch-and-bound procedure [21]. Finally,
expressions (13) to (18) define the domain of the decisions variables.
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As a graphical example of a solution of the FlowPRM model. Figure 1 shows
the value of decision variables for a districting configuration. In this case BUs
D, E G, and H form the district 1 so variables yD,1, yE,1, yG,1 and yH,1 take the
value of one. Note also that E is assigned as the district sink, therefore three
units of flow go to E (one unit per BU assigned to district 1).

A B C

D E F

G H I

Fig. 1. Example of a solution of FlowPRM MILP

3 A GRASP to Solve the DP

To solve large instances of the DP, we rely on a GRASP metaheuristic. GRASP
design provides a simple approach to solve efficiently a wide range of combinato-
rial optimization problems [16]. Particularly, in [18–20] the authors have shown
that GRASP based heuristics are suitable for the solution of large-scale DPs. The
proposed GRASP generates DP solutions in two phases, Algorithm1 summarizes
its main structure. In the first phase, we build an initial solution with |K| dis-
tricts using procedure BuildDistrictsRand (line 4). The second improvement
phase (lines 6–26) is a variable neighborhood descent (VND) procedure [13] that
explores sequentially neighborhoods DecreaseMaxLoad and IncreaseMinLoad
to improve the initial solution. The greedy randomized construction and VND
cycle repeats for MaxIterations and the best solution found during the search
is reported (line 28).

Greedy Randomized Construction. The greedy randomized construction
phase (procedure BuildDistrictsRand) initializes the solution by selecting ran-
domly |K| BUs as seeds of the districts to be created. Then, the procedure adds
sequentially an adjacent BU to each one of the districts. To select the BU that
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Algorithm 1. GRASP for the districting problem: general structure
1: function GRASP(DP ,r,MaxIterations)
2: z∗ ←− ∞, s∗ ←− ∅
3: for r = 1 to MaxIterations do
4: s0 ←− BuildDistrictsRand(|K|,r)
5: LocalOptimum ←− false, Neighborhood ←− 1
6: while not LocalOptimum do
7: if Neighborhood=1 then
8: s ←− DecreaseMaxLoad(s0)
9: if f(s) ≤ f(s0) then
10: s0 ←− s
11: else
12: Neighborhood ←− 2
13: end if
14: else
15: s ←− IncreaseMinLoad(s0)
16: if f(s) ≤ f(s0) then
17: s0 ←− s
18: Neighborhood ←− 1
19: else
20: LocalOptimum ←− True
21: end if
22: end if
23: if f(s) ≤ z∗ then
24: s∗ ←− s, z∗ ←− f(s)
25: end if
26: end while
27: end for
28: return s∗

29: end function

will be added to a given district, we build a restricted candidate list (RCL) with
the adjacent BUs having the r smallest workloads. Then, the procedure picks
randomly one BU from the RCL and adds it to the district. The randomized
construction procedure iterates until all BUs belong to a district.

Variable Neighborhood Descent–VND. A VND is a deterministic variant
of variable neighborhood search that explores sequentially several neighborhoods
[13]. To solve the DP we embedded two neighborhoods within the VND. The
first one, DecreaseMaxLoad (line 8 of Algorithm 1) selects the district of solution
s0 with the maximum load and evaluates if transferring one of its BUs to another
adjacent district improves the objective function by reducing λmax. By contrast,
the second neighborhood, IncreaseMinLoad (line 15 of Algorithm 1) selects the
district in s0 with the minimum load and evaluates if adding a BU from its
neighboring districts improves the objective function by increasing λmin. If one of
the neighborhoods improves the solution, VND restarts the search from the new
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improved solution using neighborhood DecreaseMaxLoad. On the other hand,
if none of the neighborhoods improves the solution the search stops at a local
optimum (line 20 of Algorithm1). In our implementation, VND explores both
neighborhoods using a best improvement strategy, i.e. it analyzes all the BUs of
the district under consideration and selects the one that generates the maximum
improvement of the objective function.

As pointed out in [20] some BUs cannot be removed from one district if
their removal destroys the connectivity of the district. Formally, let G(T ) be the
graph induced by the adjacency matrix of district T . If G(T \ {i}) (i ∈ T ) is
not connected, then BU i cannot be removed from district T . This definition
coincides with the notion of cut vertices in graph theory [5]. Therefore, while
exploring the neighborhoods in the VND we forbid the removal of any BU that
is a cut vertex in the induced graph of its district.

4 Results

Initially, we analyze and compare FlowPRM and GRASP in terms of the quality
of the solutions obtained with both approaches and their efficiency to solve the
DP in the HHC context. To compare the solution methods, we use four test
instances based on the Home Health Care Program (Programa de Atención
Domiciliaria–PAD, for its acronym in Spanish) offered by a Colombian health
care provider in the Aburrá Valley (Antioquia). To analyze the impact of the size
of the problem, we included instances with increasing number of BUs from 16
to 60. Moreover, we tested six different number of districts per instance, namely
|K| = {2, 3, 4, 0.25|I|, 0.5|I|, 0.75|I|}.

The FlowPRM formulation was solved with FICO’s Xpress 8.1 optimizer. We
report the best upper and lower bound found by the optimizer after a maximum
solution time of one hour. The GRASP metaheuristic was implemented in Java
using the Eclipse development environment. Moreover, to find the cut vertices
of a given district we rely on the jgrapht package [15]. We set the parameters of
GRASP to r = 3 and MaxIterations= 5000 after a detailed fine tuning process.
Single runs of both methods were performed on a computer with an Intel core-i7
processor (6GB of RAM) running under Windows 7 64-bit.

Table 1 compares the results of FlowPRM and GRASP. This table reports the
objective function of the best interger solution (Imb.) and best lower bound (Best
LB) obtained by the optimizer, the corresponding optimallity gap (Gap). For the
GRASP this table include the objective found of the best solution found during
the search (Imb.). We also report the running times (in seconds) of both methods.
The table also reports the best-known solution (BKS) for each instance, values
in bold indicate that a given method matched the BKS. Additionally, proven
optima are underlined.

As it can be seen in the table, the MILP formulation reported optimal solu-
tions in 10 out of 23 instances. All of them with less than 60 BUs. In the remain-
ing instances, at least a feasible solution was found within the time limit. For the
test instances with 60 BUs, no optimal solution was found for any of the values
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Table 1. Comparison of FlowPRM and GRASP for small DP instances

Instance Flow PRM GRASP

Id |I| |K| BKS Imb. Time (s) Best LB Gap (%) Imb. Time (s)

1 16 2 2.05 2.05 4.42 2.05 0.00 2.05 8.33

3 136.77 136.77 68.83 136.77 0.00 136.77 2.92

4 442.69 442.69 76.31 442.69 0.00 442.69 1.97

8 1137.90 1137.90 3599.85 349.35 225.72 1137.96 0.86

12 2772.58 2772.58 3600.15 2281.41 21.53 2772.58 0.73

2 29 2 0.22 0.22 3.84 0.22 0.00 0.33 14.99

3 4.82 4.82 13.20 4.82 0.00 4.82 13.16

4 20.06 20.06 307.14 20.06 0.00 28.60 6.58

7 123.00 123.00 31.98 123.00 0.00 123.00 2.62

15 255.98 255.98 3600.13 216.95 17.99 255.98 0.79

22 255.98 255.98 3602.50 227.70 12.42 255.98 0.70

3 44 2 2.20 2.20 2.89 2.20 0.00 2.20 35.26

3 104.14 104.14 3600.29 104.04 0.10 104.14 36.68

4 182.40 182.40 7.28 182.40 0.00 190.86 16.11

11 336.00 336.00 3600.32 304.83 10.23 336.00 1.38

22 336.00 336.00 3600.92 327.28 2.66 336.00 0.98

33 336.00 336.00 30.57 336.00 0.00 336.00 1.06

4 60 2 0.01 0.01 3600.26 0.00 100.00 0.04 145.17

3 0.28 17.41 3599.97 0.00 100.00 0.28 111.90

4 2.84 900.58 3600.41 0.00 100.00 2.84 44.94

15 316.17 396.00 3605.50 260.01 52.30 316.17 3.27

30 396.00 396.00 3602.26 318.99 24.14 396.00 1.90

45 396.00 396.00 3601.23 374.06 5.87 396.00 1.49

Avg Time (s) 2059.14 19.73

considered for |K|. This shows that the DP becomes harder to solve as the num-
ber of BUs grows. Likewise, instances with few districts seem easier to solve for
the optimizer, since most of the optimal solution come from instances with 2 to 4
districs. On the other hand, the GRASP matched the optimal solution in 7 out
of 10 instances and matched the upper bound found by FlowPRM in another
8 instances. Remarkably, in the instances with 60 BUs (where the optimizer
always stopped due to the time limit), GRASP results improve the solution of
FlowPRM in 3 out of 6 instances and matched the upper bound in another 2.
Furthermore, the average running time of GRASP (19.73 s) is far below the one
of FlowPRM (2059.14 s). In summary, these results evidence the need to resort
to approximate approaches such as GRASP in larger DP instances.

4.1 Case Study

The data of the case study is based on the information of the PAD operation
for 2015. During this year, the HHC provider served 1349 acute patients located
in the urban area of the Aburrá Valley (Antioquia). The coverage area of the
service includes 484 BUs (city quarters). Figure 2(a) shows a heat map according
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(c) GRASP Solution(b) PAD Solution(a) Heat map of the PAD

Fig. 2. Heat map of workload in the Aburrá Valley (a), current districting decisions
(b), and GRASP solution for the case study (c)

to the workload in these quarters. The PAD used as districting solution the
political division of the territory: the 16 communes of Medelĺın (capital city
of Antioquia) and the other 7 municipalities of the Aburrá Valley (depicted in
Fig. 2(b)). Therefore, the coverage area was divided into 23 districts. However,
as it can be seen in Fig. 3, using this type of districting solution in practice does
not guarantee a workload balance between the medical staff.

Service demands for HHC services of the PAD, and therefore workloads,
were estimated in hours. Other works in the literature estimate HHC demands
and workloads in hours [3,4,12], and only one considers demand as number
of home visits [2]. Measuring such estimations in hours allows to include the
variability in demand for HHC services derived from the diversity of medical
procedures and types of patients. Consequently, we calculated demand
estimations considering the type of medical procedure, the epidemiological pro-
file of the covered population, and the frequencies of home visits.

To improve the districting decisions of the PAD, we ran several times the
GRASP method for the DP instance with 484 BUs using a rook contiguity
measure (i.e., two BUs are considered as adjacent if they share a segment in the
map). The best solution found by GRASP (depicted in Fig. 2(c)) has an objective
function of 2298.17 hours of workload imbalance. This result represents a 57%
reduction of the workload imbalance obtained with the districting operated in
2015 (with an imbalance of 5317.85 hours). Figure 3 compares the workload
of the new 23 districts of the solution proposed by GRASP against those of
the previous PAD solution. As it can be seen in this figure, GRASP generates
solutions with a more even workload distribution. This can be accomplished
because the GRASP districts adapt to the patient’s distribution in the coverage
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area. Small districts in the north are consistent with the high patient’s density
in this part of the Valley. Whereas, districts in the south have a small patient
density. Then, they have to be larger in order to obtain similar workloads for
the medical staff assigned to this part of the territory.
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Fig. 3. Comparison of the workload of the 23 districts for the PAD and GRASP solu-
tions

5 Conclusions

In this work, we proposed a modeling approach for the districting problem in
HHC, based on two strategies. First, we adapted a MILP model based on a p-
regions formulation, called FlowPRM . The model ensures contiguity through a
set of flow variables that represent a graph, and minimizes workload imbalance.
For the second strategy, we implemented a GRASP metaheuristic which consists
of a greedy randomized phase that designs feasible initial solutions in parallel,
from a set of random seeds, and a local search that improves initial solutions by
exploring two neighborhoods. We evaluated and compared the FlowPRM and the
GRASP in terms of the quality of the solutions, and their efficiency to solve the
DP in HHC. Furthermore, we carried out a case study with a HHC provider from
Antioquia, Colombia. The case study allowed to evaluate the modeling approach
with real large-scale instances, and to evidence improvement opportunities in the
districting configuration for HHC services.

According to the results, the FlowPRM reported optimal solutions for 44% of
the test evaluated, all of them of less than 60 BUs. For the remaining 56%, the
model found at least one feasible solution within one hour. For instances with
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60 BUs, no optimal solution was found, which evidenced the need for more effi-
cient approximate solution methods. The GRASP matched the proven optimal
solutions in 74% of the cases, and it improved 13% of the solutions found by
the FlowPRM , in instances with more than 60 BUs. These improvements were
achieved within an average computational time far below from the ones of the
FlowPRM . The modeling approach was also evaluated through a case study with
a real HHC provider, which delivers these service in a coverage area with 484
BUs. The approach found solutions in reasonable computation times (2.52 min
on average), and results evidenced that the current districting configuration can
be improved by 57%. Moreover, and to the best of our knowledge, the app-
roach proposed is the first to solve large-scale instances up to 484 BUs for the
districting problem in the HHC context.

As a future research opportunity, the inclusion of travel times within the
modeling approach can provide better districting configurations. The time that
medical staff spends on travelling between patients’ homes is a large proportion of
their working time, and therefore modeling the problem considering such factor
will give a better representation of districting decisions. This inclusion generates
challenges in terms of mathematical modeling and solution methods.
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Abstract. This paper presents a mathematical model to optimize the
supply chain design considering a planning horizon with multiple periods
and backlogging. The objective function aims to minimize the sum of
transportation, inventory holding and backlogging costs. The model is
represented in a graph, generalizing a minimum cost flow problem. A
study case for a manufacturing company is presented and results are
analyzed.

Keywords: Optimization · Logistics · Inventory management
Transportation · Mathematical programming

1 Introduction

The objective of the mathematical model presented in this paper is to determine
the flow with minimum cost (of a good) over a distribution network in order to
satisfy a product demand over a multi-period planning horizon. The company
that motivated the study has four factories and distributes them to four dis-
tribution centers, where it is distributed to five consumption centers. The opti-
mization of transportation and inventory management decisions is required by
the company for the forthcoming weeks.

Thus, in the scientific literature the use of transportation and distribution
models is broad and useful to solve supply chain design problems over distribu-
tion networks which involves the interconnection of facilities such as factories,
collection centers, warehouses, and consumption centers, among others. These
facilities produce, demand, or store different goods. Different contexts are stud-
ied in the literature, for example, Ng and Lo [1] study the case of a robust design
of a supply chain using ferries, and Cleophas et al. study urban transportation
[2]. Król [3] uses artificial intelligence to optimize a transportation network devel-
opment. Stathopoulos et al. [4] presents a recent review on innovative models for
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J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 916, pp. 85–95, 2018.
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transportation science and Mejjaouli and Babiceanu [5] study the Cold supply
chain implementing an RFID monitoring system.

The supply chain design problem has been widely studied in the literature.
Garćıa and You [6] present a recent literature review finding that enterprise-
wide optimization methods are one of the main challenges for future research,
together with research opportunities on supply chain design for energy and sus-
tainability. A review on sustainable supply chain design problems is presented
by Eskandarpour et al. [7]. Govindan et al. [8] focus their literature review on
closed-loop supply chain design models. Also, Farahani et al. [9] present a sur-
vey of more than 200 articles on supply chain design considering a competitive
market. Bloemhof and Soysal [10] study the supply chain literature for the food
industry.

Nevertheless, relatively few real-case studies are published in the literature.
Varsei and Polyakovskiy [11] present a real application for the wine industry in
Australia, considering a single period from a strategic standpoint. Jabbarzadeh
et al. [12] present an emergency blood supply chain design model implementation
using real data, where backlogging is not allowed. Hasani and Khosrojerdi [13]
present a robust global supply network design under demand and procurement
cost uncertainties for a real case. Finally, for the health care setting, Pishvaee et
al. [14] develop a model to design a sustainable medical supply chain for needles
and syringes.

Most supply chain design problems consider models for a single moment of
time, and the temporal aspect of the decisions is not contemplated. This assumes
that the supply chain is not capable of covering the demand with inventory or
with backlogging (pending orders) in later periods. In this paper we include
these aspects in the supply chain design. Nonetheless, in our modeling app-
roach, backlogging is allowed to satisfy past demand in cases where production
or transportation capacity is not enough. Still, since backlogging usually means
poor customer service levels, it is penalized in the objective function.

Decision-making regarding the solution of supply chain design considering
transportation and distribution problems can be classified as strategic decisions,
where it is intended to cover long-term needs and involves the evaluation of deci-
sions such as the opening of supply facilities, transshipment or retailer opening,
as well as the development of new routes or the sizing of the fleet of vehicles.
The tactical level in which it is sought to establish distribution policies and are
planned in the medium term. Finally the operational level in which it is sought
to determine the resources and operations required to meet the requirements
demanded in a distribution network, such as in the vehicle routing models [15].

The main contribution of the article is to show a versatile mathematical
modeling of transportation and production planning decisions, when optimizing
a supply chain design with significant variations in the levels of supply capac-
ity and demand over a multi-period planning horizon, by allowing to increase
inventory levels, and backlogging.

In Sect. 2 the mathematical model is detailed to optimize the supply chain
design. Section 3 presents the case of study that motivates this work. Section 4



Modeling Strategy for Supply Chain Design 87

presents the analysis of the results. Conclusions and the future research are
presented in Sect. 5.

2 Mathematical Model

Consider a supply chain with multiple echelons such as the producers, distribu-
tion centers, warehouses and retailers. A single commodity is considered in this
case, such as boxes or pallets, which may contain several references of products.
Assume that each echelon is capable of storing a maximum amount of product.
Further, customers have known demand for a set of periods in the future. The
objective of the logistic operations to optimize is to determine the flow of prod-
ucts from producers to the final consumer using the distribution centers and
warehouses, which allow to store product and change the transportation modes
to reach more customers at minimum costs.

To model the problem mathematically, consider a directed graph G = {N,A},
where the set of nodes N represents copies of the set of production centers, dis-
tribution centers, warehouses, retailers, and customers. Each node representing
a facility is replicated for each period in the time-horizon. These copies allow us
to plan inventory and transport operations in multiple periods of the planning
horizon.

The set of arcs A represent the flows of products. Three types of arcs are
considered: First, the arcs connecting two nodes in the same period between two
different facilities represent transportation decisions. Second, the arcs connecting
copies of nodes of the same facility for consecutive periods represent inventory
holding decisions, from period t to period t + 1. Third, arcs connecting copies
of nodes of the final echelon backward represent backlogging flow, for example
from period t to period t−1. Thus, the problem is modeled with the following
sets and decision variables:

Referential Sets

– i: Index representing the nodes origins i = {1, 2, . . . ,m}
– j: Index representing the destination nodes j = {1, 2, . . . ,m}
– t: Index that represents the periods t = {1, 2, . . . , u}.

Decision Variables

– Xijt: Amount of flow to be transported from node “i” to node “j” in period
“t”

– I
(+)
it : Available inventory level of the product in node “i” at the end of period

“t”
– I

(−)
it : Level of pending orders in node “i” at the end of period “t”.

An example of the graph G is presented in Fig. 1. The objective function
of the problem is expressed in Eq. 1 and indicates that the total transportation,
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Fig. 1. Example of the graph G to model transportation and inventory decisions for a
supply chain design problem

inventory holding, and backlogging costs for the supply chain, which is computed
as the sum of the flow costs in each period of time in the graph.

F = f(Xijt, I
(+)
it , I

(−)
it , i = j = 1, 2, . . . , m,∧t = 1, 2, . . . , u) (1)

Model parameters

– bit : Capacity in node “i” in period “t”
• If bit > 0 −→ It is a supply node.
• If bit < 0 −→ It is a demand node.
• If bit = 0 −→ It is an intermediate or transshipment node.

– Cijt: Cost per unit of flow from node “i” to node “j” at instant “t”
– ht: Cost of inventory maintenance per unit of product in period “t”
– πt: Penalty cost per pending unit in period “t”
– Lijt: Minimum amount of flow over the arch(i, j) ∈ A in the period “t”
– Uijt: Maximum allowed amount of flow over the arch(i, j) ∈ A in the period

“t”
– Lit: Minimum inventory level in node “i” in period “t”
– Uit: Maximum inventory level in node “i” in period “t”.
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The mathematical model is as follows:

Formulation

Minimize F =
m∑

i=1

m∑

j=1

u∑

t=1

CijtXijt +
m∑

i=1

u∑

t=1

htI
(+)
it +

m∑

i=1

u∑

t=1

πtI
(−)
it (2)

Subject to:

Balance Constraints

m∑

j=1

Xijt + I
(+)
it − I

(−)
it −

m∑

r=1

Xrit − I
(+)
it−1 + I

(−)
it−1 = bit ∀i, and ∀t (3)

Flow Capacity Constraints

Lijt ≤ Xijt ≤ Uijt for each arc (i, j, t) ∈ A (4)

Lit ≤ Iit ≤ Uit para cada arco (i, t, t + 1) ∈ A (5)

Logical Conditions

Xijt, I
(+)
it , I

(−)
it ≥ 0 ∀i,∀j,∧∀t (6)

Balance constraints
The Eq. 3 represent the balance of material or nodal equilibrium, which expresses
the conditions that occur in each node of the network of the supply chain, and
indicates that the outgoing or divergent flow from a particular node is equal to
the ingoing flow to the node, plus the inventory required to cover later period
demand. Stock level and pending orders that converge to that node is less or
equal to the capacity of the node over the distribution network.

Flow capacity constraints
Equation 4 expresses the condition that the flow of transport and distribution
over the distribution network is limited between a lower limit and an upper limit
for each period in a time horizon. Equation 5 states that the inventory levels will
be limited by a policy of safety stock and storage capacity. Finally, Eq. 6 state
the nature of the decision variables.

3 Study Case

The case that motivated this study is a manufacturing company which produces
in four geographically dispersed factories and distributes them to four distri-
bution centers, where it is distributed to five consumption centers as shown in
Fig. 2.
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Fig. 2. Representation of the supply chain under study

Table 1. Capacity and forecast of demand at each node in the network for the case of
study.

Node Week 1 Week 2 Week 3 Week 4

Node 1 1450 1450 1460 1420

Node 2 1520 1520 1530 1500

Node 3 1633 1633 1643 1600

Node 4 1432 1432 1460 1480

Node 5 −250 −252 −120 −180

Node 6 −233 −253 −230 −230

Node 7 0 −300 −190 −195

Node 8 −180 0 −250 −270

Node 9 −920 −940 −1100 −1050

Node 10 −1180 −1020 −995 −995

Node 11 −760 −980 −1100 −1100

Node 12 −1045 −1015 −980 −980

Node 13 −1370 −1290 −1100 −1110

The capacity of supply and demand required in each production factory, in
each collection point and in each consumption center is shown in Table 1, where
the quantities offered is represented by the positive numbers associated with
the origin nodes and the demands required by the negative numbers associated
to the consumption nodes. It is easy to show that the problem is balanced by
computing the total capacity of the nodes to 24163 units and the total expected
demand is also 24163 units.

The unitary transportation costs are expressed in $/kilogram of load between
vertices (locations), which are shown in Table 2. The cost of keeping inventory
per week has been calculated at $ 20/kg stored per week. The flow capacity
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between locations is 800 kg. These costs are computed using historical data from
recent months. The arcs denoted by “-” are forbidden arcs since transportation
of product is not possible or decisions are not logical for the model. For example,
sending product from a consumption node to a factory is forbidden since we do
not consider returns or a closed-loop supply chain.

Table 2. Unitary transportation costs

1 2 3 4 5 6 7 8 9 10 11 12 13

1 - 20 25 23 - 27 - - - - - - -

2 20 - 18 19 25 - 28 27 - - - - -

3 25 18 - 8 13 11 10 14 - - - - -

4 23 19 8 - 10 13 11 10 - - - - -

5 - 25 13 10 - 4 - - 13 18 16 15 14

6 27 - 11 13 4 - 3 - 16 13 15 16 12

7 - 28 10 11 - 3 - 2 11 10 14 12 18

8 - 27 14 10 - - 2 - 15 13 18 16 14

9 - - - - 13 16 11 15 - 5 - - -

10 - - - - 18 13 10 13 5 - 4 - -

11 - - - - 16 15 14 18 - 4 - 6 -

12 - - - - 15 16 12 16 - - 6 - 3

13 - - - - 14 12 18 14 - - - 3 -

Considering the case presented before, the corresponding graph is presented
in Fig. 3. In this graph, a copy of each facility is created to represent each period
in the time horizon of the problem.

4 Results

The model is implemented in CPLEX 12.1. These results correspond to a Lap-
top with a Intel Core i7 with 2.60 GHz processor, 8 GB of RAM and running on
Windows 10Pro. Optimal results are provided in Tables 3 and 4. The computa-
tion time is less than 1s. Thus, the company may evaluate different scenarios and
changes in the supply chain features. In detail, Table 3 presents the transporta-
tion decisions between each pair of facilities. Table 4 presents the inventory-on-
hand to stock at each facility each week. The optimal objective function value
is $733.433. Figure 4 depicts the flows on the network of the optimal solution,
presenting simultaneously transportation and inventory management decisions.
This results show that backlogging is not an optimal decision for this case.
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Fig. 3. graph of the problem with multiple copies of the facilities to observe the tem-
porality of the decisions

Table 3. Variable Xijt: Amount of flow from node “i” to node “j” in period “t”

Week 1 Week 2 Week 3 Week 4

N1.N4 553.000 665.000 742.000 620.000

N1.N6 800.000 800.000 800.000 800.000

N2.N5 800.000 800.000 800.000 800.000

N2.N7 720.000 720.000 730.000 700.000

N3.N5 33.000 33.000 43.000

N3.N6 800.000 800.000 800.000 800.000

N3.N7 800.000 800.000 800.000 800.000

N4.N5 545.000 587.000 800.000 500.000

N4.N7 800.000 800.000 800.000 800.000

N4.N8 640.000 710.000 602.000 800.000

N5.N9 120.000 800.000 403.000 250.000

N5.N11 193.000 153.000 640.000 420.000

N5.N12 245.000 215.000 180.000 180.000

N5.N13 570.000 300.000 270.000

N6.N11 567.000 547.000 460.000 680.000

N6.N13 800.000 800.000 800.000 800.000

N7.N9 800.000 140.000 697.000 800.000

N7.N10 800.000 800.000 800.000 800.000

N7.N11 280.000

N7.N12 800.000 800.000 800.000 800.000

N8.N7 80.000 157.000 295.000

N8.N10 380.000 220.000 195.000 195.000

N8.N13 490.000 40.000
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Table 4. Variable Iit: Inventory available in node “i” in period “t”

Week 1 Week 2 Week 3

N1 97.000 82.000

N6 110.000

Fig. 4. Solution graph presenting the optimal solution for the flows in the network of
the case of study.

4.1 Sensitivity Analysis

A sensitivity analysis is performed in this setting. First by analyzing the optimal
dual variable values associated to Eq. 3 that are depicted in Table 5. These results
allow us to conclude that supply quantities in nodes 1–4 for week 1 are critical.
These means that production in these factories for week 1 must be guaranteed
in order to avoid significant increases in costs. Thus, node 1 (factory 1) has the
largest dual variable value. That is, it is recommended to invest in increasing the
capacity at factory 3 and 4 and reduce capacity in factory 1 in the long term.

As for the retail side of the supply chain (consumption centers), it can be
seen that reducing the satisfied demand in weeks 1 and 2 will increase the cost by
($19-$22) due to larger inventory levels. In weeks 3 and 4, reducing the satisfied
demand by one unit may decrease costs by ($18-$41). In fact, it is clear for
the company now that sales at node 11 (consumption center 11) are the least
profitable for week 4, and prices should be increased in this retailer. Therefore,
it is concluded that in the short term, the planning decisions are more sensitive
to demand at nodes 9 and 10. For weeks 3 and 4, the planning decisions are
more sensitive to demand at nodes 11 and 12, were changes in 1 demanded unit
modify the cost by ($20-$41).

Sensitivity analysis is also performed over the arc capacity. Results indicate
that by increasing capacity by one unit, operational costs may be reduced by
($7). The company is studying the option of buying larger trucks for the long
run. Currently the expected benefit is not significant enough.
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Table 5. Optimal dual variable values for Eq. 3 for the case of study.

Node Week 1 Week 2 Week 3 Week 4

Node 1 68 48 28 8

Node 2 61 41 21 1

Node 3 48 28 8 −12

Node 4 45 25 5 −15

Node 5 35 15 −5 −25

Node 6 34 14 −6 −26

Node 7 33 13 −7 −27

Node 8 35 15 −5 −25

Node 9 22 2 −18 −38

Node 10 22 2 −18 −38

Node 11 19 −1 −21 −41

Node 12 20 0 −20 −40

Node 13 21 1 −19 −39

5 Conclusions and Future Research

We have studied a supply chain design problem in which transportation and
inventory management decisions are made, considering multiple echelons and the
possibility of performing backlogging. In this case, the problem is represented
with a graph were nodes represent a copy of a facility, replicated as many times
as periods in the planning horizon. The numerical instance is provided and the
optimal solution shows how the product flows through the network. The optimal
points were inventory should be held are also identified.

Future research includes the modeling of a supply chain facing stochastic
demand, costs, and/or transportation times, with multiple products and multiple
objectives such as the minimization of environmental and social impacts, and the
minimization of risks such as the risks associated with the transport of hazardous
materials, stock-out risks, or the risk that the product is stolen in transportation
could be studied (see [16]). Further, a closed loop supply chain setting in which
some products may be recovered to be recycled could be analyzed.
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Abstract. In this paper we propose a new variant of the capacitated
arc routing problem (CARP). In this new problem the objective func-
tion becomes a cumulative objective computed as the traveled distance
multiplied by the vehicle load. A metaheuristic approach is proposed
which is based on the hybridization of three known procedures: GRASP,
VND and Set covering model. The metaheuristic is tested with some
benchmark instances from CARP. The results allow to evaluate the per-
formance with the different metaheuristic components and to compare
the solutions with the classical objective function.

Keywords: Capacitated arc routing problem · Cumulative objective
GRASP · Set covering based post-optimization · VND
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1 Introduction

The Capacitated Arc Routing Problem (CARP), first proposed by [12], is a dis-
tribution (or collecting) problem which consists of finding a set of minimum cost
routes for a fleet of identical capacitated vehicles while serving the required arcs.

The solution methods developed to solve the CARP can be applied to
problems related to: the routing of street sweepers, garbage trucks, school buses,
electric meter readers, etc. [3]. Getting to know this problem and its applications
is of great importance because it deals with real-life day-to-day problems that
can improve services.

The Cumulative Capacitated Arc Routing Problem (CCARP) is a new
variant of the CARP in which the objective function becomes a flow-
based function, i.e. energy consumption minimization. [15] argue that the
real cost of a vehicle traveling between two nodes depends on several con-
ditions like the load of the vehicle, fuel consumption per mile (kilome-
ter), fuel price, time spent or distance traveled to a given node, depreci-
ation of the tires and the vehicle, maintenance, driver wages, time spent
on visiting all customers, total distance traveled, etc. Even though most
c© Springer Nature Switzerland AG 2018
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of those attributes can be represented by a distance measure, others can-
not, i.e. load of the vehicle, fuel consumption per mile (kilometer), mainte-
nance, depreciation of the tires and the vehicle. The latter can be represented
by the flow (i.e. weight, load or number of items in the vehicle) on the
corresponding arc. Additionally, these functions are also related to service-based
objectives, customer satisfaction, and CO2 and pollutant emissions [7,18]. [15]
propose a mathematical model for the Cumulative Vehicle Routing Problem
(CumVRP) which includes a flow-based objective for the Capacitated Vehicle
Routing Problem (CVRP). In this paper we extend the same idea for arc routing
models.

The CCARP can be defined on an undirected connected graph G = (V,E).
The set E = {1, . . . , m} is composed by m edges and V = {1, . . . , n} is the set of
n nodes. The nodes represent transition points between two consecutive edges.
Each edge e ∈ E is associated with a demand qe ≥ 0 and a cost of traversing
ce ≥ 0. A fleet K of identical vehicles, each with capacity W , is based at the
depot (a special node). Every vehicle must perform a route which must start and
finish at the depot and it must be guaranteed that the demand of each route
does not exceed the vehicle capacity W . The objective function becomes the flow
minimization, where the flow on an arc is the vehicle load as it traverses that
arc.

It is important to note that in the classical CARP each route can be per-
formed in any direction without changing the travel distance or travel time. On
the contrary, the direction in which every route is traversed in the CCARP has
an enormous impact because a large distance at the end of the route has a higher
cost than this distance at the beginning when the load is lower.

The remaining of this paper is organized as follows: Sect. 2 summarizes the
state of the art on related problems. The metaheuristic approach is depicted
on Sect. 3, while Sect. 4 describes the computational experiments performed as
well as the main results. Section 5 closes the paper with concluding remarks and
future research directions.

2 Literature Review

To the best of our knowledge, this is the first research that defines and solves
the CCARP. Nevertheless, some related problems have been studied.

Several researchers have addressed the CARP, where the objective function
is to minimize the total traveled distance. [3] propose a cutting plane algorithm
which improves previous lower bounds. These improved lower bounds allow to
prove optimality on some previously found solutions when the new lower bound is
equal to a heuristic solution. This algorithm is based on the aggregated variables
for the CARP proposed by [2]. [13] propose exact algorithms for the CARP based
on Branch & Bound strategies.

Given that the CARP belongs to NP-hard class of problems, heuristic algo-
rithms have been proposed for problems of this kind. The most simple heuris-
tic algorithms are called constructive methods. According to [21], constructive
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heuristics for the CVRP and the CARP can be partitioned into four categories:
(a.) insertion methods, (b.) merge methods, (c.) cluster-first route-second heuris-
tics, and (d.) route-first cluster-second or tour splitting heuristics.

[21] focus on improving the splitting principle in order to obtain a more effi-
cient algorithm given that they are seldom used because of poor reputation due
to its performance. They also propose a greedy randomized adaptive search pro-
cedure (GRASP) and an iterated local search (ILS) which outperform classical
constructive heuristics. A guided local search is described by [4] while [6] use a
tabu search metaheuristic to solve the CARP. [17] have proposed the first genetic
algorithm for the CARP. They have also proposed some realistic extensions of
the problem. Literature reviews have been presented by [8,9,24].

Cumulative objective functions have already been studied for the traveling
salesman problem (TSP) and the vehicle routing problem (VRP). When the
TSP deals with minimizing the sum of arrival times, it is known as the traveling
repairman problem (TRP) [23], the minimum latency problem (MLP) [1,5], or
the delivery man problem (DMP) [10]. The k-TRP extends the TRP to the case
where k agents are available to visit the required nodes [14].

The capacitated version of the k-TRP is in fact a VRP variant called cumu-
lative capacitated vehicle routing problem (CCVRP). A memetic algorithm is
proposed by [20] to solve the CCVRP. [22] improve some results with an ALNS
metaheuristic and [16] develop a very efficient two-phase metaheuristic. [19] pro-
pose an exact method based on branch-and-cut-and-price algorithm.

[7] compare three different objective functions, i.e. total traveled distance,
maximal arrival time, and average arrival time, for the VRP and the TSP. [15]
propose the cumulative vehicle routing problem (CumVRP) using an objective
function similar to ours, where instead of considering the sum of arrival times,
the sum of arrival times multiplied by the vehicle load at each node is minimized.

Our model combines both concepts, arc routing and cumulative objective, to
define a new CARP variant. In the following section we propose a metaheuristic
approach to deal with this problem.

3 Metaheuristic Approach

Our metaheuristic approach is a hybrid GRASP × VND algorithm which uses
multiple starts by using randomized constructive solutions, four local search
moves and a post-optimization procedure based on a set covering model. Next,
we depict each algorithm component.

3.1 Objective Function Computation

Before describing the metaheuristic components, it is important to understand
how the objective function is computed. Let us suppose that s = {e1, . . . , et} is
a single-route solution composed by t edges, and the distance of the edge i and
its demand are di and qi, respectively. Here we assume that the demand of an
edge is uniformly distributed along the edge. Now, the objective function can be
computed by Eq. (1).
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Table 1. Example of computation of the objective function over a route (cumulated
values).

e0 e7 e20 e18 e17 e21 e∗
20 e∗

7 e∗
0

Distance (Di) 13 15 29 39 42 54 68 70 83

Demand (Wi) 1 2 3 4 4 5 5 5 5

Objective function (Ci) 0 2 30 60 72 120 190 200 265

Z(w) =
n∑

i=1

di · qi
2

+
n∑

j=1

j−1∑

i=1

dj · qi + w ·
n∑

i=1

di (1)

The first term in Eq. (1) represents the cost related to the demand on the
edge which is being traversed. The second term corresponds to the cost related
to the load of the vehicle due to previously traversed edges. The last term is the
vehicle weight w times the total distance traveled. It can be seen that the first
term is constant. It does not depend on the edge order, so we do not use it in
our comparisons and following examples. The vehicle weight w is also constant
during the whole route, nevertheless, different values are considered in Sect. 4 in
order to analyze its impact on the solution.

The computation of the objective function is easily understood with the help
of Table 1, where an example corresponding to a route is shown. Each column
shows the cumulated distance, cumulated demand and the partial objective func-
tion after crossing the corresponding edge, assuming the vehicle weight is equal
to zero. For instance, after crossing the third edge, e20, the cumulated distance
is Di = 29, the cumulated demand is Wi = 3, and the cost is computed as
Ci = Ci−1 + (Di − Di−1) · Wi−1 = 2 + (29 − 15) · 2 = 30.

In Table 1, edges e0 and e∗
0 are the same, except that through e∗

0 the vehicle
does not distribute (nor collect) on that edge, it only traverses the edge.

3.2 Constructive Solutions

Two constructive algorithms have been designed for this problem. We describe
both algorithms and how they are modified to generate multiple initial solutions.

The first constructive algorithm is based on the idea of the route-first cluster-
second heuristics. At the beginning, the algorithm constructs a route that spans
through all the required edges without considering capacity constraints. The
initial node is the depot and the route leaving from there must contain each
edge at least one time in order to guarantee that a vehicle is going to supply
its demand. The decision criteria to pick the next edge is to pick the shortest
one that is adjacent to the current node. When all incident edges have been
traversed, the route continues to the closer node incident to a non-traversed
edge. After that, the algorithm scans the route taking into account the capacity,
given that every time the vehicle is at its full capacity it has to return back to the
depot. The next vehicle continues the route at the node where the last vehicle
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reached its full capacity in order to guarantee that all the edges are traversed in
the predefined order.

The need to return back to where the last vehicle had left off could lead to a
vehicle traversing a long distance to continue the route. Therefore, we propose
a second constructive algorithm that intends to mitigate this problem. Now, the
same decision criteria for previous routes is applied, but every time the vehicle
reaches its capacity it returns back to the depot and the process starts again
with a new vehicle.

Finally, the decision criteria of the shortest edge is dropped out and replaced
by a randomized selection between the set of nearest edges. This way we are able
to generate a set of good quality solutions.

3.3 Local Search Moves

Pick up in last repeated edge: This move is useful when a route traverses
an edge more than once. In such cases, as the objective function considers the
load of the vehicle, it is always better to pick up the demand during the last
crossing. For instance, when this move is applied to the edge e0 in the example
in Table 1, the cost of the solution decreases from 265 to 195. It can be noted
that this move does not have any impact on the total traveled distance or time.

Reverse loops: The orientation in which each route is traversed is a main
source of energy consumption. This leads to the question of whether or not the
current orientation is the optimal one. This local search move looks for each loop
and tries both orientations, staying with the one that gives a better objective
function.

Edge exchange between routes: This procedure interchanges edges between
routes. Unlike previous moves, this is performed between two routes, so it is
necessary to guarantee capacity constraints before applying it. In order to take
this move into consideration, it is necessary that both routes have common edges
and one of them serves that edge. Once again, this move does not impact the
traveled distance.

Path reconstruction between required edges: None of the proposed local
search moves improve total distance. In this move we isolate the served edges in a
route and reconstruct the solution by ensuring minimum distances between those
edges. During the reconstruction process, the algorithm can choose to preserve
or not the original orientation of each edge. If it is chosen to preserve the original
orientation of the edges, then it is necessary to find the minimum distance to
the required node in order to achieve this goal. Otherwise, the algorithm does
not care about the original orientation and chooses a path to the nearest node
in order to cover that edge.

3.4 Post-optimization Procedure

After a number of iterations is executed and a collection of solutions is
obtained, a post-optimization process based on a set covering formulation can be
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performed. It is basically a mathematical model that takes information from
routes in local optima solutions and intends to configure the best possible solu-
tion. The mathematical model is described by Eq. (2) to (5) where binary decision
variables xi indicate if a route is in the solution. We assume that R routes are
available with cost ci. The parameter λie indicates if route i serves the edge e.
The model minimizes the total cost (Eq. (2)), subject to that |K| routes must be
selected (Eq. (3)) and all edges must be served (Eq. (4)). Note that in Eq. (4) a
task can be performed several times, which allows for a wider range of solutions.

min Z =
R∑

i=1

ci · xi (2)

R∑

i=1

xi = |K| (3)

R∑

i=1

λie · xi ≥ 1, ∀ e ∈ E (4)

xi ∈ {0, 1}, ∀ i ∈ {1, . . . , R} (5)

4 Computational Results

The proposed metaheuristic is implemented in Python 3.6.5. It has been tested
on a Intel Core i7-6700HQ CPU 2.6GHz computer with 16 GB of RAM and
Ubuntu 18.04 LTS. As benchmark instances, we use gdb instances for the CARP
from [11]. Note that our proposed model and objective function does not need
any adaptation because the same instances for the CARP are useful for the
CCARP.

The results can be divided into four groups. The first one compares the
performance of different constructive solutions (see Subsect. 4.1). The second set
of experiments compares the different local search moves (see Subsect. 4.2). The
post-optimization procedure is evaluated in the third set of experiments (see
Subsect. 4.3). The last set of experiments in Subsect. 4.4 compares CARP and
CCARP solutions.

4.1 Constructive Algorithm Performance

Here, the two constructive solutions and the randomized version (only one solu-
tion) are compared. Four criteria are used to compare the three methods: dis-
tance minimization and flow minimization with three values for the vehicle
weight w. When w = 0 we consider an extreme case where distance has no
direct effect on the objective function. When w = W we suppose that the load
capacity W and the vehicle have the same weight. Finally, w=0.5W is an inter-
mediate value for comparison. Table 2 shows the objective function reached for
each constructive method and each instance. The best solutions appear in bold.
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Table 2. Comparison between solutions from different proposed constructive
methods.

Ins Distance w = 0 w = 0.5 W w = W

Const1 Const2 ConstR Const1 Const2 ConstR Const1 Const2 ConstR Const1 Const2 ConstR

1 411 381 367 829 898 922 1035 1089 1106 1240 1279 1289

2 454 407 429 922 924 1018 1149 1128 1233 1376 1331 1447

3 396 371 348 764 848 771 962 1034 945 1160 1219 1119

4 364 357 353 783 883 846 965 1062 1023 1147 1240 1199

5 492 474 471 994 1193 1116 1240 1430 1352 1486 1667 1587

6 408 375 370 846 955 827 1050 1143 1012 1254 1330 1197

7 410 365 395 811 877 966 1016 1060 1164 1221 1242 1361

8 491 448 476 5514 5240 5768 5760 5464 6006 6005 5688 6244

9 418 366 374 4621 4427 4319 4830 4610 4506 5039 4793 4693

10 341 317 324 1436 1626 1565 1607 1785 1727 1777 1943 1889

11 493 443 461 10173 9898 11481 10420 10120 11712 10666 10341 11942

12 610 618 596 8992 9139 11041 9297 9448 11339 9602 9757 11637

13 651 570 579 10017 9874 10870 10343 10159 11160 10668 10444 11449

14 128 118 118 1037 1065 1083 1101 1124 1142 1165 1183 1201

15 66 62 62 866 783 978 899 814 1009 932 845 1040

16 139 139 133 1293 1355 1029 1363 1425 1096 1432 1494 1162

17 99 95 93 1452 1519 1334 1502 1567 1381 1551 1614 1427

18 194 194 191 3042 3209 3216 3139 3306 3312 3236 3403 3407

19 69 63 65 682 726 665 717 758 698 751 789 730

20 133 131 132 1407 1473 1814 1474 1539 1880 1540 1604 1946

21 180 178 180 2002 1967 1591 2092 2056 1681 2182 2145 1771

22 218 215 210 2233 2275 2222 2342 2383 2327 2451 2490 2432

23 255 255 245 2515 3098 2395 2643 3226 2518 2770 3353 2640

It can be seen that there is not a dominant method for any criterion. In
general, the first algorithm performs better than the others, nevertheless it does
not reach any best solution for the distance criterion. The latter shows the great
difference between both objectives. It is also important to note that a randomized
solution is in general better than the second constructive method.

4.2 Local Search Moves Comparison

Table 3 allows to compare the performance between local search moves. The
improvements in the objective function are compared for the first three moves
against the results with the constructive method 1 in column 2. In addition, two
comparisons are made with three or four moves together. For each comparison,
the objective function value Z and the percentage deviation respect the construc-
tive solution are reported. In the last row we compute the average percentage
improvement.

It can be seen in Table 3 that moves 1 and 3 have less impact than move 2.
Move 2 gets 6 out of 23 best solutions and an average improvement of 31.6%.
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Table 3. Different combinations of the local search moves.

Ins Const1 Move 1 Move 2 Move 3 Moves 1 to 3 Moves 1 to 4

Z % Z % Z % Z % Z %

1 829 810 2.29 608 26.66 829 0.00 608 26.66 578 30.28

2 922 889 3.58 671 27.22 922 0.00 671 27.22 671 27.22

3 764 732 4.19 543 28.93 739 3.27 543 28.93 538 29.58

4 783 734 6.26 545 30.40 612 21.84 545 30.40 545 30.40

5 994 994 0.00 762 23.34 793 20.22 671 32.49 651 34.51

6 846 754 10.87 556 34.28 846 0.00 556 34.28 556 34.28

7 811 771 4.93 623 23.18 689 15.04 561 30.83 561 30.83

8 5514 4689 14.96 3861 29.98 5322 3.48 3831 30.52 3831 30.52

9 4621 4371 5.41 3157 31.68 4357 5.71 3028 34.47 2994 35.21

10 1436 1383 3.69 1102 23.26 1381 3.83 1063 25.97 1063 25.97

11 10173 9997 1.73 7384 27.42 9712 4.53 7231 28.92 7231 28.92

12 8992 8905 0.97 5426 39.66 8522 5.23 5352 40.48 5352 40.48

13 10017 7860 21.53 4240 57.67 8979 10.36 4240 57.67 3992 60.15

14 1037 1022 1.45 604 41.76 1022 1.45 599 42.24 599 42.24

15 866 860 0.69 618 28.64 832 3.93 584 32.56 584 32.56

16 1293 1245 3.71 901 30.32 1193 7.73 866 33.02 866 33.02

17 1452 1426 1.79 1159 20.18 1321 9.02 1159 20.18 1159 20.18

18 3042 3011 1.02 1938 36.29 3007 1.15 1901 37.51 1901 37.51

19 682 552 19.06 460 32.55 592 13.20 460 32.55 460 32.55

20 1407 1173 16.63 706 49.82 1236 12.15 695 50.60 695 50.60

21 2002 1950 2.60 1320 34.07 1815 9.34 1231 38.51 1213 39.41

22 2233 2219 0.63 1568 29.78 2161 3.22 1555 30.36 1555 30.36

23 2515 2501 0.56 2016 19.84 2511 0.16 2016 19.84 2016 19.84

5.59 31.60 6.73 33.31 33.77

Nevertheless, when the three moves are performed together, an additional
improvement can be reached, getting 18 out of 23 best solutions. When the path
reconstruction move is applied, some solutions are improved and 5 additional
best solutions are found.

4.3 Post-optimization Procedure Performance

In this set of experiments we compare the best solution found by the metaheuris-
tic (SolM ), including the four local search moves, with the solution found after
the post-optimization procedure (SolSC). The columns “Dev” in Table 4 indi-
cate the percentage deviation between both solutions. As it is made in Table 2,
comparisons include four different cases of the objective function: total distance
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Table 4. Comparison between the best found solution (between 3000 solutions from
metaheuristic) and the solution with the set covering model.

Ins Distance w = 0 w = 0.5W w = W Time

SolM SolSC Dev SolM SolSC Dev SolM SolSC Dev SolM SolSC Dev (s)

1 316 316 0.00 403 309 23.32 1374 1323 3.71 2020 1988 1.58 11.6

2 345 339 1.73 462 372 19.48 1530 1473 3.72 2224 2163 2.74 14.4

3 275 275 0.00 367 282 23.16 1244 1202 3.37 1807 1759 2.65 11.1

4 287 287 0.00 408 327 19.85 1270 1270 0.00 1844 1844 0.00 8.2

5 383 383 0.00 502 397 20.91 1698 1637 3.59 2464 2404 2.43 15.5

6 298 298 0.00 400 308 23.00 1373 1297 5.53 1992 1916 3.81 11.6

7 325 325 0.00 427 322 24.59 1406 1381 1.77 2056 2031 1.21 9.4

8 363 350 3.58 2665 2438 08.51 8097 7676 5.19 12904 12268 4.92 65.9

9 337 305 9.49 2215 1962 11.42 7201 6606 8.26 11582 10649 8.05 73.2

10 275 275 0.00 767 591 22.94 2221 2063 7.11 3596 3478 3.28 9.6

11 406 395 2.70 5610 4162 25.81 16080 14920 7.21 26530 25367 4.38 27.4

12 502 458 8.76 3233 3047 05.75 12941 12469 3.64 21475 20359 5.19 20.5

13 544 536 1.47 2877 1773 38.37 14827 13764 7.16 25917 24884 3.98 10.8

14 100 100 0.00 420 284 32.38 1619 1477 8.77 2639 2548 3.44 7.0

15 58 58 0.00 478 355 25.73 1618 1505 6.98 2694 2585 4.04 7.2

16 129 127 1.55 611 449 26.51 2226 2057 7.59 3774 3649 3.31 12.2

17 91 91 0.00 880 648 26.36 2791 2559 8.31 4611 4379 5.03 11.2

18 164 164 0.00 1536 1208 21.35 4883 4520 7.43 7845 7580 3.37 15.5

19 55 55 0.00 289 183 36.67 1059 1059 0.00 1774 1774 0.00 4.9

20 121 121 0.00 573 413 27.92 2336 2184 6.50 3948 3809 3.52 12.5

21 158 156 1.26 781 550 29.57 3131 2823 9.83 5185 4903 5.43 13.6

22 202 200 0.99 1065 790 25.82 4033 3655 9.37 6746 6307 6.50 21.4

23 235 233 0.85 1258 880 30.04 4744 4270 9.99 7927 7377 6.93 24.3

Avg 1.41 23.89 5.87 3.73 18.22

and cumulative objective with three values of vehicle weight. The last column
indicates the computing time (in seconds) to perform the metaheuristic (without
including the post-optimization process).

It is important to mention that for each objective the set covering is adapted
by changing the cost parameter ci to the corresponding objective computed on
every route. Other components of the metaheuristic are the same.

The results allow to see the great impact of set covering post-optimization
process on metaheuristic solutions. The average improvement is 1.41% for dis-
tance objective and 10 out of 23 instances have been improved. The higher
impact occurs for the cumulated objective when w=0 where all instances have
been improved and the average improvement is 23.89%. When w = 0.5W and
w =W , 21 out of 23 instances are improved and the average improvements are
5.87% and 3.73% respectively. The computing time ranges between 4.9 and 73.2
seconds with an average of 18.22.
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Table 5. Comparison between the best solution for the CARP problem (evaluated
under different objective functions) and the set partitioning problem solution (combi-
nation of 3000 solutions).

Ins Distance w = 0 w = 0.5W w = W w = 1.5W Time

SolL SolSC SolL SolSC SolL SolSC SolL SolSC SolL SolSC (s)

1 316 316 469 309 1417 1323 2049 1988 2997 2936 8.7

2 339 339 600 372 1617 1469 2295 2159 3312 3194 10.7

3 275 275 439 282 1264 1202 1814 1759 2639 2584 7.4

4 287 287 446 327 1307 1270 1881 1844 2742 2705 4.9

5 377 383 718 403 1849 1638 2603 2404 3734 3553 12.2

6 298 298 497 308 1391 1297 1987 1916 2881 2810 6.2

7 325 325 450 322 1425 1381 2075 2031 3050 3006 9.1

8 348 350 2961 2438 7833 7685 12357 12327 17229 17255 25.9

9 303 305 2889 1961 7131 6618 11070 10661 15312 15015 27.4

10 275 275 938 577 2313 2039 3688 3454 5063 4869 7.8

11 395 395 7060 4034 16935 15044 26810 25234 36685 35109 59.6

12 458 458 4687 3047 12931 12469 20717 20359 28961 28603 8.8

13 536 536 7936 1769 19276 13799 30076 24919 41416 36420 10.7

14 100 100 586 281 1686 1477 2686 2548 3786 3691 6.1

15 58 58 587 350 1689 1497 2733 2577 3835 3717 9.6

16 127 127 1052 443 2576 2059 4100 3648 5624 5220 14.9

17 91 91 683 654 2594 2565 4414 4385 6325 6296 21.7

18 164 164 1864 1215 4980 4483 7932 7579 11048 10699 183.1

19 55 55 289 183 1059 1059 1774 1774 2544 2544 2.8

20 121 121 1012 413 2706 2184 4279 3809 5973 5559 7.1

21 156 156 1344 551 3528 2821 5556 4901 7740 7141 13.0

22 200 200 1568 788 4368 3654 6968 6306 9768 9162 28.1

23 233 233 1778 878 5040 4272 8069 7379 11331 10725 31.6

4.4 Comparison Between CARP and CCARP Solutions

In this section, as there are not other methods in the literature to compare our
solutions, we compare them against the best known solutions for the CARP.
Table 5 shows, for every objective, the value of CARP solution (SolL) and our
algorithm for CCARP (SolSC) taken from Table 4. The computing time here
includes all the components of the metaheuristic.

To compare the proposed objective function, the values are recomputed for
the literature solutions. In order to have a fair comparison, we apply our local
search moves to those solutions. As we explained before, the order in which the
arcs are served affects the proposed objective function and CARP solutions do
not take this into account.

From Table 5 we can see that our metaheuristic finds 20 out 23 best known
solutions for the classical CARP, with an average deviation of 0.12%. For the
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other cases, our methods finds almost all best known solutions. It only fails to
reach the best solution for instance 8 where w = 1.5W . The best CARP solutions
also find 4 best known solutions for our proposed objective. Note that when the
weight of the vehicle increases in comparison to its load the total distance has a
greater impact on the objective function.

When the vehicle weight increases, the percentage deviation between both
solutions decreases. These values vary from 40.58% for w = 0 to 3.64% for
w = 1.5W .

5 Conclusions

In this paper we proposed a new capacitated arc routing variant, called the
cumulative capacitated arc routing problem, in which the objective function
becomes to minimize the flow over arcs, i.e. traveled distance multiplied by
vehicle load. This problem has applications in contexts when energy or fuel con-
sumption, reduction of emissions, maintenance costs, or service quality becomes
more important than the total travel distance or time.

An effective GRASP × VND metaheuristic with a post-optimization proce-
dure based on set covering mathematical formulation is proposed. Three of the
moves performed by the proposed VND are specific for this objective function
given that they do not improve traveled distance.

The results prove the importance of developing new and specific solutions
methods for the CCARP. They also allow to identify effective moves to improve
solutions within a local search procedure. The post-optimization procedure based
on set covering formulation also shows a positive impact on the final solution.

Multiobjective approaches can be addressed as a future research direction
given that total traveled distance and flow objectives are relevant in real-life
applications. Other objectives can also be considered.
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Abstract. In this paper, we propose a new vehicle routing problem
variant. The new problem is a type of selective vehicle routing model in
which it is not necessary to visit all nodes, but to visit enough nodes in
such a way that all clusters are visited and from which it is possible to
cover all nodes. Here, a mixed-integer linear programming formulation
(MILP) is proposed in order to model the problem. The MILP is tested
by using adapted instances from the generalized vehicle routing problem
(GVRP). The model is also tested on small size GVRP instances as a
special case of our proposed model. The results allow to evaluate the
impact of clusters configuration in solver efficacy.

Keywords: Combinatorial optimization
Mixed-integer linear programming · Selective vehicle routing problem

1 Introduction

In operations research and logistics, one of the main studied problems is the
vehicle routing problem (VRP). VRP is a family of problems which aims to find
a set of routes, one for each vehicle, such that each client is visited by one vehicle
exactly once while the total traveled distance is minimized. Specific conditions
imposed on routes, vehicles, required nodes, resources, etc., are used to define
different models and applications.

In this paper, we propose a new VRP variant based on selective vehicle
routing problems (SVRP). In the proposed problem, a fixed size fleet of homoge-
neous capacitated vehicles based at a depot needs to visit a set of nodes. Nodes
are grouped by clusters in such a way that each node can belong to one or several
clusters. As main feature of SVRP, not all nodes need to be visited; neverthe-
less all clusters do. Each node has a known demand which must be satisfied:
nodes can be visited by vehicles or their demand can be covered by a visited
node within the same cluster. The objective function is to minimize the total
traveled distance. Note that this problem can be seen as a generalization of the
generalized vehicle routing problem (GVRP) when each node belongs to only
one cluster. Figure 1(a) depicts an example of the SVRP where 38 nodes are
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(a) (b) (c)

Fig. 1. Illustration of the SVRP and Examples of feasible solutions.

scattered on nine clusters represented by letter from A to H. The figure shows
that the depot belongs to a single-node cluster, and several conditions can be
found for required nodes: (a.) single-nodes clusters, i.e. clusters with only one
node (see cluster G), (b.) clusters which are subsets of other larger clusters (see
clusters D and C), (c.) clusters without intersections (see cluster E), and (d.)
clusters with non-empty intersection (see clusters H, I and A). Two examples of
feasible solutions are shown in Fig. 1(b) and (c).

As mentioned in [2], applications of this kind of models can be found in
response operations in the humanitarian logistics context in which relief aid can
be delivered on any close-enough node in order to cover a wider disaster region
in a shorter period of time. They can also be found in commercial applications
where some customers can be represented by several nodes (not necessarily close)
but only one of them is required to be visited. Another use can be found as a
subproblem of other vehicle routing models when heuristic concentration strate-
gies are used. In [15] other applications of generalized routing problems are also
described; for instance, location-routing decisions as post-box location contexts
in which a minimum length tour for a postal vehicle is designed for visiting
selected locations. A particular application called the Traveling Circus Problem
is also mentioned since circus managers aim to design a tour at minimum cost
covering a set of villages within a maximum distance limit from each one of
them. [6,15] also describe material flow systems design applications for block
layout of productions plants as generalized routing problems. Authors in [18]
describe briefly how a post-optimization procedure for examination timetabling
problems are tackled as routing problem with clusters. In this case, constraints
for the maximum number of exams to write in each day are imposed by
fixing each slot of time as a vertex and each day as a cluster. Urban trans-
port routes design can be also modeled as a selective vehicle routing problem
where a subset of potential bus stops must be selected to be visited and demand
from non-visited sites must get to near visited stops.

The remaining of the paper is organized as follows: Sect. 2 summarizes
the state of the art about related problems. A mathematical definition and a
mixed integer linear programming (MILP) formulation is presented in Sect. 3.
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Computational experimentation and corresponding results are presented in
Sect. 4. The paper ends with some conclusions and future work in Sect. 5.

2 Literature Review

As mentioned in the previous section, we propose a new problem based on the
selective and the generalized vehicle routing problems. Therefore, this section
aims to outline the main differences between this approach and several well
known vehicle routing problems related to selective visits or use of clusters. We
report briefly some of the previous work on the classical SVRP, the GVRP, the
team orienteering problem (TOP), close-enough VRP (CEVRP) and clustered
VRP (CluVRP).

The SVRP is a group of problems characterized by total cover of nodes but
not necessarily by visiting them. Some of the problems inside this group are:
the min-max selective vehicle routing problem (MMSVRP), with the objective
to minimize the longest route and not need to visit all clients by using a close
enough definition instead [25]; the SVRP with integrated tours, composed by two
routing problems: the first one builds routes and the second fixes the length of
each stop [3]. In [25], an integer programming formulation and a branch and cut
framework are presented for the MMSVRP. The min-max nature of the objective
function and the fact that not all the vertices need to be visited make it harder
to solve. On the other hand, heuristic methods that rely on GRASP and on the
solution of a restricted integer program based on a set covering reformulation for
the problem are presented in the same paper. They found out that the heuristic
is able to significantly improve the best upper bounds provided by exact methods
within a limited running time. [10] implements an exact method based on branch
and bound techniques, while a parallel genetic algorithm [4] and constructive
methods [10] represent heuristic techniques.

Recently, some research on stochastic selective vehicle routing problem was
also done [4]. Three formulations are proposed to account for different optimiza-
tion strategies under uncertain demand level: reliable, robust and fuzzy selective
vehicle routing problems.

Although our model and SVRP versions in the literature visit a set of selected
nodes in order to cover all nodes, ours differs by grouping nodes into clusters.

The generalized vehicle routing problem (GVRP), introduced by [11], is an
extension of the classical VRP in which customers are partitioned into clusters
and the depot forms its own cluster. The objective is to design a minimum length
collection of routes for the fleet of vehicles, originating and terminating at the
depot, while visiting exactly one customer from each cluster, subject to capacity
constraints. Some integer programming formulations can be found in [8,14,20].
In [14], an integer programming formulation with polynomial increasing number
of binary variables and constraints is presented. More recently, [8] proposed four
integer programming formulations: two of them based on multicommodity flow
and the others based on exponential sets of inequalities. Lastly, [20] describe two
novel models and their extensions for the case in which vertices of any cluster of
each tour are contiguous.
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Several solution methods have been proposed: a solution by transforming the
GVRP into a capacitated arc routing problem (CARP) [11], a hybrid heuristic
algorithm obtained by combination of a genetic algorithm with a local-global
approach to the problem and a local search [21], an ant colony algorithm (ACO)
for the dynamic GVRP [19], a branch and cut algorithm [20] and an incremental
neighbourhood tabu search for the GVRP with time windows [17]. Exact meth-
ods are also proposed to deal with the GVRP. In [2], authors design a column
generation (CG) algorithm to provide competitive lower bounds for instances
with up to 101 nodes and 24 clusters. On the other hand, they also include an
iterated local search (ILS) able to find solutions with a small gap.

Despite the similarities between our model and GVRP, ours allows to have
non-empty intersections between clusters.

Our model also differs significantly from the TOP since the family of orien-
teering problems includes a limited route length (or time) and their main objec-
tive is to maximize the total collected profit. After the orienteering problems
were introduced in [12,24], many papers have addressed this family of problems.
For instance, [5] propose an MILP based on packing formulations. The authors
design a branch and price strategy which outperforms best known solutions for
benchmark instances with up to 200 nodes. [1] also formulate an MILP for a
TOP when profit of each node as a decreasing function of time. They design a
Dantzig-Wolfe decomposition to compute lower bounds as well as a evolutionary
local search to find upper bounds on instances up to 102 nodes.

A well-known application of vehicle routing and traveling salesman problems
is the meter reading to record electricity, water and gas consumption. Nowadays,
it is not necessary for utility companies to visit each customer since radio fre-
quency identification technology (RFID) may be used. When RFID is available,
it is possible to get close-enough to customers but not necessarily visit them.
These problems are known as close-enough TSP (CETSP) and close-enough
VRP (CEVRP). A first approach to the CETSP is presented in [13] with six
different heuristics and defining the concept of close-enough as a neighborhood
of points for each node (e.g., a disc of radius r). [16] address the CETSP and
its multi-vehicle extension, the CEVRP, via non-linear mathematical program-
ming and also with heuristic approaches based on graph reduction strategies. [23]
present heuristic algorithms and an integer programming model for the CETSP.
The heuristics are designed to deal with the problem in two stages. Firstly, the
algorithm selects a set of street segments to be traversed based on the neighbor-
hood for each node. Then, in the second stage, a route is finally designed based
on the selected streets in stage one. Recently, [9] compute new benchmarks for
upper and lower bounds and also present a new graph reduction algorithm out-
performing previous applications for the CETSP. As in CETSP and CEVRP
vehicles are not forced to visit any node, these models differ significantly from
ours since we must ensure that one node per cluster is visited.

The CluVRP is a variant in which nodes are grouped into predefined clusters,
all clusters are visited and all the nodes in each cluster must be served before
the vehicle leaves the cluster. The CluVRP differs from our approach since we
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only require a served node in each cluster, this is, not all the nodes in a cluster
must be visited. The CluVRP has been addressed by [22] where an MILP able
to find optimal Hamiltonian path between each pair of vertices in each cluster
is proposed. [20] also presents a MILP for a special CluVRP case: the clustered
generalized vehicle routing problem (CGVRP). The CGVRP aims to find a set
of routes starting and ending at the depot, visiting all the nodes and finding
a Hamiltonian path between clusters. As a variant of the GVRP, the CGVRP
also consider clusters as mutually exclusive and exhaustive subsets of nodes. [7]
proposes an integer programming formulation for the CluVRP and two exact
solution strategies based on branch and cut, and branch and cut and price. The
solution strategies are tested on instances with up to 483 nodes, 97 clusters
and cluster sizes that vary from one to 71 nodes. [26] tackle the CluVRP via
metaheuristic algorithms. The first one is based on an iterated local search and
the second is a unified hybrid genetic search. Given the heuristic nature of the
solution strategies, [26] deal with instances up to 1200 nodes and 240 clusters.

3 Mathematical Definition and Mixed Integer Linear
Programming Formulation

Our SVRP can be mathematically defined as follows: Let G = (V, E) be an
undirected graph. The set V = {0, 1, . . . , n} contains the origin (depot), labeled
as 0, and the set of n required nodes. The set E is composed by all edges or
arcs (i, j), i.e. E = {(i, j) | i, j ∈ V, i �= j}. Each vertex i ∈ V has associated
a certain amount of demand qi and a spatial coordinate (x, y), and each arc
(i, j) ∈ E a distance dij , which is the euclidean distance between nodes i and j.
The set of vertices V is partitioned into m+1 non-empty subsets, called clusters,
i.e. V0, V1, . . . ,Vm, such that

⋃
c∈C Vc = V being C = {0, 1, 2, . . . ,m} the set of

clusters. For modeling purposes, we define the parameter λic which indicates if
the node i ∈ V belongs to cluster c ∈ C (λic = 1) or not (λic = 0). The total
demand for each cluster can be satisfy via any of its nodes. A fleet K of identical
vehicles (homogeneous fleet) with individual capacity Q are based at the depot.
It can be assumed, without loss of generality, that |K| ≤ |C|.

A solution for the problem in G is a collection of |K| constrained routes,
one for each vehicle. Each vehicle k ∈ K must perform a route which starts at
the depot 0, spans a set Vk \ {0} of selected nodes and ends at the depot 0,
while its total load must not exceed to capacity Q and all clusters are visited.
The objective is to minimize the total traveled distance. As nodes can belong to
several clusters (see Figs. 1(b) and (c)) and each cluster must be visited, we define
the parameter wi = 1∑

c∈C λic
for each node i ∈ V, which avoids to over-count

the demand of nodes when computing the demand of clusters.
As vertices are grouped by clusters, there are some cases of special attention.

In Fig. 1, two possible special situations could be seen. There is a vertex that
belongs to three different clusters A, I and H, so if it is visited, all nodes in any
of the three clusters are covered. On the other hand, a cluster could be a subset
of another one, as D in Fig. 1. Now, if the vertex that forms D is visited, not
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only is cluster D covered, but also cluster C. However, as any cluster only can
be visited once, D cannot be covered if another vertex in C, different from the
one mentioned before, is visited. Therefore, vertices belonging to several clusters
or to clusters that are subsets of others are vertices of interest.

The proposed mathematical model uses three types of decision variables.
Binary decision variables xk

ij become equal to one (xk
ij = 1) if vehicle k ∈ K tra-

verses the arc (i, j) ∈ E , and zero (xk
ij = 0) otherwise. Binary decision variables

yk
c are equal to one (yk

c = 1) if cluster c ∈ C is spanned by route k ∈ K, zero
(yk

c = 0) otherwise. Finally, auxiliary variables uij are related to the order of
arcs in each route and are used to avoid subtours.

The mathematical formulation, henceforth called MILP1, is described by the
model (1) to (13).

min Z =
∑

i∈V

∑

j∈V

∑

k∈K
dij · xk

ij (1)

s.t.
∑

i∈V
i�=j

∑

k∈K
xk

ij ≤ 1, ∀ j ∈ V \ {0} (2)

∑

i∈V
i�=j

(
xk

ij − xk
ji

)
= 0, ∀ j ∈ V, k ∈ K (3)

∑

k∈K
yk

c = 1, ∀ c ∈ C \ {0} (4)

∑

k∈K
xk

ji ≤ 1 − λic · λjc, ∀ i, j ∈ V, c ∈ C, i �= j (5)

∑

i∈V

∑

j∈V
i�=j

∑

k∈K
xk

ij · λjc = 1, ∀ c ∈ C (6)

∑

i∈V

∑

j∈V
i�=j

xk
ij · λjc = yk

c , ∀ k ∈ K, c ∈ C (7)

∑

i∈V

∑

c∈C
wi · qi · λic · yk

c ≤ Q, ∀ k ∈ K (8)

n ·
∑

k∈K
xk

ij ≥ uij , ∀ i, j ∈ V, i �= j (9)

∑

j∈V
i�=j

(uij − uji) =
∑

j∈V
i�=j

∑

k∈K
xk

ij , ∀ i ∈ V \ {0} (10)

xk
ij ∈ {0, 1}, ∀ i, j ∈ V, k ∈ K (11)

yk
c ∈ {0, 1}, ∀ c ∈ C, k ∈ K (12)

uij ≥ 0, ∀ i, j ∈ V (13)

In this formulation, the objective function (1) is the total traveled distance
minimization. Constraints (2) assure that any node can be visited at most once.
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Note that, as the main feature of the proposed problem is that not all nodes
need to be visited, these equations can be equal to zero. Equations (3) indicate
that if a vehicle arrives to a node, it must leave it. Equations (4) guarantee
that all clusters are visited, that means all nodes are covered by at least one
route. Constraints in (5) prevent arcs from being traversed between nodes in the
same cluster. In a similar way, constraints (6) force to visit every cluster exactly
once. Variables xk

ij and yk
c are linked by Eq. (7). Vehicle capacity is limited by

equations (8). Subtours elimination constraints are represented by equations (9)
and (10). Equations (9) oblige variables uij to take the value zero if the arc
(i, j) is not traversed (xk

ij = 0, ∀ k ∈ K), and limit their maximum value to
n. Equations (10) induce decreasing values on variables uij across a route for
traversed arcs. Finally, constraints (11) to (13) define the domain of the decision
variables.

In an alternative way, constraints (6) and (7) can be rewritten as (14) and
(15). In Sect. 4, the computational experiments allow to compare the perfor-
mance of the model by using the different versions of these equations. To do
so, let us define MILP2, MILP3 and MILP4 as new mathematical models. For
MILP2, equations in (6) are replaced by constraints in (14). MILP3 includes (14)
and (15) (equations in (6) and (7) are omitted). Finally, for MILP4 equations in
(7) are replaced by constraints in (15).

∑

i∈V

∑

j∈V
j �=i

∑

k∈K
xk

ij · λjc ≤ 1, ∀ c ∈ C (14)

∑

i∈V

∑

j∈V
j �=i

xk
ij · λjc ≥ yk

c , ∀ k ∈ K, c ∈ C (15)

In Sect. 4 the mathematical model is tested, and different combinations using
Eqs. (14) and (15) are compared. Some GVRP instances have are also tested in
order to analyze the performance of the model on that special case.

4 Computational Experiments

The proposed mathematical models are implemented in CPLEX 12.7. They have
been tested on a 2.40 GHz Intel Core i7 computer with 8 GB of RAM and
Windows 10 Professional. Two sets of experiments are reported. The first one
compares the resolution of the MILP for 36 SVRP instances (see Subsect. 4.2).
The second set of experiments applies the same MILP model for 12 instances of
the special case where no overlapping is presented, the GVRP (see Subsect. 4.3).

Subsection 4.1 describes the benchmark instances we use to evaluate the
mathematical model performance.

4.1 Problem Instances

For the GVRP tests we use the instances from [8] available in the literature. As
MILP can only be used on small size instances, we selected 12 instances up to 63
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nodes. Nevertheless, there are not instances for our proposed SVRP. Therefore,
we modified the GVRP instances by adding some random chosen nodes on the
predefined clusters. Some times this procedure produces unfeasible instances, so
we manually checked and adapted them in order to get feasible instances. For
each GVRP instance we have generated three SVRP instances, with three levels
of complexity. Here we refer as complexity the maximum number of clusters
per node (MNCN). As a result we have 12 · 3 = 36 SVRP instances. Given
the randomness when including nodes in each cluster, note that

∑
i∈V

∑
c∈C λic

may vary for each instance. To provide a measure of complexity that describe
a single instance, we propose an average cluster density (ACD) ratio, computed
as follows:

ACD =
|V|

∑
i∈V

∑
c∈C λic

(16)

For GVRP instances the ratio ACD is equal to 1. Note that when a node
belongs to several clusters, it becomes easier to cover a wider area by visiting
that node.

4.2 Results on SVRP Instances

Table 1 summarizes the computational experiments performed for the SVRP
and GVRP instances. The first column indicates the mathematical model. The
second one shows the average gap. The third column corresponds to the average
computing time in seconds. Fourth column stores the number of optimal solution
found. Columns five to seven show the same indicators for the GVRP model.

It can be seen that model MILP3 presents the lower average gap, the shortest
running time and the largest number of optimal solutions found. The average gap
does not present a significant difference for models MILP1, MILP2 and MILP4.
Models MILP1 and MILP4 also present very close results for average time and
number of optimal solutions.

Table 1. Summary results - SVRP and GVRP

Model SVRP GVRP

Average
gap

Average
time (s)

Number of
optimal solutions

Average
gap

Average
time (s)

Number of
optimal solutions

MILP1 21.26% 1848.22 19 33.90% 2742.76 3

MILP2 21.38% 1663.40 20 29.19% 2505.06 4

MILP3 19.51% 1602.86 22 29.83% 2555.15 4

MILP4 21.46% 1848.88 19 33.91% 2978.26 3

4.3 Results on GVRP Instances

As it is mention in previous sections, GVRP is a special case of our SVRP where
each node belongs to only one cluster. In Table 1 can be found a summary of
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Table 3. MILP performance for ACD ratio values

ACD< 0.5 0.5 ≤ ACD ≤ 0.65 ACD> 0.65

Number of instances 15 15 9

Instances with Gap 0.00% 14 7 1

Average Gap 7.05% 22.86% 37.66%

Average Time (s) 923.81 1611.22 3000.75

the results by using the four proposed MILP models for the GVRP selected
instances.

Similarly to results for the SVRP, the models MILP1 and MILP4 present
the poorer results: higher average gap and running time, and less number of
optimal solutions. Nevertheless, the best average gap and average running time
are obtained by the model MILP2. MILP2 and MILP3 reach the same number
of optimal solutions.

Table 2 shows, for each instance, the performance of the best model on
each problem: model MILP2 on GVRP and model MILP3 on SVRP. For the
generalized version, MILP3 is able to deliver optimal solutions for instances
with up to 23 nodes in less than 1382 seconds. For instances with more than
50 nodes, note that gap values increase when the number of vehicles (|K|) also
increases. For selective problems, values of MNCN influences the performance of
the MILP since the number of optimal solutions increase as more clusters per
node are allowed. In this case, if MNCN is equal to 2, 3 and 4, then the num-
ber of optimal solutions is 4, 7 and 11 respectively. Given the relation between
MNCN and the ratio ACD, the smaller value for ACD, the tighter average gap.
The average CPU time also decreases for small values of ratio ACD. Table 3
summarizes these performance issues showing that if the ACD<0.5, it is possible
to find gaps equal to 0% except for one instance (in which |V| = 22, |K| = 8 and
ACD = 0.47). For values of 0.5≤ACD≤0.65 the percentage of guaranteed opti-
mal solutions decreases to 46.67% (seven out of 15 instances). Finally, harder
instances are grouped with an ACD>0.65; for this family of instances, just one
optimal solution is reported.

5 Concluding Remarks

In this paper, we present a new type of selective vehicle routing problem and we
also formulate a MILP able to deal with small instances. The proposed MILP is
tested on instances of the GVRP and adapted instances of the SVRP. We also
rewrite some of the constraints in the MILP in order to compare the efficiency of
four different models. The model with best performance on GVRP (MILP2) is
able to deliver 4 optimal solutions for 12 instances with up to 23 nodes. For the
SVRP, the model with best performance (MILP3) finds 22 optimal solution out of
36 instances. The average cluster density ratio (ACD) and the maximum number
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of clusters per node (MNCN) have a great impact on the models performance;
when ACD decreases or MNCN increases, instances become easier.

Finally, we propose some future research directions. Firstly, to enhance the
performance of our MILPs it is possible to study different valid inequalities
and their behavior on solution times and quality (gap). Secondly, design (meta)
heuristic approaches; these algorithms can provide good quality solutions while
the required computation time is significantly reduced. On the other hand, there
are opportunities about applications with different vehicle routing features. New
formulations based on cumulative objectives, split deliveries, time windows, mul-
tiple trips per vehicle, among others can also be addressed. In addition, our for-
mulations can be combined within a matheuristic approach based on heuristic
concentration to solve different VRP applications.
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Abstract. This paper shows the design of a prototype to measure voltage in a
distribution system by means of the quality indicators established by energy
regulation in Colombia. The design is proposed according to the new context
where smart energy systems require energy internet, that is their real time
manipulation with databases located in the cloud, in order to locate them in
intelligent spaces such as the future cities. Therefore, the quality of the voltage
in these environments is of vital importance to guarantee an adequate service in
the different sectors in a city.

Keywords: Smart cities � Energy internet � Smart energy � Voltage quality

1 Introduction

The main characteristics of a smart city include information and communication
technologies (ICT), devices, services and intelligent administration. Internet of Things
(IoT) is used for this, which connects devices with internet through specific commu-
nication protocols for the exchange of information to achieve aspects such as location,
tracing, monitoring and administration in order to provide information to users and
actions of massive data flow in real time [1].

Energy Internet promotes the interaction between the exchange and personalization
of the electric power value chain, since it is no longer just a type of service but it is
becoming a technological support platform and a generalized resource, which can
transform the lifestyle of consumers and the commercial operation of the companies
providing the service.

The penetration of renewable energy within Smart cities in the electrical grid
requires the voltage quality, since possible disturbances such as flickers, harmonics,
etc., can spread and degrade the performance of loads [2]. The development of meters
minimizes costs because they record the energy service continuity allowing the location
and detection of faults, besides providing information of possible compensation by the
service providers, if the maximum admissible values of duration and frequency of
interruptions have been exceeded [3].
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2 Theoretical Framework

In recent years, the term “Smart cities”, has contemplated different analysis approaches,
Fig. 1 shows how it integrates with the Smart energy and Energy Internet. In the
following section each of the treated concepts is explained.

2.1 Smart Cities

Smart cities require a robust communication infrastructure in the face of the changes
proposed with the use of energy on both the supply and demand aspects, however,
energy management is still restricted by closed information environments, so as the
architecture of transmission networks was developed with centralized generation
standards, without taking into account the further integration it required with dis-
tributed generation, making this situation a technical complexity [4].

Energy management is one of the most demanding issues within a Smart city, as it
provides life quality to inhabitants through the optimal management of their resources,
which adds complexity to energy systems [5].

2.2 Smart Energy

Smart energy is the development of future energy systems, through integration with
information and communication technologies, they will be multi-energy sustainable
systems that will require the optimal administration of energy through planning, control
and management of resources with the help of an Energy hub or energy center for
various consumption sectors [6].

Smart Energy includes sectors such as electricity, heating, cooling, industry,
buildings, transport, etc. It also allows to identify affordable energy solutions for the
transformation towards the renewable and sustainable future [7].

Fig. 1. Smart cities integration with smart energy and energy internet, Source: Authors
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2.3 Energy Internet

Energy generation systems have evolved in four stages: decentralized, centralized,
distributed and finally smart. The latest ones are the innovative representation of energy
management that is also known as Energy internet, which means that the business and
service electric power model becomes more innovative every day, since the flow of
information required by the Smart cities is integrated [8].

The collected data becomes vulnerable because it is stored in the cloud, this is why
the security in the transmission and storage of them to preserve them in the ICT
infrastructure is important. In addition, records and alerts can help prevent problems
such as potential theft of energy, detect anomalies, etc. [9].

The development of Smart grids facilitates the flow of bidirectional energy and the
information flows of small power generators such as electric vehicles (EV). The actual
current grid infrastructure cannot guarantee the maximum benefits of these devices, it is
necessary that they have connectivity with distributed energy resources in the context
of energy internet [10].

2.4 Voltage Quality

The quality of the energy is very important for Smart cities and depends on the power
delivered by the power supply, the supply of voltage is of good quality if the RMS
(Root Mean Square) value it has remains within the specified variation range, which
means that it is stable and does not suffer distortions.

Due to the rapid penetration of distributed energy, operators must maintain voltage
levels within operational limits in the grid and ensure the provision of voltage quality
[11], especially for sensitive loads, as in the industrial sector because they mainly
include voltage drops and disturbances in harmonics caused by sudden short circuits or
non-linear load fluctuations [12].

3 Metodology and Analysis Approach

The methodology that will be followed for the development of this investigation
consists in the next four points and will be discussed through the current section:

(1) Regulatory framework in Colombia.
(2) Prototype design to determine DES (Duration Equivalent of Service interrup-

tions), FES (Frequency Equivalent of service interruptions) and Voltage Quality
indicators.

(3) Web application model.
(4) Pilot Tests.

3.1 Electric Power Regulation

The regulatory framework for quality in regional transmission and local distribution
systems is contained in the Energy and Gas Regulation Commission Resolution
(CREG) 070 of 1998, which has been supplemented by the CREG Resolutions, some
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of which are: 025 and 089 of 1999, 096 of 2000, 159 of 2001, 084 of 2002, 113 of
2003, 016 of 2007, 097 of 2008. However, according to resolution 024, the quality of
the Electrical Power, is the set of qualifiers of phenomena inherent to the voltage
waveform, which allow to judge the value of the deviations of the instantaneous
voltage according to the standard form and frequency of the wave [13].

There are two types of service quality indicators in the regulation: The first one
have to do with the quality of the power supplied, such as the regulation of voltage,
waveform and power factor, called DES or the sum of the time in hours of service
interruptions, and calculated according to Eq. 1:

DES ¼
XNTI
i¼1

t ið Þ ð1Þ

where NTI is the total number of interruptions in the circuit, i means interruption and
t(i) denotes time in hours of the interruption.

The second one is the quality indicator of the service provided related to the
continuity in the service provision called FES [14], or the sum of the number of times
the service is interrupted, calculated as shown in Eq. 2:

FES ¼ NTI ð2Þ

3.2 Prototype Design to Determine DES, FES and Voltage Quality
Indicators

The proposed prototype includes two components: (1) a data collection system for
measuring the voltage, in order to determine the ranges in which it varies, the time and
date of the disconnections and their frequency and (2) a web-based software man-
agement system with multilayer architecture and a database management system that
allows storage on the web, in order to carry out the statistical analysis for the deter-
mination of voltage variations and the DES and FES indicators.

Data Acquisition System. The system for data acquisition is made up of six (6) stages
that are observed as a whole in Fig. 2 by means of a block diagram of the System,
which operates as follows:

(1) The voltage measurement is made through the measurement transformer that
reduces the voltage signal from 120 to 12 V of alternating current, primary ten-
sion 120 V, secondary tension 12 V ac, dielectric rigidity between 3600 V,
protection IP00, frequency 60 Hz.

(2) The resistive divider reduces the entering 12 V to 2.4 V which is the output
voltage of the resistive divider that enters to the digital analog converter. The
voltage of 2.4 V has been selected because it enables the system so that it can
operate with supply voltages of up to 240 V, in which case the output voltage of
the divider would be 4.8 V, voltage admissible without risks by the digital analog
converter,
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(3) Analog to Digital Converter, which allows having 65535 possible values for the
readings of the 2.4 V,

(4) The signal output of the digitized voltage in 16 bits, is serialized and communi-
cated to the ATM 328 processor, by means of the I2C [15] communication
protocol, which uses two bits to make transfer data.

(5) The data signal containing the voltage value is processed in the microprocessor
according to the algorithms that recover the value of the measurement and status
of the energy service that is monitored. The code that implements the web server
is also implemented in the processor, the MAC (Media Access Control address),
IP (Internet Protocol) address and communications port of the device are defined,
finally,

(6) The integrated circuit W5100 receives the processor data through Serial protocol
Peripheral Interface-SPI, in order to transmit them to the Web.

The structure described above conforms the voltage meter and the monitor of the
operation status of the network that allows measuring the interruptions to determine the
DES and FES indicators, object of the present investigation. The meter is invoked
through a high-level HTTP protocol of the OSI (Open System Interconnection) model,
using the following line in the browser:

http://192.168.0.5:8080

This address is required from the web application that is located on the personal
computer where it is kept with the database management system.

(a) Transformer for voltage measurement. The purpose of this stage is to adapt the
voltage signal that reaches the measuring point with a reference value of 120 V to
the measuring system that accepts an input of 12 V of alternating current. The
transformer that is used for the measurement is of low cost and reduced size, in
such a way that it does not affect the size of the measurement equipment. For this
case a transformer from an old mobile phone charger was used.

Fig. 2. Block diagram of the prototype design
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(b) Resistive divider to adapt voltage signal. Because the voltage level of 12 V is
still too high for the analog input of the ATM328 microprocessor, the voltage
divider that commercially identifies with the FZ0430 is used [16]. This resistive
divider allows measuring voltages up to 25 V, and has resistors of 30kOhm and
7.5kOhm, which means that the voltage perceived after the module is a division
with a factor of 5 (7.5/(30 + 7.5)). This module is based on resistance and it can
make the input voltage of red terminal reduce 5 times of original voltage, the max
ATM328 input voltage is 5 V, so the input voltage of this module should be not
more than 5 V x 5 = 25 V, in this case is 12 V. Because the ATM328 AVR chip
have 10 bit ADC, so this module simulation resolution is 0.00489 V equal
(5 V/1023), and the input voltage of this module should be more than 2.4 V, that
corresponding to 491 binary code. The 10 bits offered by the ATM328, with an
internal converter, are not enough to make an adequate measurement for this
instrument class, which is why it was decided to implement an analog to digital
conversion process with greater precision, for which a converter of 16 bits was
selected.

(c) Digital Analog Convertor. In order to improve the voltage reading process, a
digital analogue converter commercially known as ADS115 was selected. The
ADS1115 device is precision, low-power, 16-bit, I2C-compatible, analog-to-
digital converters (ADCs) offered in an ultra-small, leadless, X2QFN-10 package,
and a VSSOP-10 package. Also incorporates a programmable gain amplifier
(PGA) and a digital comparator. These features, along with a wide operating
supply range [17]. This module simulation resolution is 0.0000762940 V equal
(5 V/65535), and the input voltage of this module should be more than 2.4 V, that
corresponding to 31.457 binary code. This resolution y best for this proposed.

(d) Microprocessor ATM 328. The high-performance Microchip 8-bit AVR RISC-
based microcontroller combines 32 KB ISP flash memory with read-while-write
capabilities, 1 KB EEPROM, 2 KB SRAM, 23 general purpose I/O lines, 32
general purpose working registers, three flexible timer/counters with compare
modes, internal and external interrupts, serial programmable USART, a byte-
oriented 2-wire serial interface, SPI serial port, 6-channel 10-bit A/D converter (8-
channels in TQFP and QFN/MLF packages), programmable watchdog timer with
internal oscillator, and five software selectable power saving modes. The device
operates between 1.8–5.5 V [18]. The Atmega328 is a high performance inte-
grated circuit based on a RISC microcontroller (Reduced Instruction Set Com-
puter), with a flach memory with the read-while-write ability, 1 KB of EEPROM
memory, 2 KB of SRAM, 23 lines of E/S [18].

(e) Ethernet Controller. The W5100 is a single-chip Internet-enabled 10/100 Eth-
ernet controller designed for embedded applications where ease of integration,
stability, performance, area and system cost control are required. The 5100 has
been designed to facilitate easy implementation of Internet connectivity. The
W5100 is IEEE 802.3 10BASE-T and 802.3u 100BASE-TX compliant [19]. The
W5100 chip is a Hardwired TCP/IP embedded Ethernet controller that enables
easier Internet connection for embedded systems. W5100 suits users in need of
stable Internet connectivity best, using a single chip to implement TCP/IP Stack,
10/100 Ethernet MAC and PHY. Hardwired TCP/IP stack supports TCP, UDP,
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IPv4, ICMP, ARP, IGMP, and PPPoE, which has been proven through various
applications over many years. W5100 uses a 16ytes internal buffer as its data
communication memory [20].

4 Web Application Model to Determine Indicators

The model of the web application for processing the data obtained by the measurement
system on a personal computer is implemented as a three-layer application, separating
the presentation layer or graphical user interface from the application logic and per-
sistence (database), as shown in Fig. 3 [21]. Isolation from one layer to another allows
the application to migrate or operate on multiple platforms, including mobile devices in
the future.

4.1 Presentation Layer (Graphical User Interface)

It will be developed in Web type forms (Aspx), with C# programming languages. This
layer corresponds to the user interface and allows to visualize in real time the measured
data of voltage and based on them to establish the cuts in the service of energy based on
the level of voltage equal to zero volts. The data history and the real-time voltage
measurements can be visualized in analog and digital form.

4.2 Application Logic Layer (Classes and Components)

It will be developed in class library projects with C# programming languages. These
components implement the logic of the application to perform the process of taking
data from the meter and store them in the database. This component performs the
reading process using http request commands, requesting to the measuring device only
the measured voltage data, the date and time the system takes where the application is
installed. The packages and classes that implement the application logic are left in the
component named: LogicaMedidasDesFes.dll.

Fig. 3. Layer architectonic model
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4.3 Persistance Layer (DataBase)

The persistence or data storage layer was implemented with the SQL SERVER
Database Server 2016. In the database stores one (1) minute intervals, three (3) fields,
one with the value of the voltage, another called TimeStamp that contains date and time
with seconds of the moment in which the data is recorded and a third field that registers
the disconnections called Service Status. In this last field a zero (0) is stored when in
the voltage reading presents a change in the nominal voltage reading to zero (0) V, that
is, a service cut is detected. Otherwise, Number 1 is stored in this field. The name of the
database that was implemented is: MedidasDesFes.mdf and the table that stores the
data is named: MedidaVoltajes, where the fields are: IdLectura, VoltajeMedido,
FechaHoraLectura and EstadoServicio.

5 Results and Discussion

To perform tests of the voltage meter, it was necessary to perform the calibration of the
device, the estimations of the DES and FES indicators in different time intervals and
finally analyze the service estimator. Each of these items is shown below.

5.1 Calibration of the Voltage Meter

The Fluke 430 Series II network analyzer [22], which is a class A certified measuring
device, was used as a standard instrument to guarantee that the measured voltage can be
considered as the real value of the voltage. For the purpose of calibrating the voltage
meter, residential voltage measurements were made at different time intervals and the
technique described in the GUM (Guide to the Expression of Uncertainty in Mea-
surement) was used, endorsed by organizations such as: BIPM, IEC, IFFC, ISO,
IUPAC, IUPAP and OIML [23].

Evaluation of the Voltage Measurement Uncertainty: Uncertainties evaluated to
calibrate the voltage meter are Type A and are determined by the statistical analysis of
the taken measurements. The typical uncertainty is the experimental standard deviation
of the measures taken as the basis for the average of the V measured values, according
to Eq. 3 [24]:

�V ¼ 1
n

Xn
j¼1

Vj ð3Þ

where �V is the verage voltage, Vj is the voltage through time and n is the sample size.
Subsequently, the standard uncertainty u(vj) is evaluated, which is obtained by

calculating the experimental standard deviation of the sample (v) and sample size, with
the Eqs. 4 and 5:
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S vð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

r Xn
j¼1

vj� �vð Þ2 ð4Þ

where S(v) is the sample standard deviation and

u Vjð Þ ¼ S vð Þffiffiffi
n

p ð5Þ

where u(Vj) is the typical uncertainty.
The sample size n must be big enough to ensure a good estimator of uncertainty.

Additionally, in order to guarantee the central tendency, four (4) tests were developed
where 200 measurements were taken in each of them, after averaging the values in
volts (V) are shown in Table 1.

Based on the fact that the value of the standard meter voltage was V = 120 V, and
the average voltage measured in the experiment of: �v = 119.8 V, it was proceeded to
calculate the Error and the uncertainty of the instrument that is being calibrated
according to the equations previously shown, resulting in an Error incorporating the
uncertainty of E = −0.2 ± 0.90 volts, Instrument Class = (Maximum Error/Scale)*
(100), Class = (0.29/120)*100 = 0.24. The previous confirms that it is a precision tool
with certification possibilities for commercial or residential use.

5.2 Estimator of the DES and FES Indicators

The measured data is stored in the database as shown in Fig. 4:

During the operation of the measurement system, readings are made at pro-
grammable intervals that were established in one (1) minute, i.e. 60 measurements per
hour and 1440 per day, this amount of data allows the database to have a storage
projection of long term.

Table 1. Experimental tests

Test 1 Test 2 Test 3 Test 4
V V V V

119.1 120.8 120.0 119.3

Fig. 4. Data base storage
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For the determination of the DES indicator, which corresponds to the total time of
disconnection in a range of dates, the number of values in which the voltage is zero
(0) were counted by means of an SQL statement, as the time interval measured cor-
responds to one (1) minute the total time will be given in minutes, for the requested
date time interval. This means that the system is configurable from the graphical user
interface, where the query form allows changing the initial date and the final date for
which the indicator is to be determined, as follows:

SELECT  COUNT(VoltajeMedido)  AS DES FROM
[MedidasDesFes.mdf].[dbo].[MedidaVoltajes] WHERE VoltajeMedido=0 AND 

FechaHoraLectura>=@mFechaInicial AND FechaHoraLectura<=@mFechafinal.

The real-time execution statement provides the following results:

SELECT count(VoltajeMedido) AS DES FROM [MedidasDes-
Fes.mdf].[dbo].[MedidaVoltajes] WHERE VoltajeMedido=0 AND FechaHoraLectu-

ra>='16/02/2018'AND FechaHoraLectura<='16/03/2018'

This leads to a DES = 0 min, which corresponds to the days between February 16
and March 16 of 2018, according to CODENSA Invoice No. 3548908-7, of the
property where the test was conducted. For the determination of the FES Indicator,
which corresponds to the total number of service cuts during a range of dates, the sum
of all ones stored in the Service Status field is made as mentioned in Sect. 4.3. Each
value of one (1) stored in this field corresponds to a cut of the service therefore the total
is obtained from the sum of the cuts for the interval of date that is required.

SELECT  SUM(EstadoServicio) AS FES  FROM FROM MedidasDes-
Fes.mdf].[dbo].[MedidaVoltajes]WHERE FechaHoraLectura =@mFechaInicial 
AND FechaHoraLectura =@mFechafinal SELECT SUM(EstadoServicio) AS FES

FROM [MedidasDesFes.mdf].[dbo].[MedidaVoltajes]
WHERE FechaHoraLectura>'16/02/2018'AND FechaHoraLectura<'16/03/2018'

For this case, the result shows FES = 0 INTERRUPCION.
The previous one is the test performed on the system in real operation contrasted

with a grid operator invoice. For the purposes of verifying the operation of the system
under cut conditions, simulated cuts were made and the system managed to detect the
interruptions in a precise and trustable manner.

5.3 QoS Service Quality Estimator

The estimation of the service quality established by the regulation focuses on the DES
and FES indicators, which for the previous case in the time interval between February
16 and March 16, resulted in DES = 0 and FES = 0, however, this is not a reliable
indicator of quality of service because the voltage variations could put at risk the
electrical equipment that is connected to the installation. For this reason, the system
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was designed in such a way that voltage graphs and tables with statistics can be
obtained to establish the following values:

• Maximum Voltage per Period

SELECT MAX(VoltajeMedido) AS MaximoVotaje   FROM MedidasDes-
Fes.mdf].[dbo].[MedidaVoltajes] WHERE VoltajeMedido=0 AND  FechaHoraLectu-

ra>'16/02/2018'AND FechaHoraLectura<'16/03/2018'

For this case, the result was: 123.5698 Volts

• Minimum Voltage per Period

SELECT MAX(VoltajeMedido) AS MaximoVotaje   FROM MedidasDes-
Fes.mdf].[dbo].[MedidaVoltajes] WHERE VoltajeMedido=0 AND  FechaHoraLectu-

ra>'16/02/2018'AND FechaHoraLectura<'16/03/2018'

For this case, the result was: 117.5698 Volts

• Average Voltage per Period

SELECT AVG(VoltajeMedido) AS MaximoVotaje
FROM [MedidasDesFes.mdf].[dbo].[MedidaVoltajes] WHERE VoltajeMedido=0 
AND FechaHoraLectura>'16/02/2018'AND FechaHoraLectura<'16/03/2018'

For this case, the result was: 119.5698 Volts.
The system in this initial stage only reports the related indicators and the source

code of the queries in the database are provided so that the simplicity with which a
system incorporating different technologies can be useful for the benefit of the users of
the energy service and in accordance with the existing regulatory framework and the
most important at low cost built with easily achievable elements in the market.

5.4 Communication Tests

The results coming from all measurements and the implementation of the system in a
web environment, make infer that the communication protocols used between the
different devices including I2C, SPI, TCP/IP and high-level protocol http, have reached
a degree of maturity and reliability that can practically be considered as components of
the system that guarantee the operation of the system as a whole.

6 Conclusions

The design and implementation of the system to establish the indicators DES, FES and
voltage quality, it could be classified as a precision instrument, with the option of
carrying out the certification process to be used in commercial applications. Of course,
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the above will require more tests and above all a construction process where the
elements that were used can be integrated in a reduced space.

The presented device can be very useful for grid operators to be integrated into its
distribution system, been able to perform remote monitoring of voltage quality and
share information to the switch DES and FES indicators at a detailed level of its
different sectors. Currently, it can be observed that these indicators are obtained only by
feeders that cover large sectors, which leaves out small groups of users when they fail
to occur in smaller circuits such as those corresponding to a distribution transformer.

From a technical point of view, the system allows bidirectional communication
data, which can be classified as a device for measuring the quality of the voltage (Smart
energy), allowing to have knowledge on how the voltage reaches the users of the
network, it is also a good option because it allows detecting possible service failures to
protect the system, also to start the process towards where the networks migrate, which
is to operate in real time, a strategy that has been called energy internet.

Finally, with the increase in the penetration of renewable energy sources in the
distribution grid, it is necessary to have mechanisms to monitor the quality of the
voltage and the service, therefore a device such as the one built in the near future will
be a standard element, which should be included in the bidirectional energy meter, as
part of the modernization of the sector, which will aim to have the best indicators in
terms of DES and FES in accordance with the law.
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Abstract. The refrigerators are the responsible to assure the temper-
ature and humidity conditions for perishable products stored in it. In
this sense, it is necessary to guarantee its good performance at all times
in order to preserve the products. In this article We propose a failures
monitoring system for refrigeration equipment using Internet of Things
(IoT) technologies. The aim of the solution is to manage preventive and
corrective maintenance programs and, in this way, We look for assur-
ing the conditions of the consigned products that are distributed along
an entire country. We present the conceptualization, the design of the
system and the results of the proof of concept.

Keywords: Industrial internet of things · Asset management
Refrigeration equipment

1 Introduction

The machines involved in industrial processes present failures that make them
less efficient and, in the worst case inhibit its performance completely, forcing to
stop the process unexpectedly. It is necessary to identify the failures opportunely
and define maintenance programs, not only according to the dates set by the
manufacturers but also according to the conditions that the machine has been
exposed [13]. This concept extends to the industries dedicates to manufacturing
equipment, since they must ensure an optimal performance after it has been
delivered to the client then send the technical personnel on time before the
damage becomes a complex problem.

In the specific case of the food and vaccines industries, the failures in refrig-
eration equipment prevent guarantee the necessaries temperature conditions for
the preservation of perishables products, during the distribution and storing
process [5]. This brings it to expire before the scheduled date and as result the
product is lost, the demand can not be met and the company is economically
affected. The case proposed in this work is focused on the point of sale of the
product where it is in consignment, what implies that its loss affects in most
part to the company and not to the seller. The company deliver a refrigerator
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for the conservation of the product but requires information about the equipment
performance for its maintenance.

This kind of problems can be addressed using Internet of Thing technologies.
In this paper, We propose a general solution for this kind of problems and
study their implementation through a prototype. The results shows a positive
feasibility of the proposed solution and exhibit the challenges faced by this kind
of solutions.

This paper is structured as follows. In Sect. 2 is described the problem in
detail, in Sect. 3 is shown the related work, in Sects. 4 and 5 are presented the
proposed architecture and some results for the implementation of the monitor-
ing system. The conclusions and considerations of future work are indicated in
Sect. 6.

2 Problem Description

Refrigeration equipment in the point of final distribution of the cold chain, are
in the hands of a staff who are attentive to the product as such, but not to
the refrigerator. In this way, the equipment sometimes is not working in its
optimal conditions and the staff only see the problem until they observe that
the perishable is not cooling properly, and only until this moment the failure
is notified to the technical personnel. But, the refrigerator has been working
certain time outside of ideal conditions. The lack of information for the cooling
process prevents guarantee the efficient performance of the equipment because
the failures have not been detected in time, and the maintenance is not managed
correctly.

In [7] are identified the main causes of failures in refrigerators as are described
below: Cooling unit fault, refrigerant leak, improper thermostat adjustment and
power outage. In consequence, it is necessary to define some criteria that let
define which parts are not working properly, and identify certain failures pattern
according to historical data for the performance of the equipment.

To solve the lack of information, we propose a solution using Internet of
Thing - IoT technologies. Should be considered the fact that it is not possible to
assure a continuous and stable connection to the internet in all the places where
the refrigerator is.

3 Related Work

In the food industry there exist systems oriented for monitoring of the perishables
products throughout the cold chain process. In [16] is presented a system to
monitor temperature and humidity of a container using RFID technologies, the
information is only available when track is inside of the range of the RFID reader.
A similar work [11], includes sensor for gas measurements, and additionally,
integrates GPRS communication to collect the data on a server, and Bluetooth
capabilities to send the information to the driver; in this way, it is possible
manage the delivery of the product correctly.



138 O. J. Ballestas Ortega and J. L. Villa

Other solutions are deployed using Wireless Sensor Networks (WSN) con-
sidering the temperature conditions, e.g. [2,3]. Some works are focused in the
tracking of the product along of the cold chain [8]. Other applications are pre-
sented for medical products [9], reading data of temperature and location of the
product in real time, including a mobile application to connect a cellphone to
the refrigerator via BLE.

For the maintenance of the industrial equipment, in [12] is proposed an IoT
system for monitoring of industrial motor conditions, taking into account data
of vibration, voltage, current, and bearing and winding temperatures, of the
motor; the data are sent to the cloud via Wi-Fi, and it is possible to access
them remotely. In [1] is presented a Big Data application for renewable energy,
including a predictive maintenance system for wind turbines. These predictions
estimate the performance for the next hour; this process is carried out every ten
minutes. In [6] the failures forecast is obtained from machine learning techniques
for a Slitting machine, and so avoid quality defects.

Another predictive maintenance tool is proposed in [13] to anticipate fail-
ures in medical equipment and schedule corrective and preventive maintenance
efficiently based on data services. Similarly, in [15] is presented a predictive main-
tenance system using machine learning. In [7] a study is presented to determine
the main causes of failure of the refrigeration equipment to improve the main-
tenance practices, but the data are not available remotely as an IoT monitoring
system. In [10] is proposed an intelligent refrigerator for food management based
in RFID technology, this checks the conditions inside the refrigerator and with
a cloud data service platform, gives information about the shelf life and the
availability of the food.

The aim of the work proposed in this document it is not only check the
temperature conditions of the product but rather supervise the conditions of the
equipment responsible for its conservation in the point of sale. With the data
collected would be able to manage a predictive maintenance of the refrigerator.

4 Proposed Architecture

The proposed solution is based on a monitoring system of the source voltage
and refrigeration temperature of the equipment, each variable is continuously
checked, but the logged values only correspond to the data that are outside of
the established work limits, and the values when it returns to normal conditions.

The main communication is performed through Wi-Fi to send data to the
cloud and manage alarm messages. Nevertheless, as mentioned above, is not pos-
sible assure a continuous and stable connection to Internet, therefore is included
the option to send data via GPRS, from which is possible generate SMS messages
for mobile devices through of a cellphone operator. In Fig. 1 is shown the archi-
tecture developed from the reference architectures proposed in [4,17,18] which
is described below.

– Perception Layer. The purpose of this layer is to perceive the physical
properties of the objects by sensors to convert the information in digital
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Fig. 1. Proposed architecture for failures monitoring

signals for the data transmission in the network. In this layer are present
the sensors and the circuits for the temperature and voltage measurements,
connected to a device - microcontroller to process the signals.

– Transport Layer. The main task of this layer also called the Network Layer,
is the data transmission received from the perception layer to the processing
center, for the proposed case, the microcontroller sends the information to
the next layer via Wi-Fi, or GPRS considering the availability of the internet
network.

– Processing Layer. This layer is the responsible for storing, analyzing and
processing the information of the objects from the transport layer. The tech-
nologies involved are the database, intelligent processing, cloud computing,
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ubiquitous computing among others. Here are collected all the sensor data of
every refrigerator.

– Application Layer. Its objective is the IoT applications development for the
diverse field of interest from the data of the processing layer. In this layer is
possible to visualize all the collected data in a dashboard. It is possible manage
alarm messages which are sent from the server. For the GPRS communication
these are sent directly from the microcontroller to a cellphone.

– Business. This corresponds to the management layer of the Internet of
Things. In this layer take place the applications management and the busi-
ness models, considering that the success of the IoT technologies does not
depend only on the technology by itself, but also of the innovation and the
appropriate business models. This last layer is responsible for the maintenance
management of the refrigeration equipment, from the information obtained,
identifying the damaged parts and the principal sectors affected of the coun-
try.

5 Implementation and Results

The devices chosen according to the proposed architecture are described below:

– In the perception layer, for the temperature measurement was selected a
thermistor 10K NTC 3950 ; for the voltage measurement was implemented
a circuit rectifier without a regulation stage, with the purpose of detecting
the voltage source changes. The acquisition of the sensed data was done by
Arduino UNO.

– For the transport layer,the GPRS communication was performed by a SIM
900 module which receives AT command from Arduino to send the data to
the mobile device. For Wi-Fi communication was chosen a ESP8266 module
to send the values to the cloud, both devices are controlled by serial commu-
nication with Arduino.

– For the processing and application layer was used the cloud services of
Ubidots, to collect and visualize the data, and generate SMS or Telegram
alarm messages.

– The businesses layer has not been included in the prototype presented and
correspond to future work.

5.1 Sensors Calibration

Temperature Sensing

For temperature sensing, the thermistor NTC 10KΩ is connected in series with a
10 KΩ resistor. According to the resistance value of the thermistor is determined
the temperature value from Steinhart - Hart equation (Eq. 1) proposed in [14].

T =
1

A + B ln(R) + C (ln(R))3
(1)
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The A, B and C values correspond to Steinhart-Hart coefficients, which depends
of characteristic of each thermistor, for this case they are equivalent to A =
1.26012 × 10−3, B = 2.11343 × 10−4 and C = 1.88590 × 10−7. This values
were determined by solving a 3 × 3 equation system with reference data of
temperature-resistance, given in tables for the thermistor NTC 10K. With this
values was performed a test in four different temperature conditions as described
below:

– Condition 1. Room temperature.
– Condition 2. Room temperature and presence of heat source.
– Condition 3. Zone of lower cooling of a refrigerator for domestic use.
– Condition 4. Zone of higher cooling of a refrigerator for domestic use (freezer).

The results of the test are shown in the Table 1, these represent the mean
data taken every ten seconds for one minute. The values for the thermistor are
compared to the measurement of a temperature and humidity datalogger USB
DT-171, which is taken as a reference and was subjected at the same time to
the same conditions of the thermistor.

Table 1. Mean values and percentage errors for temperature

Condition Datalogger (◦C) Thermistor (◦C) %Error

1 29.52 27.13 8.09

2 34.00 32.41 4.67

3 19.65 19.50 0.79

4 9.51 11.38 −19.56

The percentage errors obtained for the first three conditions were lower than
10%. It means a good performance for the implementation of the thermistor in
relation to the datalogger. For the last condition the error is greater, nevertheless,
it is necessary to highlight the precision of ± 2.5 ◦C of the datalogger. This
indicates that the sensed value is inside of the reference temperature range.

Voltage Sensing

For the voltage variable were performed some test for the rectifier circuit with
the following equipment: Variac Tech # TR610, GW DC source and Fluke 17
multimeter. The output of the circuit corresponds to a DC signal, therefore,
were registered the DC values for different levels of the AC input signal using a
variable autotransformer. In the Table 2 is shown the results of the test with the
simulation data for the circuit.

The variable of interest for the circuit is the RMS value of the supply voltage,
so it was necessary to define an expression to relates the DC voltage of the
output with the input signal. For this, it was realized an adjustment of the data
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Table 2. Output and input voltages for voltage sensing

vin rms Vout DC simulation Vout DC multimeter % error Vout

20 0.322 0.312 3.11

40 0.644 0.634 1.55

60 0.967 0.948 1.96

90 1.453 1.428 1.72

110 1.776 1.745 1.75

120 1.938 1.902 1.86

140 2.261 2.223 1.68

160 2.585 2.544 1.59

180 2.909 2.876 1.13

220 3.556 3.518 1.07

240 3.880 3.829 1.31

250 4.042 3.960 2.03

to straight line from a linear regression model with the data of the Table 2. As
result, for a correlation coefficient of 1, it was obtained the following equation:

Vout = 0.0160 vin − 0.0074 (2)

The results for a new test are shown in Table 3. The two columns are the input
voltage measurements from the multimeter and Arduino. The data indicate a
good performance of the implementation for the voltage measurements, accord-
ing to a maximum percentage error of 2.05%.

5.2 Test for Temperature and Voltage

The system is considered in a state of failure when the variable is not inside of
minimum and maximum limits established. The measurement is realized every
30 s when three conditions of failures are satisfied the data is sent to the cloud
and the alarms messages are managed.

The data are only sent when the failure is registered, once in this state, is
generated a new message only when the conditions of the system have returned
to normal, and similarly to the failure this is validated when it completes three
acceptable measures and so all the counters are reset to zero. The results shown
below correspond to temperature and voltage tests carried out individually and
the integration of both variables.

In the test performed, it is defined a maximum value of 10 ◦C for the temper-
ature variable, which depends on the refrigeration requirements of the product.
For the voltage is considered a 110 Vrms value for normal operating conditions,
the adequate work range is between 100 Vrms and 125 Vrms, which differ about
10% from the nominal value. For the system test, the temperature sensor is
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Table 3. Multimeter and Arduino voltage measurements

vinrms Multimeter vinrms Arduino % error

20 19.59 2.05

40 39.47 1.33

60 59.97 0.05

90 89.57 0.48

110 110.65 −0.59

120 120.94 −0.78

140 141.13 −0.81

160 161.6 −1.00

180 181.36 −0.76

220 222.3 −1.05

240 241.42 −0.59

250 251.84 −0.74

Fig. 2. Voltage datalog (Vrms) (Color figure online)

introduced in a refrigerator for domestic use, after some time is removed and
finally is placed again, this lets us force the system to pass from normal condi-
tions to failure state and later return to the normal state. The source voltage was
controlled using a variable autotransformer Tech model # TR610 to represent
the low supply and over-voltage conditions.

Independently but in a similar experiment, temperature and voltage tests
were performed, sending data to the cloud using the Wi-Fi ESP8266 module
and with the GPRS SIM900 module. In the first case, once the data on the
cloud, a Telegram message to a mobile device is sent and, in this way, it is not
necessary to use GPRS communication to send SMS messages.
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Fig. 3. Temperature datalog (◦C) (Color figure online)

(a) Alarm message via SMS (b) Alarm message via Telegram

Fig. 4. Temperature and voltage failures

After performing some tests with two variables independently, those are inte-
grated into one system that is in normal conditions when both the temperature
and voltage are inside the desired range. Additionally is added a “Normality”
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variable which is equal to 1 when the system satisfies the condition and oth-
erwise is 0. The results are shown in Figs. 2 and 3. In the Fig. 2 the voltage
values are presented consecutively inside the work limits adequate (blue box).
This is because there were failures in the temperature variable at the same time
of these measurements that can be checked in Fig. 3. Similarly, this happens for
the normal temperature data in the red box. The Fig. 4a and b show the alarms
messages sent via GPRS and telegram respectively.

6 Conclusions and Future Work

The proposed architecture, the selected devices and the circuits implemented
respond appropriately to the need for failures monitoring for the voltage and
temperature variables allowing the sending of data to the cloud and manage
alarm messages to mobile devices. With a GPRS module the sending of infor-
mation even when there is not a Wi-Fi network available for the internet con-
nection is guaranteed. The tests realized were carried out for only one node,
nevertheless, the architecture is easily scalable considering that Ubidots let us
work with multiple devices and for this case, each node doted with an ESP8266
and SIM900 modules. It implies an independent work and therefore they are not
affected by the new devices added to the system.

As indicated above, this document presents the design and the proof of con-
cept of the solution. For this reason, it is necessary to work in some aspects to
ensure a completely functional system such as establish failures criteria based
on historical data from test for several equipment, and in this way, manage the
predictive maintenance of the refrigerator.
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Abstract. Both the Internet of Things (IoT) and Wireless Sensor Net-
works (WSN) are technologies characterized by integrating heteroge-
neous devices with low processing and storage capabilities and power
consumption efficiency. The increasing number of operating systems and
hardware platforms available for IoT applications suggests the need of
developing a simple and agile approach which allows that specifications
can be easily converted into executable code for simulation and imple-
mentation thus easing validation and verification of requirements. This
involves the design, development, testing, and deployment phases. This
paper proposes an integration scheme through which IoT solutions based
on WSN can be designed using Specification and Description Language
(SDL), and then translated directly into code for IoT-oriented oper-
ating systems like Contiki. The main goals are to quickly adjust the
designs, and execute tests on different hardware-software configurations,
thus reducing errors along the life cycle.

Keywords: Specification and Description Language (SDL)
Wireless Sensor Networks (WSN) · Internet of Things (IoT)
Modeling · Simulation · PragmaDev Studio · Contiki · Cooja

1 Introduction

The fast development of IoT and WSN applications and its associated growth
of connected devices, which is predicted to be in the order of billions for the
coming years [13], make necessary to take advantage of simulation tools and
mechanisms that facilitate the transition from the design to the implementation
of a WSN project [16], before making investments in hundreds of devices for
testing purposes.

Therefore, a direct integration between modeling languages such as Specifi-
cation and Description Language [12] (SDL henceforth) with development lan-
guages becomes relevant. Hence, the method for IoT solutions development based
on WSN proposed in this paper would allow to go quickly from a descriptive
design to the implementation and simulation of a prototype.

The proposed method includes an integration scheme which takes a system
specified in SDL using PragmaDev Studio 5.x [15], and translate it to executable
c© Springer Nature Switzerland AG 2018
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code for operating systems such as Contiki [9], in order to be simulated in Cooja
[10], which is a simulation tool for WSN. Cooja allows analyzing features such as
power consumption and connectivity issues among others in a WSN. A proposal
of this kind for IoT solutions that use a WSN to gather data, will lead to shorter
development times and lower costs in its life cycle, due to the possibility to detect
flaws and mistakes early before the production of the prototype starts. This
becomes relevant, since it is more cost-effective to identify potential problems
before a system turns into a commercial product [17].

2 Related Work

Since WSN has become a subject of research and development, new fields of
application for domains such as health, mobility, agriculture or smart cities
[16,19] have been increasing in an exponential manner. Hence, the demand for
deploying this kind of systems has being grown lately. This trend implies a faster
yet robust development of WSN-based systems in scenarios where different needs
are constrained by hardware and software resources.

A WSN could be composed of thousands of sensors with limited resources.
Having in mind this aspect, one of the most efficient ways to obtain a prelim-
inary idea of the behavior of a WSN is to perform a simulation. Having tools
that allow both easy modeling and quick testing by simulating the different solu-
tion alternatives [5] becomes necessary, as well as tools that offer advantages to
developers to move from specification to implementation of a given prototype.

Several works had been carried out to determine which simulation methods
are more efficient and how it is possible to have specification tools with the
capacity of simulating and generating code for WSN motes.

In [2] a simulation scheme is developed, in which the authors use SysML for
the specification and design of the WSN model; for future work they conclude
about the necessity of creating an integration scheme between the specification
and code generation for the system. In [18] an approach for modeling WSN
from system specification using the Unified Modeling Language (UML) is pre-
sented; authors also propose a procedure for automatic code generation from
UML models to SystemC.

On the other hand, works like [7,14] explain how simulating a WSN is
extremely useful since deploying a massive network could be expensive. Both
works expose the relevance of a scheme for automated code generation during
the development of WSN and IoT projects.

All of the above works argue that an integration scheme between specification
and code generation is of great help for rapidly implementing and simulating
WSN-based IoT applications to estimate their performance before deployment.

3 A Method for WSN-Based IoT Solutions Development

Going from specification to implementation of a system involves a coding phase,
which takes the designs, previously validated, to code them for execution in the
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deployment infrastructure. Figure 1 depicts a method proposed for IoT solutions
development based on WSN.

Fig. 1. Proposed method for WSN-based IoT solutions development

First, a model is specified using SDL graphical symbols via PragmaDev Stu-
dio. This framework also allows injecting events to the model to test its func-
tionality from a logical viewpoint, including message exchange between agents.
Once the model has been debugged and adjusted, it can be exported to a textual
representation. This intermediate representation can be C code to be executed
in a variety of Operating System (OS). To the best of the authors’ knowledge,
currently there is no support for Contiki. Therefore, the inclusion of an integra-
tion scheme for automatic code generation for Contiki would bring a mechanism
to bridge the SDL models with the simulation provided by Cooja. Since Cooja
provides a network simulator and hardware emulators for several chipsets, WSN
solutions can then be tested and debugged before its deployment. Furthermore,
once the solution has been debugged, there is no need to change the code for
deployment purposes. The integration scheme, called RTOS Contiki, would also
allow checking non-functional aspects of a WSN such as power consumption, via
Cooja.

4 Proposed Integration Scheme

Figure 2 depicts a diagram with the required steps for the development of the
proposed integration scheme. Its input is an SDL model described using Prag-
maDev Studio (step 1). Then, a pivot language needs to be chosen. It allows
representing the graphical SDL symbols into a textual language (step 2). The
textual representation obtained by using the pivot language is translated to the
target language; in this case, C language for Contiki, by using a script which
applies translation rules in order to generate a C program (step 3), that can be
compiled and executed in Contiki and simulated in Cooja (step 4).
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Fig. 2. Steps required for the development of the integration scheme between SDL and
C language for Contiki development.

When analyzing the steps of the diagram in Fig. 2, the first task is to identify
the salient features of SDL as an specification language as well as the character-
istics of Contiki as the translation target. Therefore, it is necessary to introduce
the nature of SDL and Contiki.

SDL. Is a language used for the description and specification of systems that
has proved its merits for the design of complex systems [6]. Every SDL system
is built by using four fundamental elements. The first one is the System Archi-
tecture, where a system is described through functional blocks. The second one
is the Communication Structure, which illustrates how the processes inside the
SDL system communicate to each other, via messages that flow through commu-
nication channels. The third one is the Behavioral Structure, where the behavior
of the processes is graphically described by using extended finite state machines,
which are triggered when a message arrives. The last one is the Data Structure,
in which the variables used in the SDL system are defined as abstract data types,
using specific concepts and notations.

For the development of the integration scheme, the more relevant SDL ele-
ments are the Behavioral Structure (Fig. 3) and the Data Structure, since the
diagrams that represent the behavior of the processes, including the variables
and data, are the ones that need to be translated to C code for Contiki.

For the specification, testing and simulation of SDL models in this work,
PragmaDev Studio is used. It is also capable of translating an SDL specification
to C language for a given OS target, such as VxWorks or FreeRTOS which are
Real-Time OS (RTOS), using a translation procedure of its own. It is important
to mention that currently PragmaDev Studio does not support Contiki as a
target OS.

Contiki. Is a modular OS, with a multi-layer structure. Contiki programming
is based on an event-management model, where tasks are executed within the
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Fig. 3. Key SDL symbols to describe the behavior of processes [15].

same context. Contiki offers support for multiple processes (the so-called pro-
tothreads).

Contiki OS was written using the C language, and the development of appli-
cations and programs is done in C language as well. Contiki allows compiling
applications developed in the C language, within a structure that contains the
definition of the OS own constructs, through which the application processes are
defined, as well as the threads and events. Listing 1.1 shows the basic layout of
a program written in the C language for Contiki. It contains the declaration of a
process (line 2), a sentence to start executing the process (line 3), as well as the
definition of the process (lines 5–13). Typically, for IoT solutions, each process
has an infinite loop whose body defines the state machine that describes the
logic of the process. A WSN has several instances of a process or even several
instances of different processes.

Listing 1.1. Basic layout of a program written in C language for Contiki.

1 /* ---------------------------------------------------*/
2 PROCESS ( pName , "processName" );
3 AUTOSTART_PROCESSES ( &pName );
4 /* ---------------------------------------------------*/
5 PROCESS_THREAD ( pName , event , data )
6 {
7 /* Resource allocation and variable definition */
8 PROCESS_BEGIN ();
9 for ( ; ; ){ /* Infinite loop */

10 /* Process body */
11 }
12 PROCESS_END ();
13 }

4.1 Translation from SDL Graphical Symbols to a Textual
Representation

As can be inferred from Fig. 2, it is necessary to select a pivot language, which
shall be used as a bridge between a graphical language such as SDL and a textual
language that allows representing the graphical model. Then, the pivot language
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is used for translating the graphical SDL symbols to C code for Contiki by means
of translation rules.

Three options were evaluated to choose an appropriate pivot language that
fulfills the requirements of the integration scheme.

First Option. The output files generated by PragmaDev Studio, when a model
is described, were examined at first. These files describe both the system archi-
tecture and its behavior using XML tags.

The analysis of the output files was made for different versions of PragmaDev,
including versions 4.x and 5.x. The result of this revision showed that the XML
structure of the output files changes depending on the version. This fact implies
that by using the XML output files as input, the integration scheme would
depend on the version of PragmaDev Studio on which the model was developed.

Second Option. PragmaDev Studio allows exporting the model to languages
developed by third parties for formal design verification. Currently, these lan-
guages are: IF [4], created by VERIMAG laboratories, FIACRE [3], and xLIA
[8], created by CEA (Laboratory for Integration of Systems and Technology).

IF, FIACRE y xLIA allow representing almost every SDL primitive [15] in a
textual language. This representation is very precise, but its structure is more
appropriate to convey information for verification purposes. Thus, it becomes
harder to derive the translation rules required by the objective language of the
proposed integration scheme (C code for Contiki).

Third Option. A translation procedure included in PragmaDev Studio allows
code generation from a SDL specification to C language for several target OS;
most of them are oriented towards single processor systems. This procedure
generates a representation of the SDL concurrent behavior, using a sequential
language like C, representing the SDL graphical symbols with macros, which
are easily identified inside the code generated because they start with the prefix
RTDS .

Via this option, it was possible to characterize how PragmaDev derives a
textual representation (C code) targeted to a particular OS. The code embodies
the representation of the process definitions, variables and state machines of an
SDL system.

Table 1 shows the translation from relevant SDL graphical symbols to RTDS
macros in C language.
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Table 1. Translation from SDL graphical symbols to RTDS macros in C language as
generated by the translation procedure of PragmaDev Studio.

SDL graphical symbol PragmaDev textual representation

RTDS MSG RECEIVE signal ( value );

RTDS MSG SEND signal TO NAME ( "pName",

RTDS process pName, value );

RTDS SET TIMER ( T1, 1000 );

RTDS RESET TIMER ( T1 );

4.2 Translation to Contiki Constructs

According to the findings of the third option, the input to the proposed inte-
gration scheme is a C program, generated by PragmaDev Studio translation
procedure, that represents the SDL system. PragmaDev provides two types of
integration schemes: one for RTOS and other for POSIX/Windows. Since the
structure of Contiki is more akin to that of an RTOS, this will be the choice to
use, and hence, the integration scheme will be called RTOS Contiki. This scheme
was developed by following the next steps:

1. Setting up a RTOS Contiki directory, which includes the necessary support
files for the correct generation of C code for Contiki.

2. Developing a translation script, which defines the translation rules from RTDS
macros to C code for Contiki.

3. Developing an automatic execution method for RTOS Contiki within Prag-
maDev Studio.

4.3 RTOS Contiki

Figure 4 depicts the same steps shown in Fig. 2, but with steps 2 and 3 modified
to work using the chosen pivot language and the integration scheme designed
for C code generation for Contiki (RTOS Contiki).

Step 2 takes as input the diagram representing an SDL system created in
step 1 using PragmaDev Studio. Then, the translation procedure is executed;
the resulting output uses the RTDS macros to represent the process structure.

The input of step 3 takes the C code files generated by the translation pro-
cedure of PragmaDev Studio. These files are translated by a script written in
Python (Contiki.py), generating the C code files in which the Contiki con-
structs represent the SDL system.
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Fig. 4. Final diagram detailing the required steps for the RTOS Contiki integration
scheme developed for translating SDL designs to C language for Contiki.

Setting up the RTOS Contiki Directory. The RTOS Contiki integration
scheme is derived from the VxWorks RTOS integration, which is recommended
by PragmaDev Studio developers, as a good departing point to create a new
RTOS integration, since this OS supports almost all the SDL graphical symbols
implemented in PragmaDev Studio [15]. The creation of RTOS Contiki requires
putting all the support files that PragmaDev Studio needs for the translation
procedure inside a directory named RTOS Contiki. The required files are listed
in Table 2.

The RTOS Contiki directory must be created in the share/ccg path, located
in the PragmaDev Studio installation directory.

Translation Script. For the translation of the macros defined in the
RTDS MACRO.h file, a translation script written in Python 3.0, called Contiki.py
was developed and included in the RTOS Contiki directory. The script should
run after the translation procedure of PragmaDev Studio has finished.

The translation procedure generates a file called RTDS gen.ini. This file
contains the names of the signals, processes, and states of the SDL system. The
translation script iterates over this file in order to use the very same names to
define new types for the signals and states using C enumerations. These type
definitions are written in a header file named definition.h.
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Table 2. Required files for creating a new RTOS integration for PragmaDev Studio.

File Description

Bricks Defines static code fragments that are used to generate
the C code by PragmaDev Studio. The code fragments
are target specific and include such things as header
files. For further information see the PragmaDev
Reference Manual [15]

RTDS BasicTypes.h Defines the C data types used by PragmaDev Studio for
basic RTOS concepts such as message queues, tasks, and
processes

RTDS MACRO.h Defines the macro names used by PragmaDev Studio for
basic RTOS concepts such as message queues, tasks, and
processes. This file also contains the macro definitions
that represent the Behavioral Structure of the SDL
language

RTDS Env.c For simulation purposes, PragmaDev makes use of an
external process that represent the system environment.
This file describes the behavior of a default environment
process

addrules.mak References optional rules and files that should be used
and included during the building procedure

DefaultOptions.ini Contains a set of options for the integration and the
compilation procedure

The translation procedure also generates an additional file for each SDL
process. Each file describes an extended finite state machine that represents the
structure of the related SDL process. The base name of the file corresponds to the
name of the SDL process. Thus, once the names of these files are identified, the
script opens one file at a time and iterates over it, identifying every RTDS macro
that represents a given SDL graphical symbol, and then applies the appropriate
translation rule for the target OS; in this case, a C language construct for Contiki
(see Table 3).

Automating Code Generation Using RTOS Contiki. PragmaDev provides
a file called WizardConfig.ini that was edited as shown in Listing 1.2 in order
to embed the RTOS Contiki integration scheme into PragmaDev Studio (see line
2). The file is also included into the RTOS Contiki directory. Note that the file
includes a command line to execute the Python script; see line 5. RTDS HOME
defines the PragmaDev Studio installation directory.
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Table 3. Translation rules defined for the RTOS Contiki script.

PragmaDev textual representation Contiki translation

RTDS MSG RECEIVE signal ( value

);

uint8 t InValue;

InValue = value;

RTDS MSG SEND signal TO NAME (

"pName", RTDS process pName ,

value );

uint8 t OutSignal, OutValue;

OutSignal = (uint8 t) signal ;

OutValue = *((uint8 t *) data);

process post ( & pName ,

OutSignal, & OutValue );

RTDS SET TIMER ( T1 , 1000 ); static struct etimer timer T1 ;

etimer set ( & T1 , 1000 );

RTDS RESET TIMER ( T1 ); etimer stop ( & T1 );

Listing 1.2. WizardConfigwork.ini file to embed the RTOS Contiki integration
scheme into PragmaDev Studio.

1 [COMMON]

2 tmpldir=${RTDS_HOME }/ share/ccg/RTOS_Contiki

3 beforebuildcmd=

4 cp ${RTDS_HOME }/ share/ccg/RTOS_Contiki/Contiki.py Contiki.py;

5 Python3 Contiki.py;

5 A Simple Example of Code Generation and Simulation

In order to test the proposed integration scheme, the SDL example systems
included with PragmaDev were successfully translated. On the other hand, in
general, it is hard to establish a development time using the proposed approach,
since it depends on problem complexity and familiarity with SDL. Nevertheless,
we strongly believe that using SDL provides a simple manner to model, document
and maintain a solution. Besides, by automatically translating the solution to
code, there is no need to know all of the details of the target OS used and, by
doing the translation that way, it is less likely to make mistakes compared to
manually writing the code.

To illustrate the usage of the proposed method, a simple system designed in
SDL will be translated into C language for Contiki, by applying the developed
RTOS Contiki integration scheme.

Once the C code for Contiki that represents the SDL system is obtained, it
will be simulated in Cooja and some simulation results will be shown.

The example SDL system, which will be named Contiki Motes, is shown in
Fig. 5.

For development purposes a MacBook Pro (Intel i5 running at 2 GHz, 8 GIB
RAM, macOS v10.12) was used. Drawing the model using PragmaDev Studio
took around 30 min; simulating it needed 5 min. Translating the SDL model into
Contiki code using RTOS Contiki took less than a minute.
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Fig. 5. The SDL sample system Contiki Motes, designed using PragmaDev Studio,
has two processes that communicate to each other to exchange a simple message.

For simulation purposes, a 20 SkyMote [1] motes WSN was laid out in a 5x4
mesh. The distance between motes is 30 m and there are no speed limitations
in data transmission. The WSN operates on a 2,480 MHz frequency, which cor-
responds to channel 26 of standard 802.15.4 [11]. The simulation executes the
code translated from SDL to C by running the Contiki Motes test system on
each mote by emulating a SkyMote.

Configuring the WSN into Cooja took another 10 min. Compiling the Contiki
code for a SkyMote took another minute. The simulation of the WSN into Cooja
was executed for 30 min to get information about the WSN behavior.

The SDL COLLECT DATA task in the start transition, when parsed by the
script, enables the creation of a Contiki process that collects performance infor-
mation from each mote and sends it to a sink mote, through which the overall
performance of the network can be collected.

In this way, Cooja’s Sensor Data Collect functionality is able to gather infor-
mation from the entire network to illustrate aspects of power consumption, aver-
age use of the radio transmitter, as well as number of network hops for each
message as shown in Table 4 for some of the motes.
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Table 4. Information collected from some nodes of the WSN, using Cooja’s Sensor
Data Collect functionality and the SDL COLLECT DATA task.

Node Received Lost Hops CPU Power Listen power Transmit power

2 169 21 1 1.69 6.68 5.16

3 61 117 2 2.45 7.89 11.47

4 28 152 3 1.72 5.35 7.04

5 176 11 1 1.43 5.40 4.18

6 38 141 2 2.34 7.86 10.46

7 9 141 3 1.14 3.54 3.77

8 29 144 4 1.09 3.12 3.82

9 59 115 2 2.05 6.79 9.08

10 21 156 3 2.51 8.68 11.68

11 5 62 4 2.02 6.80 7.52

12 1 0 5 3.49 12.35 17.64

13 39 133 3 2.08 6.75 9.20

17 21 133 4 1.67 5.47 7.09

18 13 126 5 1.16 3.48 4.25

Avg 47.79 103.71 3 1.92 6.44 8.03

Fig. 6. Average power consumption for the motes in the Contiki Motes WSN, esti-
mated using Cooja Sensor Data Collect functionality.

To transmit data across the WSN, the COLLECT DATA process uses the Contiki
MAC Radio Duty Cycling Protocol, which is simulated by Cooja. In Fig. 6, power
consumption of the WSN is shown in the Cooja interface.
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6 Concluding Remarks

This paper presents a method for IoT solutions development based on WSN
that involves a codification phase to go from specification to implementation of
a design. In order to speed up the codification phase, an integration scheme,
called RTOS Contiki was developed, through which, an SDL model developed
in PragmaDev Studio is translated directly to C code using defined translation
rules, to be compiled in Contiki and simulated in Cooja.

For the development of the integration schema, it was necessary to identify
a pivot language that represents, in textual form, the SDL graphical symbols.
Furthermore, by designing target-specific translation rules, the pivot language
was used for generating code for Contiki OS, and it could be used as a vehicle
for generating code for other RTOS (e.g., RIOT).

Cooja simulator offers features that allow simulating a WSN and the behav-
ior of each node of a network, in both its functional and non-functional aspects.
Furthermore, it is possible to measure characteristics of the entire network, such
as power consumption, network traffic, among others. A system with these char-
acteristics gives project developers the ability to evaluate designs quickly at low
cost.

The proposed method offers to IoT developers the possibility of simulating
their designs in Cooja, starting from a graphical SDL design, with no need to
manually translate the SDL design in C language, thanks to the RTOS Contiki
integration scheme. Therefore, this feature provides an agile development mech-
anism, which represents a contribution for the development of IoT solutions
based on WSN that eases the deployment of real applications, by introducing a
productivity advantage.
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Administrativo de Ciencia, Tecnoloǵıa e Innovación - Colciencias) through the Fondo
Nacional de Financiamiento para la Ciencia, la Tecnoloǵıa y la Innovación Francisco
José de Caldas (Project ID: FP44842-502-2015).

References

1. Advanticsys: MTM-CM5000-MSP. https://www.advanticsys.com/shop/mtmcm
5000msp-p-14.html

2. Ammar, N., Chaieb, H.: From modeling with SysML to simulation with Contiki
Cooja simulator of wireless sensor networks. In: 30th International Conference
on Advanced Information Networking and Applications Workshops, pp. 760–765
(2016)

3. Berthomieu, B., Bodeveix, J.P.: Fiacre: an intermediate language for model verifi-
cation in the topcased environment. In: ERTS (2008)

http://www.cea-iot.org/
https://www.advanticsys.com/shop/mtmcm5000msp-p-14.html
https://www.advanticsys.com/shop/mtmcm5000msp-p-14.html


160 A. F. Fuentes Vasquez and E. Tamura

4. Bozga, M., Graf, S., Mounier, L.: IF-2.0: a validation environment for component-
based real-time systems. In: Brinksma, E., Larsen, K.G. (eds.) CAV 2002. LNCS,
vol. 2404, pp. 343–348. Springer, Heidelberg (2002). https://doi.org/10.1007/3-
540-45657-0 26

5. Braun, T., Christmann, D., Gotzhein, R., Mater, A.: SDL implementations for
wireless sensor networks – incorporation of PragmaDev’s RTDS into the deter-
ministic protocol stack BiPS. In: Amyot, D., Fonseca i Casas, P., Mussbacher, G.
(eds.) SAM 2014. LNCS, vol. 8769, pp. 271–286. Springer, Cham (2014). https://
doi.org/10.1007/978-3-319-11743-0 19

6. Chaparadza, R., Prakash, A.: The role of SDL in the design, simulation, valida-
tion of system models, and code-generation, in the recently emerged and growing
domain of autonomic systems engineering. In: IEEE Globecom, pp. 1013–1018
(2013)

7. Cheong, E., Lee, E.A.: Joint modeling and design of wireless networks and sensor
node software. EECS Department, University of California (2006)

8. Deltour, J., Faivre, A., Gaudin, E., Lapitre, A.: Model-based testing: an approach
with SDL/RTDS and DIVERSITY. In: Amyot, D., Fonseca i Casas, P., Muss-
bacher, G. (eds.) SAM 2014. LNCS, vol. 8769, pp. 198–206. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-11743-0 14

9. Dunkels, A., Gronvall, B.: Contiki - a lightweight and flexible operating system for
tiny networked sensors. In: 29th Annual IEEE International Conference on Local
Computer Networks, pp. 455–462 (2004)
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Abstract. The use of innovative technology is available to apply in
many ways and in different fields of knowledge, the Horus research group,
has focused its efforts implementing solutions, integrating unmanned
aerial vehicles known as drones in different areas. The use of drones
to perform different tasks is not new, but from the point of view of the
Horus research group, it was established that this technology can be
applied to analyze different water systems with possible contamination
quickly and efficiently, otherwise to collect samples in places where access
is difficult it would take more time and money in the process. For that,
a system was designed using a drone assembled by the research group
with a pumping system, to collect samples for further analysis in labora-
tory in a way that they are not contaminated using technical standards
according to the regulations of the area where they are collect.

Keywords: Drone · Samples · Protocol · UAV

1 Introduction

The use of drones in our society every day is very common, in commercial appli-
cations have the potential to dramatically alter several industries, and, in the
process, change our attitudes and behaviors and impact our daily lives. The
proponents of late modern war argue that it has become surgical, sensitive and
scrupulous, and remotely operated Unmanned Aerial Vehicles or ‘drones’ have
become diagnostic instruments in contemporary debates over the conjunction of
virtual and ‘virtuous’ war [1] the implementation of these equipment managed
and piloted by certified professionals are essential to solve different problems,
where access by land is very difficult, the group research found a problem of
water pollution generated in a stream that is located in south of Bogota city
called Chiguaza, [2] it causing serious health problems to the student commu-
nity of a public school, for this reason it is vital to take samples of this water
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source to maintain control and prevent pollution affecting the students of the
sector.

According to Alenna Otto Many industries can potentially benefit from pilot-
less technology because it can reduce labor cost. Drones can operate in dangerous
environments that would be inaccessible to humans. Furthermore, pilotless tech-
nology lowers the weight of theaircraft, and thus its energy consumption, by
making the cockpit and environmental systems, which provide air supply, ther-
malcontrol, and cabin pressurization, unnecessary. Drones do not require roads
and can, thus, access locations that are difficult to reach by roads [3].

The project provides information in two areas, first the collection of sam-
ples in sterile bottles used according to technical standards of laboratory, during
transport recommended refrigeration at 4◦C and protection of the Light, espe-
cially if it is suspected that the water is contaminated with pathogenic organisms.
It is necessary when refrigerating the samples take precautions and necessary
measures to prevent any contamination coming from the melted ice [4], so that
in a time no more than six hours those samples arrive at the laboratory and
could be analyzed, with the purpose of determining the level of contamination
existing, After using a web application the data can be sent quickly to the com-
petent authorities so that they take the pertinent actions and prevent this water
source from contamination and affect the community that is close to this water
tributary.

It is important to highlight that the project intends to provide information
for the analysis of the level of toxicity of this water source, where the amount
of foam, level of chemical elements harmful to human health, and to be able to
give early warnings to the relevant authorities, see Fig. 1.

Fig. 1. Evidence, Chiguaza stream and its level of contamination present in the water
source.
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The stream descends from the southeastern hills to flow to the river Tun-
juelito the hand of man has contributed to the pollution of this water source,
adding to it industrial waters, chemical pollution, lead residues, mercury, copper,
sand, gravel and other materials coming from the exploitation of subsoil [5].

Along the stream it can be observed that it crosses the Colombia viva school
and the Molinos sports center, where the people of this community are affected
by bad smells, in addition to respiratory annoyances. Each time rainfall occurs
and the flow of the stream increases, mosquito proliferation is generated, which
requires constant monitoring and sampling of water in different places with dif-
ficult access, for which the use of a Drone it is vital to achieve this goal.

To make this type of sampling, it must be fixed different points in the water
tributary to analyze which factors are contributing to regenerate pollutants up to
the location point of the living district of Colombia. The Fig. 2 shows the location
of this stream and its respective distance.

Fig. 2. Broken path Chiguaza stream source Google Maps, latitude = 4.5, longi-
tude =−74

2 Use of Drones in the Field of Water Sampling

Because of its great versatility in access to bodies of water whose quality control
represents some degree of difficulty, unmanned aerial vehicles called drones are
a very useful tool during the sampling operation, as the first stage of the chain
of custody of samples for the quality control of a body of water. However, the
nature of the equipment required for sampling and the drone’s load capacity limit
the hydrological scenario of operation and, consequently, the type of sampling
that can be carried out through said equipment.
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Hydrological monitoring is fundamental for the knowledge of the water
resource based on which the decisions for its administration and management
are supported, according to the criteria of the National Plan for the Integral
Management of the Water Resource - PNGIRH. In this sense, the Institute of
Hydrology, Meteorology and Environmental Studies, IDEAM, is in charge of
establishing the protocols and procedures for quality monitoring of the national
water resource as one of its scientist support functions to the Environmental
Information System [6].

The IDEAM has made available a Protocol for the Monitoring and Monitor-
ing of Water based on whose types of sampling it is possible to establish the use
and potential of a drone for taking water samples from certain water bodies [7].
In this sense, the utility of the equipment is given to the extent that the sample
of water taken through the drone represents the quality of the water body from
which it comes, as a basis for the validity in the measurement of physicochem-
ical or microbiological parameters whose analysis obtains information to infer
possible affectations of natural or anthropic origin on the hydric body. Checking
the characteristics of stationary flight and the carrying capacity of a drone, it
is feasible to use it for the following types of sampling in accordance with the
Protocol for Water Monitoring and Monitoring:

Punctual sample. It is possible to make discrete point intakes of both surface
and depth in stationary surface water bodies whose composition does not vary
with time, as well as in quasi-stationary surface water bodies whose composition
may vary slightly with time, but which are likely to be stabilized or homogenized
for a period of 24 h or less through a treatment.

Point sampling allows to obtain water quality status characterizations at a
certain geographical point and time, based on which it is possible to configure
water body quality histories. Integrated sampling It is possible to integrate sev-
eral point samples obtained at a geographical point and at a specific moment,
but at different depths in the same water column.

Sequential composite sample. It is also possible to obtain a water sample that
represents an average quality in a specific period of time, based on the mixture
of constant and continuous samples obtained by pumping, or of the mixture of
equal volumes of water collected at regular intervals.

Although composite sampling is economical because it requires less samples,
it compromises the level of detection of variability of the measurement parame-
ters during the sampling time.

Basic principles for measuring through a drone. The usefulness of an
unmanned aerial vehicle (drone) in the field of water analysis from water bod-
ies is only sustainable insofar as the analysis of the samples obtained with this
equipment permit measurement values of physicochemical parameters and micro-
biological statistics equivalent to the results of the analysis of samples taken in
identical geographic point conditions and time period by certified personnel in
water sampling, in accordance with the Protocol for Water Monitoring and Mon-
itoring.
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The validity of the statistical process of homologation of the results of anal-
ysis of samples obtained by the drone in comparison with the results obtained
by certified personnel, is determined by factors such as the impossibility of com-
pletely eliminating errors (spurious and systematic) of measurement in water
bodies, which by their nature present considerable fluctuations in the values of
the parameters measured in a given period of time, which introduces uncertainty
in the calculation of dispersion measures that are the basis for the calculation of
probabilities. This implies an estimation of the uncertainty based on the study
of the sources of error associated with the measurement when the point sam-
ples are independent of each other. However, hydrological observations are not
usually independent random variables.

3 Description of the Problem

The procedures for taking water samples require a strict protocol where the
sample that is taken must not have any type of contaminant, before and after
the procedure, to make these samples requires certified and trained personnel to
carry out the process, the times they are critical and to have reliable samples
several shots must be taken at different points, that is why it needs to have a
system that is easy to use and reliable so that the samples are taken as much as
possible on the same day, since a water affluent to be in constant movement the
samples tend to change constantly, a typical example is one of the most polluted
rivers in the world, the Bogota river one of the most studied, for the process of
data collection, is an extensive process and expensive, so the main problem is
the delay in these samples and the cost that the process has. The Fig. 3 shows
the factor of affectation due to organic contamination of the Bogota River, that

Fig. 3. Polluting load river Bogotá (National observatory source of Bogota).
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is why the importance of having more efficient systems of sample collection for
faster and more effective results.

4 Design Model Sample Collector

4.1 Unmanned Aerial Vehicle to Be Used

The equipment that was used to make the samples is a DJI F450 kit see Fig. 4,
DJI is known mainly for its high-end drones line but it also has a very economical
kit that serves to implement prototypes, to mount sensors, the chassis allows
mounting all the necessary electronics, autopilot, GPS, brushless motors, [8]
which was assembled by the Horus research group, this chassis and equipment
has the advantage that can be modified and work to implement any electronic
device, to perform Actual tests of the water sample collection device [9].

The great advantage of this equipment is that it serves as the basis for calcu-
lating the efficiency of the water collection system, depending on the amount of
liquid that needs to be collected, we can implement another drone that supports
more payload.

Fig. 4. Drone F450 assembled by students of the HORUS research group.

Table 1. Main technical characteristics of the drone

Description Value Unit

Wto Weight 12,054 Kg

S Alar surface 0,749 m2

Pto Power 3147 Watt

Lb Fuselage length 1400 mm
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4.2 Characteristics of the Drone

The preliminary calculation of the size is obtained from the study of similar
aircraft, and adapting the calculation theory of manned aircraft to the UAV
(batteries fixed weight, without crew without life maintenance systems, etc. ...),
the weight, and fuselage length, Table 1. And the design point that satisfies the
most restrictive actions of the UAV is defined [10].

4.3 Assembly System Sample Collector with Arduino Nano and
Mini Brushless Water Pump for DIY Agriculture Drone Spray
Gimbal 5 L 10L

According to the advantages we have with the drone, we can assemble a device
to operate by radio frequency the mini pump remotely, see Fig. 5. The technical
characteristics of the mini pump are in Table 2, using an Arduino nano device to
activate the pump. performs programming, to activate the mini pump remotely
using a relay to activate the entire device, making previous calculations with the
pump is activated 30 s accurate time to fill a sterile collector jar of water samples
of 500 Ml.

Table 2. Mini pump technical characteristics

Name: Agricultural drone brushless Water Pump spray/white
Model: 12-420
Weight: 294g
Power: 16W
Operating voltage: 12V
Maximum current: 1.3A
Maximum pressure: 0.45Mpa
Flow: 3L / min
Agricultural drone model:5L/10L
Size: 110 * 90 * 65mm

4.4 Implementation Used to Send a Radio Frequency Signal to the
FS-IA6 Device Keeping Un Mind the Radio Electric Spectrum
Used in Aeronautics

The FS-IA6 module is a signal receiving device that operates the whole system
so that the drone works without problem, using the radio control of the brand
FlySky FS-I6 to 2.4 GHz according to the publication drones cheap “If we want
Therefore, we must seek a more powerful control which will surely have a greater
value, another option is also to look for a remote control that works in the stan-
dard frequency of 2.4 GHz, the controls normally used have lower frequencies, can
achieve greater range and greater penetration through obstacles. These controls
use frequencies in the UHF band, however they are being banned”.
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Fig. 5. Receiver connections FS-IA6, to the Arduino nano module, with a relay for
activating the pump remotely.

To activate the sample collection system, the available channel 6 is used to
activate the sample collection device that is mounted on the drone, for which cal-
culations were made, keeping in mind the current regulations, and the efficiency
of the system was determined using the 2.4 GHz frequency.

Using the following equation, which measures the power loss in the free space,
it is determined that the most efficient means of transmission with the remote
system to activate the collector device is by radio waves.

PEA(dB) = 20 log 10(d) + 20 log 10(f) + K

The formula is interpreted in the following way, the Loss in Free Space is pro-
portional to the square of the distance and also proportional to the square of
the frequency [11].

4.5 Process Model 1

The system works in an efficient way for the collection of samples, so that it is
not contaminated by external factors while the drone collects them, see Fig. 6;
the phases of the process are:

1. Flight Route is programmed.
2. The drone pilot uses Channel 9 of the radio control to activate the device

when it reaches the fixed point on the route.
3. The sample is collected according to the calculation of time to fill the container

where the sample is stored.
4. The drone returns to the starting point.
5. The technician collects the samples in the container with all the rules to avoid

contaminating them.
6. They are sent to the laboratory to process the sample.
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Fig. 6. Process model 1 implementation.

Fig. 7. Process model 2 implementation.

4.6 Process Model 2

In case of loss of signal by the operator, the automatic system of the drone
detects that the signal, with the radio control was lost, cancels the mission and
returns to the starting point, see Fig. 7.

1. Flight route schedule.
2. It is detected that the signal was lost with the drone.
3. The drone detects communication loss.
4. Automatically the drone return to the starting point.



170 E. Krejci Garzon et al.

5 Implementation Code for Arduino Nano

For the development of the platform, an Arduino nano device was used, which is
programmed with the exact times for the pump to activate properly and collect
the amount of 500 Ml for the sample.

i n t entrada =1;
i n t bomba=3;
void setup ( ) {
pinMode ( entrada , INPUT) ;
pinMode (bomba ,OUTPUT) ;
}

void loop ( ) {
i f ( d i g i t a lRead ( entrada )>0){
d i g i t a lWr i t e (bomba ,HIGH) ;
de lay (30000 ) ;
d i g i t a lWr i t e (bomba ,LOW) ;
}
}

6 Results

Taking reference to the Chiguaza stream, we proceed to collect the samples
using the system, where we proceed according to the technical parameters for
sampling.

If it is possible to collect, the 500 Ml of the water system is labeled and stored
taking into account the standards for sampling. At the same time a specialized
technician collects other samples with the standard procedure used, to be later
compared in a laboratory.

It is determined that the efficiency and rapidity in taking samples improves
times and, most importantly, being able to collect samples in places where access
is very difficult, using drones and the pump system streamlines processes.

According to the data collected, it is evident that, with the collection sys-
tem, the times for sampling are better than the time used by an environmental
technician.

7 Conclusions and Recommendations

The use of unmanned aerial vehicles, facilitates work in places where data collec-
tion is very difficult for human personnel, the design of devices using hardware
components for the Arduino platform, is very practical and economical for mul-
tiple uses, not only for the case that this article deals with if not for different
ideas that can help the collection of data in an effective, safe and fast way.
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In this sense it is important to consider the current regulation for the use of
unmanned aerial vehicles, in the case of Colombia this regulation limits the use of
these vehicles, in certain areas of the country, especially in the cities, that is why
the solutions are. They must be routed in areas where this regulation allows the
use of this technology. In another countries for example Europe the regulation
says in a Law Library of Congress text titled Regulation of Drones surveys
the rules that apply to the operation of civilian drones in twelve countries, as
well as the European Union. The report includes individual country studies on
Australia, Canada, China, France, Germany, Israel, Japan, New Zealand, Poland,
South Africa, Sweden, Ukraine, and the United Kingdom. It also contains a
comparative summary that provides information about the International Civil
Aviation Organization’s 2011 circular titled Unmanned Aircraft Systems (UAS)
(CIR328). The report notes the criteria selected by the surveyed countries and
by the EU for implementing a number of operational requirements. Such criteria
often include the weight and/or type of use of drones [12].

The research work resulting from this article leads us to make the compar-
isons of the samples taken by the Drone and by the environmental technician,
in this process some data will come out, which will show us if the system does
not contaminate the samples taken, and be able to have reliable results to be
processed in software platforms.
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Abstract. This work presents a proposal to implement an appliance to get
information from wind variables as renewable resource in electrical energy
generation. The device is supported on an Arduino application and ThingSpeak
tools to obtain important mount of data for future studies of the wind resource.
The implemented device is presented from the smart home concepts explained
as layers of an Internet of Things approach. Results show as easily this
proposition can be developed as an alternative in a smart home environment,
where each house can be employed to measure its own wind renewable
resources.

Keywords: Internet of Things � Wind speed � Wind direction
Acquisition system

1 Introduction

In the last years, when different alternatives for obtaining electrical energy from clean
generation, the photovoltaic and wind sources are though as first options [1, 2]. This
has made that for 2015, renewable energy provided an estimated of 19.3% of global
final energy consumption and increased the installed capacity in developing countries,
according with the Renewable Energy Policy Network for the 21st Century (REN 21)
[3]. Thus, new proposals including possibilities of generation inside the urban centers,
where the consumption is higher, are promising topics of interest. Applications based
on new approaches of hardware and software have augmented the use of technologies
for the smart grids. In spite of this, in Colombia electrical energy generation is obtained
through hydroelectric plants with a 70%, but with an increment of photovoltaic systems
due to new technologies and tendencies [4].

On another hand, currently a new technologic trend called Internet of Things (IoT) is
known as a network of physical devices or appliances, which use electronic, software,
sensors, actuators and connectivity domains. This has expanded the number of appli-
cations inside the cities addressed to smart grids based on IoT [5, 6]. Explanation of this
advancement is related with the necessity of getting knowledge about available resources
and its importance to manage the generated energy versus consumption, and improve the
efficiency of potential sources. The information with this objective is enough useful when
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the variables depend on meteorological parameters, as speed wind or solar radiation,
which can show a behavior unknown and intermittent [2].

For the improvement of smart grid in terms of getting information, novelty devices
and specialized applications demand, more and new technologies to perform the
mentioned tasks are exhibited each year. Examples of this can be found in smart
metering systems, modern sensing techniques, and advances in information and
communication systems [7, 8]. These aspects are relevant and known as demand
response management (DRM) for smart grids, where more information is employed to
enhance the behavior of the system, based on resources information obtained through
data mining techniques.

Based on the exposed motivation, the present proposal introduces a device to
collect information from four variables with information of the wind and, in a wireless
mode, send the data to a repository in the cloud. Appliance was thought as a application
in a home environment, where local connectivity resources can be exploited to
implement the system. In this way, each residence can become to know how the
behavior of the wind resource helps to generate electricity, and thereby, make a
decision about how to project the use of aerogenerators to supply the local power
consumption.

Similar works have been employed with comparable proposals and techniques. For
example, Rathore et al. used a real-time environment monitor in an urban area to
analyze meteorological variables [9], but their work had as focus the visualization of
multiple sensors and data, having differences with the present proposal in the mode to
attempt a home appliance with information in real-time. Also, Guzman et al. imple-
mented a weather station to obtain environment information [10]. That study differs of
the present proposal in the storage system, which was based on a memory card without
a feedback in real-time mode. Saini et al. built a system to visualize and generate alerts
based on measure from meteorological data [11]. For accomplishing the objective that
system was based on Zigbee wireless technology, an Arduino platform and LabView
software. Therefore, to develop all operation the device works on personal computer.
Finally, Partha et al. developed a similar application to measure humidity and tem-
perature in an indoor location based on IoT but, in spite of similarities with the proposal
performed here, the objective of the authors was different to the present proposal [6].

This document was divided into four sections. Section two shows the methodology
used to elaborate the appliance, which is based on concepts given by Talari to expose
the IoT systems [12]. Results are discussed in section three, where physical aspects of
the device and obtained data are visualized. Finally, section four presents some con-
clusions and future work to improve and take advantage of the exhibited
implementation.

2 Methodology

According with Talari et al. [12], IoT systems can be represented as a structure of three
layers (see Fig. 1). First layer represents the sensors that acquire data, then, a network
layer, where the communication is described, and finally, an application layer with
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information about the development can be used. These three layers are described next
for developing the description of this proposal.

2.1 Perception Layer

The perception layer includes a group of devices that allow to perceive, detect objects,
obtain or exchange information, providing new opportunities and challenges for smart
grid applications [13]. For our case, this layer was settled by four sensors, which
capture wind speed, wind direction, temperature and humidity data, located in the
Universidad Antonio Nariño – Circunvalar Campus (latitude and longitude 4°38′07.6″
N - 74°03′26.3″W) in the eastern hills in Bogota, Colombia. An acquisition system was
implemented, based on Arduino MEGA © technology configured to obtain the men-
tioned variables in a terrace of the highest building, where there is airstream presence.

For capturing the information, an anemometer encodes the wind speed by simply
closing a switch with each rotation and a wind vane reports the wind direction as a
voltage produced by the resistors combination inside the sensors. This vane holds a
magnet allowing up to 16 different positions to be determined. The DHT11 sensor
module was used to obtain a calibrated digital output form humidity and temperature.
This sensor employs a resistive type component for humidity and NTC type component
for temperature, with an 8-bit microcontroller that ensures high reliability, long term
stability and fast response. Compatibility with Arduino was the main motivation to
make a decision about its employment [6]. All sensors were conditioning to acquire
data to a sample period of 15 s (see Fig. 2). This because future studies with data
demand this sample rate, according with a previous work related with solar resource
[14]. Sensors were connected to the Arduino MEGA (see Fig. 3) to do the acquisition
and communication with a server where the data will be stored.

Also, a unit of power supply was implemented for autonomy of the appliance. For
this, a solar panel of 20 W was connected to a battery 12v-5Ah charger to warranty that
a long period of time for acquisition.

Fig. 1. Three layer for the IoT development according with [12].
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2.2 Network Layer

Wi-Fi was the technology adopted to develop the communication between perception
layer and the server in the present work. The ESP8266 Wi-Fi module, from Espressif
Systems was employed for this objective (see Fig. 4). This module is part of different
devices designed for IoT, also its capacity to be directly connected to Arduino board
was the main reason for use it, which can be programmed to work with or without an
additional board.

Home Area Network (HAN) was operated to connect the appliance, which use
short-range standard Wi-Fi. In this way, the device can be aggregated to a current
network available in an easy mode, where all monitoring and control components in a
home are connected by the HAN. This can be used in a home context, according with
the objective of this work [15].

Programming of the ESP module was developed using AT commands, where the
information was sent to the HAN access point and then to the internet cloud. For this,
the communication was established through the Arduino WiFi library with pre-built
configuration into the Arduino IDE. IEEE 802.11b/g/n protocol was utilized according
with its easy installation, compatibility, and mobility advantages. The protocol defines
a frequency of 2.4 GHz with a radius of connectivity around 100 m, appropriated for
this work.

(a) DHT11 module (b) Wind vane and anemometer

Fig. 2. Used sensors employed in the present development.

Fig. 3. Arduino MEGA employed in the present development.
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2.3 Application Layer

This layer is related with where the information will be received and visualized. In this
way, depends on how is manipulated the information and who is involved with this.
Then, this front end could be a smart home, a smart city, a power monitoring system or
an integrated of renewable energy system. According with the objective of this work,
an application for smart home must de considered. For this, Thingspeak is a web based
open Application Programming Interface (API) IoT source information platform [16,
17], that allows to store the sensor data for different IoT applications, at the same time
permits a visualization of data as an output in a graphical form at the web level.

Thingspeak employs a communication system based on internet, which allows to
establish a connection acting as data packet. Data are stored in the cloud, permitting to
process and visualize the information through MATLAB © functions and toolboxes.
This tool works with Arduino through the ThingSpeak communication library with pre-
built functions that accelerate the process of its implementation. For this, it is necessary
to create an API key specific for the user and then, it is possible to build the layout with
a particular number of variables to exhibit.

3 Results

The entire system was installed in a plastic shield with resistance to the environment
conditions. Figure 5 shows the subsystems placed in the shield. Battery can be seen at
the bottom and a regulator connected to the solar panel is at the top. On the left side the
Arduino board and an auxiliary board for power supply subsystem connections can be
observed. Finally, on the right side there is a battery charger that can be plugged to the
electrical network. The appliance located and working is exhibit in Fig. 6. It is possible
to see the physical implementation of the sensors and the center unit in the plastic
shield.

Fig. 4. ESP8266 module employed in the present development.
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Data obtained with the present proposal are available to the general public in the
channel 440743 of the ThingSpeak tool (https://thingspeak.com/channels/440743).
Figure 7 visualizes the layout of the data in the ThingSpeak web for the speed and
direction of the wind, humidity and temperature.

Figure 8 shows the time series for an acquisition obtained during a week. It is
possible to see the behavior or the wind through the mentioned variables. Temperature
evidence the daily cycle, exhibiting the peak values at noon of each day. The humidity
has a behavior up 50% most of the time, and for the speed and direction of the wind, its
performance has stochastic movements. Analysis of the time series is out of the scope
of the present work, for this reason deeper studies were not developed to understand the
meteorological phenomena.

An analysis of the speed data was developed, where the time series was cleaned
from outliers and missing values. For this, values outer than a maximum of 16 m/s
approximately because higher estimates cannot be seen in the Bogota city. Also, the
values were normalized into interval [0, 1], through the formula:

ynormalized ¼ yi � ymin
ymax � ymin

ð1Þ

where yi is the original value, ymin is the minimum and ymax is the maximum value of
the time series. Figure 9 shows the normalized time series for a week horizon. This
information will be useful to design forecasting models of this variable in analogous
way to work developed in [14].

Fig. 5. Appliance in a plastic shield.
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Fig. 6. Autonomous appliance located in measurement place.

Fig. 7. Visualization of the four variables in the ThingSpeak platform.
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4 Conclusions and Future Work

The result of the present proposal allowed to obtain a huge volume of data from
information about temperature, humidity, wind speed and wind direction, that are
useful for future analysis of this wind renewable resource. Processing and analyzing
these data can reveal deeper insights to make a decision that an expert does to improve
the projection of the use of aerogenerators for electrical energy supply for a home
application.

Fig. 8. Time series of the four variables acquisition during a week.

Fig. 9. Time series of the normalized wind speed.
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The implemented appliance can be seen as a technology to collect massive amounts
of data is available today, where process of efficient managing for information
extraction is useful for making decisions.

Data acquisition was developed with periods of time in seconds. For this reason the
Arduino platforms and tools were advantageous to complete the objective of getting
data. Also, additional devices and sensors available in the market allow to develop the
appliance, causing that the research activities can be centered in the analysis of data.

As future work and in the same direction of measure meteorological variables,
radiation information can be added to the system to obtain a map of the resources most
employed to generate electricity in our country.
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Abstract. Problem: Services that use ICT (Information and Communications
Technologies) have been developed to improve the mobility in cities; however,
especially in developing countries, these services are not often based on ade-
quate reference architectures, such as ITS (Intelligent Transport Systems)
architectures, which prevent integration and interoperability. Objective: Propose
a development process for the design of mobility services in an intermediate city
of a developing country, based on an ITS architecture formulated particularly
considering context. Methods: The reference ITS architectures and the particular
context of a Colombian intermediate city are reviewed, in order to identify
which is the best process to adapt an ITS architecture to these type of cities.
With the process identified, the ITS architecture for Popayán (Colombian
intermediate city) is designed and finally, the design of the services based on it,
is carried out. Results: The methodology developed for the design of the ITS
architecture and the architecture designed particularly for Popayán are sum-
marized. Following, the design of two mobility services (“Public transport
vehicle tracking” and “Traffic measurement”) for that city based on architecture
is detailed. Conclusions: The particular environment of an intermediate city and
its priorities allows to determine the services to select for its ITS architecture
from a reference architecture. ITS architecture development of a city allows the
incremental development of services that really improve their mobility in a
sustainable manner.

Keywords: Intelligent Transport Systems � Urban mobility � ITS architecture
Mobility services � Mobility in developing countries

1 Introduction

Traffic accidents are the most important causes of death in the world, and the main
cause of death among people between 15 years and 29 years [1]. Besides, mortality
rates in low-income countries are more than double compared to high-income
countries [1].
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Colombia has presented in the last 10 years, considerable problems in terms of the
number of traffic accidents and deceased persons, which have a marked tendency to
increase [2]. In addition, there is a marked difference between the death rates of some
cities in the country. In some of the intermediate cities of the country (population
between 100,000 and 1,000,000 inhabitants such as Pasto, Popayán, Ibagué, Cúcuta,
Armenia, Pereira, Santa Marta, and Neiva) the average of death rates due to traffic
accidents is almost 50% more than the values of the main cities.

In cases involving deaths, disobedience to traffic rules caused the greatest number
of accidents in Colombia (42%), followed by speeding (32%) and possible mechanical
failures (8%) [3].

In addition to the loss of lives caused by traffic accidents and the other harmful
consequences these generate related to the road safety of the city, there are other
problems related to mobility in cities such as high traffic congestion.

The data of traffic congestion in cities worldwide, are measured by different
international organizations, among the most recognized are: “Tom Tom Traffic Index”
[4] (which does not have data of Colombian cities) and “Inrix Global Traffic Score
Card” [5]. The “Inrix Global Traffic Score Card” indicates that Bogotá, capital city of
Colombia, is ranked sixth in the ranking, with a total of 75 annual hours that travelers
spend in congestion. In same report, some intermediate Colombian cities are included,
with values between 45 and 27 h that travelers spend in congestion.

In search of a solution for problems of road safety and high traffic in these cities, a
large number of intelligent mobility services have been developed, however, very few
of these services have been developed based on an adequate reference architecture, as
Intelligent Transport System (ITS) architecture is for mobility services.

Intelligent Transportation Systems (ITS) are defined as: “the application of
advanced technologies in sensors, computers, communications, and management
strategies to improve the safety and efficiency of the land transportation system” [6].

An architecture defines a framework within which a system can be built. An
architecture defines “what” should be done, not “how” it will be done [6]. An ITS
architecture is a system architecture created for the ITS domain. It consists of several
descriptions of the system, each one concentrating on specific sets of characteristics [7].
Once, the ITS architecture of the city is obtained, it is necessary to discuss the tech-
nologies that will be used for the design and develop of the mobility services.

When mobility services are developed in a city, without an adequate ITS archi-
tecture, it may be that the services meet well with the specific objective that these were
created, however, it´s very possible, their infrastructure and/or functionality is not
adequately integrated, nor does it interoperates with other mobility services.

The main developed countries of the world (United States, European Union and
Japan, among others) have taken initiative in development of ITS architectures. Many
other countries (developing countries mainly), have created their own national ITS
architectures based on these architectures. Although many developing countries have
ITS architectures (including Colombia), the cities have not taken this architecture into
account for the development of their services, very likely because the government
entities do not promote their use adequately.
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The purpose of this paper is to present a process for the design of mobility services
in an intermediate city of a developing country, based on an ITS architecture that takes
into account the particular context of the city and also using adequate enabling tech-
nology and standards of communication to provide these services. The proposal pre-
sented was applied to the city of Popayán (Colombian intermediate city), designing
two mobility services that try to improve the identified problems of road safety and
traffic management, trying to avoid the mentioned causes that generate them. The
service “public transport vehicle tracking” will allow control of the speed of these
vehicles and compliance with other traffic laws, in an attempt to minimize the number
of accidents of these vehicles. The service “traffic measuring” will allow provide users
and drivers with valuable information (speed on the route mainly) so that they can
make travels more efficiently, additionally, they will be able to avoid increasing traffic
at a certain crossroad, making use of said information.

In the following sections, related previous works are described; later, it is presented
the process carried out to propose the methodology and the design of services; the
document continues with description of results obtained, presenting a summary of the
methodology designed for the development of ITS architecture, the ITS architecture of
an intermediate city in particular (Popayán), and the design of services for this city;
finally the discussion and conclusions are presented.

2 Related Works

2.1 ITS as a Solution for Problems of Road Safety and High Level
of Traffic

ITS have contributed considerably in the development of solutions that improve road
safety conditions and traffic worldwide. Since the 1970 s, countries such as the United
States, Japan, European Union and South Korea have implemented solutions (in col-
laboration with vehicle manufacturers) that allow communication between vehicles and
road infrastructure, or between vehicles, to try to improve traffic and safety [8].

In addition, ITS services have been developed for traffic analysis using computer
vision techniques; this field on ITS allows automatic monitoring objectives such as
congestion, traffic rule violation, and vehicle interaction [9].

The safety of cyclists and pedestrians on the road, who are some of the most
vulnerable users, has also been an approach to developments in ITS. For this, systems
have been used to allow interaction (through technology) between bicycles and vehi-
cles, or the detection of pedestrians on the road [10].

2.2 Design of Regional ITS Architectures

Yokota and Weilland formulated a proposal to implement an ITS architecture in
developing countries [11]. The authors presented four (4) criteria in the construction of
architecture: affordability, regional compatibility, geopolitics and technical aspects.
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The proposal was presented more than twelve years ago and versions of the
architectures evaluated have been updated. In addition, although criteria are mentioned
to be considered in the specification of the architecture and a basic process is proposed,
a clear and detailed methodology for the design of the ITS architecture is not estab-
lished. Nor is there an example of application of the criteria and the proposed process.

United States Department of Transportation presented a proposal in 2006 to “de-
velop, use, and maintain a regional ITS architecture” [12]. In the document, six steps
are established for these activities in ITS architecture. In [12], although some aspects
are still valid for the development of a regional architecture, its application is limited
exclusively to American architecture, excluding the possibility of incorporating other
relevant aspects of other reference architectures.

FRAME architecture (European ITS architecture) is referenced for the development
of a regional architecture [13]. The document proposes certain steps to get from the
needs of the stakeholders to the views of the architecture. As mentioned with respect to
[12], in [13] the regional ITS architecture that can be designed will be focused
exclusively on the reference architecture (FRAME), additionally, the context of said
reference architecture is very different from the context in this work.

With respect to the national reality, the country has an initiative called ITS
Colombia national architecture [14]. The national architecture ITS is an adaptation (in
2010) of the American architecture, which unfortunately no updates have been made
and no research work was found based on that architecture.

In a local project, a model for the development of ITS services for Colombian cities
used the national ITS architecture and alternatives to the methodological support
described in American architecture [15]. The work focused mainly on the development
of a service model, however, it did not present a methodology for designing a particular
ITS architecture for an intermediate city, as it is intended done in this work.

2.3 Implementation of Mobility Services Based on ITS Architectures

In a reviewed project was developed a prototype for ITS, which is useful to track a
public service vehicle through GPS, receive payment of tickets, analyze crowds within
said bus and finally, measure the environment inside the bus [16]. In the IoT (Internet
of Things) infrastructure proposed in this project, the data collected from the sensors
are sent through Internet and processed by the monitoring system to make useful
decisions and send them to the visualization system. After defining the proposed
system (for an intelligent bus) and its architecture, an ITS is proposed through the
exploitation of the smart bus technology and the IoT infrastructure.

In [17] another development of an ITS, a system responsible for intelligent parking
assistance based on IoT, is presented. Parking assistance, in the system proposed is
provided by the following steps: sensors detect whether a parking space is occupied
and transmit data to the central server. The smartphone app requests a parking space
and guides drivers to that free space. The parking fee is paid directly through the
smartphone application.

INTEL proposed the construction of another ITS, with the use of IoT [18]. The
proposed architecture has three (3) main layers: sensing layer, communication layer
and service layer. The sensing layer uses a “vehicle terminal” that interacts with the
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conductors and acts as a “gateway” for the technology inside the vehicle and the
sensors. The communications layer ensures real-time, secure, and reliable transmission
from a “vehicle terminal” to the service layer. The service layer supports various
applications using various technologies such as “cloud computing”, “data analytics”,
and information and data processing.

In the last documents presented [16–18], some ITS proposals based on enabling
technology (mainly IoT) are presented, however, none of them is based on an ITS
architecture that is taken as reference, which makes it difficult to develop related
services in a sustainable way, integration and interoperability. In addition, the proposals
(with the exception of [18]) are focused on solving a specific mobility problem, they do
not present a proposal that can be applied to any of the smart mobility domains.

3 Methods

3.1 Development of a Methodology for the Design of an ITS Architecture

For this initial objective (ITS architecture for these cities), some activities were carried
out, such as: the study of the most representative international reference ITS archi-
tectures (American, European, Asian, Colombian), the analysis of the environment of
the city through the PESTLE tool (Politic, Economic, Social, Technological, Legal, and
environment aspects) that is a business analysis technique [19], and the study of
methodologies for the development of a regional ITS architecture.

In the design process of the ITS architecture, it was identified that it was convenient
to integrate in a coherent, systemic, and orderly way, these non-articulated pieces,
through a methodology for the formulation of the ITS architecture. Besides, it was
determined by the authors that it was useful for similar works in other intermediate
cities of the country (Colombia) or for intermediate cities in developing countries.

Therefore, the stages of the methodology were designed including: the inputs, the
activities that must be developed; the techniques and tools that can be used to execute
the activities of each stage; and finally, the outputs, which constitute the deliverables
resulting of the execution of the activities of each stage. The use of inputs, tools and
outputs, were taken as a good practice used in the description of project management
methodologies of the PMI (Project Management Institute) and Scrum.

Once the aforementioned methodology was developed, its application was made for
the final formulation of the ITS architecture for the city of Popayán.

3.2 Design of Services Based on the ITS Architecture Developed
for Popayán

At this point, once the ITS architecture for the city has been designed, the technologies
are evaluated, because the architecture was the “what” should be done, and the design
and implementation are the “how”.

We initially proceeded to identify the most appropriate enabling technologies for
the implementation of ITS, for which the information collected in the previous related
works was used. It was determined that the IoT is being considered in the proposed
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solutions for an “intelligent city” allowing the ITS architecture to materialize, guar-
anteeing that services are developed and provided to the citizen or the end user [20].

The IoT architectures of international reference were subsequently identified and
different options for implementing a system using IoT technology were evaluated for
the city. From the reviewed IoT architectures [21–26], it was established that the most
complete architecture is that presented by the IoT- A (IoT Architecture [25]).

Once the appropriate IoT architecture was defined to implement a system in the
city, we proceeded to validate whether this architecture fits well for the implementation
of the ITS with the architecture determined for the city of Popayán. When validation
was done, it was determined what mobility services would be implemented.

We determined as an adequate project scope, to design two mobility services. The
following aspects (related with principal causes of traffic accidents in Colombia,
reviewed before) were taken into account in the comparison and evaluation of services:
improvement of road safety, relationship with traffic management, utility of the service
for the end user (according to our concept), and complexity (in terms of hardware and
software required, actors involved and development time).

As a result of service evaluation, selected services were: “public transport vehicle
tracking” (identified with PT01) and “traffic measurement” (TM05). The design
developed of the first service is presented in the following section of this report.

4 Results

4.1 Methodology for the Development of an ITS Architecture

A resume of the four stages of our methodology is presented below.

Review of the Reference ITS Architectures. In Fig. 1, the inputs, tools and outputs
of the first stage are presented (as an example of what was done in each of the stages).
At this stage it is necessary to carry out a systematic review of the updated versions of
representative architectures at the international level, the standards, the national
architecture of the assessed country and the regional (or city) architectures designed in
the country. The review requires a critical comparative analysis of the service areas that
each one covers, verifying that the services of interest to the city are included.

Fig. 1. Inputs, tools and techniques and outputs of stage 1.
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Analysis of the Context of the City. The inputs of this stage are: methodologies for
development of regional reference architectures and the context of the city in its
broadest sense. As tool of the stage, in addition to the review of regional method-
ologies, context analysis tool called PESTLE is used. As a result, special considerations
of city context are obtained, which allow to determine the components of the ITS
architecture.

Determination of Architecture Components. The specific components that allow to
establish the ITS architecture of the city depend on the selected base architecture. The
most commonly used international reference architectures (such as the American or
European one) consider a set of components of the ITS architecture; stakeholders and
processes in the functional view; physical objects and subsystems in the physical view.

Design of Views of the ITS Architecture. With components of the ITS architecture of
the city and the identified objective services, this stage propose designing of the views
that describe architecture. The functional and physical views are usually designed,
although views considered necessary can be added to clarify as much as possible.

4.2 Development of the ITS Architecture for Popayán, Following
Methodology

The methodology described was applied for the city of Popayán (Colombian inter-
mediate city with problems in road safety and traffic) as a case for the project.

For the determination of the reference ITS architecture, a comparison was made
between the American ITS architecture ARC-IT [6], the FRAME architecture [27], the
architecture of Malaysia [28], the ISO proposal [29] and Colombian architecture [14].
Sixteen services areas were considered with respect to five ITS architectures. The
architecture with largest number of covered areas was the American.

After reviewing documentation of the architectures and the context of the city, it
was confirmed that the more suitable ITS architecture was the American architecture
(2017). Two service areas of another architectures were added as complements.

The PESTLE tool was used to identify the particular conditions that were relevant
in the design of the ITS architecture. In this analysis, aspects such as extension (512
km2) and inhabitants (approximately 400,000) were taken into account to have an idea
of the required ITS dimension; the economic activities of the city, to determine the type
of companies (Popayán is no industrial city); the laws and regulations at the national
and regional level regarding ITS; the traffic safety and traffic management statistics of
the city; and the conditions of the current public transport system.

The tools suggested by the methodology were used to identify the most relevant
stakeholders and their needs. Later, a priority analysis of their needs were done, reducing
the number to 17 needs, among them: reduction of accident rate, compliance with traffic
regulations by drivers and pedestrians, and traffic information at critical points.

For determination of service packages considered in the ITS architecture for
Popayán, prioritized needs of stakeholders and special considerations identified in the
context of the city were taken into account. Finally, 35 service packages (33 selected
from more than 100 service of ITS American reference architecture and 2 more from
other architectures) were taken into account for the ITS architecture for Popayán.
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Then, each one of the components (functional and physical) of the architecture was
identified. With these components, the views of the ITS architecture were designed.
The functional view allows identify the selected processes and relationships between
these processes. For general physical view of the architecture (obtained from functional
view) presented in Fig. 2, the actors of the system, the subsystems, and the physical
objects are taken into account. The general physical view (adapted from ARC-IT
physical view) allows visualizing proposed “subsystems” and within each subsystem,
the physical objects that it includes. Through them, the selected services are provided.

The advantages of the proposed methodology and its application in the city of
Popayán, with respect to the reference ITS architectures and their application
methodologies, are presented in the discussion and conclusions of this document.

4.3 Design of Intelligent Mobility Services for the City of Popayán

As previously mentioned, for the design of mobility services, the facilitating tech-
nologies were first identified to implement the ITS architecture of the city of Popayán
and it was determined that the IoT was the adequate technology to do so.

With the adequate IoT architecture to implement a system (based in [25] mainly),
an ITS architecture adapted to the IoT technology was obtained (presented in Fig. 3).

As previously mentioned, two services were selected (PT01 and TM05) to perform
its detailed design, according to the parameters previously indicated. To define the
“detailed diagram” of each service, the architecture presented in Fig. 3 was taken into
account, to determine which objects should be considered and what changes should be
made. In addition, the diagrams of the physical architecture proposed by ARC-IT (main
reference architecture) were reviewed (as presented in Fig. 4 for service PT01).

The “detailed diagram” for the service “PT01” is presented as an example in Fig. 5.
Next, physical and logical objects, from each “detailed diagram” of the services,

were described, presenting the specific functionality to be developed. In addition, it was
determined with what elements (hardware, software, communications, interactions) the
service could be designed. With elements and functionality described, the “specific

Fig. 2. Physical view, general ITS architecture of Popayán (adapted from ARC-IT [6]).
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Fig. 4. Detailed physical architecture of PT01 service. Source: ARC-IT [6].

Fig. 5. “Detailed diagram” of the service “PT01”.

Fig. 3. ITS architecture adapted to IoT, developed using physical view (Fig. 2) adapted to [25].
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design diagram” of each service (named in this way by the authors) was made, indi-
cating the type of elements to be used, their physical location and the information
flows. As an example of the “specific design diagram” of the service, the diagram made
for the PT01 service is presented in Fig. 6.

From Fig. 6 it is important to highlight the hardware elements used in the “Transit
vehicle OBE (On Board Vehicle)” which are: a microcontrolled card (with access to
Wi-Fi) to which a GPS (Global Positioning System), and a humidity and temperature
sensor are connected.

5 Discussion and Conclusions

Our methodology for the design of an ITS architecture for an intermediate city of a
developing country and its application for the city of Popayán, have some advantages
with respect to ITS reference architectures and standards. The ITS architecture
developed for the city of Popayán applying the methodology can be used directly for
an intermediate city with similar characteristics (in Colombia or another developing
country); while international reference architecture and standards have too large scope
and a context of development (economic, technological and cultural) totally different.

Fig. 6. “Specific design diagram” of the service “Public transport vehicle tracking”. Developed
by authors using “detail diagram” (Fig. 5) and selected technology.
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If the intermediate city (of a developing country), for which it is wanted to design
an ITS architecture, has some characteristics that differ considerably from the city that
is taken as an example (Popayán), it is possible use the proposed methodology to
develop another version of ITS architecture that will be more adjusted to the context.
The use of the methodology proposes the revision of several reference ITS architec-
tures, not just one, which allows to use the best features of each one. Additionally, the
detailed analysis of the city context allows an adequate and focused reduction of the
services and components of the architecture.

The detailed process for the design of mobility services using the recommended IoT
technology can be used starting from ITS architecture designed for Popayán (if it
applies) or from another ITS architecture that is designed more precisely.

It should be considered that although the design of mobility services is a significant
step, the development process of these services and operation tests is very important, to
evaluate if the architecture developed for the city meets the requirements and allows
obtaining services really integrated and interoperable.

As conclusions of the work we have that the identification and consideration of the
particular conditions of an intermediate city of a developing country is a fundamental
step to formulate an adequate ITS architecture, because it determines some important
restrictions to be taken into account, among which are the selected services. Besides, a
city that makes an incremental deployment of its portfolio of mobility services requires
a reference architecture that allows the integration and interoperability of services.

The city of Popayán has a large number of challenges regarding mobility; among
others, the road infrastructure is necessary to improve and expand it, the new means of
public transport must be implemented, and compliance with traffic regulations to be
improved. Some of these challenges can be achieved with help of mobility services, for
which it is relevant to be able to continue with works related to the subject.

As future work is expected that a pilot of the services designed be developed, in a
controlled environment. Besides, the collected data and results obtained must be pre-
sented with the aim of contributing to improvement of mobility of the city, which can
result in the reduction of current traffic accident rates and an improvement of traffic.
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Abstract. The vulnerable population with motor and cognitive disabilities in
our country confronts daily to endless number of situations that transgress its
rights and possibilities to carry on a dignified life. This way we implement a
prototype of a web application using Ajax, JSON and REST technologies with
the aim to avoid overloads and response times in the remote server and allow to
improve the reliability, speed and veracity of the information, beside to can
integrate and store the basic information of the patients, treatments performed
and progresses in the rehabilitation of population with different kind of motor
and cognitive disabilities.

Keywords: Disabilities � Cognitive � Rehabilitation � Web � JSON
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1 Introduction

According to statistical data from the National Administrative Department of Statistics
(Dane) [1], in Colombia there are 2’624,898 people with some type of disability,
equivalent to 6.3% of the population.

However, the Register of Location and Characterization of Persons with Disabili-
ties (RLCPD) created by the Ministry of Health and Social Protection presented in
August 2014, that in the country only about 1’121.274 have been registered with a
disability in banks of data. According to these governmental data on disability issues, it
can be inferred that they are almost 50% far from reality and that they are far from
reliable, since neither the same governmental entities of national and municipal nature
know exactly how many people disabled exists in the country and much less in the city
under study, in addition to factors of great importance such as: The conditions in which
they are, recovery treatments they have received and progress made, for these factors is
that the importance of the project is makes it so obvious, since it will allow to unify and
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consolidate key information in an online system that can meet the search and query
requirements of relevant information of the disabled population by governmental and
private entities that allow to know the reality of these people and based on the results
found design policies and programs for to improve their quality of life [2].

Complementing the above, to know the situation of people with cognitive dis-
abilities through the prototype of a Web application using Ajax technologies, will
optimize response times and avoid server overload, since only the requested infor-
mation will be supplied without using non-essential resources such as all the load of the
page, in addition the fact that the site is hosted in the cloud will allow its total
availability at any time and day that a consultation is necessary.

Therefore, consulting updated, reliable and truthful information from public and
private organizations is essential, since it would allow public and private policies
focused on the disabled population to be more effective and allow them to have a better
quality of life, from projects or strategies of inclusion and coverage in mobility, edu-
cation, sports, work and health [3].

2 Research Methodology

2.1 Research Approach

This research work is based on two parts, the methodological or investigative part
complemented with the disciplinary part. The first part is established under the fol-
lowing parameters:

1. Selection of the research topic
2. Design of information gathering tools
3. Application of information gathering tools
4. Processing of information
5. Description, analysis and interpretation of the data collected

Regarding the disciplinary part, we have the following stages or phases:

1. Analysis stage: Establish the functional and non-functional requirements of the
prototype.

2. Design stage: Architectural design of the prototype
3. Stage of software development: Routines for programming modules and interfaces
4. Maintenance stage: Modification of components and correction of errors.

2.2 Compilation of Information

The development of the proposed prototype is carried out in the rehabilitation insti-
tution called “Reina Sofia Foundation” of the city of Ibagué (Tolima), where the
institution works with patients with cognitive disabilities (especially patients with
Down syndrome, autism and cerebral palsy). For the collection of information, the
problem was addressed from several aspects, among which the following stand out:
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• The psychological (Psychologist of the foundation)
• The cognitive (Special education graduate)
• The physical or motor (Physical Therapist)

Once the technical requirements have been determined, it is necessary to apply the
criteria established by Wright [4], to obtain the “what”, “how” and “why” of the
proposed research in order to carry out the software application (Fig. 1).

2.3 Processing of Information

The development of this point will focus on the 3 aspects dealt with at the information
collection point, since based on the information provided by the professionals inter-
viewed, we have an information survey according to the planned objective.

Psychological Aspect: By conducting the interview with the psychologist of the
foundation we could establish that the management of this type of population is quite
complex, since there are different types and degrees of disabilities, often these
pathologies are innate or acquired. The cognitive development of this type of people is
slow and sometimes they regress, losing all the advanced terrain.

Cognitive Aspect: Through the interview conducted with the graduate in special
education, we were able to determine that patients with Asperger syndrome are people
who are too intelligent but who have difficulties communicating. There are three types
of disability: low, medium and high.

Engine Aspect: By conducting the interview with the physical therapist we could
establish that children with Down syndrome have spinal problems, their neck is very
short and can be easily injured, they should handle activities such as: running, but not
spinning or anything similar, and other pathologies such as hypermobility, which
consists of the exaggerated increase in mobility in the joints, reaching this type of
patients to a greater degree of flexibility than the rest of the population.

Fig. 1. Research methodology applied
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2.4 Application Architectural Design

In terms of software engineering, one of the most important and important phases is
design because it allows answering the question of what is the system going to do?

Therefore, it is vital to develop a design methodology that allows us to visualize the
interaction between the different components of the system, for this purpose we have
opted for the object-oriented methodology [5], since it allows us to have a global vision
of the system and in a more detailed way obtain a more specific view of key com-
ponents of the system and the relationships between them.

The design have two phases:

Architectural: It focuses on the representation of the structure of the components,
properties, relationships and interactions of the software.
Design data: Where we facilitate the representation of the data components of the
architecture.

In addition, it is important to determine the advantages and importance of this phase
in the software development process, as follows:

• Facilitate communication among stakeholders in the different stages of system
development.

• Determine the first design decisions that will have a profound impact on all software
engineering work.

• It is an integral model of how the system is structured and how its components work
together.

The architectural design is an ideal scenario for the use of UML (Unified Modeling
Language) [6], since among its main advantages we have: It is a standard language for
building plan software, in addition to allowing us to visualize, specify, build and
document the artifacts of the system.

2.5 Functional Requirements

Component Diagram. The definition of a component is “a modular, deployable and
replaceable part of a system, which includes the implementation and exposes a set of
interfaces” [8], the components form the architecture of the software and, consequently,
play a role in the achievement of the objectives and the requirements of the system that
is going to be built. As the components are found in the software architecture, they
must communicate and collaborate with other components and with entities (other
systems, devices, people, etc.) that exist outside the software’s borders. Next, we
present the component diagram of the proposed prototype (Table 1).
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Web Architecture. The term Representational State Transfer or REST was introduced
and defined in the year 2000 by Roy Fielding in his doctoral thesis. Fielding is one of
the main authors of the Protocol of hypertext transfer (HTTP) versions 1.0 and 1.1. For
the development of the architecture of the proposed application a brief description of
the components is made [9] (Figs. 2 and 3).

• PHP, as a server-side development language
• MYSQL, as a database engine, to store information.
• JSON, as a format for sending information.
• REST, as an architecture to manage the services and elements.

Table 1. Functional requirements of the prototype

No. Requirement Description

RF-1 Register users The administrator of the system will be in charge of
registering the different types or levels of users

RF-2 Modify and inactivate
users

The system administrator can modify the level of access
or restriction for a particular user

RF-3 Register patients The system operator must register each of the patients
with their respective basic data (names, surnames,
registration date)

RF-4 Modify and inactivate
patients

The system administrator should be able to modify or
update patient information, as well as inactivate a
patient if necessary

RF-5 Register disabilities The system operator must enter the types of disabilities
from two broad categories: Cognitive or motor

RF-6 Modification and
inactivation of
disabilities

The system administrator should be able to modify or
update information on the types of disabilities recorded,
as well as inactivate a particular disability

RF-7 Register treatments The operator of the system must enter the different
types of treatments applied to a patient, as well as the
degree of progress or response to the treatment

RF-8 Modify and inactivate
treatments

The system administrator must be able to modify or
update information on the types of registered
treatments, as well as inactivate a special treatment

RF-9 Generate reports The operator must be able to generate a patient report
that includes: Basic data, type of disability, response,
and progress in treatments between certain dates ranges
or through other parameters such as the patient’s
identity document or type of disability
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3 Results

The low efficiency of the state agencies in the handling of the figures on disability in
the country was established, nor the agencies in charge really know the real figures on
disability, this situation allows us to establish the clear abandonment and forgetting of
the state for with the disabled population, which is reflected in the absence of programs
and projects that support the disabled population.

Fig. 2. Diagram of web prototype components

Fig. 3. Web architecture of the application
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On the other hand, it could be established that the management of the disabled
population is quite complex and requires an interdisciplinary group of professionals so
that this work obtains truly significant results. The different types of disabilities (Down
syndrome, Asperger syndrome, Rett syndrome and cerebral palsy, among others) vary
markedly in the treatments applied, but all have in common that they are complex,
expensive and time-consuming and the total availability of the patient’s family, the
group of professionals and the patient as an essential component of said work. It was
evidenced the little use of technology as support for play activities aimed at obtaining
some kind of progress in patients with pathologies such as Down Syndrome and
cerebral palsy.

It was determined that special education institutions such as the one under study are
just beginning to develop and implement some type of computer system [10] that
allows them to keep a record of their patients, the treatments applied and the progress
obtained with each one, from them.

It is necessary to establish that in terms of Web technologies, apart from REST, the
SOAP architecture exists, but it is considered more efficient and lightweight REST
architecture with JSON components for it sent information. A feature of great
importance in the REST architecture, in relation to the HTTP protocol, is the fact that it
has a uniform interface for all WEB resources.

4 Conclusion

We can say that the true figures of disability in our country are not known in their true
dimension by the state organisms in charge of their management, since among them
there are discrepancies by the true figures. In addition, the latest statistics are three or
four years ago which does not allow to clearly show a truly reliable figure.

Cognitive disability occurs in several ways, in some cases occurs shortly after birth
or in certain cases such as Down syndrome occurs from birth, disability occurs in three
phases or types: mild, medium and high, Through the study it was established that the
interaction with this type of population is complex and the results of the treatments are
perceived in the medium and long term, often the patients involute and the treatments
applied are not effective or produce few results. There is a need to support this type of
population by developing applications that allow the patient to interact with activities
that stimulate their auditory, tactile and visual senses.

The use of the technologies that make up Ajax, allow to reduce considerably the
overload of the servers and also load a page only the necessary information, becoming
an excellent alternative for the development of lightweight and fast Web applications.
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Abstract. Epilepsy is characterized by the recurrence of epileptic seizures that
affect secondary physiological changes in the patient. This leads to a series of
adverse events in the manifestation of convulsions in an uncontrolled environ-
ment and without medical help, resulting in risk to the patient, especially in
people with refractory epilepsy where modern pharmacology is not able to
control seizures. The traditional methods of detection based on wired hospital
monitoring systems are not suitable for the detection of long-term monitoring in
outdoors. For these reasons, this paper proposes a system that can detect gen-
eralized tonic-clonic seizures on patients to alert family members or medical
personnel for prompt assistance, based on a wearable device (glove), a mobile
application and a Support Vector Machine classifier deployed in a system based
on cloud computing. In the proposed approach we use Accelerometry (ACC),
Electromyography (ECG) as measurement signals for the development of the
glove, a machine learning algorithm (SVM) is used to discriminate between
simulated tonic-clonic seizures and non-seizure activities that may be confused
with convulsions. In this paper, the high level architecture of the system and its
implementation based on Cloud Computing are described. Considering the
traditional methods of measurement, the detection system proposed in this paper
could mean an alternative solution that allows a prompt response and assistance
that could be lifesaving in many situations.

Keywords: Epileptic seizure detection � Wearable � Electromyography
Cloud computing � Accelerometry

1 Introduction

Epilepsy is considered one of the most common neurological disorders of the central
nervous system and, according to the World Health Organization, it affects almost
sixty-five million people worldwide [1]. One percent of the population of the world has
epilepsy.
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In countries where optimal treatments and adequate health conditions are available,
it is estimated that 70% of patients respond to the medication to control the symptoms,
and the remaining population have seizures that are not controlled by medications [2].
These patients diagnosed with pharmacoresistant epilepsy usually present a diminished
life quality and an increased mortality rate. In Colombia, approximately 1.3% of the
population suffers from epilepsy, a disease that represents 0.8% of the causes of
mortality in the country [3]. One of the main symptoms of epilepsy symptoms are
convulsions, which consist of compulsive repetitions of involuntary movements that
can affect a part of the body (partial seizures) or its totality (generalized seizures),
which leads to a series of adverse events that go from memory loss for a few seconds
and wandering around, to falling to the ground and shaking abruptly [4]. 30% of the
population with refractory epilepsy do not have a method to avoid or reduce epileptic
seizures, which increases the risk of the patient in case of suffering a crisis in an
uncontrolled environment during their daily life and without help from their caregivers.

For the reasons aforementioned, we believe that the implementation of an e-health
system that allows family members and caregivers to know about the patient’s con-
dition [5], and be notified in time of the patient suffering a tonic-clonic crisis and
his/her location, can help people with epilepsy to receive a quick response and assis-
tance, improving the patient’s care and, consequently, could be lifesaving for them. In
this paper we present the prototype of a wearable device for epileptic (GTCS) episode
detection. The device is based on a glove with two sensors measuring Accelerometry
(ACC) and Electromyography (EMG). It also contains a Bluetooth module that allows
communication with a smartphone, which is responsible for measuring the patient’s
biomedical data and processing it. The data is analyzed and processed online by a
machine learning algorithm (SVM) working on a cloud computing service. This
algorithm detects GTCS from other activities that may be confused with seizures. If a
GTCS is detected the system sends a text message with the GPS coordinates of the
patient to family members and caregivers. The rest of the paper is structured as follows:
Sect. 2 reviews some previous works and different approaches proposed to detect
epileptic seizures. Section 3 describes the design of the prototype and the training of
the SVM algorithm. The cloud computing based software architecture of the system
and mobile application are described in Sect. 4. Finally, conclusions and future works
are exposed in Sect. 5.

2 Related Work

Conventionally, methods such as Electroencephalography (EEG) have been used to
detect and diagnose epileptic seizures in patients. By analyzing the information on the
recorded brain activity of the EEG signals, it is possible to detect epileptic seizures [6].
However, these types of procedures are exhaustive and complex, mainly carried out
under appropriate clinical settings [7].

Today, there are also some companies that have developed commercial products
with the objective of monitoring patients with epilepsy and notify the family and
caregivers before the event of a convulsion activity.
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For example, the Smartwatch Embrace [8] designed by scientists at the Mas-
sachusetts Institute of Technology (MIT) allows to monitor variables such as psy-
chological stress status, as well as EDA measurement in the patient and notify the
smartphone of the family and caregivers. Bioalert [9] is a mobile application developed
by the Android Wear family of smartwatches, which is based on accelerometers for the
detection of crises, it has the functionality of sound alert and notification if abnormal
movements are detected. Emfit [10] is a monitoring system in bed, for the detection of
patient movements during sleep at night. The device consists of two sensors that are
located under the mattress. Other companies such as Bioserenity [11] have developed a
vest and cap with a configuration with EDA, EEG and EMG sensors for the diagnosis
and monitoring of patients, which provide a more elaborate solution for the analysis of
epileptic crises in patients within a controlled medical environment.

Epileptic seizures are generally known to generate a series of repetitive and com-
pulsive movements involuntarily in the patient. With the advancement of wearable
sensors and protocols such as Wireless Body Area Networks (WBAN), many projects
have been proposed focused on the development of viable solutions for the analysis of
movements based on Accelerometry to identify epileptic seizures [8]. However, the
main challenge is to differentiate convulsions from repetitive daily activities that the
patient performs in different scenarios [6].

In this paper, we report the development of a wireless wearable system to detect
generalized tonic-clonic seizures (GTCS). The key contributions of this work are 2
topics: (1) Our prototype focuses on long-term movement monitoring (ACC) and
muscle activity (EMG); (2) the implementation of an epileptic seizure detection system
using a machine learning SVM algorithm, which analyzes and processes in an
ecosystem based on a Cloud computing platform.

3 System Description

In this section, we present the prototype design and construction, as well as the android
application needed to send patient data and be able to make the preprocessing and
feature extraction of epileptic information, then we describe the SVM algorithm with
its cloud architecture.

3.1 Prototype Elaboration

Figure 1 shows the prototype and how the hardware components are embedded in a
glove which the patient uses on the forearm. The garment was made with Elastane and
Neoprene, materials that allow a life-long use in different environments of the patient’s
daily life, as well as being comfortable to use in conditions such as sweating.

Elastane contributes with humidity absorption [12] and protects the circuit from the
user’s sweat; besides, it is a material with highly elastic properties which allows it to be
easily conditioned to the forearm of the user.

Neoprene is also elastic [13], and has electric and thermal insulation faculties that
provide circuit protection from chemical agents. Additionally, Fig. 1 shows the two
belts that were included for adjusting the glove to the measure of the forearm of each
user.
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3.2 Hardware

Our system consists of a pair of sensors capable of collecting data on the muscular
activity of the forearm and vibrations. To do this, we use Bitalino Freestyle BLE (r)
evolution open source board, which includes a kit of biomedical sensors to work with.
The Bitalino Freestyle board is based on the ATMega328 microcontroller which works
at 20 MHz, we have 2 Kb of RAM memory, 1 Kb of ROM and 32 Kb of Flash
memory. It is especially designed for development of wearable devices and smart
fabrics [14]. This MCU can acquire and control up to 6 analog inputs, 1 analog output,
2 digital inputs channels up to 1 kHz of sampling rate. It is very light and has low
energy consumption. It comes with a separate kit of components and sensors that can
be integrated according to the project. For this project, the board is in charge of
collecting the data from the sensors, and transmitting it to the smartphone via Blue-
tooth. We opted to use the Bluetooth LE module due to its low battery consumption,
allowing the prototype’s prolonged operation during the day.

The EMG and ACC sensors have their respective conditioning stages that allow the
reduction of noise and deliver their output to the MCU. For the measurement of EMG
we used a set of 3 Ag/AgCl electrodes for the measurement signal of the negative,
positive and reference location in the forearm muscle. The conditioning stage of the
EMG has a gain of 1009, a common mode rejection of 86 dB, this stage has a band
pass filter of 25–480 MHz which is the bandwidth of the striated muscles. The EMG
stage operates at 3.3 V and consumes an approximate 0.17 mA. The ACC sensor reacts
to sudden movements, shock movements and progressive movements as well, it
enables the measurement of these 3 axes and it works at a range of ±3 g, as well as a
low pass filter of 50 Hz. It consumes 1.8–3.6 V and about 0.35 mA. For the data
transmission to the smartphone, we use a Bluetooth device.

The Bluetooth has a baud rate of up to 115200 Kbs, it consumes 2.4–3.6 V and
approximately 18 mA. In addition, the module BLE is compatible for communication
with diverse platforms through its APIs. Finally, the system needs a Li-Po battery of
3.7 V and 500 mAh.

The Fig. 1 (right) shows the prototype during its elaboration. As we can see, the
elements have been assembled adjusting to the morphology of the forearm. The circuit
component is composed by the power block supply, ACC and EMG sensor, and the

Fig. 1. Wearable sensor prototype. (a) View from outside. (b) EMG and EDA Electrodes.
(c) Bitalino boards and electrodes inside the glove.
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BLE module has been assembled with Neoprene which compose the inner part of the
glove. The external part of the glove is covered with Elastane, the Ag/AgCl electrodes
were placed for direct contact with the skin, based on areas where better EMG readings
were obtained in the forearm [15] as we can see in Fig. 1 the On/Off switch of the
prototype, so users can manipulate it.

For the data transmission to the smartphone, we use a Bluetooth device. The
Bluetooth has a baud rate of up to 115200 Kbs, is fed with 2.4–3.6 V and consume
approximately 18 mA. In addition, this module BLE is compatible for the communi-
cation with diverse platforms through its APIs.

Finally, the system needs a Li-Po battery of 3.7 Volts and 500 mAh

3.3 Software

Figure 2 shows the design of the architecture and the operation of the system in each of
its stages. The software architecture starts with a mobile application that enables
connection with the glove and capture patient data provided by sensors. The infor-
mation is sent to an application web server that hosts an SVM machine learning
algorithm, which classifies patient’s data on-the-fly in order to predict whether or not a
tonic-clonic seizure is occurring. In case that the patient is suffering a seizure attack, a
request is sent to the text message server which integrates a database server where the
numbers of the relatives and associated medical personnel are stored for each patient.
Finally, a SMS message is sent to them with the patient’s location.

Fig. 2. System architecture
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We developed an application on Android called “Seizure App”, whose interface is
shown in Fig. 3 where the patient can create an account in the system and connect with
the glove (Fig. 3c). The application receives the data from sensors, sampled at a 1 kHz
rate, then this information is stored in a data window of 5 s which is equivalent to
1750 samples of data. After that, a preprocessing stage is performed using the Android
multithreading, making a feature extraction of data in order to send this to the SVM
algorithm hosted in the cloud. Once the SVM classifies the patient’s data, a message is
returned to the application, if a convulsion is detected, the phone coordinates are
captured and sent to the SMS server along with the patient’s id to determine the
telephone numbers of relatives and caregivers associated to this patient.

A Support Vector Machine (SVM) algorithm was developed using the Machine
Learning Scikit-Learn library in Python with other scientific libraries given by Ana-
conda environment such as Numpy, Scipy for matrix operations. The algorithm
receives the extracted characteristics from Seizure App, such as maximum, minimum,
media and variance. This data is classified by SVM with a linear kernel which predicts
between epileptic seizures and non-seizure activities. A cloud computing platform was
used for the detection system. To this effect, a Docker container is used to provide the
SVM with a Python ecosystem provided by Anaconda, and it is hosted by a web server
with the Flask framework. The Linux container is executed 24/7 on a machine provided
by the Heroku service.

Fig. 3. Application interface views.
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4 Experimentation

4.1 Movement Patterns

Since we didn’t have access to epileptic patients, the experimental phase was carried
out with healthy people, who simulated the movements of a GTCS according to
patterns reported in previous works. A GTCS includes a tonic phase and a clonic phase.
In the first one, volunteers contracted and hardened the forearm muscles. In the second,
they made repeated contractions of agonist and antagonist muscles of the same area.
We used the forearm because literature reports that in a GTCS, the superior members of
the body are a zone where the effects are greatly seen.

In the tonic phase we expected more response in the EMG signal than in the ACC
signal. Due to muscle hardening, the EMG signal appears as a constant contraction
pattern due to the high frequency contraction with little changes in the ACC amplitude.
In the clonic phase we mainly big changes in the amplitude of the ACC are seen, due to
the contraction of the agonist and antagonist muscles, but with slow EMG frequencies.

To simulate the GTCS, it was important to investigate the thresholds of the signals,
and if it could be possible to simulate them. The results of the literature research
concluded that it is possible to simulate similar conditions of a GTCS, but in some
cases the behavior of the EMG in the tonic phase cannot be reached because of the high
hardening contraction level of the pathology. Literature says that although the high
amplitude in EMG cannot be reached, simulating the pattern can help to develop
detection systems [16–19].

4.2 Setup and Results

This section shows the results of the system implementation and test. We have col-
lected data with the device in 23 healthy volunteers to build a training dataset and used
a separate group of 12 healthy volunteers to validate the system. The validation group
consisted of people of ages between 22 and 54, 7 male and 4 female.

They carried out activities common in daily life which can be confused with
seizures, as well as simulations of an epileptic activity based on a series of movement
patterns characteristic of a GTCS [16].

Each type of task in Table 1 was repeated 5 times, indicated by n. For example,
each volunteers repeated the tonic-clonic test up to 5 times during the construction of
the dataset. The type of activity discriminates if the prototype should send an alarm or
not. Positive activity is the type we wanted to detect (a GTCS) while negative activity
is the one that could be a false alarm.

In the Table 2 is reported what activities generated a false alarm. We think is
possible that the laterality could affect the results; we included the laterality of the
subjects for posterior investigations that could use this project as a reference. The
sensitivity and specificity rates were 100% and 60.4% respectively. We think is pos-
sible to have a higher specificity rate adding more subjects, trying with more charac-
teristics and adding EDA to the detection system. In the Table 3 was included the rates
of the test.
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Figure 4 shows the operation of the system in real conditions, where a seizure was
simulated while traveling in a public vehicle and a SMS message is sent to a family
member. It was also found that the maximum continuous operation time of the pro-
totype was 19 h.

Table 1. False positive activities, and simulation of epileptic seizures.

Activity Duration Positive or Negative

Rubbing hands (n = 5) 10 s Negative
Shake a drink (n = 5) 10 s Negative
Brush teeth (n = 5) 10 s Negative
Clean the shirt (n = 5) 10 s Negative
Running, walking (n = 5) 20 s Negative
Tonic-clonic phase (n = 5) 60 s Positive

Table 2. Results of the test.

Laterality Subject
#

Sexuality
(M: Male;
F: Female)

GTC
detected

False alarm activities (B: Brush teeth;
C; Clean the shirt; R; Rubbing hands;
S: Shake a drink;)

Left 1 M Y B
Left 2 M Y None
Left 3 M Y None
Right 4 M Y None
Right 5 M Y None
Left 6 M Y C
Right 7 M Y R, C, S, B
Right 8 F Y C, S, B
Right 9 F Y C, S, B
Right 10 F Y S
Right 11 F Y S, B
Right 12 F Y R, C, S, B

Table 3. Rates of the test.

Classification
Positive Negative

Real Positive 10 2 Sensitivity 83.3%
Negative 19 41 Specificity 68.3%

Automated Epileptic Seizure Detection System 211



5 Conclusions

The system proposed in this document can detect specific seizure activity, namely
generalized tonic clonic seizures, in patients with epilepsy. This work focused on two
important areas: (1) the design of a long comfortable device and (2) the implementation
of a cloud-based platform system for detection seizure attacks. The results obtained so
far involve healthy volunteers simulating a GTCS movement pattern.

Therefore, further investigations require working with epileptic patients in order to
improve the reliability and accuracy of the proposed seizure detection algorithm.

However, the limited results presented here indicate that the algorithm offers
promising detection results. In addition, our proposed approach of a cloud-based
system to record seizure data of various patients with epilepsy seems to be practical and
efficient. According to our results the sensor can work continuously for a period of 19 h
without charging the battery, and can extend its use with a Li-Po battery with more
capacity.

Our next step is to perform tests in epileptic patients and include more frequency
features that may improve the performance and accuracy of the seizure detection
algorithm. Also, we intend to further integrate and miniaturize the wearable system.
Moreover, we plan to develop a management system in which doctors can visualize
storical seizure data from patients in order to improve their treatment.
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Abstract. This paper analyzes Internet of Things (IoT), its use into manufac-
turing industry, its foundation principles, available elements and technologies
for the man-things-software communication already developed in this area. And
it proves how important its deployment is. Describes a proposal of data archi-
tecture of the Internet of things applied to the industry, a metamodel of inte-
gration (Internet of Things, Social Networks, Cloud and Industry 4.0) for
generation of applications for the Industry 4.0, and the manufacturing moni-
toring prototype implemented with the Raspberry Pi microcomputer, a cloud
storage server and a mobile device for controlling an online production.

Keywords: Industrial Internet of Things � Data mining � Modeling
Industry 4.0

1 Introduction

Thousands of millions of physical elements and objects will be equipped with different
types of sensors and actuators, all of them connected in real-time to internet through
heterogeneous networks. This will generate high amounts of data-flows [1] that have to
be stored, processed and shown to be interpreted in an efficient and easy manner. Here
is where IoT and Cloud computing integration permits that this huge amount of data
can be stored in internet, keeping resources, services and data available and ready to
use and for end-to-end service providing [2] both in the business and in the consumer
field, from anywhere. It provides the virtual integration infrastructure for storage
devices, analysis tools, monitoring and platform. The Internet of Things has been
catalogued as heterogeneous and ubiquitous objects, all interconnected between them
and communicating with each other via the Internet [3].

The Internet of Things counts on sensors or scattered objects to generate infor-
mation from any accessible site or inside a machine. Thus, it requires the intercon-
nection of these heterogeneous objects via the Internet [4, 5]. Here is found the
importance of Smart Objects: physical objects with an embedded system that allows
information processing and communication with other devices, and also the processes
based on a certain action or event [6]. However, all of these complex systems present a
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problem when connecting the Smart Objects due to the differences between software
and hardware used for each process [7].

Due to the enlargement of the IoT and the Cloud Computing application devel-
opment, technological problems decrease and an expansion of services is created in an
industrial context [8]. This paper outlines the need to integrate the IoT, sensors,
actuators, social networks and computing in the cloud. It will enable to build the
Industrial Internet of Things (IIoT) up.

2 Architecture of Industrial Internet of Things IIoT

The different IoT architectures proposed have not converged to a reference model [9] or
a common architecture. In current literature, several models can be found, as can be
seen in Fig. 1 [10]. The basic model has three layers (layer application, network and
perception). It was designed to address specific types of communication channels and
does not cover all of the underlying technologies that transfer data to an IoT platform.
Other models based on four layers (layer of sensors, network, services and interfaces)
are designed in the context of industry 4.0 [11].

2.1 Proposal for IIoT Architecture

In the context of Industry 4.0, a prototype of IIoT platform in 5 layers is presented
pursuing the integration of sensors, actuators, networks, cloud computing and tech-
nologies of the Internet of Things (Fig. 2):

• Sensing layer
• Databases layer
• Network layer
• Data response layer

Fig. 1. IoT architectures [10].
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• User layer
• Sensing layer: This layer is composed by several types of devices. It directly

determines the implementation and production of the specific data type. From a
functional perspective, it is responsible for various activities such as manufacturing,
transport, mobility, logistics, and data collection from sensors or other devices. The
detection layer is integrated with the available hardware objects to detect the state of
the things.

• Databases layer: Composed of physical databases and virtual databases. The
physical databases use a common set of SQL and nonSQL (object). It enables easy
integration with external applications, so that should not be dependent. In this
architecture, there is little reliance on proprietary database features, such as stored
procedures and triggers. IoT data come from sensors and devices, where the data
can be collected and processed in real time.

Virtual data bases allow to expose schema and customized abstract data. Data
abstraction approach provides logical link to the database in the network node, where
the data are logically and physically separated and can be accessed from a single virtual
schema. These abstract databases can be placed inside containers, based on the needs of
the problem domain. Here, the acquired data are stored without processing (Figs. 3, 4
and 5).

Fig. 2. Proposal of integration architecture
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• Network layer: The network layer is the infrastructure that supports connections
between things through cable or wireless. IoT network layer, connects all things and
enables them to know its environment. Through this layer all data are shared with
all connected things. The network layer adds data from existing IT infrastructure.
Here, the interaction between the Sensor layer and the User layer takes place. Also,
it manages sensors and actuators and provides information to the next layer. In
industry 4.0, the provided services are personalized according to the requirements of
the application.

• Data response layer: This layer is a data set that can be assigned to devices and
applications. It maintains the persistence of other layers. It focuses on providing
automatic responses and it learns as it processes the response. Here, the processed
data are maintained. Data are stored in a way that makes the physical database
updated as stated by the user. All data received from the sensors are processed in the
network node. The cloud-based components, the components near IoT devices and
sensors are paired logically.

Fig. 3. Physical databases and virtual databases

Fig. 4. Data response layer.
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• User layer: In this layer, the API are used for application design. Within industry
4.0, they preferably are ERP applications, which allow the monitoring of raw
material, equipment failures, quality control and programming and production.
Here, several services are provided, such as data compilation, transmission data
processing. This layer is based on the Middleware technology, which is important in
enabling of IoT services and applications, assisting in the recycling of software and
hardware.

2.2 Prototype

Within the industry 4.0 framework, the developed prototype is applicable to perform
the automation of manual processes within the different productive activities in any
type of industry. It implies improvements of the availability of information and its
security, facilitating the flow of the information and improving the decision-making
process on the implementation of corrective and preventive actions. For an intermittent
system (the activation of the system depends on the change in the measurement
variable). The collection of slightly relevant information is almost zero and the pre-
sentation of the critical information is presented in an organized and systematic way,
thereby improving data mining.

Fig. 5. Data architecture for the Internet of Things.
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The advantages of deployment of this class of prototypes within productive pro-
cesses or for tracking products [12] relates to the decrease in uncertainty and mea-
surement errors. In addition, the possibility of implementing a measurement process
has an advantage over an interrupted manual measurement. Also, by creating processes
of traceability of data and information that did not previously exist (without the
intervention of the human resource) given that the gathered information is continually
pushed towards the Big Data or cloud computing for its consolidation.

The communication environment, subject of the surveillance system, allowed to
monitor several variables. For this purpose, four sensors were used. They allowed to
determine the flow of products in a production plant. The presence of gas in the
complex, the alignment and stability of the equipment and the existence of contact
between a person and the prototype. The information on changes in the status of
sensors was processed in a microcomputer Raspberry Pi [13] (Fig. 6).

A communication object-object between the Raspberry Pi and a mobile device was
deployed with the purpose of establishing the synchronization of data directly to the
user via smartphone or tablet. It was achieved through the connection established
between the Raspberry Pi and the storage server in the cloud. The prototype has the
following features:

• Use of technologies of sensors: The prototype uses different sensors for the
detection of “strange” elements in the working environment. Then it initiates
capture and data communication. The sensor acts like a link between what happens
in the process and the user.

• Data collection at any time: the prototype does not restrict the capture of images and
is always aware of each movement in the area where the system is deployed.

Fig. 6. Data flow in the proposed system
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• Data Transfer: it is possible to transfer data within the communication network that
is composed by the user (via a mobile device) and the physical system (Raspberry
Pi) through cloud computing.

• User interface: the prototype can communicate with the user through well-known
platforms or server storage.

• Functional Independence: the prototype works automatically independently of the
user, since the capture of data and their transfer functions are carried out only with
the activation of a sensor and a wireless network.

• Communication with the mobile device: the system does not require direct inter-
vention to the hardware or software to operate. The communication is conducted
under the principles of communication machine-to-machine, in which the micro-
computer Raspberry Pi and the sensors are the prototype and the mobile device is
the terminal that enables communication with the user through a server and a
communication network. The collected data are transferred from one machine to
another in the same way, disregarding which sensor is in use.

• Total availability of data: the system generates a communication network that
allows the access to the user in any place and consultation of data at any time, due to
the connection of the physical prototype (Raspberry Pi) with the server online.

3 Tests of the Prototype and Results

The connectivity solution for users is based on a full Mesh topology over the MPLS
data network, a redundant internet connection of 10 Mbps is proposed, a main 1 Gbps
data channel and backup, these circuits concentrate all the traffic that comes from the
data channels of the different sensors, each one is configured with a bandwidth of
8 Mbps. All services have a router equipment, which is responsible for directing traffic
according to the needs of the client.

The user can check the status of their links through the web platform e-services
through the basic monitoring tool delivered by default with the services. The external
CCTV solution is based on the use of surveillance cameras, which use data channels of
8 Mbps each, to interconnect the four (4) NVR equipment, these are responsible for
receiving and processing the images to be delivered to the user in the best conditions
for handling them. It is proposed to maintain processing and storage capabilities
capable of handling large amounts of data. The services are provided in common
infrastructures, segmented and delivered separately to each user as a service.

• Virtual Servers: Virtualized servers for specific destination.
• Storage and Backup: Storage capacities decentralized platforms, and backup

capabilities in centralized platforms defined by the user
• Networking: Both physical and virtual connection points are provided to inter-

connect the offered capacities.
• Security: IPS, Firewall, v DC capabilities in centralized platforms defined by the

user.
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The proposed solution is based on infrastructure as a service, which provides access
to computing resources located in a virtualized environment, through a dedicated
connection, the resources offered consist of virtualized hardware or processing
infrastructure. The solution offered must meet with high availability (Figs. 7 and 8).

4 Conclusions and Future Work

The technology itself is not the main obstacle for the implementation of IIoT; the
interfaces of interoperability of the systems belonging to different providers are, that
hinders its adoption. The achievement of interoperability requires standardization of
interfaces for interaction between different components of the system.

IIoT is the combination of computing technologies, communication and micro-
electronics. Thus, there are many interfaces between hardware, software and network
components. In the context of the industry 4.0, the proposed architecture let establish
communication networks between objects and people that permit the flow of infor-
mation in two ways, with minimal intervention in the network. Communication net-
works focus on direct and comprehensive transmission of data.

Fig. 7. Visualization of images by the data center

Fig. 8. Speed of data flow in the sensors
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The change in the way of gathering and storing the information, as much as the use
of sensors, requires a change in the technology. IIOT can register automatically, pre-
cisely and timely several parameters of the production process. The traditional
industrial production performs the communication between machines via the M2M
technology, but the IIOT can achieve connections between people, machines and
physical objects. Nevertheless, in the IIOT environment, the function and the yield of
communication devices are different. Some applications need a high performance in
real-time, while others do not. Some application tasks are executed periodically while
others are activated by events. These characteristics increase the complexity of the
actual applications of the IIOT.
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Abstract. This paper presents preliminary results for the analysis of
intelligibility in the speech of Parkinson’s Disease (PD) patients. An
automatic speech recognition system is used to compute the word error
rate (WER), the Levenshtein distance, and the similitude based dynamic
time warping. The corpus of the speech recognizer is formed with speech
recordings of three Diadochokinetic speech tasks: /pa-ta-ka/, /pa-ka-
ta/, and /pe-ta-ka/. The data consist of 50 PD patients and 50 Healthy
Controls. According to the results, the recognition error is lower for the
healthy speakers (WER = 2.70%) respect to the PD patients (WER =
11.3%).

Keywords: Parkinson’s disease · Intelligibility · Speech processing
Automatic speech recognition

1 Introduction

Parkinson’s disease (PD) is a neurological disorder caused by the degeneration
of neurons within the brain, resulting in the progressive loss of dopamine in
the substantia nigra of the midbrain [1]. The primary motor symptoms include
resting tremor, slowness of movement, postural instability, rigidity and several
dimensions of speech are affected including phonation, articulation, prosody,
and intelligibility [2,3]. These deficits reduce the communication ability of PD
patients and make their normal interaction with other people difficult. The
most outstanding disturbance is consonant imprecision [4]. In recent years, the
research community has been developing systems that can diagnose and monitor
PD in an objective and non-obtrusive way. As the speech production is one of
the most complex processes in the brain, speech signals have been a focus in
this research. Diadochokinetic (DDK) tasks are commonly included in speech
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assessment protocols as they have shown to be useful in the differential diag-
nosis of dysarthria and even neurological disease. The sequential motion rate
diadochokinetic exercises involve the rapid repetition of syllable sequences, e.g.,
/pa-ta-ka/ [5]. There are different studies that considers DDK exercises analysis
to detect speech problems in PD patients. In [6] the authors present a portable
system for the automatic recognition of the syllables /pa-ta-ka/. The proposed
approach consists of a tablet and a headset to capture the speech signals. The
system was trained using speech recordings from two group of speakers: patients
with traumatic brain injuries and PD patients. The automatic recognition of
/pa-ta-ka/ is performed in the mobile device using an Automatic Speech Recog-
nition (ASR)-based system. Speech impairments are assessed using the syllable
error rate (SER). Similarly, in [7] the authors presented an iOS application that
integrated a speech recognition system for the analysis of intelligibility problems
in PD patients. The corpus of the speech recognizer is formed with recordings of
the syllables /pa/-/ta/-/ka/. The syllable error rate was computed in two group
of speakers: healthy speakers and PD patients. According to the results, the SER
was lower for the healthy group (SER = 1.34%) respect to the patients (SER =
1.67%), however, the analysis of intelligibility is limited to one feature. In [8], the
authors modeled different articulatory deficits in PD patients in the rapid repeti-
tion of the syllables /pa-ta-ka/, and reported an accuracy of 88% discriminating
between PD patients and Healthy Controls (HC). In this work is presented a
ASR system trained with speech recordings of three DDK exercises: /pa-ta-ka/,
/pa-ka-ta/, and /pe-ta-ka/. Additionally, three different features based on the
word error rate (WER), the Levenshtein distance (LD), and the similitude based
dynamic time warping (sDTW) are considered. Furthermore, articulation and
intelligibility features are considered to train a classifier based on the support
vector machine (SVM) approach. Our main hypothesis is that the patients has
more difficulties to produce certain sound during speech, thus, it is possible to
detect those problems considering the DDK analysis.

2 Materials and Methods

2.1 Data

The PC-GITA database is considered for this study [9]. The data contain speech
utterances from 100 (50 PD, 50 HC) Colombian native speakers balanced in age
and gender. Speech signals were captured in a soundproof booth with a sampling
frequency of 44100 Hz and 16 bits resolution. All patients were diagnosed by an
expert neurologist a labeled according to the MDS-UPDRS-III (Movement Dis-
order Society-Unified Parkinson’s Disease Rating Scale). Additional information
from the participants is shown in Table 1. Different DDK exercises were evaluated
in this study to assess the intelligibility of the patients. DDK tasks are based on
the rapid repetition of syllables that require the use of different speech articula-
tors such as lips, larynx, or palate. These exercises increase motor and cognitive
activities in the patients, which make them suitable to assess the neurological
state and the speech impairments of the patients [10]. The DDK exercises used in
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Table 1. Information of the participants from this study

PD patients HC subjects

Male Female Male Female

Number of subjects 25 25 25 25

Age (μ ± σ) 61.3± 11.4 60.7± 7.3 60.5± 11.6 61.4± 7.0

Range of age 33–81 49–75 31–86 49–76

Duration of the disease (μ ± σ) 8.7± 5.8 12.6± 11.6 - -

MDS-UDRS-III (μ ± σ) 37.8± 22.1 37.6± 14.1 - -

this study consist of the rapid repetition of the syllables /pa-ta-ka/, /pa-ka-ta/,
and /pe-ta-ka/. There is a special interest in the assessment of the phonemes
included in these exercises to measure co-articulatory impairments in different
muscles of the vocal tract. For instance, the phoneme /p/ is performed by press-
ing the lips together, the phoneme /t/ is produced by the interaction between
the tongue and the bone obstruction behind the upper front tooth, while the
phoneme /k/ is produced by the interaction between the soft palate and back of
the tongue.

2.2 Feature Extraction

Articulation–These features are designed to model changes in the position of
the tongue, lips, velum, and other articulators involved in the speech production
process. The articulation impairment of the patients are modeled by extracting
features from the voiced to unvoiced segment (offset) transitions, the unvoiced
to the voiced segment (onset) transitions, and voiced segments. The set of fea-
tures include the energy content distributed in 22 Bark bands, 12 Mel-frequency
cepstral coefficients (MFCC) with their first and second derivatives, and the first
two formant frequencies (F1 and F2) with their first and second derivatives. The
total number of descriptors corresponds to 122. Four functionals are also com-
puted, obtaining a 488-dimensional feature-vector per utterance. The complete
description of the articulation features is available in [11], and the code is freely
available1.

Intelligibility–Intelligibility is related to the capability of a person to be under-
stood by another person or by a system. This speech dimension causes loss of
the communication abilities of the patients, producing social isolation especially
at advanced stages of the disease [12,13]. Although extensively reported, impair-
ments in speech intelligibility of PD patients have been analyzed through per-
ceived intelligibility. We perform the intelligibility analysis based on an ASR,
extracting several features to compare the recognized sentence with the real
utterance produced by the speakers. The ASR is trained using the Kaldi frame-
work [14]. The corpus of the ASR considers the words pataka, petaka, and
1 https://github.com/jcvasquezc/DisVoice.

https://github.com/jcvasquezc/DisVoice
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pakata; and several variations found in the recordings, e.g., bataka, patakam,
badaga, among others. The acoustic model is created using a hidden Markov
model (HMM), where each state corresponds to a phoneme. The HMM was
trained with MFCCs with their first and second derivatives. In addition, a lan-
guage model based on tri-grams was considered. An scheme of the ASR system
is shown in Fig. 1. Specific ASRs are trained per DDK exercise. Then, we con-
sider the transcrciptions obtained from the ASR to compute several features
to assess the intelligibility impairments of the PD patients. The computed fea-
tures include the WER, the LD, and the similitude based dynamic time warping
sDTW, proposed previously [11].

Fig. 1. Scheme of the automatic speech recognition system

The WER is the most common measure to evaluate the performance of ASR
systems. We have the hypothesis that PD patients will produce more errors in
the ASR than the HC subjects, producing larger WER. This feature is computed
using the transcriptions generated by the ASR and the original transcription,
according to Eq. 1, where S is the number of substitutions, B is the number
of deletions, I is the number of insertions, and N is the total of words in the
original transcription.

WER =
S + B + I

N
(1)

The LD is a metric used to measure the difference between text sequences.
The LD between to text strings is obtained as the minimum number of single-
character edits required to change one string into the other one. The main dif-
ference between WER and LD is that WER is computed at word level, while LD
is computed as character-level, which may provide a more accurate estimation
of the ASR evaluation. Finally the sDTW was introduced to analyse differences
between two time–series that differ in time and number of samples. The dynamic
time warping performs a time–alignment between two text sequences, then the
euclidean distance is computed between the predicted and the original transcrip-
tions. The distance measure is transformed into a similarity score using Eq. 2.
If the original and recognized transcriptions are the same, the DTWdist will be
zero, and the sDTW will be 1.
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sDTW =
1

1 + DTW distance
(2)

2.3 Classification

The decision whether an speech utterance is from a PD patient or a HC subject
is performed with a SVM with a Gaussian kernel with margin parameter C and
bandwidth of the kernel γ. The parameters were optimized in a grid search with
10−3 < C < 104 and 10−6 < γ < 103. A 10-fold speaker independence cross-
validation strategy is performed, where eight folds are used to train the SVM,
one to optimize the hyper-parameters, and one for test.

3 Experiments and Results

3.1 Intelligibility Analysis

The WER, LD, and sDTW were computed per speakers (PD and HC), using
the ASR system described in Sect. 2.2. Table 2 shows the obtained results for
both patients and healthy speakers. It can be observed that the intelligibility of
the patients is more affected than the HC. In particular, the WER and LD were
lower in the HC group (WER = 2.70%; LD = 11.3 × 10−2), compared to the
other speech tasks. For the case of the sDTW, the highest distance was obtained
for the HC (sDWT = 79.1 × 10−2), which means that there is higher similarity
between the real and the estimated (ASR) transcriptions. These results support
the hypothesis that the patients have more difficulties than the healthy speakers
to produce rapid alternating sounds during the DDK exercises.

Table 2. Intelligibility features. WER: Word Error Rate. LD: Levenshtein Distance.
sDTW: Dynamic Time Warping. HC: Healthy Controls. PD: Parkinson’s Diseases.

WER (%) LD (10−2) sDTW (10−2)

Task HC PD HC PD HC PD

/pa-ka-ta/ 4.90 11.7 1.71 9.92 76.3 69.3

/pa-ta-ka/ 2.70 11.3 0.71 7.38 79.1 70.5

/pe-ta-ka/ 2.90 7.10 1.26 2.97 78.8 73.8

3.2 Evaluation System

In order to evaluate the speech impairment of the patients, intelligibility and
articulation features were extracted from each speech task and the combination
of the three DDK exercises (Fusion). Additionally, both set of features were
merged in order to test the suitability of the method to improved the detection
speech problems in PD patients. Table 3 shows the performance of the SVM in
terms of the accuracy (ACC), sensibility (SEN), specificity (SPE), and the area
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Table 3. Performance of the SVM. ACC: Accuracy. SEN: Sensibility. SPE: Speci-
ficity. AUC: Area Under the ROC Curve. Art+Int: Articulation and Intelligibility
features. Fusion: Combination of the DDK speech tasks.

Task Feature ACC (%) SEN (%) SPE (%) AUC

/pa-ka-ta/ Articulation 75 81 73 0.78

Intelligibility 56 53 64 0.54

Art+Int 76 82 75 0.78

/pa-ta-ka/ Articulation 67 68 67 0.76

Intelligibility 59 70 61 0.59

Art+Int 73 74 74 0.78

/pe-ta-ka/ Articulation 68 72 69 0.74

Intelligibility 61 68 63 0.61

Art+Int 67 72 69 0.75

Fusion Articulation 76 77 78 0.84

Intelligibility 63 68 67 0.61

Art+Int 72 72 75 0.82

under the ROC curve (AUC). In biomedical applications the AUC is interpreted
as follows: AUC < 0.70 indicates poor performance, 0.70 ≤ AUC < 0.80 is fair,
0.80 ≤ AUC < 0.90 is good, and 0.90 ≤ AUC < 1 is excellent [15]. Table 3 shows
the results obtained for each speech tasks. The performance of the classifier is
fair for the three DDK exercises (/pa-ka-ta/ = 0.78; /pa-ta-ka/ = 0.76; /pe-ta-
ka/ = 0.74). When the articulation features are extracted from the combined
DDKs the performance improved from fair to good (AUC = 0.84). When the
intelligibility features are considered for training, the performance of the SVM
is poor in all cases (/pa-ka-ta/ = 0.54; /pa-ta-ka/ = 0.59; /pe-ta-ka/ = 0.61;
Fusion = 0.61). Figure 2 shows the ROC curves for each set of features on Fusion
task. Figure 3 shows the distribution of the PD patients according to the WER
and LD for the word /pa-ta-ka/. It can be observed that the PD patients are
more dispersed than the healthy speakers, however, both group of speakers are
very close to each other, which explain the low performance obtained for the
intelligibility features.

Additional to the articulation and intelligibility features, the SVM was
trained considering the combination of both set of features. From Table 3 it
can be observed that the accuracies obtained are not significantly different from
those obtained when only the articulation features are considered for training.
These results are expected, since the DDK exercises are designed to assess artic-
ulation problems of the patients. Additionally, the corpus used to train the ASR
is limited to the words /pa-ta-ka/, /pa-ka-ta/, and /pe-ta-ka/, thus, different
miss-pronunciations produced by the speakers are not included, e.g., /ba-ta-
ka/,/pa-pa-ka/.
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Fig. 2. ROC curve considering the Fusion of the three DDKs.

Fig. 3. Distribution of PD patients (O) and healthy speakers (X) considering two
intelligibility features (LD vs. WER).

4 Conclusions

In this work is presented a methodology to model the intelligibility problems in
the speech of PD patients. The ASR was trained considering speech recordings of
the rapid repetition of the words /pa-ta-ka/, /pa-ka-ta/, and /pe-ta-ka/. Accord-
ing to the results, the recognition error in the ASR is lower in the healthy group
respect to the patients, which, indicates that the patients have more problems to
produce certain sounds during speech. Additionally, articulation, intelligibility,
and the combination of both set of features were considered to train a SVM.
In this case, the best results were obtained when the articulation features were
considered to train the classifier. Furthermore, the results improved when the
three DDK exercises were combined to train the SVM. This can be explained
considering that the DDKs are exercises designed to detect articulation problems
in pathological speech. Also, note that the corpus used to detect intelligibility
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problems is limited, thus, future work should include sentences, read texts, and
monologues in order to model the intelligibility problem of the patients.
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Abstract. Internet of Things (IoT) is changing the processes in the manufac-
turing industry. It is creating new opportunities for both economies and society.
The deployment of Internet of Things for the development of Industry 4.0
improves processes and manufacturing systems. In this type of systems, the
information is related to the manufacturing status, trends in energy consumption
by machinery, material logistics, customer orders, supply data and all data
related to smart devices implemented in the processes. This paper describes an
Internet of Things architecture applied to industry, a metamodel of integration in
its phase II (Internet of things, social networks, cloud and industry 4.0) for the
generation of applications for Industry 4.0.

Keywords: Industry 4.0 � Simulation � Manufacturing

1 Introduction

IoT has reached so much development and importance that several reports foresee it as
one of the technologies of higher impact until 2025 [1]. Thousands of millions of
physical elements and objects will be equipped with different types of sensors and
actuators, all of them connected in real time to internet through heterogeneous net-
works. This will generate high amounts of data flows that have to be stored, processed
and shown to be interpreted in an efficient and easy manner. Here is where IoT and
Cloud computing integration permits that this huge amount of data can be stored in
internet, keeping resources, services and data available and ready to use and for end-to-
end service providing [2] both in the business and in the consumer field, from any-
where. It provides the virtual integration infrastructure for storage devices, analysis
tools, monitoring and platform. Most interactions in internet are human-to-human
(H2H).

The Internet of Things counts on sensors or scattered objects to generate infor-
mation from any accessible site or inside a machine. Thus, it requires the intercon-
nection of these heterogeneous objects via the Internet. This will lead to a future in
which it is not only used for communication between people, but also between human
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and machine, and even between different machines (M2M) [3]. Here is found the
importance of Smart Objects: physical objects with an embedded system that allows
information processing and communication with other devices, and also the processes
based on a certain action or event. However, all of these complex systems present a
problem when connecting the Smart Objects due to the differences between software
and hardware used for each process.

Due to the enlargement of the IoT and the Cloud Computing application devel-
opment, technological problems decrease and an expansion of services is created in an
industrial context [4]. This paper outlines the need to integrate the IoT, sensors,
actuators, social networks and computing in the cloud. It will enable to build the
Industrial Internet of Things (IIoT) up. This article describes the conceptual charac-
teristics of the elements to be taken into account in the integration proposal and
presents the integration metamodel in its phase II.

2 State of the Art

2.1 Internet of Things

Internet of Things aims to connect millions of objects of any type to Internet. It will
lead to potential great changes in our lives, providing a greater productivity, bettering
our health, improving efficiency, reducing energy consumption and making comfort-
able our houses. These may be, as already proven in some researches such as the
Arduino microcontrollers, microcomputers such as the Raspberry Pi, fridges, smart-
phones, sensors, actuators, Smart TVs, cars, smart tags as RFID, NFC and barcodes,
QR (Quick Response Code, QR Code) codes, among many other types of objects.

IoT applications currently focus on the Smart Home, industry 4.0, so-called
Industrial IoT (IIoT), municipalities or villages grouped in the concept Smart Town,
cities also called Smart Cities [5] and the environment that sits under the concept Smart
Earth. Each of these divisions has its own applications, although all are based on IoT.
Smart homes seek to prioritize automation, industry to improve the manufacturing
processes, towns and villages to preserve their cultural identity, the cities their livability
and environmental communication with buildings and nature. Based on this, the pur-
pose is to create a smart world, leading to the Smart World [6].

2.2 Cloud Computing

The use the cloud, has permitted to perform all the computing in it, without any need of
own servers or mainframes. This has opened a new economic model in computing, the
companies offer hardware, platforms and software as subscription services. They are
housed in the cloud. All is packaged and on-demand, normally over the Internet. The
services that are in the cloud can be managed, either to resupply them, modify them or
release them with minimal effort thanks to the tools provided by the suppliers of such
services. In addition, the services are offered in a robust, reliable and available way
anytime and anywhere. Hence, the three basic components of Cloud Computing are the
virtualization, the multi-tenancy and the web services [2].
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2.3 Industrial Internet of Things: Industry 4.0

Industrial Internet of Things (IIoT), also known as industry 4.0, is the combination of
Internet of Things with manufacturing. As an emerging technology is expected that IoT
offers solutions to transform transportation and manufacturing systems, improving
them to obtain greater efficiency, cost savings and time reduction in processes [7].

Industrial Internet of Things (IIoT) is connecting the machines together and with
the physical world of sensors, increasingly more ubiquitous, increasing the speed of
business and of industrial development exponentially. The IIoT goes beyond the M2M
communication [8]. It includes the connection of industrial networks and service net-
works to different information storage infrastructure through the provision of software
services and its autonomous control in the cloud. The Industrial Internet of Things is
the new industrial revolution and the rise in the use of sensors, advanced data analysis
and smart decision making is changing the world itself.

The continuous technological advances have enabled the development of new
methods of communication between people and objects [9], which allow the exchange
of information within the parameters of speed and security. Internet of them things has
exploited these advances technological and the inclusion of new elements within them
systems of information to allow the access remote and the control of the different
systems. This technology is used to improve the efficiency of supply chains [10] and to
improve the information obtained in real time throughout the process.

There is a large number of applications in the IIoT. Proof of it is a system to locate
and monitor the transport [11], allowing to predict its future location and what traffic
will be on the road. However, the main application of IIoT is in supply chains where
RFID technology with greater intensity is used. Exactly because IoT has an important
role in the logistics industries.

3 Metamodel of Integration

Here is shown the proposal for the creation of a system that generates applications for
the industry 4.0 on various platforms or operating systems. They permits to connect
objects of the Internet of Things through different networks, social networks included.

While defining a device, certain features of that device and the objects that it
contains (sensors, actuators) must be defined as well. The device can include rules that
grants some level of intelligence, unrelated to smart objects [12].

The system was designed applying MDE, which led to a flow of steps. First of all,
is needed to define the problem domain to be resolved and which narrows the field of
knowledge. In this proposal, the domain is the definition of devices that may connect to
the different networks either for publishing data from its sensors or for control of their
actuators by other users or devices that make use of the rules that allow to automate the
processes.
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Once the domain is bounded, the metamodel must be defined from a meta-
metamodel, in this case Ecore (from Eclipse Foundation) (Fig. 1).

• The device: It is the main component and its definition is the target of the language.
Its features are the technology that represents the device platform, in this particular
case it is a Raspberry Pi, platform developed in one of the languages supported by
Raspberry Pi; and the filters that represent the keywords necessary to identify the
devices in the social networks. The device is shaped by other components: social
networks, actuators, sensors and rules.

• Social Network (Social Internet of Things): A device may be associated to one or
more social networks, at least one. Social networks are abstract components that
another component must implement. I.e. a device can have social networks with
different properties. However, all of them are social networks.

• Actuator: A device may be formed by actuators in addition to other components. By
this component each one of the actuators of the device is defined. Their features are
the name of the actuator, the actions that can be performed (at least one is required)
and filters that might be used to identify the actuator in addition to the name.

Fig. 1. Metamodel of the system. Phase I
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• Sensor: A device may consist of sensors in addition to other components such as
actuators. By using this component, each of the sensors available to the device is
defined. Its features are the name of the sensor, which may be either in automatic or
in manual operating mode (modeState), frequency of running if it is automated, and
filters that can be used to identify the sensor in addition to the name.

• Rule: In addition to physical components such as sensors or actuators, a device may
have rules that automate execution of the actions of its actuators, or invoke actions
to actuators of other devices, being based on data from its sensors or from other
sensors available in the social network. Their properties are the literal of the con-
dition (conditionLiteral), for example “greater than”, and the value that must fulfill
the condition (conditionValue). In addition to these properties, a sensor has a rule
(RuleSensor) and a series of executions to be performed if the condition is met
(RuleExecution).

• RuleSensor: A sensor must have a rule that receives the value that will validate the
condition to turn execution of actions automated. This component is an abstract
component that implements two different components as there are two possibilities
when selecting the rule of sensor: one or several sensors in the device itself
(DeviceSensors), one or several sensors from external devices (ExternalSensors).

1. One or several sensors in the device itself (DeviceSensors): The rules can be
used to evaluate the condition. The value of one or several sensors in the same
device still requires both its name and that they contain the indicated filters.

2. One or several sensors from an external device (ExternalSensor): The rules can
be used to evaluate the condition. The value of one or several sensors from an
external device indicating the name of the sensor and the filters that identify the
devices and/or sensors.

• Rule execution: A rule can have to perform several executions if the condition is
correct or at least one execution to do. Rule execution is an abstract component that
implements two different components as there are two possibilities as selecting the
actuator which will make the implementation of an action: one or several actuators
of the device itself (DeviceActuators), one or several actuators of external devices
(ExternalActuators). This component has a number of properties shared by all the
possibilities. These are the name of the action to perform and the parameters or
settings that will use the action

1. One or several actuators of the device itself (DeviceActuators): rules can per-
form an action of one or several actuators of the same device, yet requiring both
its name (name) and that they contain the indicated filters.

2. One or several actuators of an external device (ExternalActuators): rules can
perform an action of an actuator of an external device indicating the name of the
actuator and the filters that identify the devices and/or actuators (Fig. 2).
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3.1 Prototype

Within the industry 4.0 framework, the developed prototype is applicable to perform
the automation of manual processes within the different productive activities in any
type of industry. It implies improvements of the availability of information and its
security, facilitating the flow of the information and improving the decision-making
process on the implementation of corrective and preventive actions. The advantages of
deployment of this class of prototypes within productive processes or for tracking
products [13] relates to the decrease in uncertainty and measurement errors. In addition,
the possibility of implementing a measurement process has an advantage over an
interrupted manual measurement. Also, by creating processes of traceability of data and
information that did not previously exist (without the intervention of the human
resource) given that the gathered information is continually pushed towards the Big
Data or cloud computing for its consolidation.

Based on the concepts of ubiquitous computing and communication M2M,
implemented under the framework of the Internet of Things, the objective of this
prototype is to capture data and provide access to them in real time and remotely.
A communication environment-object and object-object was established to achieve the
proposed objective. The communication environment, subject of the surveillance
system, allowed to monitor several variables. For this purpose, four sensors were used.
They allowed to determine the flow of products in a production plant. The presence of
gas in the complex, the alignment and stability of the equipment and the existence of
contact between a person and the prototype. The information on changes in the status
of sensors was processed in a microcomputer Raspberry Pi.

A communication object-object between the Raspberry Pi and a mobile device was
deployed with the purpose of establishing the synchronization of data directly to the

Fig. 2. Metamodel of the system. Phase II
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user via smartphone or tablet. It was achieved through the connection established
between the Raspberry Pi and the storage server in the cloud.

The prototype has the following features

• Use of technologies of sensors: the prototype uses different sensors for the detection
of “strange” elements in the working environment. Then it initiates capture and data
communication. The sensor acts like a link between what happens in the process
and the user.

• Data collection at any time: the prototype allows capturing images and is always
aware of each movement in the area where the system is deployed.

• Data Transfer: it is possible to transfer data within the communication network that
is composed by the user (via a mobile device) and the physical system (Raspberry
Pi) through cloud computing.

• User interface: the prototype can communicate with the user through well-known
platforms or server storage.

• Functional Independence: the prototype works automatically independently of the
user, since the capture of data and their transfer functions are carried out only with
the activation of a sensor and a wireless network.

• Communication with the mobile device: the system does not require direct inter-
vention to the hardware or software to operate. The communication is conducted
under the principles of communication machine-to-machine, in which the micro-
computer Raspberry Pi and the sensors are the prototype and the mobile device is
the terminal that enables communication with the user through a server and a
communication network. The collected data are transferred from one machine to
another in the same way, disregarding which sensor is in use.

• Total availability of data: the system generates a communication network that
allows users access in any place and request of data at any time, due to online
connection of the physical prototype (Raspberry Pi) to the server (Fig. 3).

Fig. 3. Connection diagram of the prototype
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4 Tests of the Prototype and Results

Tests to the monitoring system were performed with two sensors, making in each test
the connection of each individual sensor to the Raspberry Pi. The tests were performed
on a production line of ceramics in a period of 24 h of work (Figs. 4, 5, 6 and 7).

For the functional validation of the system devices were evaluated in parallel. In the
first round, the devices already in place in the production line. It generated a failure
report, stopping the process. In the second round the prototype recorded the failure and
generated the report without stopping the process because it was functioning in parallel.

4.1 Stops Caused by Failures in the Production Flow

The data permitted to verify the actual condition of the stops in the production line.
Some registered stops were not true failures, systems recorded them as a failure
because a change in the speed of the process. The data generated by the prototype also
recorded ordinary stops of and quality control stops. It forced adjustments in the
decision making parameters (Fig. 8).

Fig. 4. Location humidity sensors. Fig. 5. Location temperature sensors

Fig. 6. Location motion sensors Fig. 7. Location of particle sensors
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4.2 Stops Caused by Misalignment and Instability of the Computer

The current computer does not count with this type of information, therefore it permits
that the process generates failures, affecting the product. Also, it affects the equipment
itself, because it subsequently generates a greater fault. The information provided by
the prototype allowed to check and adjust the computer without generating any stop in
the process.

The test of the monitoring system with the sensor of gas detection was carried out.
Into the environment in which they were performed there was no presence of gases LP,
methane or smoke. Consequently, signals sent by the sensor to the Raspberry Pi did not
activate the collecting system nor synchronization (Figs. 9 and 10).
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Fig. 8. Stops caused by failures in the production flow
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Fig. 9. Stops caused by misalignment and instability of the computer
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5 Conclusions and Future Work

The technology itself is not the main obstacle for the implementation of IIoT; the
interfaces of interoperability of the systems belonging to different providers are, that
hinders its adoption. The achievement of interoperability requires standardization of
interfaces for interaction between different components of the system.

IIoT is the combination of computing technologies, communication and micro-
electronics. Thus, there are many interfaces between hardware, software and network
components. In the context of the industry 4.0, the proposed architecture let establish
communication networks between objects and people that permit the flow of infor-
mation in two ways, with minimal intervention in the network. Communication net-
works focus on direct and comprehensive transmission of data.

The change in the way of gathering and storing the information, as much as the use
of sensors, requires a change in the technology. IIOT can register automatically, pre-
cisely and timely several parameters of the production process. The traditional
industrial production performs the communication between machines via the M2M
technology, but the IIOT can achieve connections between people, machines and
physical objects. Nevertheless, in the IIOT environment, the function and the yield of
communication devices are different. Some applications need a high performance in
real-time, while others do not. Some application tasks are executed periodically while
others are activated by events. These characteristics increase the complexity of the
actual applications of the IIOT.

Future research should focus on:

• Safety of data and system accuracy
• Standardization of technology and interoperability of systems
• Actual deployments.
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2 Facultad de Ingenieŕıa, Universidad de Antioquia, Medelĺın, Colombia
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Abstract. The surface electromyography (sEMG) has been used to
characterize normal and abnormal behavior of the swallowing related
muscles. One important activity in the analysis of the electromyographic
recordings, is the detection of bursts, indicators of muscle activations
but problematic in muscles with low signal-to-noise ratio (SNR). Most
of methods for burst detection are based on amplitude measures which
are signal-conditions dependent. We proposed a method to detect bursts
based on the continuous wavelet transform and thresholding over the
scalogram but not over amplitude. sEMG signals from 38 healthy sub-
jects were recorded during swallowing tasks. We compared the proposed
method to the visual method as a reference, and a previous method based
on the Teager-Kaiser energy operator (TKEO). The proposed method
avoids detection of false negatives better than TKEO, and it is suitable
to apply in problems of burst detection in sEMG signals with low SNR.

Keywords: EMG · Surface electromyography
Continuous wavelet transform · Onset detection · Burst detection
Swallowing

1 Introduction

The swallowing mechanism is a sequential process with differentiated oral, pha-
ryngeal, and esophageal phases that carry saliva, solids and fluids from the mouth
to the stomach. Alterations in this process is known as dysphagia. Normal swal-
lowing involves the coordination of 30 pairs of muscles [5]. The infrahyoid muscles
and also another laryngeal and pharyngeal muscles, play an important role in
the pharyngeal phase behavior [8]. In special, the infrahyoid muscles descend
the hyolaryngeal complex toward the sternum [16]. Such displacement moves
the larynx under the base of the tongue and closes the laryngeal vestibule before
c© Springer Nature Switzerland AG 2018
J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 916, pp. 245–255, 2018.
https://doi.org/10.1007/978-3-030-00353-1_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00353-1_22&domain=pdf


246 S. Roldan-Vasco et al.

opening the upper esophageal sphincter [5]. Studies of surface electromyographic
signal (sEMG) from infrahyoid muscles can help to determine alterations in swal-
lowing, i.e. the presence of dysphagia [12,19,24]. However, these muscles have
been relatively few investigated due to difficulty to assess them non-invasively
[8].

Problems with sEMG acquisition from swallowing related muscles rely on
the fact that they have small size and overlying fibers [5], producing low signal-
to-noise ratio (SNR) and difficulties to detect the muscle activations (bursts).
In the time elapsed between the end of a muscle burst and the beginning of
the successive one, the muscle under study is silent. However, the electrode
detects a background noise [13]. In order to evaluate the quality of the recorded
signals, the background noise and SNR are usually estimated by manual or
automatic segmentation of the signal in the time domain [1]. Signal processing
and analysis methods can improve the SNR in the sEMG measurements from
infrahyoid muscles [17]. Visual muscle onset determination by an expert examiner
is considered to be the gold standard for detect the bursts [25]. However, this
time-consuming method has moderate reproducibility and repeatability [4].

Automatic strategies for onset detection include the simple [7] and double-
threshold [3], Teager-Kaiser energy operator (TKEO) [21]. Most of these meth-
ods are based on amplitude measures as well as they are oriented to analysis of
the large muscles of limbs. It is well known that in sEMG signals, the amplitude
depends on several uncontrolled variables such as: electrode-skin impedance,
volume conductor, inter electrode distances, location of electrodes, etc. [6]. Fur-
thermore, the heuristically chosen threshold has been shown to introduce errors
into onset determination [7,23], specially in signals with low SNR. Some stud-
ies set the threshold by optimization, but this process can generate overfitting
because the high variability of amplitude and SNR in sEMG recordings between
trials and subjects.

In order to avoid the above mentioned problems, another strategies such
as the maximum likelihood ratio [26] and gaussian-mixture models [10,15], have
been implemented. These methods have the assumption that sEMG is generated
by a Gaussian process - which is not exact - and need previous information about
the distribution involved in the generation of sEMG signal.

In this study we propose a time-frequency method based on Continuous
Wavelet transform (CWT) in order to detect bursts. This method is based on the
scales-coefficients energies but not in amplitude measures. Our process includes
a denoising step base on discrete wavelet transform (DWT) to improve the SNR.
We tested the proposed method in a database with sEMG recorded in the right
infrahyoid muscle during swallowing tasks. In order to make a comparison, we
tested the signal with a previously reported threshold-based method which used
amplitude based measures such as TKEO and RMS [17], instead measures of
energy of the spectrogram. This is one of the first approaches aiming to char-
acterize swallowing related signals in a automatic way, as a preliminary step to
analyze muscle behavior in patients with swallowing disorders.
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2 Materials and Methods

2.1 Subjects

We recruited 38 volunteers (16 males and 22 females), healthy subjects aged
between 32 and 50 years old (41.16 ± 6.12). The following exclusion criteria were
used for subject selection: dental braces, congenital oral malformations, active
inflammatory processes (mouth, head or neck), strange elements in mouth (like
piercing), diagnosed cognitive disorders (motor or sensorial), chronic obstructive
pulmonary disease, head or neck cancer antecedents, or facial aesthetic surgery.
All the males were well-shaved. A balanced sex ratio was not considered neces-
sary. Informed consent was taken from each case and the study was approved
from Ethics Committee of the Instituto Tecnológico Metropolitano.

2.2 Signal Acquisition

We analyzed right infrahyoid muscles during swallowing tasks. This muscle plays
an important role in the oral and pharyngeal phases of the swallowing process.
Myoelectrical activity was measured with a differential bioamplifier connected
to the polygraph PowerLab 16/35 (AD Instruments Inc.). The sEMG signal
was acquired with non-polarizable, bipolar, disposable and pre-gelled Ag/AgCl
electrodes (Ref. 2228, 3M - 30 mm × 35 mm, 15 mm diameter in gel area and
interelectrode distance of 25 mm). The reference electrode was placed in the
forehead. Figure 1 shows the placement of the sEMG electrodes.

Fig. 1. Electrode placement for right infrahyoid sEMG acquisition.

The following boluses were taken by the subjects: thin liquid (water - 5,
10 and 20 mL), yogurt (3, 5 and 7 mL), and one saliva swallow; 266 sEMG
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recordings were used for analysis. The three consistencies have been used for
assessment of penetration/aspiration in dysphagia [18]. Liquid and yogurt were
delivered to the oral cavity via a 1.5 oz cup. Every task was video-recorded and
initiated when the examiner require to swallow. Video frames were synchronized
with the signal acquisition.

2.3 Signal Pre-processing

The sEMG signals were acquired with sampling frequency Fs = 2 kHz. The pre-
processing, storage and visualization of the raw signals were carried out with
LabChart Pro (AD Instruments Inc.). Offline analysis was performed using a
custom program (Matlab, MathWorks Inc.). As the acquired signals have low
signal-to-noise ratio (SNR) and are highly susceptible to crosstalk, another filter
with narrow bandwidth was employed to improve the burst detection. The signals
were filtered with a 5th order bandpass Butterworth filter between 90 and 250 Hz
[17].

Each signal was visually inspected in the time domain in order to detect
onset and offset of bursts. These times were saved for subsequent analysis and
comparison with the automatic method proposed here.

2.4 Time-Frequency Method for Burst Detection

Every signal was denoised using a Discrete Wavelet Transform (DWT)-based
algorithm, with soft minimax thresholding, symlet-8 as mother wavelet and
8 decomposition levels. To evaluate the time-frequency behavior of denoised
sEMG, We applied subsequently a continuous wavelet transform (CWT) given
by [20]:

CWT (s, τ) =
1√
s

∫
x(t)ψ∗

(
t − τ

s

)
dt (1)

where ψ(t) denotes the mother wavelet, the asterisk is the complex conjugate,
τ is the translation in time and s is a frequency-related scale. Although initial
signals have only one dimension, the CWT gives a bi-dimensional representation
of scale vs. time (scalogram).

The selection of the mother wavelet must be done carefully based on the
nature of the signal. We selected the Haar wavelet for analyzing sEMG signals
since we are looking for amplitude changes in the signal and it has low complexity.

The original scalogram was rescaled in the range 1–255 (CWTrs(srs, τ)).
We sought for times τ with scales-coefficients energies above a background level
Emin. With the information in (CWTrs(srs, τ)), we built a projection vector
Proj(τ) which was used for burst detection. This procedure is summarized in
Algorithm 1. We defined a threshold for Proj(τ), denoted as Thw, that define the
points at which onset and offset points are detected. This procedure is detailed
in the Algorithm 2. Both Emin and Thw were optimized to get an accurate
detection of bursts.
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Algorithm 1. CWT-based algorithm for burst detection
1: Input: CWTrs(srs, τ) - scalogram of EMG signal
2: Input: Emin - threshold of Energy defined by CWT coefficients.
3: Input: Thw - threshold of CWT scales.
4: N = length of the signal.
5: for j = 1, ..., N do
6: Proj(j) = f (CWTrs(srs, j) ≥ Emin): f(•) counts the number of rows of j-th

column of CWTrs(srs, τ) greater than Emin

7: Calculate onset and offset for each burst using Algorithm 2.
8: for j = 1, ...,number of burst do
9: if time between offsetj and onsetj+1 ≤ 250 ms then

10: Concatenate offsetj and onsetj+1 in the same burst.

11: Remove all burst with a duration ≤ 100 ms.
12: Recalculate onset and offset using Algorithm 2
13: Output: onset and offset markers

If the difference between the offset of a burst and onset of the subsequent
one was lesser than 250 ms, we unified both burst as only one. This was made
to avoid the presence of consecutive bursts with non-physiological duration, and
a false increasing of true positives.

Algorithm 2. Onset and offset marker
1: N = length of the signal.
2: for i = 1, ..., N do
3: if Proj(i) ≤ Thw and Proj(i + 1) > Thw then
4: i ← assign as onset

5: if Proj(i) > Thw and Proj(i + 1) ≤ Thw then
6: i ← assign as offset

2.5 TKEO+RMS for Burst Detection

We compared the above mentioned method to a TKEO-based method for burst
detection. This method has been reported for burst detection in signals with low
SNR [21,27]. The TKEO of a discrete signal x(t) is computed point-by-point
follows:

TKEO {x (ti)} = (x (ti))
2 − x (ti−1) x (ti+1) (2)

We computed the RMS over the TKEO signal according to [17]. The resulting
signal is denoted as RMSTK(t). We applied a fixed-size sliding window with
length of 250 ms and steps of 100 ms. RMSTK(t) is decimated in time due to
the windowing process. The burst detection was made using a threshold defined
by the following expression:
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ThTK = μ + hσ (3)

where μ and σ are the mean and standard deviation of RMSTK(t), respectively,
and h is a preset variable that defines the level of the threshold. The parameter
h was fixed at 18 according to [17]. We applied a process similar to Algorithm 1
for burst detection through thresholding, but in this case Proj(τ) is changed by
RMSTK(t).

2.6 Validation

A burst is limited by the time elapsed between the onset and the offset points.
One trained person marked these points in order to avoid inter-expert variability
and uncertainty. Every mark is done if and only if two conditions is accomplished:
the laryngeal ascent is clearly identified in the video-recording and changes in
amplitude and frequency are detected in the time-domain signal. The visual
mark was used as reference for assessment of the proposed method.

We computed the true positives (TP), false positives (FP) and false nega-
tives (FN) of burst detection process in the whole dataset. Both, the proposed
CWT-detection based algorithm and TKEO-based algorithm were evaluated in
comparison with the visual marks. Using TP, FP and FN, we computed the
precision (Pr), recall (R) and F1 score of the burst detection methods as follows:

Pr =
TP

TP + FP
R =

TP

TP + FN
F1 =

2 × R × Pr

R + Pr
. (4)

True negatives were not computed because they correspond to the identifica-
tion of the background segments, which are not part of the interest of the current
work. For the CWT-detection based algorithm, we compared different combina-
tion of parameters Emin and Thw, and those that achieved the maximum value
of the F1 score were chosen as the optimal parameters. For the method based
on TKEO, we varied ThTK in order to maximize the F1 score.

3 Results and Discussion

We propose a time-frequency method based on the CWT aiming to detect bursts
in sEMG signals from infrahyoid muscles. The proposed method uses two thresh-
olds: Emin and Thw, which are applied to CWT scales but not to sEMG ampli-
tude. We performed an exhaustive search to find the optimal parameters Emin

and Thw. Emin varied between 1 and 20 whereas Thw varied between 1 and 30.
Optimal parameters were found to be Emin = 3 and Thw = 18. Left side of
Fig. 2 shows the values generated by the F1 score for variations of Emin when
Thw is fixed at the optimal value. In the same way, the right side of of Fig. 2
shows the values generated by the F1 score for variations of Thw when Emin is
fixed at the optimal value. Emin = 3 means that, if energy for each scale is lesser
or equal than 3 (in a scale between 1 and 255), that point of the scalogram is
marked as noise. Thw = 18 means that at less 18 scales - in a scalogram with
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64 scales - contain energy components greater than Emin. It is clear that the
energy threshold Emin is very small, which means that in our method, it is more
important the scale-related threshold than the energy one. This finding avoids
problems related to amplitude variability in the signals.
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Fig. 2. Effect on F1 score when the following parameters vary: (left) Thw (Emin fixed
at 3); and (right) Emin (Thw fixed at 18)

Table 1 shows a comparison of the number of burst detected by both meth-
ods, the proposed CWT-based method and the TKEO-based one. The optimal
parameters of Thw and Emin used in the CWT-based method achieve the highest
values of F1 score (88,64%) in comparison to the TKEO-based method (83,46%).
The proposed CWT-based method exhibits a balance between the precision and
recall better than TKEO.

Table 1. Counting of true positives (TP), false positives (FP) and false negatives (FN)
for the proposed and the TKEO-based methods in the whole dataset. Performance
measures achieved with the both methods are shown.

TP FP FN F1 score Precision Recall

CWT-based method 462 46 75 88.64% 90.98% 86.43%

TKEO 340 48 183 83.46% 76.81% 91.4%
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Problems with traditional threshold-based methods for detection of muscular
activation are widely reported. As the threshold is user selected, it could be
specially hard to find the optimal value if the signal has low SNR. This means
affectation of precision and recall. If the threshold is too low, the number of
false positives increases (low precision), whilst if the threshold is too high, the
number of false negatives increases (low recall) [26]. This is specially true in
the signals recorded in our work. Two factors come together: the SNR is low
(below to 10 dB) and the infrahyoid muscles are highly susceptible to cross-
talk. Additionally, amplitude-based methods need previous knowledge of the
signal baseline to estimate the threshold [9]. To overcome this limitation, it
is necessary to ask the subject not to execute any movement during the first
second. By contrast, the proposed time-frequency method does not need an
initial background segment.

Merlo et al. proposed a method for onset and offset detection based on CWT
[14]. However, their method depends on a scales-energy threshold and does not
consider additional information from the CWT scalogram. Our method uses
time-frequency analysis and it measures CWT coefficient energies and uses more
detailed information from the scalogram. In this way, Thw is a measure of the
energy distribution across the frequency scales for each sample. Based on our
observations, noise segments contain less energy across different frequency com-
ponents and this behavior does not have a strong dependence on the amplitude.
Consequently, our method is able to detect onset and offset in signals with low
amplitude and low SNR, for instance sEMG signals from infrahyoid muscle.

Figure 3A shows an example of pre-processed sEMG signal with low SNR.
Figure 3B shows the same signal after denoising process using DWT (SNR
increases). Although three segments with activity are present in this signal, the
scalogram (Fig. 3C) shows that only one activity segment has the highest energy
components for most scales. After the projection process described in Algo-
rithm1 only one burst is detected. Figure 3D illustrates a comparison between
the reference signal and the burst detection performed by our method. Visual
inspection, in comparison to the video recorded during the protocol, confirms
that there is only one burst associated with one swallowing.

On the other hand, Fig. 4 shows an example of the burst detection process
using TKEO with the same signal used in the Fig. 3 (see Fig. 4B). One threshold
applied to RMS signal computed over TKEO time series (Fig. 4C). Figure 4D
shows that three bursts are detected using this method, two of them considered
as false positives. One of the main problem of this method is its dependence of
the selected threshold. This behavior was observed in the whole database.

Several published methods measure the error in time for onset detection [10,
11,22,26,27]. We computed the performance measures for the presence/absence
of burst even though our method is able to detect onset and offset times. We have
a limitation in our database, because low SNR makes difficult to mark accurately
onset and offset times by visual inspection. In future works, simulated sEMG
signals and real signals will be used to optimize the method to reduce the error
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Fig. 3. Example of burst detection by the proposed method: A. Signal filtered with
90–250Hz bandpass filter, B. Signal after denoising with DWT, C. Scalogram applied
to denoised signal, D. Burst detection estimated using the proposed method (blue line)
and marks with visual inspection (red dashed line). (Color figure online)

in time. Real sEMG signals will be recorded synchronized with other signals as
a reference for mark onset and offset times.

In future works our method will be used for swallowing characterization. For
instance, duration of the bursts could be measured. This factor is crucial for
the swallowing analysis, because the time required to swallow different kind of
boluses varies between grades of compromise in dysphagia [2]. Also, the method
can be applied to sEMG signal from different muscles involved in swallowing.
In that case, onset and offset times will be used to establish the sequence of
activation in healthy and pathological subjects during swallowing.
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Fig. 4. Example of burst detection by the TKEO based method: A. Filtered sEMG sig-
nal with 90–250Hz bandpass filter, B. TKEO applied to filtered signal, C. RMSTK(t)
and thresholds for onset and offset detection, D. Burst detection estimated using the
TKEO method (blue line) and marks with visual inspection (red dashed line). (Color
figure online)
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4 Conclusions

In this paper, we proposed a novel method for onset and offset detection on
sEMG signals based on time-frequency analysis. The proposed method used the
CWT scalogram to detect the time where there are changes of scales-coefficients
energies. We used a scale-related threshold to ensure that those changes are
present in a broad range of frequency-scales. Our method avoids two major
problems in sEMG burst detection: performance highly dependent on amplitude
measures, and the requirement of an initial segment without muscle activity.
We tested the method in sEMG signals recorded in the infrahyoid muscle group
during swallowing tasks. Results evidence that the proposed method is feasible
for burst detection in signals with low SNR - F1score = 88, 64%-. This method
is a promissory tool for sEMG segmentation in swallowing analysis.
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de Colombia, research project No. 115071149746.
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Abstract. This paper assesses the initial collateral effects which result from the
use of hyperthermia, a technique that elevates the temperature in specific areas
of the body to tackle present malignant cells. In this particular case, the focus of
study is breast cancer treatment by means of an electromagnetic simulation
model. The breast model was created by using the electrical properties of tissues
and was radiated by microwaves with a waveguide at 950 MHz, 2.45 GHz and
6 GHz to generate increased temperature and distribute power density inside the
breast. In the model, two methods were used to obtain the power density in a
tumor and other breast tissues (skin, fat, and muscle). One result shows the
general distribution of power density throughout a map on color scale, and the
second result shows the normalized power density in the local breast parts. In
the same way, results show that the microwave applicator (waveguide) location
is a determinant factor.

Keywords: Heat flow � Hyperthermia � Radiation

1 Introduction

Cancer is a disease which largely affects senior population worldwide. Cancerous
tumors can affect different tissues and can be located in different parts of the body. In
recent years, in order to tackle these diseases, researchers from different areas have
developed treatments such as surgery, radiotherapy, chemotherapy, immunotherapy,
stem cell transplantation and targeted medicine therapies. Along with these methods,
another method known as hyperthermia (or thermal therapy) is being evaluated in
clinical studies. Hyperthermia is a method in which body tissues with tumors are
exposed to high temperatures in order to destroy the tumor or cancerous cells, but
without significantly affecting healthy tissues. This technique is currently under study
in human patients [1].

One of the main challenges in the treatment of non-invasive electromagnetic
(EM) hyperthermia is to focus the EM energy on the cancerous tissue in order to avoid
damaging healthy tissues [2, 3]. In EM hyperthermia, it is essential to reach
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temperatures of 35 °C to 45 °C in the affected area [4, 5]. For this reason, it is
important to know the temperature and power density distributions in order to obtain a
more effective microwave heating and avoid unwanted heating in other tissues. In [6–
9], the temperature distribution over 3D breast model is presented. In [9], the use of a
radiation frequency of 2.45 GHz is justified, based in the electrical properties of the
breast tissues.

This paper analyses the power density distribution dissipated in a breast radiated by
microwaves at 950 MHz, 2.45 GHz y 6 GHz to determine overexposure zones and the
influence of the position of the applicator. The characteristics used in the electro-
magnetic simulation are presented in detail. The power density was obtained when the
waveguide was located at 90° and 135° over the breast.

2 Methodology

The electromagnetic simulation was carried out by using the ANSYS Electronics®
finite element method (FEM) solver, as shown in Fig. 1 only the skin, fat, lobes and
muscle of the breast were modeled [8, 10, 11]. The breast model radius was 6.5 cm and
the tumor was modeled as a high and large 0.8 cm wide dimension cube. The simu-
lation setup is presented in Table 1.

The maximum delta S values and values of maximum converged passes were
chosen in order to improve the mesh accuracy and to improve the convergence of the
simulation. The mixed order basis function was chosen because the breast has different

Fig. 1. Normal breast (left) and 3D model (right) implemented in ANSYS Electronics® to
represent the breast.

Table 1. HFSS configuration setup

Properties Values

Maximum number of passes 10
Maximum delta S 0.01
Maximum converged passes 3
Order of basis function Mixed order
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tissues and different permittivity (e) and conductivity (r) electrical properties. Mixed
order assigns base function elements based on the need for greater precision in different
model parts. Mixed order uses a higher order where more precision is required, and a
lower order where fields are weaker.

Figure 2 shows the flow chart of the simulation process carried out in HFSS.

Table 2 shows the electrical breast tissue properties used in the electromagnetic
simulation based on the properties reported in [12, 13] for a frequency of 950 MHz.

Table 3 shows the electrical properties of breast tissues used in the electromagnetic
simulation based on the properties reported in [12, 13] for a frequency of 2.45 GHz.

Fig. 2. Flow chart of the simulation process carried out in HFSS.

Table 2. Electrical properties of the breast tissues

Tissue Permittivity Conductivity (S/m)

Muscle 54.9 0.96
Tumor 60 0.5
Fat 5.5 0.05
Skin 41 0.95
Lobes 37 0.3
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Table 4 shows the electrical properties of breast tissues used in the electromagnetic
simulation based on the properties reported in [12–14] for a frequency of 6 GHz.

3 Results

Two applicator locations were considered, as shown in Fig. 3 first, the waveguide was
placed at 90° to consider a situation in which the tumor location is not aligned with the
applicator. Then, the waveguide was placed at 135° over the breast as shown in Fig. 6
to consider alignment between the applicator and the tumor. The WR340 (2.45 GHz),
WR770 (950 MHz) and WR159 (6 GHz) waveguides were energized to propagate the
TE10 mode and 1 W.

Table 3. Electrical properties of the breast tissues

Tissue Permittivity Conductivity (S/m)

Muscle 52.7 1.7
Tumor 56 1.8
Fat 5.3 0.3
Skin 38 1.5
Lobes 35 1

Table 4. Electrical properties of the breast tissues

Tissue Permittivity Conductivity (S/m)

Muscle 60 4.7
Tumor 45 7
Fat 10 1.5
Skin 30 5.1
Lobes 30 4

Fig. 3. 3D model for a waveguide at 90° over the breast.
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Figure 3 shows the case when the waveguide is 90° over the breast. The highest
power density concentration found is presented in Table 5.

Figure 4 shows the power density obtained at 950 MHz and 2.45 GHz.

As shown in Table 5 and Fig. 4(a), the highest power density concentration is
found in the skin located directly below the waveguide.

Both, the tumor and the tissues near the breast center have the second highest
power density concentration.

Table 5 and Fig. 4(b) show that the highest power density concentration is found in
the lobes located directly below the waveguide.

Both, the tumor and the tissues near the breast center have the highest second
power density concentration.

Figure 5 shows the power density obtained at 6 GHz.

Table 5. Power density concentration when the waveguide is 90° over the breast

Frequency (GHz) Tissue Power density (KW/m3)

0.950 Skin *4.3
0.950 Tumor and tissues near the breast center *0.6
2.45 Skin and lobes *5.6
2.45 Tumor and tissues near the breast center *3.5
6 Skin and upper lobes *20
6 Tumor and tissues near the breast center *1.0

Fig. 4. (a) Power density [W/m3] in the breast model, waveguide (950 MHz) at 90° over the
breast. (b) Power density [W/m3] in the breast model, waveguide (2.45 GHz) at 90° over the
breast.
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Table 5 and Fig. 5 show that the highest power density concentration is found in
the skin and upper lobes located directly below the waveguide. Both, the tumor and the
tissues of the breast’s middle part have the second highest power density concentration.

Figure 6 shows the case in which the waveguide is 135° over the breast.

Figure 7 shows the power density obtained at 950 MHz and 2.45 GHz.

Fig. 5. Power density [W/m3] in the breast model, waveguide (6 GHz) at 90° over the breast.

Fig. 6. 3D model for a waveguide at 135° over the breast.

Fig. 7. (a) Power density [W/m3] in the breast model, (a) waveguide (950 MHz) at 135° over
the breast. (b) Power density [W/m3] in the breast model, waveguide (2.45 GHz) at 135° over the
breast.
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Figure 7(a) shows that the highest power density concentration is found in the skin
located directly below the waveguide.

Both, the tumor and the tissues near the skin have the second highest concentration
power density.

As shown in Fig. 7(b) the highest power density concentration is found in the skin,
tumor and lobes of the breast’s left half.

The tissues of the breast right half have the second highest power density
concentration.

Figure 8 shows the power density obtained at 6 GHz.

Figure 8 shows that the highest power density concentration is found in the skin,
tumor and fat near the skin.

The penetration depth of the electromagnetic fields in a hyperthermia treatment is
limited by the effect of the skin, that is, at higher frequency, less penetration depth.
Therefore, when the operation frequency of the applicator is high, the highest power
density is absorbed by the skin and by the tissues of the breast near the skin. Based on
the above, in the case of a hyperthermia treatment with microwaves, in which the
operation frequency of the applicator is 6 GHz, care must be taken with the radiation
time of the breast tissues, since a long time of radiation can produce high temperatures
in the tissues and probably causes burns.

Along with the power density shown from Figs. 4, 5, 6, 7 and 8 the power density
was also obtained in 3 lines located inside the breast (see Fig. 9(a)). The power density
over the 3 lines was obtained when the applicator was at 90° and 135° over the breast.

Fig. 8. Power density [W/m3] in the breast model, (a) waveguide (6 GHz) at 135° over the
breast.

Fig. 9. (a) 3D model and curve lines implemented to analyze the transverse power density over
the breast. (b) 3D model and curve lines implemented show a transversal mode
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The upper line is located 7 mm below the skin. The middle line is located 14 mm
below the skin and intersects the tumor. The lower line is located 21 mm below the
skin and intersects the tumor (see Fig. 9(b)).

Figure 10 shows the normalized power density obtained on the upper, middle and
lower lines when the waveguide (950 MHz) is used at 90° and 180°.

Figure 10(a) shows that between 100° and 140° and between 50 ° and 80 ° in the
middle and lower lines several peaks are obtained. These peaks are due to the presence
of the tumor and lobes. Between 80° and 100° on the upper and lower lines the highest
peak is observed. This peak is due to the fact that the applicator is located at 90° over
the breast.

The differences in the behaviour of the dissipated power presented in the middle
line and the lower line at 90° is due to the fact that the middle line only goes through
the fat and the lower line goes through a lobe. The differences in the behaviour of the
dissipated power presented in the other cases (Fig. 10(a)) is due to different levels of
power density absorption, as can also be seen in Fig. 4(a).

In Fig. 10(b) it is observed that between 120° and 150° on the upper line and
middle line, the highest power densities are obtained. This is due to the presence of the
tumor and the fact that the applicator is at 135° over the breast. The peaks between 80°
and 105° on the down line are due to the presence of lobes in this position.

The opposite behaviour presented by the middle line and the lower line at 90° is
due to the fact that the middle line only goes through the fat and the lower line goes
through a lobe. The opposite behaviour presented in the other cases (Fig. 10(b)) is due
to the fact that the highest absorption of power density is obtained in the tissues near
the upper-left side of the breast, as can be seen in Fig. 7(a). This opposite behaviour is
also due to different levels of power density absorption, as can also be seen in Fig. 7(a).

The normalized power density obtained on the upper line, middle and lower lines
when the applicator (2.45 GHz) was at 90° and 135° over the breast is shown in
Fig. 11.

Fig. 10. (a) Result (power density normalized) of 3D model for lines when the waveguide
(950 MHz) is used to 90°. (b) Result (power density normalized) of 3D model for lines when the
waveguide (950 MHz) is used to 135°.
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In Fig. 11(a) it is observed that between 120° and 135° on the middle line and the
lower line a peak is obtained due to the presence of the tumor. Between 70° and 90°
and 100° and 110°, peaks are also observed due to the lobes. Finally, it can be observed
that the highest power density occurs at 90° due to the fact that the applicator is located
at 90° over the breast.

The opposite behaviour presented by the middle line and the lower line at 80°, 90°
and 100°, is due to the fact that the middle line only goes through the fat and the lower
line goes through a lobe.

In Fig. 11(b) it is observed that between 120° and 150° on the upper line, middle
line and lower line, the highest power densities are obtained. This is due to the fact that
the applicator is 135° over the breast.

Between 120° and 135° on the middle line and the lower line the higher power
densities are obtained, this is due to the presence of the tumor in this position.

The peaks presented in the middle line and in the lower line between 90° and 110°
are due to lobes presence. The opposite behaviour presented by the middle line and the
lower line at 90° is due to the fact that the middle line only goes through the fat and the
lower line goes through a lobe. The opposite behaviour presented at 120 ° is due to
different levels of power density absorption as can also be seen in Fig. 7(b).

Figure 12 shows the normalized power density obtained on the upper line, middle
line and lower line when the waveguide (6 GHz) is used to 90°.

In Fig. 12 it is observed that between 80° and 100° on the upper line, the middle
line and the lower line, the peaks of the power densities are obtained because the
applicator is at 135° over the breast. The highest power density is obtained in the upper
line.

Below, the results obtained in some research works are presented. In these works,
some studies on health problems associated with microwave radiation were done. In the
case of an electroencephalogram (EEG), slight changes in cerebral metabolism and
cerebral blood are observed during exposure; however, these slight changes do not
exceed the range of normal physiological variations [15]. At the molecular level, in
V79 in vitro and in cultures of human lymphocyte cells, a significant increase in the

Fig. 11. Result (power density normalized) of 3D model for lines when the waveguide
(2.45 GHz) is used to 90°. (b) Result (power density normalized) of 3D model for lines when the
waveguide (2.45 GHz) is used to 135°.
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number of specific lesions of the chromosome is observed in the exposed cells [16].
With regard to the heart, it has been observed that due to the location of the heart and
the skin effect (poor penetration) the heart is not subject to high microwave fields. It has
also been pointed out that an increase in heart rate cannot be related to temperature
variations produced by pulsed or continuous electromagnetic waves. On the other hand,
it is mentioned that the heartbeat could be regulated with the repetition frequency of the
appropriate pulse [17]. In [18] it is mentioned that the organs of the body most sus-
ceptible to the thermal effects produced by microwaves are the testicles and the eyes.
Nathanson mentions in [19, 20] that treatment with hyperthermia causes changes in the
microvascular tumor function, these changes can potentiate the detachment of tumor
cells in the heated site. In [21] it is mentioned that local hyperthermia only improves
the metastatic rate of melanoma B16. When the treatment with hyperthermia and
radiotherapy was implemented, the metastasis decreased.

Based on the above and in other studies, it can be said that there is no conclusive
evidence from preclinical models or trials in humans that local-regional hyperthermia
causes an increase in metastasis.

With respect to the studies done in the context of the treatment of breast cancer
using the hyperthermia technique, in [22] a therapeutic program was implemented
combining concurrent taxol, hyperthermia and radiotherapy followed by mastectomy.
Within the results obtained, it was observed that hyperthermia may be a strategy to
improve tumor reoxygenation. Vujaskovic in [23] presents a neoadjuvant combination
treatment of paclitaxel, liposomal doxorubicin, and hyperthermia. In this work it was
observed that the treatment is a feasible and well tolerated strategy in patients with
locally advanced breast cancer (LABC). In [24] Tamer Refaat shows that hyperthermia
and radiation therapy are effective for locally advanced or recurrent breast cancer. In his
work he showed that when implementing hyperthermia, an increase of 50% in the
effectiveness of the treatment was obtained.

Fig. 12. Result (power density normalized) of 3D model for lines when the waveguide (6 GHz)
is used to 90°.
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4 Conclusions

This paper presented two methods to obtain power density on a breast with a cancerous
tumor. In the first method, a color map illustrates power density distribution. This
representation shows the power density absorbed by the breast parts and the power
density absorbed by the tumor too, but these results show that the power density
absorbed by the breast parts and tumor look homogeneous. The results obtained by the
second method (power density on the lines), show that the first method is not entirely
accurate, because the power density behavior absorbed by the breast parts and
cancerous tumor has a local shift and are not completely homogenous. In the same way,
the second method allows for the evaluation of the local shift of the power density in
the other tissues presented in the breast model. Additionally, to improve the effec-
tiveness of the treatment with hyperthermia, the location of the applicator is a relevant
variable and therefore, it is important to determine the location of the tumor through a
previous diagnosis, because a misalignment between the applicator and the tumor can
cause unwanted deterioration of nearby cells. With a suitable location of the applicator,
the electromagnetic radiation in healthy cells can be avoided. The skin, fat, lobes and
tumor absorb the highest power density when the applicator is excited at 2.45 GHz. In
the same way, at this frequency, a greater depth of penetration is obtained. When the
applicator is excited at 6 GHz, most of the power density is absorbed by the tissue near
the place where the applicator is located. The temperature compute is currently being
carried out from this result.
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Abstract. Parkinson’s disease is a neuro-degenerative disorder charac-
terized by different motor symptoms, including several gait impairments.
Gait analysis is a suitable tool to support the diagnosis and to monitor
the state of the disease. This study proposes the use of non-linear dynam-
ics features extracted from gait signals obtained from inertial sensors for
the automatic detection of the disease. We classify two groups of healthy
controls (Elderly and Young) and Parkinson’s patients with several clas-
sifiers. Accuracies ranging from 86% to 92% are obtained, depending on
the age of the healthy control subjects.

Keywords: Parkinson’s disease · Gait assessment · Inertial sensors
Nonlinear dynamics · Classification

1 Introduction

Parkinson’s disease (PD) is a neuro-degenerative disorder characterized by the
progressive loss of dopaminergic neurons in the mid brain [1], which produces
motor and non-motor impairments. Motor symptoms include lack of coordina-
tion, tremor, rigidity, and postural instability. Gait impairments appear in most
of patients and include freezing, shuffling, and festinating gait. The standard
scale to evaluate the neurological state of the patients is the Movement Dis-
order Society-Unified Parkinson’s Disease Rating Scale (MDS-UPDRS-III) [2].
The third section of the scale contains 14 items to evaluate the lower limbs.

Gait analysis of PD patients have been performed commonly with iner-
tial sensors e.g., accelerometers and gyroscopes attached to the shoes of the
patients [3,4]. Several studies have described gait impairments of PD patients
using kinematics features related to the speed and length of each stride, which
are computed from signals captured from the inertial sensors. In [5] several iner-
tial sensors attached to the lower and upper limbs were used to predict the
neurological state of PD patients. The authors computed features related to
c© Springer Nature Switzerland AG 2018
J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 916, pp. 268–278, 2018.
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stance time, length of the stride, and velocity of each step, and reported a Pear-
son’s correlation coefficient of 0.60 between predicted values and real UPDRS
score. In [6] the authors classified PD patients and healthy control (HC) subjects
with kinematic features computed from inertial sensors attached to the shoes.
The features include the stride time, the swing phase, the heel force, the stride
length, and others. The authors reported accuracies of up to 90% using a classi-
fier based on Linear discriminant analysis. Recently in [7] the authors proposed
new features to assess gait impairments in PD patients. Those new features were
the peak forward acceleration in the loading phase and peak vertical accelera-
tion around heel-strike, which encode the engagement in stride initiation and the
hardness of the impact at heel-strike, respectively. The results indicated that the
proposed features correlate with the disease progression and the loss of postural
agility/stability of the patients. In previous studies [8] we computed kinematics
features from gait signals captured with the same inertial sensors [9] to evaluate
the neurological state of the patients. A Spearman’s correlation of up to 0.72 was
reported between the MDS-UPDRS-III score of the patients and the predicted
values obtained with a support vector regressor.

Although the success of the kinematics features to assess the gait symptoms
of PD patients, there are components related with the stability during the walk-
ing process that cannot be characterized properly with the classical approach.
In order to model those components it is necessary to use Nonlinear dynam-
ics (NLD) features [10,11]. This study considers several NLD features to model
the gait process of PD patients and HC subjects. The features include correla-
tion dimension (CD), Largest Lyapunov exponent (LLE), Hurst exponent (HE),
Lempel-Ziv Complexity (LZC), and several entropy measures, which have proved
to be suitable for the NLD analysis of PD [11,12]. Three classifiers are consid-
ered: K-Nearest Neighbors (KNN), Support Vector Machine (SVM) and Random
Forest (RF). As aging is an interesting aspect that deserves attention, its effect
is considered by the inclusion of two groups of HC subjects: Young HC subjects
(YHC) and elderly HC (EHC). The results confirmed that age is an important
factor that needs to be addressed when patients with neurodegenerative diseases
are considered. In addition, we reported accuracies ranging from 86% to 92%,
depending on the age of the HC subjects.

2 Data

Gait signals were captured with the eGaIT system1, which consists of a 3D-
accelerometer (range ±6 g) and a 3D gyroscope (range ±500◦/s) attached to the
lateral heel of the shoes [4]. Figure 1 shows the eGait system and the inertial
sensor attached to the lateral heel of the shoe. The signals are transmitted by
bluetooth to a tablet where they are received by an android app.

Data from both foot were captured with a sampling rate of 100 Hz and 12-bit
resolution. The tasks performed by the patients include 20 m walking with a stop

1 Embedded Gait analysis using Intelligent Technology, http://www.egait.de/.

http://www.egait.de/
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at 10 m (Two times 10 m walk, 2 × 10 m), and 40 m walking with a stop every
10 m (Four times 10 m walk, 4 × 10 m).

Fig. 1. Interface eGaiT and shoe with its attached inertial sensor.

Data are obtained from 45 PD patients and 89 HC subjects. The HC subjects
were divided into two groups: the first one formed with 44 YHC (Young Healthy
Controls), and the second one with 45 EHC (Elderly Healthy Controls) subjects.
The patients were evaluated by an expert neurologist and labeled according to
the MDS-UPDRS-III score. Table 1 shows additional information of the partici-
pants of this study.

Table 1. General information of the subjects. PD patients: Parkinson’s disease
patients. HC: healthy controls. μ: average. σ: standard deviation. T: disease dura-
tion.

PD patients YHC subjects EHC subjects

Male Female Male Female Male Female

Number of
subjects

17 28 26 18 23 22

Age (μ ± σ) 65 ± 10.3 58.9 ± 11.0 25.3 ± 4.8 22.8 ± 3.0 66.3 ± 11.5 59.0 ± 9.8

Range of age 41–82 29–75 21–42 19–32 49–84 50–74

T (μ ± σ) 9 ± 4.6 12.6 ± 12.2

Range of
duration of the
disease

2–15 0–44

MDS-UPDRS-
III
(μ ± σ)

37.6 ± 21.0 33 ± 20.3

Range of MDS-
UPDRS-III

8-82 9-106
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3 Methods

3.1 Nonlinear Dynamics Feature Extraction

Phase Space. The phase space reconstruction is the first step for the NLD
analysis. The Takens’s Theorem [13] is used for such a purpose. The phase space
is represented by Eq. 1 for a time-series st. The time-delay τ is computed by the
first minimum of the mutual information function, and the embedding dimension
m is found using the false neighbor method [14].

St =
{
st, st−τ , . . . st−(m−1)τ

}
(1)

Figure 2 shows the phase space obtained from gait signals considering 20 m walk-
ing with a stop at 10 m from three subjects: (A) YHC, (B) EHC, and (C) PD
patient. Note that the phase space for the YHC exhibits well defined trajectories
and a clear recurrence, conversely the trajectories of PD patient attractor are
scattered. Several NLD features can be computed from the phase space to assess
the complexity and stability of the walking process.
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Fig. 2. Phase space from gait signals from 20m walking with a stop at 10 m of. (A)
Female YHC with 22 years old. (B) Female EHC with 52 years old. (C) Female PD
patient with 52 years old and MDS-UPDRS= 49.

Correlation Dimension (CD) establishes a measure over the exact space that
is occupied by the phase space. The correlation sum C(ε) is defined for a set of
points xn of the phase space according to Eq. 2. Where θ is the Heaviside step
function. C(ε) counts the distance between xi and xj that are lower than a
threshold ε and N is the number of embedded points. To compute the CD, a
linear regression of ln(C(ε)) vs ln(ε) is performed. The slope of the resultant line
for a small ε value corresponds to CD [15].

C(ε) = lim
n→∞

1
N(N − 1)

N∑

i=1

N∑

j=i+1

θ(ε − |xi − xj |) (2)

Largest Lyapunov Exponent (LLE) measures the sensitivity to initial con-
ditions of the signal, and gives information about the stability properties of the
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gait signal. LLE quantifies the exponential divergence of the neighbor paths in
a phase space, i.e., it measures the degree of non-periodicity of a given signal.
After the reconstruction of the phase-space, the nearest neighbor of each embed-
ded point is located. LLE is estimated as the mean separation rate between the
nearest neighbor, according to d(t) = Aeλt, where λ corresponds to the LLE, d(t)
is the mean divergence in an instant t and A is a constant for normalization [15].

Hurst Exponent (HE) evaluates the long-term dependency of the time series.
The HE is a smoothness measure of a fractal time series based on an asymptotic
behavior of the re-scaled range of the signal. The HE is computed by THE = R

S ,
T is the duration of time-series and R

S corresponds to the re-scaled range [15].

Lempel-Ziv Complexity (LZC) correlates the number of different patterns
that lie along a sequence. It reflects the order that is retained in a one-
dimensional temporal pattern of symbols. The signal is transformed into binary
sequences according to the difference between consecutive samples, and the LZC
reflects the rate of new patterns in the sequence, and ranges from 0 (deterministic
sequence) to 1 (random sequence) [16].

Entropy Measures. Six entropy measurements are computed: One of them
corresponds to the Approximate Entropy (ApEn), which provides a general reg-
ularity measure. After computing the correlation sum Ci defined by Eq. 2, we
define an average version according to Eq. 3. m is the pattern length and r is the
effective filter. ApEn is defined as the increment of φm(r) between two immediate
steps of m, i.e., ApEn(m, r,N) = φm(r) − φm+1(r).

φm(r) =
1

N − m + 1

N−m+1∑

i=1

log Cm
i (r) (3)

Each point in the phase space counts itself when we compute the ApEn. ApEn
depends on the length of the time series, causing that short gait signals have a
lower estimation than the expected. To avoid this problems the Sample Entropy
(SampEn) [17] is also considered in this study. The regularity of the signals com-
puted with ApEn and SampEn is affected by the discontinuity of the Heaviside
function in Eq. 2. A proposed solution [18] consists of replacing the Heaviside
step function with a Gaussian kernel in the estimation of Cm

i (r). We compute
the ApEn and the SampEn with the Gaussian kernel functions.

Another measure considered to analyze the deterministic and chaotic dynam-
ics of gait signals is the Recurrence Probability Density Entropy (RPDE), which
is computed using the close returns algorithm [19]. Let’s assume there is a small
circle B(Sn0, r) with radius r > 0, which is located close to the data embed-
ded point Sn0. Then, the time instant n1, where the first orbit returns to the
circle, is recorded. The difference between two time instants is the recurrence
time T = n1 − n0. The process is repeated for all embedded points Sn, forming
an histogram of recurrence times R(T ). RPDE is computed according to Eq. 4,
where Tmax is the maximum recurrence time.
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RPDE = −R(i)ln(R(i))
ln(Tmax)

(4)

To compute the stochastic component of the walking process, the Detrended
Fluctuation Analysis (DFA) is considered. DFA allows to obtain long-term
dependencies of the time-series similar to the HE, except that DFA may be
applied to time-series whose underlying statistics are non-stationary.

The above features were extracted from over the entire gait signal. Table 2
shows the number of computed features for each task performed by the patients.
Ten NLD features are extracted, which are computed for each of the six signals
from the inertial sensors, forming the feature matrix used to classify PD patients
and HC subjects.

Table 2. Number of features per task

Foot Task Number of axes Number of features Total

Left 2x10m 6 10 60

Left 4x10m 6 10 60

Left Fusion 6 20 120

Right 2x10m 6 10 60

Right 4x10m 6 10 60

Right Fusion 6 20 120

Both 2x10m 12 10 120

Both 4x10m 12 10 120

Both Fusion 12 20 240

3.2 Classification

Three classifiers are considered: KNN, SVM with Gaussian kernel, and RF. We
ran a 5-fold cross validation, where 3 folds were used for training, one for val-
idation and one for test respectively. The optimization criterion is based on
the accuracy on the validation set. The parameter were optimized in a grid
search over the train folds, as follows: K ∈ {3, 5, ...11} for KNN, C and γ ∈
{10−4, 10−3, . . . 104} for SVM and number of trees (N) ∈ {5, 10, 20, 30, 50, 100}
and depth of the decision tress (D) ∈ {2, 5, 10, 20, 30, 50, 100} for RF.

4 Experiments and Results

Two experiments are performed: (1) classification of PD vs. YHC, and (2) clas-
sification of PD vs. EHC. Individual experiments are performed by foot and per
task. In addition, the features computed from the two tasks and feet are com-
bined. Table 3 shows the results for the PD vs. YHC subjects. In general the



274 P. A. Pérez-Toro et al.

Table 3. Results to classify PD patients vs. YHC subjects. ACC: accuracy in the test
set, AUC: Area under ROC curve, K: number of neighbors in the KNN. C and γ:
complexity parameter and bandwidth of the kernel in the SVM, N and D: Number
of trees and depth of the decision trees in the RF.

KNN SVM RF

Foot Task
ACC(%)
(μ ± σ)

Sen(%)/Spe(%) AUC K ACC(%) Sen(%)/Spe(%) AUC C γ ACC(%) Sen(%)/Spe(%) AUC N D

Left 2x10 85.4%±6.4 75.6/95.3 0.91 5 82.0%±5.0 75.6/88.6 0.92 101 10−3 86.5%±7.6 80.0/93.3 0.92 20 20
Left 4x10 84.4%±8.1 73.3/95.6 0.95 9 91.1%±6.3 86.7/95.6 0.96 100 10−3 93.3%±7.2 93.3/93.3 0.94 30 20
Left Fusion 88.8%±3.8 77.8/100.0 0.94 5 88.9%±8.8 82.2/95.6 0.94 101 10−3 91.1%±7.4 86.7/95.6 0.95 20 100
Right 2x10 85.5%±4.8 71.1/100.0 0.88 9 79.9%±8.3 77.8/81.9 0.91 101 10−3 82.0%±4.6 77.8/86.1 0.92 10 5
Right 4x10 78.8%±9.0 60.0/97.8 0.90 7 92.2%±4.9 84.4/100.0 0.92 101 10−3 86.6%±6.2 84.4/88.9 0.95 10 100
Right Fusion 82.1%±9.0 68.9/95.6 0.91 7 88.8%±4.9 80.0/61.8 0.93 101 10−3 89.9%±6.2 84.4/95.6 0.95 50 5
Both 2x10 86.7%±5.0 73.3/97.8 0.93 7 83.2%±6.7 80.0/86.7 0.94 101 10−3 85.5%±11.5 80.0/91.1 0.92 5 2
Both 4x10 84.2%±10.7 71.1/97.8 0.93 5 86.6%±4.8 80.0/93.3 0.90 100 10−3 92.2%±6.3 88.9/95.6 0.94 20 2
Both Fusion 86.5%±2.9 73.3/100.0 0.93 5 91.0%±4.9 84.4/97.8 0.96 100 10−3 91.1%±4.9 84.4/97.8 0.96 30 10
Average 84.7 71.6/97.7 0.92 – 87.1 81.2/89.0 0.93 – – 88.7 84.4/92.9 0.94 – –
STD 2.7 5.1/2.0 0.0 – 4.2 3.5/11.6 0.0 – – 3.5 4.8/3.7 0.0 – –

best results are obtained with the RF classifier. The fusion of features from both
feet and the two tasks also provides the highest accuracy (91.0% ± 4.9).

The average accuracy in train for Table 3 for the tree classifiers was respec-
tively, KNN = 88.3%± 2.7, SVM = 95.4%± 4.0 and RF = 99.1%± 1.8.

Although the high accuracies of the experiment classifying PD vs. YHC sub-
jects, it does not consider the effect of age in the walking process. The results
classifying PD patients vs. EHC subjects with similar age to the patients are
shown in Table 4. Note that the results are slightly lower than those obtained
in the previous experiment. Although such an impact, relatively high accuracies
are obtained, specially when we combine the features from both tasks and both
feet. For the separate classification using features computed from each foot, the
highest accuracies are obtained for the left foot, which may indicate that the left
lower limbs are more affected due to the disease, having in mind that most of
the patients are right dominant foot. This fact is known as cross laterality [20].

Table 4. Results to classify PD patients vs. EHC subjects. ACC: accuracy in the test
set, AUC: Area under ROC curve, K: number of neighbors in the KNN. C and γ:
complexity parameter and bandwidth of the kernel in the SVM, N and D: Number
of trees and depth of the decision trees in the RF.

KNN SVM RF
Foot Task ACC(%) Sen(%)/Spe(%) AUC K ACC(%) Sen(%)/Spe(%) AUC C γ ACC(%) Sen(%)/Spe(%) AUC N D
Left 2x10 81.1±9.3 80.0/82.2 0.84 5 77.78±13.0 66.7/88.9 0.74 10−4 10−4 83.3±14.2 73.3/93.3 0.89 30 2
Left 4x10 72.2±11.1 68.9/75.6 0.80 5 81.11±12.8 86.7/75.6 0.90 100 10−3 84.4±7.2 82.2/86.7 0.89 10 5
Left Fusion 80.0±8.4 73.3/86.7 0.86 5 83.33±6.8 82.2/84.4 0.84 10−4 10−4 83.3±8.8 77.8/88.9 0.89 30 30
Right 2x10 70.0±9.3 60.0/80.0 0.82 5 67.78±7.2 51.1/84.4 0.73 10−4 10−4 78.9±6.1 73.3/84.4 0.79 10 2
Right 4x10 77.8±6.8 73.3/82.2 0.82 3 76.67±7.2 73.3/80.0 0.83 101 10−3 80.0±11.5 80.0/80.0 0.87 20 2
Right Fusion 81.1±8.4 73.3/88.9 0.85 3 82.22±4.6 75.6/88.9 0.87 101 10−3 85.6±6.3 82.2/88.9 0.91 20 5
Both 2x10 76.7±12.7 68.9/84.4 0.79 5 80.00±8.4 68.9/91.1 0.85 101 10−4 78.9±11.4 71.1/86.7 0.86 30 50
Both 4x10 72.2±3.9 75.6/68.9 0.80 3 81.11±6.3 77.8/84.4 0.83 10−4 10−4 82.2±12.7 82.2/82.2 0.91 100 50
Both Fusion 85.6±5.0 77.8/93.3 0.89 3 82.22±4.6 71.1/93.3 0.86 10−4 10−4 85.6±2.5 80.0/91.1 0.91 30 30
Average 77.4 72.3/82.5 0.83 – 79.14 72.6/85.7 0.83 – – 82.3 78.0/86.9 0.88 – –
STD 4.8 5.8/7.2 0.0 – 4.5 10.25/5.6 0.1 – – 2.4 4.4/4.2 0.0 – –

The average accuracy in train for Table 4 for the tree classifiers was respec-
tively, KNN = 87.8%± 4.3, SVM = 91.4%± 5.9 and RF = 97.9%± 3.1.
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Figure 3 shows an additional comparison among the best results obtained in
the classification of PD patients vs. the two groups of HC subjects. The ROC
curves represent the results in a more compact way and it is a standard measure
of performance in medical applications. The three classifiers produce similar
results for both experiments. The impact of age in the results is also observed.

A B

Fig. 3. ROC curve graphics of the best results. (A) PD vs YHC. (B) PD vs EHC. In
both cases the fusion of features from both feet and both tasks are considered.

In addition, Figs. 4, 5 and 6 show the scores of each classifier. In KNN and
RF, the score is the probability with which sample belongs to the selected class
and in SVM is the distance of the hyperplane to the sample.

A B

Fig. 4. KNN scores of fusion both feet task. (A) PD vs YHC. (B) PD vs EHC.
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In Fig. 4A is observed that YHC subjects are correctly classified, which cor-
responds to a specificity of 100.0% for this task in Table 3, while in PD patients,
the sensitivity is lower (73.3%), playing the age factor an important role. Respect
to the Fig. 4B, is obtained a lower specificity, because similar age between both
populations, and it tends to get confused between patients and elderly healthy
controls.

A B

Fig. 5. SVM scores of fusion both feet task. (A) PD vs YHC. (B) PD vs EHC.

In Fig. 5A higher maximization of the hyperplane in comparison with the
Fig. 5B can be observed with bigger distances values than in PD vs. EHC being
the elderly healthy controls very close to the patients, agreeing also with the
higher accuracies (Table 3) in the classification of PD vs. YHC.

A B

Fig. 6. RF scores of fusion both feet task. (A) PD vs YHC. (B) PD vs EHC.
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According to the Fig. 6 a larger separability between the histograms is
observed in PD vs. YHC, being easier to classify considering the big difference
between the average age (Table 1). In Fig. 6B patients are miss-classified with
elderly controls.

Any of the methods is able to find patterns that discriminate to the controls,
however, many PD patients are in an early stage of the disease, where the motor
capabilities are not too affected yet.

5 Conclusion

An automatic assessment of gait of PD patients is proposed in this study. A
NLD approach is considered to evaluate stability, long-term dependency, and
complexity of the walking process of the patients. An automatic discrimination
between PD patients and two groups of HC subjects is performed to assess the
impact of age in the walking process. The set of NLD features included features
computed from the phase space and several entropy measures.

The combination of features extracted from different tasks and from both
feet is more effective in the classification process, i.e., both tasks and feet pro-
vide complementary information to discriminate between PD patients and HC
subjects. The results also indicate the presence of the cross laterality effect [20],
since higher accuracies are obtained classifying the features computed from the
left foot rather than those computed from the right foot, although most of the
subjects from this study are right-handed. Further experiments will consider
the evaluation of the neurological state of the patients by classifying patients
in several stages of the disease according to the MDS-UPDRS-III score. Other
NLD based features can also be considered. The proposed features might also
be combined with standard kinematics features to improve the results.
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9. Pérez-Toro, P.A., Vásquez-Correa, J.C., et al.: Análisis motriz en las extremidades
inferiores para el monitoreo del estado neurológico de pacientes con enfermedad
de parkinson. In: Symposium on Signal Processing, Images and Artificial Vision
(STSIVA) (2016)

10. Dingwell, J.B., Cusumano, J.P.: Nonlinear time series analysis of normal and patho-
logical human walking. Chaos: Interdiscip. J. Nonlinear Sci. 10(4), 848–863 (2000)

11. Sejdic, E., et al.: A comprehensive assessment of gait accelerometry signals in time,
frequency and time-frequency domains. IEEE Trans. Neural Syst. Rehabil. Eng.
22(3), 603–612 (2014)

12. Orozco-Arroyave, J.R., Arias-Londoño, J.D., Vargas-Bonilla, J.F., Nöth, E.: Anal-
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Abstract. The aim of this work is attempting to identify physiological char-
acteristics of the learning process in surgery residents. As an exploratory
approach, we are interested in determining statistically significant changes in
electrocardiographic (ECG) signals recorded while a group of eleven first year
general surgery residents were performing three basic skills tasks from the
virtual reality (VR) laparoscopic simulator LapSim®. These signals were pro-
cessed and heart rate (HR) was calculated to analyze it along with the overall
score for each exercise. Statistical analysis was performed by means of analysis
of variance showing the effects of training session, difficulty of the task and
participants gender on heart rate and performance. Our preliminary experimental
results show that the score obtained in the tasks improves with training session,
being in the women where significant changes occur. HR analysis showed that it
increases with the complexity of the task. Besides, the effect of gender on HR
showed that in male group there were the significant changes with the difficulty
of the task, and a decrease with the training session in the intermediate level of
difficulty task.

Keywords: ECG � HR � Laparoscopic surgery training � Simulation

1 Introduction

Laparoscopic surgery has become the first option to performing surgeries that involve
the abdominal cavity [1]. This minimally invasive technique implies a lower incidence
of complications such as risk of infection, pain and difficulties in patient recovery [2].
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Laparoscopy requires the surgeon to acquire special skills and abilities to operate
without tactile and depth perception [3]. In order to preserve patient safety and reduce
medical errors, apprentices must receive an adequate training in which they acquire
basic skills before arriving in the operating room [4, 5].

It has been shown that skill training such as psychomotor performance, depth
perception and spatial judgment does not depend on the operating room and can be
done in laboratories with the help of models and simulators [6, 7]. Virtual reality
(VR) simulators have become an important part of training for being a safe, ethical and
repeatable alternative [8, 9]. Its use produces objective measures of performance,
allows feedback to students, and does not require regular supervision [10].

There is a rising interest in the assessment of surgical and performance skills in
laparoscopy during the surgeon’s training process [11]. Acquisition of surgical com-
petence is a complex and multifactorial process that can take years of experience and
training [1]. Having a quantitative evaluation tool that qualifies the performance and
progress of the students allows improving the learning experience and reducing failures
of the training program [12].

The assessment of residents training involves several aspects including technical
skills acquisition through the supervision of an expert [13, 14]; interaction with
instrumental using tracking systems of optical, electromagnetic or mechanical moni-
toring [15]; and behavioral aspects like cognition, stress or fatigue [16, 17]. One of the
above aspects, the evolution of cognitive performance throughout learning process, has
not been approached in an effective way since it does not include quantitative strategies
[18].

Analysis of physiological signals such as electrocardiography (ECG) allows to
objectively evaluate the mental state under which the subject is performing an activity
[19]. It has been seen that variations in heart rate (HR) can be related to the variation of
emotional states. During training in flight simulation tasks, a reduction of the HR was
found through the training sessions [20]. It has also been found that heart rate is lower
in experts than in novices during the performance of a military training task. Addi-
tionally, an increase of HR in both groups has been also reported when going from a
resting to task condition. The difficulty of a task also seems to be directly related to an
increase in HR [21].

By acquisition of ECG recordings from surgery residents during training sessions in
a VR simulator, we attempted to identify physiological features of the learning process.
The goal of the current study is to explore changes in residents’ ECG signals through
training sessions and tasks. The obtained results show effects of training session and
participants gender on their tasks performance, and an effect of task difficulty and
gender on changes in heart rate.

2 Materials and Methods

2.1 Participants

A total of eleven young healthy adults (5 females, 6 males; 9 right handed; mean age:
28 ± 2.9 years, no significant differences in age between men and women) first year
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general surgery residents in the Universidad de Antioquia participated in the study.
Subjects had no significant prior knowledge in laparoscopic surgery, neither previous
contact with the VR simulator. The nature of the study was explained to all subjects
prior to enrolment, they gave written informed consent approved by the bioethics
committee of the Universidad de Antioquia. In addition, they were asked if they had
skills in other domains (arts, music, video games).

In order to maintain uniform conditions for quantitative evaluation training, vol-
unteers were asked to avoid alcohol at least 12 h before each session, as well as to
avoid smoking, caffeine, tea, heavy meals right before the experiments; likewise, they
were asked to avoid extreme movements over the entire experimental protocol.

2.2 Experimental Protocol

The experimental protocol consisted in four training sessions developed one every
week. In each session volunteers performed three basic skills tasks in the VR laparo-
scopic simulator LapSim® (Surgical Science Ltd., Göteburg, Sweden). Instructions
have been provided to each subject on the first day of training. In order to investigate
possible trends and changes of the physiological signals across the experimental ses-
sions, heart electrical activity was recorded using a biopotential amplifier. Each session
consisted in three repetitions (a total of 12 repetitions at the end of the study) of the
same tasks series in which the volunteers also were evaluated with the LapSim®
measurements. Nevertheless, physiological signals were recorded only in the second
repetition of each session, furthermore before LapSim® exercises recordings, subjects
were recorded in resting condition for 2 min. They were in standing position in front of
the simulator looking at a blank screen. Figure 1 shows a general schema of the
experimental protocol, in which can be observed the repetitions where ECG signals
were recorded.

Fig. 1. Experimental protocol. Each square represents a set of three tasks.
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2.3 Signals Acquisition

Electrocardiographic signals (ECG) have been recorded by the digital monitoring
system Natus® Quantum™ (Natus Neurology Incorporated, Wisconsin, USA) at a
sampling frequency of 1024 Hz. Electrodes were placed in Lead II and referenced to
the right mastoid bone.

2.4 LapSim Tasks

LapSim® Haptic System is a virtual reality laparoscopic simulator that comprehends a
LapCam, a separate laparoscope, a Basic Skills training package containing Basic
Skills, Task Training and Camera Anatomy Training modules. Three tasks with
incremental difficulty grade were selected according to the LapSim® Basic Skills and
Task Training modules. Each assignment was explained and shown to the participants
at the beginning of the first session, due to volunteers had no prior contact with the
simulator. The default design of each exercise was determined by the software. The
overall score (%) for each exercise was evaluated against predefined parameters based
on tissue damage, maximum damage, span time, angled or straight navigation, etc.
Figure 2 shows three selected exercises that included:

Coordination. This task combines the use of the camera and one instrument. It requires
the participant to hold the camera with one hand and locate ten randomly appearing
objects, pick them up with the instrument and transfer them to a target that appears
instantaneously.

Grasping. This is an intermediate-level task that involves grasping six vertical pipes or
appendices, pull them from the ground and transport them to a target with alternating
hands.

Peg Transfer. In this exercise the workspace consists of a board with 12 pegs (two sets
of six pegs each one) and six rings. The task requires the user to lift each ring from a
peg, then transfer it between hands and place it in a designated peg on the other set.

Fig. 2. LapSim® task. A: Task 1: coordination. B: Task 2: grasping. C: Task 3: peg transfer.
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2.5 Signals Processing

The first step was decimation of the ECG signals to a sampling frequency of 256 Hz as
well as digitally band-pass filtered by a 4th order Butterworth filter (low-pass filter cut-
off frequency: 50 Hz, high-pass filter cut-off frequency: 0.8 Hz) [22]. Once the pre-
processing stage was achieved, it was applied a peaks-detection algorithm to identify
the number of beats per minute, then HR was calculated by the mean beat per minute
from each signal on every recording and finally HR obtained values were normalized
with reference to the resting condition.

2.6 Statistical Analysis

A statistical analysis was accomplished in order to evaluate changes in heart rate and
performance in the simulator tasks through the total score obtained in each one. Data
were analyzed with the Statistical Package for the Social Sciences version 25 (SPSS,
Chicago, IL).

For HR analysis a mixed design ANOVA was used with gender (2 levels) as inter-
subject factor, and training session (4 levels) and task (three levels) as intra-subject
factors. Global score was analyzed using a mixed design ANOVA with gender as inter-
subject factor and training session as intra-subject factor for each task.

The sphericity assumption was tested with Mauchly’s test, and Greenhouse-Geisser
correction was used in cases where the assumption was not met. A p-value < .05 was
considered statistically significant. Marginal means comparisons were carried out
without correcting the p-values due to the exploratory nature of the study.

3 Results

3.1 LapSim® Task Score

Table 1 shows the results of the ANOVA for the global scores obtained in each task.
Tasks 1 and 2 had a significant effect of session and the interaction session � gender
factors, which indicates that the score obtained in the tasks through the sessions
behaves differently in men and women. In the task with the highest level of difficulty
(task 3), analysis showed only significant effect of session, indicating that there are not
differences in the evolution of task performance according to gender.

Analysis of mean comparisons show significant differences between training ses-
sions for women in tasks 1 and 2, and at a general level in task 3 (see Fig. 3). For easy
and intermediate tasks, there are significant differences between session 1 with sessions
2, 3 and 4, and between session 2 and session 4. These differences show an increase in
the score from session 2 (compared with session 1) and a subsequent increase in
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session 4 (compared with session 2). On the other hand, for the most difficult task, the
significant differences are between session 1 with sessions 3 and 4, and session 2 with
session 3. The above indicates that the score improves significantly after the third
training session. It is important to note that there were no significant differences
between men and women in any session for any task.

3.2 Heart Rate

The results of the ANOVA test for the normalized heart rate are shown in Table 2.
A significant effect of the task and task x gender was found, no significant effects of
session were found. Figure 4 shows HR through the training sessions for the three tasks
for each gender group. In male group, task 3 had higher HR compared to the other two
tasks (easy and intermediate level) throughout all sessions. When comparing between
sessions, no significant differences were found in any task for women group. For men
group, there was a significant decrease in HR from session 2 to session 3 in task 2.
Comparing means between men and women, there were no significant differences in
any session for any task.

Table 1. ANOVA results for global score.

Task Significant effect F p-value ɳ2

Task 1 (Coordination) Gender F (1, 9) = 0.593 0.461 0.062
Session F (3, 27) = 15.856 0.001 0.638
Session � gender F (3, 27) = 4.452 0.048 0.331

Task 2 (Grasping) Gender F (1, 9) = 3.195 0.107 0.262
Session F (3, 27) = 17.298 0.000 0.658
Session � gender F (3, 27) = 3.376 0.033 0.273

Task 3 (Peg transfer) Gender F (1, 9) = 0.003 0.958 0.000
Session F (3, 27) = 6.972 0.001 0.437
Session � gender F (3, 27) = 0.183 0.907 0.020

Table 2. ANOVA results for HR.

Significant effect F p-value ɳ2

Session F (3, 27) = 0.182 0.908 0.020
Gender F (1, 9) = 1.125 0.316 0.111
Session � gender F (3, 27) = 0.696 0.563 0.072
Task F (2, 18) = 7.974 0.003 0.470
Task � gender F (2, 18) = 4.510 0.026 0.334
Session � Task F (6, 54) = 0.860 0.530 0.087
Session � task � gender F (6, 54) = 0.933 0.479 0.094
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Fig. 3. Estimated marginal means for global score. Significant differences are marked with black
lines. In tasks 1 and 2 differences between sessions were in female group. Differences in task 3
occurred at a general level (linking groups of men and women).
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4 Discussion

This paper describes the results of changes in heart rate obtained through training
sessions of surgery residents using a laparoscopic surgery simulator. As a preliminary
study, we decided to perform an exploration of the data, by means of analysis of
variance showing the effects of training session, difficulty of the task and participants
gender on heart rate and performance.

The results show that the score obtained in the tasks improves with training session,
but that it does not have the same behavior for both genders, being in the women where
significant changes occur. Additionally, it is shown that for tasks with easy and
intermediate level of difficulty, improvement in performance is achieved since the
second session, while for the task of greater difficulty more training sessions could be
required to improve.

Fig. 4. Estimated marginal means for normalized heart rate. In male group, significant
differences were found in sessions 2 and 3 for task 2 (marked with a yellow line), and task 3
showed the highest HR in all sessions (marked with black squares). (Color figure online)
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In the acquisition of surgical skills, male medical students performed better and
studies found the greatest gender differences in the visuospatial abilities and speed.
However, surgical training eliminated initial gender differences [23]. There may also be
a cultural influence, as males may be more likely to have played video and ball games
during their childhood, which could help develop their visuospatial abilities [24, 25].

In our study, all male participants have affirmed they played video games some-
times or always, instead of female volunteers, where only two of them have said they
play sometimes. Thus, significant differences between training sessions for women
global scores in tasks 1 and 2, may be due they were acquiring new visuospatial skills
that men had acquired while playing video games.

Grantcharov et al. [26] evaluated the influence of factors such as gender, hand
dominance and experience with computer games in surgeons performance using a VR
laparoscopic surgery simulator. They found that men take less time to complete tasks
and subjects who used computer games had fewer errors than those who did not use
them. In addition, they showed that right-handed subjects performed fewer unnecessary
movements. In our study we do not consider differences in hand dominance since only
two residents (one woman and one man) were left-handed. Likewise, due to the
shortage of residents with previous experience using video games, we do not consider
the effects of this variable. We hope that for future analysis we can count with more
subjects to also analyze the influence of these factors.

Regarding to heart rate analysis, it was found that HR increases with the complexity
of the task. The effect of gender on HR showed that in male group there were sig-
nificant changes, increases in HR with the difficulty of the task, and a decrease with the
training session in the grasping task (intermediate level of difficulty). The male par-
ticipants showed a high level of HR in task 3 compared to the other two tasks (easy and
intermediate level) throughout all sessions; while in female participants no significant
differences were found in any task.

The increase in HR with the difficulty of the task is consistent with previous studies
[21]. A greater difficulty in the task increases participant’s effort to deal with the task
demands and this leads to an increase in the mental workload [27], and the mental
workload can increase the heart rate [28]. However, a decrease in HR was also
expected with the training session and the results obtained were not significant, there is
not effect of session on HR. This may be due to the great variability observed in the
measurements, both for men and for women groups, even though measurements were
normalized by the resting condition. Perhaps, analysis of other signal characteristics
such as heart rate variability (HRV) may show better indications, since this is an
indirect measure of the autonomic nervous system and it has seen its association with
stress [29]. Future studies should include this analysis.

5 Conclusion

This work showed an initial exploratory analysis of performance and heart rate data
obtained during four training sessions in a laparoscopic surgery simulator of general
surgery residents. Our results showed changes in the performance of the task influenced
by the training session and gender, indicating that a better performance is achieved in
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both men and women. The analysis of physiological signals showed an increase in the
heart rate associated with the difficulty of the task, but not a decrease with the training
session. From these changes, future studies should include analysis of more variables
such as HRV, factors such previous experience with video games and hand dominance,
as well as other performance features, such as span time and errors, which can be
correlated better with the gender differences found here. Our results suggest that it is
possible to develop a quantitative surgical training assessment from analysis of per-
formance and physiological signals.
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Abstract. Artifact removal and validation of pre-processing approaches remain
as an open problem in EEG analysis. Cleaning data is a critical step in EEG
analysis, per-formed to increase the signal-to-noise ratio and to eliminate
unwanted artifacts. Methodologies commonly used for EEG pre-processing are:
filtering, interpolation of bad channels, epoch segmentation, re-referencing, and
elimination of physiological artifacts such as eye blinking or muscular activity.
It is important to consider that the order and application of these steps affect
signal quality for further analysis. In order to validate a pre-processing pipeline
that can be considered in a clinical follow-up, this paper evaluated test-retest
reliability of EEG recordings. EEG signals were acquired during eyes-closed
resting state condition in two groups of healthy subjects with a follow-up of one
and six months respectively. Signals were pre-processed with five different
methodologies commonly used in literature. Test-retest reliability by intraclass
correlation coefficient was calculated for power spectrum measures in each pre-
processing approach and group. The results showed how test-retest reliability
was significantly affected by pre-processing pipeline in both follow-ups. The
pre-processing pipeline that com-bines robust reference to average and wavelet
ICA improves the test-retest reliability.

Keywords: Artifact removal � EEG � Pre-processing � Test-retest reliability

1 Introduction

The electroencephalography (EEG) provides a non-invasive representation of brain
electrophysiological activity, reflecting both global and local activity with high tem-
poral resolution [1]. Different characteristics of waves reflect the current state of brain
and help to identify abnormalities associated with brain dysfunction [2]. As brain
activity is essentially non-stationary, nonlinear, and noisy, EEG analysis is based
primarily on signal processing based treatments to obtain stable and reliable signal
characteristics [3].
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Quantitative EEG (qEEG) refers to mathematical treatment of EEG data in order to
quantify specific signal parameters [4]. The qEEG processing techniques have identi-
fied phase, amplitude, and power characteristics which reflect unique aspects of brain
function. Five main groups of oscillations are distinguished and defined according their
frequency ranges: delta (1–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz)
and gamma (30–50 Hz) [5], being the alpha rhythm the most prominent and with the
main functional significance [6]. Posterior alpha rhythms reflect the activity of domi-
nant oscillatory neural networks at resting and represent a global functional feature of
brain [7]. Alpha rhythms are mainly modulated by thalamo-cortical and cortico-cortical
interactions that facilitate/inhibit the transmission of sensorimotor information between
subcortical and cortical pathways, and the retrieval of semantic cortical storage
information [8]. Power of low-frequency alpha rhythms is related to IQ, memory and
the state of global cognition. High-frequency alpha rhythms reflect the oscillation of
more selective neuronal systems for the development of sensorimotor and semantic
information [9].

A crucial step in the analysis of electrophysiological data is to improve the signal-
to-noise ratio under the restrictions given by the low amplitude of biosignals [10]. The
electrical field generated by neural activity and measurable by EEG is small, implying
neural signals recorded on range of microvolts that can easily be masked by artefactual
sources technical and physiological [11]. Technical artifacts correspond to interference
of power supply (60 Hz), fluctuation of the electrode impedance, defects in cables and
electrical noise of electronic components [12]. Among physiological artefacts, the most
common types include blinking, eye movements, muscle activity and heartbeat. During
signals acquisition is possible, and necessary, to reduce the artifacts using different
techniques, as ensuring a low impedance between the electrodes and the scalp, but is
impossible to avoid all kind of artifacts being more critical the situation when the work
is done with clinical populations.

Due to all these sources of artifacts, several pre-processing steps should be con-
sidered for EEG analysis such as: low-pass and high-pass filtering, to eliminate
breathing component and high frequency noise respectively; detection and interpola-
tion of bad channels to avoid introducing errors in statistical analysis; epoch seg-
mentation to assurance the assumption of quasi-stationarity; re-referencing data to
average which is the closest to zero voltage; and removing of physiological artifacts by
techniques such as independent component analysis (ICA) and regression to elec-
trooculographic (EOG) or electrocardiographic (ECG) signals [13–15].

However, several issues must be considered when applying these pre-processing
steps since they can have a negative effect over the EEG signal quality. Filtering can
result in significant distortions of time course and amplitude of signal [10]. Referencing
data, either to single channel or to average, can be affected by atypical channels [16].
Removal of artifacts using ICA can lead to loss of brain signal mixed with noisy signal
[17]. In addition, these methods are generally based on the intervention of an expert
and in the visual search for artifacts, something subjective and difficult to standardize.

In order to describe a disease stages and its progression, EEG measurements should
be characterized by having low variability between subjects and high reliability
between longitudinal tests [18]. With the aim to validate a protocol for EEG pre-
processing which can be used in a clinical follow-up, this study assess the test-retest
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reliability of power spectrum measures calculated in EEG recordings with different
preprocessing methodologies commonly applied [16, 17, 19, 20]. In previous works
[21, 22], we have evaluated other frequency bands and pre-processing pipelines,
obtaining good test-retest reliability for theta and alpha bands. Furthermore, we have
improved the signal pre-processing in order to obtain a more automatic methodology as
the proposal in this paper. With this work, unlike the previous ones, we want to
evaluate test-retest reliability in two different time intervals over alpha band given its
functional relevance [6]. If EEG features continue to be preserved at a longer time
interval in healthy subjects, it will allow us to perform a longitudinal study in clinical
populations, ensuring that what we are going to observe is due to physio pathological
changes characteristic of a disease and not because of the methodology of analysis.

EEG signals were recorded during eyes-closed resting state condition in two groups
of healthy subjects, with a follow-up of one and six months respectively. The intraclass
correlation coefficient (ICC) was used as a measure of reliability for relative power in
alpha band (8–13 Hz). Our findings indicate that the pre-processing approach affects
significantly test-retest reliability of qEEG measures, and that this reliability can be
improved with an adequate pre-processing flow, that for the current paper is the
workflow that uses robust reference to average and wavelet ICA.

The remaining of the paper is divided as follows: Sect. 2 provides a detailed
description of EEG datasets, pre-processing approaches, extraction of power spectrum
measurements and test-retest reliability evaluation. Section 3 shows the reliability
values obtained for the different methodologies and statistical analysis. Section 4
presents a discussion of the results and their applications. Finally, conclusions are
presented in Sect. 5.

2 Experimentation

2.1 Subjects and EEG Recordings

Two groups of healthy subjects were used for this analysis. The first group (G1)
consisted of 18 young people aged between 20 and 30 years (Mean = 23.29;
SD = 2.82), who were recorded twice with one-month interval. The second group (G2)
consisted of 10 older subjects aged between 40 and 60 years (Mean = 46; SD = 8.45)
with six months interval between recording sessions. EEG recordings were performed
at awake resting state with eyes closed for 5 min. EEG signals were acquired with 58
tin electrodes (positioned according to the international system 10–10) using the
software and amplifiers Neuroscan (Scan 4.5, SynAmps2). Signals were digitized at a
sampling rate of 1000 Hz and filtered online (bandpass filter: 0.05 to 200 Hz, and band
reject filter of 60 Hz to eliminate noise from the power supply). The reference
acquisition consisted of an electrode located on the right earlobe, and an electrode
located between Cz and Fz was used as ground. Recordings were made in an isolated
cabin of audio and external electromagnetic signals (Faraday cage). Informed consent,
approved by the Human Subjects Committee of the Universidad de Antioquia, was
obtained from all subject’s participation.
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2.2 EEG Data Pre-processing Pipelines

We applied four semi-automated pre-processing pipelines using functions of two
MATLAB toolbox: EEGLAB [19] and the standardized early-stage EEG processing
pipeline (PREP) [16]. In addition to these approaches, raw records were included in the
analysis. Pre-processing approaches are described below (see Fig. 1):

Raw. Records taken directly from the amplifier without any further pre-processing
step. The signals were in a frequency range of 0.05 to 200 Hz, and filtered by a notch
filter at 60 Hz.

Pipeline 1. This approach has been used in the previous works to evaluate test-retest
reliability in other frequency bands and over one month interval [21, 22]. The
methodology consist of importing data; visual inspection to eliminate segments that
represent abrupt movements of the patient; high-pass filtering at 1 Hz and low-pass
filtering at 30 Hz using FIR filters zero phase sinc, with Hamming window (Order =
3300, Transition bandwidth = 1 Hz); detection of atypical noisy channels using kur-
tosis, probability, and spectrum measures; interpolation of bad channels by spherical
splines; data segmentation into 2 s epochs; re-referencing data to average; removing
artefactual epochs using linear trend, joint probability and kurtosis measures [20]; and
ICA enhanced by wavelet (wICA) to correct remaining eye blinks [17].

Fig. 1. EEG pre-processing pipelines. 4 pre-processing pipelines were applied using the
EEGLAB and standardized early-stage EEG processing pipeline (PREP) MATLAB toolbox.
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Pipeline 2. Comprises importing data; visual inspection; application of early-stage pre-
processing pipeline (PREP pipeline), which includes signal detrend, robust reference to
average, where bad channels are excluded, and detection and interpolation of bad
channels relative to this reference [16]; filtering data using high-pass FIR filter (1 Hz) and
low-pass FIR filter (30 Hz); and 2 s epoch segmentation.

Pipeline 3. Comprises importing data; visual inspection; PREP pipeline (signal detrend,
and robust reference with interpolation of bad channels); filtering data at 1–30 Hz
(high-pass and low-pass FIR filters); 2 s epoch segmentation; and removing of bad
epochs by statistical measures used in pipeline1.

Pipeline 4. Includes importing data; visual inspection; PREP pipeline; application of
high-pass filter at 1 Hz; ICA infomax analysis; 2 s epoch segmentation; wICA analysis;
low-pass filter at 30 Hz; and removing of bad epochs by statistical measures.

2.3 Spectral Analysis

Relative power in alpha band (8–13 Hz) was computed over the first 50 artifact-free
epochs. Raw recordings were also segmented in 2 s epochs. Power spectrum density
was calculated using the multitaper spectral estimation method available in MATLAB
Chronux toolbox [23]. The power averaging across the 50 epochs was calculated.

2.4 Statistical Analysis

Intraclass correlation coefficient (ICC) was used to quantify the test–retest reliability of
alpha power in each group. Specifically, we used a two way mixed model with an
absolute agreement definition between two sessions [24]. ICC values were reported
descriptively and with a one-way ANOVA analysis to test the hypothesis about the
effect of pre-processing approach on reliability. Statistical significance of 5% was used
for all tests. All statistical comparisons, and the validation of statistical assumptions,
were implemented in MATLAB.

3 Results

Table 1 shows the number of channels interpolated, epochs removed, and epochs
remaining in each pre-processing pipeline. With pipeline 1, a smaller number of
channels were interpolated. Pipelines 2, 3, and 4, which include the use of PREP
toolbox, interpolated a larger number of channels. Also, it is observed that pipelines 1
and 3 removed a similar number of epochs. In contrast, pipeline 4 removed less epochs.

Mean ICC values calculated over all channels for raw recordings and each pre-
processing pipeline are shown in Fig. 2. Average ICC values were the lowest (mean
values < 0.1) in raw data for both groups. Pre-processed recordings with approaches 2,
3 and 4 showed generally good reliability (mean values > 0.5) in both groups.
ANOVA analysis showed a significant effect of pre-processing pipeline for G1
(F(4) = 240, p < 0.001), where pipelines 2, 3 and 4 are more reliable than pipeline1
and raw data. For G2 group, there was also a significant effect of pre-processing
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approach (F(4) = 108, p < 0.001), and pre-processed data with any pipeline are more
reliable than raw data.

Mean ICC values for each electrode are represented in Fig. 3 over a surface ren-
dered of the scalp. For raw data test-retest reliability is the lowest over all scalp. For
pipeline 1, reliability is lower in G1 group, but increases in G2. The other pipelines
have similar reliability in the two follow-ups.

Table 1. Resulting number of epochs and interpolated channels

Pipeline Group Number of
interpolated channels
Mean ± SD

Number of removed
epochs Mean ± SD

Number of remaining epochs
Mean ± SD

S1 S2 S1 S2 S1 S2

P1 G1| 1.3 ± 0.7 1.3 ± 0.9 13.1 ± 5.2 19.3 ± 6 123.1 ± 23.9 136.1 ± 6.6
G2 1.1 ± 0.7 1.1 ± 0.6 18.4 ± 7.9 26.1 ± 12 146.4 ± 14.6 135.5 ± 19.3

P2 G1 5.9 ± 3.6 8.0 ± 3.2 – – 136.2 ± 27.3 155.4 ± 4.6
G2 5.9 ± 4.9 6.1 ± 4.3 – – 164.8 ± 13.2 161.6 ± 14.6

P3 G1 5.9 ± 3.6 8.0 ± 3.2 13.3 ± 5.5 19.2 ± 5.5 122.9 ± 23.8 136.2 ± 6.1
G2 5.9 ± 4.9 6.1 ± 4.3 18.7 ± 8.2 25.2 ± 11.7 146.1 ± 14.8 136.4 ± 18.6

P4 G1 5.9 ± 3.6 8.0 ± 3.2 5.8 ± 2.2 7.8 ± 1.9 130.3 ± 26.3 147.6 ± 4.7
G2 5.9 ± 4.9 6.1 ± 4.3 8.5 ± 3.8 8.9 ± 3.1 156.3 ± 13.1 152.7 ± 14.2

P1: Pipeline 1, P2: Pipeline 2, P3: Pipeline 3, P4: Pipeline 4.
S1: session 1, S2: session 2, G1: one-month follow-up.
G2: six months follow-up.

Fig. 2. Mean ICC values (ICC: intraclass correlation coefficient. Vertical bars show the standard
deviation).
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4 Discussion

In order to validate an EEG pre-processing protocol that can be used in a clinical
follow-up, this study evaluated the effect of signal pre-processing on test-retest relia-
bility of power spectrum. Relative power in alpha band was calculated for two
recording sessions in resting state, in two groups of healthy subjects with a follow-up of
one month and six months respectively. We found that test-retest reliability was sig-
nificantly affected by pre-processing pipeline for both groups, leading to an increase of
reliability.

The use of a pre-processing pipeline, which in addition to filtering, includes a
robust reference to average and wICA analysis for artifacts removal, improves test-
retest reliability. The use of PREP toolbox corrects DC offset in signals and allows that
more data to be retained for analysis. This algorithm does not consider the outliers for
calculation of the reference; thus, the average value is not affected by extreme values.
As is reported in Table 1, more atypical channels were detected with this toolbox.
Criteria for detection of bad channels include extreme amplitudes, lack of correlation
with any other channel, lack of predictability by other channels, and unusual high
frequency noise [16]. Also, wICA analysis removes ocular artifacts. This technique is
based on ICA decomposition and includes as an intermediate step a wavelet thresh-
olding of the independent components [17]. The above enables to recover persistent
neuronal activity in components identified as artifacts. An advantage of wICA is its
automation, it does not require visual inspection of the independent components.
Instead, all components are passed through the threshold procedure and only high-
magnitude artifacts are filtered.

Fig. 3. Scalp map representations of test-retest reliability (measured by ICC) of alpha power.
Results for the two follow-ups are given from top to bottom and are categorized according to pre-
processing pipeline from left to right.
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Several studies have reported good test-retest reliability of qEEG measurements
during resting state, mainly for theta and alpha bands. High reliability values have been
found at short intervals of time or days [25], for one month [18], nine months [26] and
for one year [27]. Although in literature there are higher average values (0.8) than those
obtained in this paper (*0.65), in previous studies the test-retest reliability of power
spectrum was calculated only on some channels. In this work, we evaluated reliability
over whole scalp, providing a more complete analysis. In addition, unlike the previous
works, a more automatic pre-processing pipeline was developed, which facilitates the
analysis and excludes subjectivity in artefactual epochs and components removal,
which allows standardizing the process for evaluators and studies. This pipeline is not
fully automated because we include the visual inspection of the signals as a first step,
aimed to remove abrupt subject movements that may affect the subsequent treatment of
signals and lead to identifying a greater number of channels or atypical components.
However, when a large amount of data is handled, the processing times can be
increased excessively, and will be needed try to automate the process in the future.

It is necessary to consider that since the test-retest repeatability is being evaluated
on two groups, which differ in age as well as in time intervals, the groups can not be
correlated, thus the analyzes were carried out in each group separately. A future study
that keeps only one variable to analyze, will allow to extract more information and
perform correlations between time interval between records and reliability. It is also
needed to take into account the gender differences for future analysis.

5 Conclusions

The qEEG measurements offer significant and stable results over time, which give them
relevance and clinical usefulness. Resting state EEG represents an easy and fast pro-
cedure to be performed in clinical setting. Its use does not require devices to stimulate
or record subject behavior, and is not susceptible to fatigue and anxiety typically
associated with task execution. This makes it more suitable for recordings in elderly
subjects and clinical populations such as mild cognitive impairment or Alzheimer’s
disease. In this work we validate a semi-automatic pre-processing pipeline that allows
test-retest reliability of qEEG measurements.
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Abstract. Biological populations can be monitored through acoustic
signal processing. This approach allows to sense biological populations
without a direct interaction between humans and species required. In
order to extract relevant acoustic features, signals must be processed
through a noise reduction stage in which target data is enhanced for
a better analysis. Due to the nature of the biological acoustic signals,
the denoising strategy must consider the non-stationarity of the records
and minimize the lost of significant information. In this work, a Last
Approximation standard deviation algorithm (LAstd) for the processing
of bioacoustic signals based on wavelet analysis is presented. The perfor-
mance of the proposed algorithm is evaluated using a database of owls,
which have been modified with different rates of coloured noise. Further-
more, the approach is compared to a standard denoising method from the
Matlab Wavelet Toolbox. The results show that the proposed algorithm
is able to improve the signal-to-noise ratio of the owl’s registers within
a wide frequency range and different noise conditions. Furthermore, the
algorithm can be adapted to process different biological species, thus it
can be an useful tool for characterizing avian ecosystems.

Keywords: Wavelet transform · Threshold denoising
Bioacoustic signals

1 Introduction

The analysis of acoustic signals is a relevant approach for monitoring biological
populations because it allows an automatic classification of species without hav-
ing direct contact with them [1]. The acquisition of information by directional
microphones is a common practice when different sources, interacting within the
ecosystem, need to be registered [2,3]. Nevertheless, some of these sources may
be understood as noise if an extraction of information for a specific specie is
desired.

Denoising strategies are intended to improve the signal-to-noise ratio (SNR)
of biological acoustic sources in the soundscape. This process retains the quality
of a desired signal while reducing the influence of undesired components [4]. The
traditional approach is based on the application of filters, which are effective
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when the signal and noise are in different frequency bands. However, this method
is unable of preserving the desired signal when spectral content is overlapped.
Furthermore, denoising methods based on exclusive spectral analysis impose
important limitations when the signal has non-stationary characteristics [5].

The Wavelet transform has been widely used in the digital signal process-
ing field [6–10] due to its capability to process time-frequency characteristics,
which outperforms the traditional Fourier analysis of transient or non-stationary
signals. From the work of Donoho and Johnstone [11], the Wavelet transform
has been applied to denoise signals by thresholding a set of wavelet coefficients
obtained through an orthogonal wavelet transform using a nonlinear rule.

Some studies have shown the versatility of wavelets for denoising bioacoustic
signals [5,12–15]. Taking into consideration these previous implementations and
with the aim of potential applications in the characterization of colombian avian
ecosystems, this paper presents the denoising strategy Last Approximation stan-
dard deviation (LAstd), which is based on the Undecimated Discrete Wavelet
Transform (UDWT) for processing birds songs.

The proposed method has been focused on owls having a wide spectral con-
tent. It has been assessed under distinct noise conditions and compare it to a
standard algorithm from the Wavelet Toolbox of Matlab.

2 Materials and Methods

2.1 Last Approximation Standard Deviation Denoising Strategy

The proposed method is based on the UDWT, which yields a multilevel decom-
position of the signal by obtaining detail and approximation coefficients. This
process is equivalent to apply a filter bank with high-pass and low-pass filters [16].
Figure 1 illustrates the LAstd strategy where the input signal S is decomposed
in L levels by applying the wavelet filters Hj(ω) and Lj(ω) which provide the
details cDj and approximations cAj , respectively (j = 1, 2, . . . , L). Subsequently,
the detail coefficients cDj are soft thresholded applying a threshold λ = q × λu

where λu is estimated from the last approximation cAL, which is then set to
zero to eliminate noisy components predominant at this level (i.e. q controls the
denoising level). The wavelet reconstruction is performed by using the recon-
struction filters ̂Hj(ω) and ̂Lj(ω), resulting in a denoised version ̂S of the input
signal. Figure 1 illustrates an example for L = 2 levels of decomposition. In the
following sections, a description of the characteristics of the proposed method is
presented.

Wavelet Selection and Decomposition Level Estimation. The selection of
the wavelet is made by considering the minimum aliasing effects produced when
a reference bioacoustic signal is processed using the traditional Discrete Wavelet
Transform (DWT) with different wavelets (Haar, Daubechies 8, Daubechies 10,
Symlet 8, Coiflet 5 and Discrete Meyer). Due to the aliasing inhering in the
DWT algorithm, a suitable wavelet need to be chosen [17]. Similar to the LAstd
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Noise level estimation

Soft
thresholding

ReconstructionDecomposition

Fig. 1. LAstd denoising strategy using the UDWT.

strategy, the last approximation coefficients obtained in the DWT decomposition
are set to zero to later reconstruct the signal. For the current work, the selection
of the wavelet was carried out by a visual inspection of the spectrogram and
choosing the most accurate reconstruction. Some of the tested wavelets are shown
in Fig. 2.

Daubechies 8 Symlet 8 Discrete Meyer

Fig. 2. Some of the compared wavelets.

A Shannon entropy criteria was implemented to define the appropriate num-
ber of decomposition levels [5]. The latter provides a standard measure of uncer-
tainty or disorder in a system and it is defined as [18]:

ShEn = −
∑

i

s2i ln(s2i ), (1)

where si is the ith sample of the signal [19,20] and assuming the convention
0 × ln(0) = 0.

The decomposition level L is estimated by analyzing the approximation coef-
ficients because they retain the coarser information of the original signal. Starting
from L = 1, the decomposition is performed until ShEn at level L is greater than
the ShEn at level L − 1, setting L as the decomposition level. Figure 3 shows a
levels vs. Shannon Entropy plot that illustrates an example where the level is
estimated as L = 6.
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Fig. 3. Wavelet decomposition levels vs. Shannon entropy.

Thresholding. The threshold level is computed as [21]

λ = q × λu = q × σ
√

2 ln(N), (2)

in which N is the length of the signal, σ is the standard deviation of cAL [10]
and q is a control parameter that can be adjusted to smooth the threshold level
and is set between 0 and 1.

Wavelet denoising eliminates the small coefficients assuming that the noise
components have high frequency content, thus, it is usually applied on cDj . In
order to avoid discontinuity distortions, a soft thresholding function δso is applied
as:

δso :

⎧

⎪

⎨

⎪

⎩

̂cDj = 0 if |cDj | ≤ λ,
̂cDj = cDj − λ if cDj > λ,
̂cDj = cDj + λ if cDj < −λ.

(3)

2.2 Test Database

A sample of 10 owls audio recordings from www.owling.com are considered to
assess the LAstd algorithm. The frequency range varies depending on the specie,
ranging from 350 Hz to 15 kHz with a sampling frequency of 44.1 kHz. It has been
shown that a wide range of environmental acoustic variability can be modeled
trough colored noise [22,23]. Therefore, white Gaussian, Pink and Brown addi-
tive noise are introduced into the owls signals to simulate distinct environmental
noise conditions. The noisy signal is designed by considering 10%, 20% and 30%
of the free-noise signal amplitude. This leads to a database of 90 noisy signals
distributed in 9 datasets. The characteristics of the datasets are summarized in
Table 1.

2.3 Performance Measure

The signal to noise ratio (SNR) has been selected as a metric to evaluate the
performance of the LAstd denoising method. The SNR is defined as:

SNR = 20 log10

( ||Sref ||
||Snoise||

)

, (4)

http://www.owling.com/
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Table 1. Data sets to asses the denoising strategy

Set Noise type Amplitude Data set name

1 White Gaussian 10% WGN 0.1

2 Pink 10% PNK 0.1

3 Brown 10% BRW 0.1

4 White Gaussian 20% WGN 0.2

5 Pink 20% PNK 0.2

6 Brownian 20% BRW 0.2

7 White Gaussian 30% WGN 0.3

8 Pink 30% PNK 0.3

9 Brownian 30% BRW 0.3

where Sref and Snoise are the free-noise and noisy signal, respectively. || · || cor-
responds to the Euclidean norm operator. LAstd strategy is also compared to
the Matlab wavelet denoising function wden. This function computes an auto-
matic wavelet denoising algorithm with different thresholding selection rules. An
universal threshold argument (sqtwolog) with a soft thresholding technique and
a level dependent estimation of noise level (mln) has been used for the analysis.

3 Results and Discussion

Figure 4 shows the effect of different wavelets on a reference signal. It can be
seen that, for this specific case, Meyer approach provides the better performance.
Therefore, the LAstd method uses this wavelet to denoise the owls’ audio files.
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Figure 5 shows the median bar graphs of the SNR obtained after applying
the LAstd and wden denoising strategies to each dataset (red and yellow bars,
respectively). Three variations of the threshold control parameter q were tested
(q = 1, 0.5 and 0.25). The median SNR values of the noisy data are also shown
(blue bars).

Fig. 5. Median SNR values of the noisy and denoised signals using the LAstd and wden
algorithms. The results for four q values are shown under different noise conditions.
(Color figure online)

Regarding the threshold control parameter q, results of SNR suggest that
in the case of q = 1, LAstd outplays wden in 55.56% of datasets (5/9). When
q = 0.5, LAstd outplays wden in 88.89% of datasets (8/9). Finally, for q = 0.25,
LAstd outplays wden in 66.67% of datasets (6/9).

When noise concentrates most of its power in low frequency bands (colored
noise cases), the LAstd strategy estimates a high noise level that surpass some
wavelet coefficients with coarse information. This may lead to a lost of important
signal features in the thresholding process. However, this can be controlled with
an appropriate value for q, which yields better performance compared to the
wden function (e.g. when q = 0.5).

Important spectral distortion was found for cases where wden yielded to
better results than LAstd according to SNR measure. Figure 6 shows a repre-
sentative example where aliasing effects are present, which were introduced by
the wden function. Figure 7 shows another example where the wden function
performs a strong denoising. However, spectral information is lost, while the
LAstd method is capable to preserve frequency content by adjusting its param-
eter q = 0.25.

Both strategies present limitations in the case of Brown noise. However, the
LAstd strategy is tolerant to the noise amplitude (20% and 30%) when the
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Fig. 6. Denoising over a signal from the data set WGN 0.1 using q = 1

signals are corrupted with White Gaussian and Pink noise. Figure 8 shows an
example where the LAstd strategy achieves a significant improvement in the
signal reducing high amplitude noise components.

Regarding the threshold control parameter q, the results suggest that the
best performance is achieved for q = 0.5 (Fig. 5). In this case, LAstd outplays
wden in 88.89% of datasets (8/9), which supports better performance of LAstd
even in the presence of Brownian noise. The LAstd strategy can be tuned to ana-
lyze other avian species. It is important to achieve a strong correlation between
the signal and the chosen wavelet, besides the criteria of avoiding aliasing. This
method of wavelet selection was also used in [5], where the dmey wavelet is
suitable for analyzing bioacoustic signals. The threshold q is estimated by vary-

Original

0

5

10

15

20

Fr
eq

ue
nc

y 
(k

H
z)

-80

-60

-40

-20

0dB
Noisy

0

5

10

15

20

-80

-60

-40

-20

0dB

LAstd

Time (s)

0

5

10

15

20

Fr
eq

ue
nc

y 
(k

H
z)

-80

-60

-40

-20

0dB wden
5 5

5

0 1 2 3 4 0 1 4

0 1 2 3 4 0 1

2 3

2 3 4 5
Time (s)

0

5

10

15

20

-80

-60

-40

-20

0dB

Fig. 7. Denoising over a signal from the data set WGN 0.1 using q = 0.25
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Fig. 8. Denoising over a signal from the data set WGN 0.3 using q = 1

ing the parameter q and by assessing the SNR measure under distinct noise
configurations.

4 Conclusions

The LAstd denoising approach has been proposed based on the wavelet trans-
form. The method is focused on the characterization of avian ecosystems through
their acoustic features. The algorithm is capable to improve the SNR of avian
audio registers with a wide frequency range and under different noise conditions.
A specific setup for the LAstd algorithm applied to owl’s registers has been pre-
sented. Future research will be oriented on enhancing the threshold estimation
and reducing the degrees of freedom of the algorithm.
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Abstract. In this paper we present a vision system to detect BMI from
images. The proposed system segments the image and extracts the most
important features, from these features a classifier is trained. An analysis
of the results with different classification techniques is presented in the
experimental results. The results show that the system can obtain good
classification accuracies using images under controlled conditions.

1 Introduction

The vision algorithms have been implemented in many fields of application. The
fields of application cover almost any aspect of daily duties/aspects that we can
imagine, but can also be seen in areas such as health, providing support with
some physical studies, such as estimates of body mass index (BMI). The BMI
is a visible signal that can be used to infer a person’s health status. It has been
shown that having a large BMI is linked to an increased risk of cardiovascular
disease and diabetes.

The BMI indicates weight and size relation of any individual, thus the BMI
can indicates the weight condition of the person whose being evaluated. Accord-
ing to the World Health Organization, the overweight and obesity can be defined
as the excessive or abnormal accumulation of fat in the body, this condition can
trigger several health issues. Therefore in healths so many disciplines based their
approaches according with the any individual BMI and subsequent treatment if
it is necessary. The BMI can being classified in three different categories, under-
weigth, normal weigth, overweight, obesity 1, obesity 2, obesity 3. The BMI
range of each category is shown in Table 1.

In Order to calculate the BMI is necessary to obtain the size (m) and the
weight (kg. Whit the size and weight the BMI is calculated with the next formula:

BMI =
Kg

m2
(1)

c© Springer Nature Switzerland AG 2018
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Table 1. BMI categories.

Categories BMI

Underweight <18.5

Normal weight 18.6–24.9

Overweight 25.5–29.9

Obesity 1 30–34.9

Obesity 2 35–39.9

Obesity 3 ≥40

The manual and most common BMI calculating method is no the best and
only way to obtained it. Another method is by using a body composition analyzer
by electrical bio impedance that brings a higher reliability, nevertheless the high
process costs and the very thorough steps during the BMI calculation are all a
though disadvantage for this method. Counting on this so as to obtain the best
BMI estimation is necessary to develop a system whom can make the process
easier to anyone.

By means of a digital image processing the estimation of the BMI could be
easier and faster for everyone. In order to develop the system it’s necessary to
get and manage representative images for every category of BMI to performance
a geometrical pattern recognition system without alterations in samples.

In this research, the volunteers passed for a detailing process in order to
obtain a very accurate anthropometric data set, specific corporal composition
instruments were used to reach this objective. The pictures acquisition was
made under controlled conditions, this aspect is crucial for reducing the time
processing.

2 Related Work

The mean physical descriptors for a visual health analysis of any person are
the skin color semblance, the tonality of the sclerotic in the eyes and mainly
the Quetelet index or Body Mass Index(BMI), this factor is used in order to
determine the nutritional condition of the person/subject. The BMI is the rela-
tionship between weight and tall. The medical statutes says that the BMI let us
to identify if a person is healthy or he or she has nutritional deficiencies, which
not only the doctors could determine if the person needs nutritional assistance
but also decide some kind of extra medical study.

The BMI is a very helpful tool used through the years supporting the special-
ists to identify weight troubles, this aspect has become a reason for investigation,
not only in heaths but also in areas like math [2–5], sport sciences [6–9], comput-
ing sciences [10–13], whose focuses their researches trying to automate the BMI
estimates by a robust system, like WEB calculators, which users insert their
weight and tall so as to receive the BMI and the proportional BMI rank/class.
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The technology is the final step of the science, where the researches create the
basics afterwards everybody enjoys in any kind of aspect in the daily lifestyle.
The technology is the final step of the science and research, here it’s applying
all the knowledge acquired through the years to give a comfortable life style,
Artificial vision is a new and outstanding computational tool, which is used in
face recognition and detection, object detection and their classification, quality
control of different kind of products, and something else, nevertheless in the
field of computing sciences there is lack of any kind of literature about artificial
vision based researches about BMI. The computer vision object detection study
based on images with several pattern recognition techniques supporting by dig-
ital image processing (DIP) and classification, all have been increased together.
The great progress of automatic image recognition algorithms allows us achieve
a develop of a robust system, that through a previous person images acquisition
in a controlled environment whit some DIP and segmentation techniques the
obtainment of the BMI.

In [5] it is proposed a 3D manikin generation, all of them with different
characteristics, after that RGB images are generated from the 3D manikin, and
whit the implementation of neuronal networks, all the images are classified whit
an oscillation of 0.34 and 0.50 between the estimated value and the real BMI
value.

In this way, Bipemdu et al. [1], propose a mathematical complement for
the original formula in order to complement the volumetric estimation of the
patient, based on segmented images, reporting a 4.04 variance with the tra-
ditional method. Madariaga and Linsangan [14] perform the tall and weight
estimation calculating the leakage point in a group of cells, all of then setting
up with the relation of the appearance of the camera.

Another study make the calculus of the BMI based on face images [11], here
there is used an algorithm similar/alike to face recognition algorithms, here the
algorithm detects the volunteer eyes in order to calculate the coordinates of the
face principle components using support vector machines (SVM), although all
the processes used in the research the results shown have no correlation with the
traditional method.

In [15], by means of the description of heart sounds in relation with the
age, gender and the body mass index (BMI), they were obtained results to
determinate the cardiac health condition in men and women. The correlation
between BMI and the cardiac sounds show significant results for further research.

Nahavandi come up with a kinect based system [16] in order to estimate
the body mass index (BMI) of human body. This system is shown as innovator,
because of the absence of a weight scale, the observed weight in the subjects is
estimated using a corporal surface regression technique. Deep learning is imple-
mented so as to extract significant features and to be able to estimate the BMI
whit an 95% of precision.
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3 Proposed Method

In this Section, the steps of the proposed methodology are described in detail.
Methodology of proposed system is shown in Fig. 1. First the images are pre-
processed and segmented, A step of feature extraction is implemented after of
segmentation. After of features extraction the proposed methodology uses dif-
ferent techniques to select the best features of the data set. This step allows
to reduce the dimensionality of the data set, reduce the training time and in
some cases improve the performance of the system, this due to the elimination
of features that introduce noise to the classifier.

Images Segmentation
Features
Extraction

Features 
selection

     BMI
Identification

     Final
    Model

Fig. 1. Proposed methodology diagram

3.1 Segmentation Techniques

Firstly the images are preprocessed and segmented. The images often are sur-
rounded by objects in the background. However, the images used in the experi-
ments are images in a controlled environment (images with only the subject and
white background). In all the experiments Otsu algorithm was used for segmen-
tation. Several segmentation techniques were tried. However, because the image
was obtained in a semi controlled environment, the results were very similar and
it is not necessary to use a more robust technique (Fig. 2).

16 19 21 23 25 28 31 33

Fig. 2. Initial images

In order to obtain a good segmentation even when there are changes in global
brightness conditions, the region of the leave in each image was segmented using
the following steps (1) Computation of high-contrast gray scale from optimal lin-
ear combination of RGB color components [30,31]; (2) Estimate optimal border
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using cumulative moments of zero order and first order (Otsu method) [30,31].
(3) Morphological operations to fill possible gaps in the segmented image [30–32].
By segmenting the image, the proposed system can use only the region of the
leaf, determine its edges and calculate properties by extracting features (Fig. 3).

Fig. 3. Segmented images

3.2 Features Extractors

Feature extraction is a critical process in any pattern recognition system. The
feature extraction has a big influence on the final identification. Feature extrac-
tion allows us to represent the image using a set of numerical and/or categori-
cal values. In order to improve the performance the features obtained must be
invariant to scaling, rotation and translation, enabling the classifier to recognize
objects despite having different size, position and orientation. All these features
play an important role in the algorithm performance and allow the classifier to
discriminate between different classes in an appropriate manner. Deeper infor-
mation on the subject can be found in [33–35]. In our experiments shape features
were obtained.

Shape Features. The geometric features are one of the most important visual
properties used to classify an object. The geometric features provide information
on the size and shape of the previously segmented region. Elementary geometric
features provide intuitive information of the basic properties of the region to be
recognized, such as area of the region, roundness, length of the edge, elonga-
tion defined by the length and width, the coordinates x and y of gravity center,
rectangularity, projection (on the components x, y), eccentricity, center of grav-
ity (components x, y), Danielson factor, equivalent diameter, axis length (x, y),
orientation, solidity, extencion, area convex, filled area, ellipse (variance, orien-
tation, eccentricity, area, major axis, minor axis, ellipse center x, and). However,
an efficient classification system should be able to recognize objects regardless of
their orientation, location and size, i.e. it must be invariant to scaling, rotation
and position.

Moments are commonly used in image recognition, they can recognize these
images regardless of their rotation, translation or inversion. Invariant moments
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were initially introduced by Hu [34]. Both Hu moments of order (p + q) of an
intensity function f(x, y) are defined as:

The moments of order (p + q) are defined as:

mpq =
∑

x

∑

y

xpyqρ(x, y).

where ρ(x, y) is defined by the segmented region. Low order moments describe
the shape of the region. For example, m00 describes the area of the segmented
region, while m01 and m10 define the x and y coordinates of the gravity center.
However, moments m02, m03, m11, m12, m20, m21 y m30 are invariant to transla-
tion, rotation and inversion. The central moments are invariant to displacement
and can be calculated by

μpq =
∑

i,j∈R

(i − ī)p(j − j̄)q (2)

where p, q belongs to segmented region and the gravity center of the region is
defined by:

ī =
m10

m00
, j̄ =

m01

m00
(3)

Hu moments can be obtained as follows:

φ1 = η20 + η02 (4)
φ2 = (η20 − η02)2 + 4η2

11

φ3 = (η30 − 3η12)2 + (3η21 − η03)2

φ4 = (η30 − 3η12)2 + (η21 + η03)2

φ5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] +
(3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]

φ6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2] +
4(η11(η30 + η12)(η21 + η03)

φ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] −
(η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]

where ηpq = µrs

µ00t , t = p+q
2 + 1.

Other used features were ellipse descriptors, region convexity, Flusser
moments (F1, . . . F4) [36,37], R Moments (R1, . . . , R10), Fourier descriptors (first
8 descriptors) [32,37].

57 geometric features were extracted from each image. The geometric feature
vector Xg obtained can be represented as:

Xg = [x1, x2, . . . , x57] (5)
Xg = [xgb, xHu, xF , xR, xDF ] (6)
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where xgb represents the elemental geometric features (xgb = [x1, . . . , x28]), xHu

represents the Hu invariant features (xHu = [x29, . . . , x35]), xF represents the
Flusser invariant moments (xF = [x36, . . . , x39]), xR represents the invariant
moments to changes in ilumination (xR = [x40, . . . , x49]), xDF represents the
first 8 Fourier descriptors (xDF = [x50, . . . , x57]). Description in detail about
Fourier descriptors can be founded in [32,37].

3.3 Classification Techniques

Classification, consist is detect or recognize a pattern in terms of properties or
features. Pattern recognition is one of the most important tasks. However, it is
also one of the most complex tasks. In experiments the results were compared
with some classification techniques, logistic regression [17–19], Bayesian classi-
fier [20,21], the Backpropagation learning algorithm [22,23] and support vector
machine (SVM) [24].

4 Experimental Results

4.1 Data Acquisition

The sample included 122 people with an age range of 18 to 27 years (71 women
and 51 men), all of them inhabitants of the State of Mexico. The instruments
used in the research are a body composition analyzer by Inbody (Mod. 230),
wall mounted height meter by Seca. Muslin fabric(1.50 m width, 3 m large),
an aluminium tripod, digital camera (16.1 Mega Pixels) Nikon Coolpix P510
(Table 2) (Fig. 4).

To obtain the dataset it was used the body composition analyzer and the
wall mounted height meter with 1mm accuracy, gathering the best BMI possible
dataset.

Initially the people were invited to participate in the research, each one
received an agreement to sign whit the specifications of the research on it, then
they were separated in groups, every group had between 15 to 20 volunteers
each in a closed area, after that all the people take off their shoes and all kind of
fancy object or extra clothes. (e.g., jackets, sweters, belts, keys, cellphones). The
pictures was taken under controlled conditions, like the distance of the camera
and the font color, the focal angle in each volunteer, so as to avoid bad behavior
in the BMI estimation.

About the volunteers it was asked for a vertical position, feet alignment with
the shoulders and the arms in the side position.

4.2 Results

In the experiments, all data sets were normalized and in order to validate the
results cross validation technique was used with k = 10
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Fig. 4. Position of the participant with respect to the camera

Table 3 shows the results obtained Bayes represents the results obtained
using the Naive Bayes algorithm, BP represents the performances using the
backpropagation learning algorithm, LR logistic regression, while SV MRBF ,
represent the results obtained with SVM using the RBF kernel. The metric used
to evaluate the performance of the classifier was precision and this is obtained
from the guesses of the classifier among the total of the data set.
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Table 2. Dataset used in experiments.

Datasets

BMI Avg. height Avg. weight Avg. age Men Women Size

17–19 164 49 22 7 11 18

20–21 166 56 20 10 10 20

22–23 165 61 22 16 12 28

24–25 160 62 21 5 19 24

26–27 165 70 22 8 11 19

28–29 158 69 30 1 4 5

30–31 167 86 27 2 2 4

32–33 170 88 21 2 2 4

Table 3. Performance of the classifiers to calculate the BMI

Bayes SVMRBF BP LR

Subset Acc F-measure AUC Acc F-measure AUC Acc F-measure AUC Acc F-measure AUC

17–19 87.13 0.87 0.86 89.47 0.893 0.873 86.2 0.83 0.85 85.3 0.82 0.85

20–21 75.9 0.83 0.89 77.34 0.838 0.920 76.6 0.82 0.87 76.7 0.79 0.83

22–23 71.8 0.77 0.62 75.1 0.821 0.671 72.7 0.78 0.58 73.5 0.78 0.59

24–25 77.3 0.80 0.91 79.4 0.835 0.947 78.5 0.81 0.89 77.9 0.80 0.88

26–27 82.7 0.72 0.90 85.7 0.857 0.924 83.2 0.79 0.87 81.7 0.78 0.81

28–29 64.7 0.75 0.83 65.7 0.789 0.835 65.3 0.76 0.81 61.3 0.71 0.79

30–31 55.9 0.73 0.79 58.4 0.735 0.826 56.3 0.71 0.79 51.9 0.67 0.78

32–33 43.8 0.51 0.74 46.2 0.610 0.815 42.7 0.56 0.75 40.3 0.51 0.73

Average 69.90 0.7475 0.81 72.16 0.79725 0.851 70.18 0.7575 0.80 68.57 0.7325 0.78

5 Conclusions

In this paper we present a new algorithm to calculate the Body Mass Index and
compare the results with some classifiers. The system extracts a set of features
based on shape properties. In the proposed algorithm is used a features selection
algorithm in order to reduce the training time and obtain the best features to
obtain a good classification accuracy. In the results obtained, it is shown that in
some subsets the performance is very low, this is possibly due to the size of the
subset of data. Subsequent studies aim to improve the classification accuracy by
adding information about the edge or silhouette of people.
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Abstract. Network monitoring is a paramount aspect for the detection
of abnormal and malicious activity. However, this feature must go hand
by hand with mitigation techniques. On SDN environments, control tech-
niques may be easily developed as a result of its ability for programming
the network. In this work, we take advantage of this fact to improve the
network security using the sFlow monitoring tool along with the SDN
controller. We present an architecture where sFlow is in charge of detect-
ing network anomalies defined by user rules, while the SDN technology is
responsible to mitigate the intrusion. Our testbed has been implemented
on Mininet and the SDN environment is governed by Opendaylight con-
troller and the OpenFlow southbound protocol. Experimental validation
demonstrate that our system can effectively report various types of intru-
sion associated with the reconnaissance phase of an attack.

Keywords: Intrusion · Reconnaissance · Attack · Security · sFlow
SDN

1 Introduction

Network security is in charge to prevent information theft as well as guaran-
tee privacy communications and service availability. Therefore, it has become a
inherent network feature as important as the connectivity itself. In this paper,
we consider the problem of detecting intrusions in a communication network
running under the Software Defined Networking environment (SDN). This tech-
nology provides a network architecture in which the network control plane is
decoupled from the data plane. This fact enables the network control to become
directly programmable and the underlying infrastructure to be abstracted for
applications and network services [20].

The SDN environment provides several alternatives to implement network
anomalies detection: (1) Put the entire onus on the SDN controller, providing
it with mechanisms for traffic pattern analysis. To achieve this purpose, it will
be necessary for each switch to install flow rules to redirect all ingress traffic
c© Springer Nature Switzerland AG 2018
J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 916, pp. 323–335, 2018.
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from edge devices to the controller. However, this behavior overloads the cen-
tralized control plane, forcing the SDN controller to deteriorate its performance
over other tasks [14], and overloading the link to the controller; (2) Incorporate
a NIDS (Network Intrusion Detection System) into the network. This option
implies the implementation of port mirroring mechanisms in the switches to for-
ward the traffic from edge devices to the NIDS, even incorporating an overlay-
ing network. Even so, mirroring the whole network traffic to another device may
result in significant resource consumption, especially in high traffic environments
[13]; (3) Use of OpenFlow flow statistics counters. In this scenario OpenFlow is
responsible of communicating control messages to the switches and monitoring
traffic as well. This scheme does not come without major consequences. The
number of flow-entries in the flow table of the edge switch may grow extensively
(counted in tenths of thousands of flows per time-window), thus affecting the
switching performance [14].

In this context, although alternatives mentioned above offer good results,
they register scalability issues with the increase in traffic. In order to provide
an alternative solution to the detection and mitigation of network intrusions,
we take advantage of packet sampling capability of sFlow [22] along with the
SDN technology. In our approach, sFlow will be in charge of detecting network
anomalies defined by user rules, while the SDN controller will be responsible of
mitigating the intrusion. Summarizing, the main contribution of this paper is
the design of an Intrusion Detection System (IDS) prototype with a mitigation
technique SDN based, and its validation with effective scalability improvements.

The paper is structured as follows. In Sect. 2, we present the related work,
while in Sect. 3 we bring an overview of sFlow technologies. Section 4 illustrates
the architecture proposal and its operation scheme. Next, in Sect. 5, the imple-
mentation details of the proposed system along with the steps in a reconnaissance
process are explained. Section 6 shows the experimental validation performed
and Sect. 7 presents a discussion of the functionalities achieved. Finally, Sect. 8
concludes the paper and presents future work.

2 Related Work

In this section, we examine several approaches that propose solutions around
network security field with sFlow under SDN approach.

In [14], authors implement a system that can detect DDoS (Distributed
Denial of Service), Worm propagation and Portscan attacks using an Entropy-
based algorithm. Moreover, they present experimental results that demonstrate
the effectiveness of the sFlow mechanism compared with the use of OpenFlow
flow statistics counters, in terms of overhead imposed on the usage of system
resources. The evaluation of this proposal is carried out in a NOX Controller
[15] and, according to the traffic condition analyzed, they use a hardware-based
switch NEC-IP8800/S3640 or a software-based OpenvSwitch [2] hosted on Dual-
Core 3 GHz with 8 GB RAM server.

Mitigation of SYN Flooding Attack under a DDoS scenario is proposed in
[19]. The methodology used to detect the attack relies on monitoring a threshold
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value of the sum cumulative of TCP-SYN packets reported by each sFlow switch
agent. The evaluation of this technique was implemented on Mininet [4] using
four OpenvSwitch [2] and controlled by a Floodlight controller [3].

An information security defense mechanism (ISDM) was deployed to perform
anomaly detection, mitigation and reduce the loss caused by the DDoS attack
[16]. ISDM uses attack signatures to provide security on Internet of Things envi-
ronments (smart living appliances). The experimental platform employs Open-
vSwitches hosted on a Raspberry Pi 2 using a Ryu Controller [6].

In [25], OrchSec, an architecture oriented to detect and mitigate ARP Spoof-
ing/Cache Poising, DoS/DDoS was developed. OrchSec functionalities were val-
idated utilizing Mininet [4] and Floodlight [3]/POX [5] controllers.

In [13], authors propose a modular and scalable architecture to enhance the
Remote Triggered Black-Hole functionality, a routing approach towards Dis-
tributed Denial of Service (DDoS) attack mitigation. To test their solution, they
implement a POX Controller [5], a software-switch (OpenvSwitch) [2] and a
software-router (Vyatta Core), each of them hosted on individual Dual-Core
3 GHz with 8 GB RAM server.

An SDN controller can be a victim of a DDoS attack too. In [12], authors
study how to improve the controller security in this scenario. The method not
only considers the malicious packet to detect a DDoS attack, but it also takes
into account the time properties of DDoS attack such as duration and time to
detection, in order to prevent the future attack. To demonstrate the operation
of their method, they use the Opendaylight controller [8] and Mininet [4].

FlowTrApp [11] provides an architecture for DDoS attack detection and mit-
igation in Data Centers. The proposed mechanism first matches an incoming
flow with a legitimate sample of traffic and then installs mitigation actions (e.g.
a flow is found not lying in the bounds of legitimate traffic pattern i.e., flow rate
and flow duration). FlowTrApp was tested using Mininet emulator [4] and the
Floodlight controller [3].

Unlike the approaches mentioned in this section, which are mostly oriented
to detect and mitigate DDoS attacks, our proposed work aims to detect and
control an attack in its reconnaissance phase.

3 sFlow

Sflow is a sampling technology for monitoring and collecting data from a wide
range of equipment: physical and virtual network devices (switches and routers),
physical and virtual hosts (FreeBSD, Linux, Windows; Containers; Hyper-V,
KVM, and Xen hypervisors) and software applications (Apache/PHP, JAVA)
[22]. A couple of major aspects of sFlow consist of taking advantage of the sta-
tistical properties of packet sampling to produce statistically quantifiable mea-
surements, and having its own RFC 3176 specification [21]. Also, sFlow provides
REST and JavaScript APIs making easy to configure customized measurements,
retrieve metrics, set thresholds, and receive notifications. These features trans-
form sFlow in an open-source network tool with a huge capacity to interact with
other components: SDN controllers, Orchestrators or DevOps (see Fig. 1).
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Fig. 1. sFlow-RT environment

3.1 sFlow Components and Operation Scheme

A sFlow based monitoring system is integrated by three elements (see Fig. 2):

– sFlow Collector: A software application, running on a workstation or server,
that collects and analyses traffic data sent to it by the sFlow agents in the
network. Through sFlow collector, the information collected can be analyzed
and presented to network administrators in a variety of ways, such as traffic
rates charts, dashboards, and thresholds events [10].

– sFlow Agent: On the network devices context, an agent corresponds to a
switch or router that gathers information about traffic on its interfaces
and sends it to the sFlow collector. sFlow Agents operate by regularly
polling interface statistics registers (counters) such as: [In/Out]UcastPkts,
[In/Out]MulticastPkts, [In/Out]BroadcastPkts, [In/Out]Errors; and packet
sampling information if the packet sampling is also configured on the agent.
Currently, a wide network equipment support sFlow Agents: Alcatel, Cisco,
Dell, HP, Huawei, Juniper, OpenvSwitch, Pica8, among others [10,22].

– sFlow datagrams: datagrams sent by the sFlow agent to the host where the
sFlow Collector through UDP port 6343 is running. They include statistics
and packet sampling information [22].

Fig. 2. sFlow components
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3.2 sFlow Applications

SFlow applications can be developed externally using the sFlow-RT REST API
or embedded using sFlow-RT’s internal JavaScript API. This paper is focused on
the last option. Detailed information about how to write a sFlow-RT application
can be found on [9].

Typically, applications implement a number of the following steps. Neverthe-
less, there are other functions to improve the applications.

– Define flows: Flows have to be specified in order to detect and mark accord-
ingly the traffic of interest. A flow is defined using a name, keys (usually
Ethernet, IP, TCP or UDP headers), value (bytes, frames) and optionally
filter attributes. When the flow definition is done, it is possible to identify a
set of packets that share common attributes within a period of time.

– Handle flow records: It allows the user to register a flow handler to be notified
of each new match flow, according with the flows definition. Flows will only
be logged if log:true is specified in the flow specification. In this work, we use
that option to generate alarm messages in the system.

– Define Threshold: Thresholds are applied to flows defined above and they
can be used to generate a notification when the rate value associated with
a flow exceeds the threshold. We use this option to identify ARP network
discovering, TCP-SYN service discovering and Deny of Service intrusions.

– Handle threshold events: Register an event handler function to be notified of
each new event.

We list below a snippet code to identify a DoS attack using sFlow-RT’s
internal JavaScript API (see Listing 1.1).
// Flow Definition

setFlow(’dos_attack ’,{keys:’ipdestination ,stack’,value:’frames ’,filter:’link:outputifindex=null’});

// Threshold setting

setThreshold(’dos_threshold ’,{’metric ’:’dos_attack ’,value :10000 ,’byFlow ’:true ,’timeout ’:1});

// Event Handler

setEventHandler(function(evt) {

switch(evt.thresholdID) {

case ’dos_threshold ’:

let ddosKeys = {};

ddosKeys[evt.flowKey] = evt.value;

logWarning("DDoS Alert: ", JSON.stringify(ddosKeys));

break; } },[’dos_threshold ’]);

Listing 1.1. Snippet code to identify a DoS attack using sFlow

4 Architecture Proposal

This work is oriented to detect and control the reconnaissance process -the initial
step of any intrusion operation. For this purpose, we implement an architecture
composed by two domains called Monitoring and Countermeasure (see Fig. 3).

– Monitoring domain, in charge to detect the initial steps of an attack. In this
domain identifies three elements: (1) the sFlow agent who resides inside the
network device with sFlow support, (2) the sFlow Collector locate on the
server and (3) a supervision element to visualize the behavior of the network
and the alert messages (supervision PC).
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– Countermeasure domain, responsible to mitigate the intrusion. This area is
governed by and SDN environment with its respective control plane (con-
troller) and data plane (switches). These planes interact using a southbound
protocol (e.g., Open Flow [18]).

Fig. 3. Architecture proposal

4.1 Operation

When the sFlow agent is enabled in the OpenvSwitch, sample packets’ header
is encapsulated along with metadata to be sent to the sFlow Collector (Step I
in Fig. 3). The metadata includes sampling ratio, a timestamp at the time of
capture, switch ID, and forwarding information such as the input and output
port numbers. Here, it is important to mention that the rate of samples sFlow
produces is not constant; this depends on the rate of packet arrivals.

Then, the real-time analytics engine of the sFlow Collector processes the
gathered information. If any sampled packet’s header matches with some flow
definition in the monitoring script, this sample is processed to determine if an
event should be triggered. In that case, a REST request is sent to the other com-
ponent of our architecture, the SDN controller, responsible for the mitigation of
anomalous operations (Step II in Fig. 3). That request contains the information
necessary to neutralize the attack (switch ID, port, and MAC address). So, at
this point, the controller is able to make adjustments to the network employing
a southbound protocol. It means, to add a DROP flow action in the forwarding
device table to block the intruder (Step III in Fig. 3). This flow-entry have higher
priority than any other in the flow table and its life-time is 30 s.

5 Testbed

5.1 Environment

The machine used for this testbed runs Ubuntu 16.04 LTS, with an Intel Core i7
@3.40 GHz x 8 CPU, and 16 GiB of RAM. To generate network topologies we use
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Mininet [4], a network emulator used in the SDN research field which includes
OpenvSwitch [2] (a virtual switch that supports OpenFlow and the sFlow agent).
The control plane of the testbed is governed by the Opendaylight Controller [8]
and the collecting process is in charge of the sFlow-RT collector [9].

The testbed topology consists of a tree topology where each virtual switch is
connected to the Opendaylight Controller and the sFlow-RT collector, which are
hosted on the same server. At the beginning, the testbed implements a scenario
with a tree topology of depth 2 and fanout 2 (Fig. 4a). Later, to verify if the
approach is scalable, we modify the parameters of the topology in this manner:
depth 3 and fanout 4 (Fig. 4b).

Fig. 4. Testbed topologies

5.2 Setup

– Mininet: For generating network topologies we just run the command sudo
mn–custom sflowtestbed.py –topo tree, depth = 3, fanout = 4 –link tc, bw =
100 –controller remote, ip = 127.0.0.1:6633. The script file sflowtestbed.py
includes several functions to execute over mininet topology, such as:
• To enable sFlow agent on each OpenvSwitch that belongs to the topology

and set the sampling and polling parameters. In this testbed the sampling
rate was defined: 1:100. A sampling rate of 1:100 means that among every
100 packets captured by sFlow agent, only the header information related
to one will be sent to the collector.

• To post a JSON representation of the Mininet topology to sFlow collector
using REST API.

• To generate pseudo-randomly ICMP, TCP and UDP background traffic.
ICMP traffic is generated at random intervals between all hosts for the
first scenario (Fig. 4a), and between 8 hosts groups in the other case
(Fig. 4b). TCP and UDP flows are established among all hosts, in pairs,
using Iperf [1]. We take advantage of the Iperf command to set randomly
the port [1024–65535], the duration [50–100 s] and the bandwidth [1–10
Mbps] parameters within the aforementioned ranges. We define whether
the flow will be TCP or UDP by the port value (odd or even).

• To control the execution of the intrusion process.
Finally, in all scenarios the link bandwidth was set to 100 Mbps (tc,bw =
100), to guarantee a reasonable workload of the local system resources when
all hosts are transmitting background traffic.
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– OpenDaylight Controller: the controller is configured to discover the topology
and to set rules via OpenFlow with the purpose of guaranteeing basic connec-
tivity between all stations. It means, managing broadcast (ARP) and unicast
(IP, TCP, UDP) traffic. We assign a low priority to the flows in charge of
forwarding tasks, thus the controller could use high priorities to install the
flows to mitigate the intrusion and guarantee the primacy of these rules over
the others.

– sFlow Collector: sFlow-RT manages several script files in order to process and
visualize information. In this testbed, we define JavaScript functions to indi-
cate to the sFlow-RT real-time analytics engine how to detect reconnaissance
attacks discussed in the previous section. Moreover, we built a dashboard
interface to visualize our metrics of interest, set thresholds, and receive noti-
fications. Also, a file with all IP addresses was made to implement the control
access list.

5.3 The Reconnaissance Phase in an Attack

Intrusion in networks takes many forms including denial of service, man-in-the-
middle, viruses propagation, etc. Typically, in an intrusion situation, the intruder
attempts to gain access to a particular resource (data or host). However, any
kind of intrusion is preceded by a reconnaissance process. Reconnaissance is the
unauthorized discovery and mapping of systems, services, or vulnerabilities [24].

In the initial stage of an intrusion, the intruder eavesdrops the network for
the auto-assigning of an IP address in the compromised network segment. For
this step, we build an access control list with all IP addresses allowed in our sys-
tem. If the IP source address of any packet sampled does not match with that
list, an event will be triggered. This access control list can be built by the net-
work administrator or in automatic way with the information collected from the
topology by the controller. Also, eavesdropping process could be detected polling
periodically hosts to detect NIC (Network Interface Card) in promiscuous mode
[23]. This task could be programmed in the controller. But, since our testbed
performs over a emulation platform, this functionality was not implemented.

Next, to determine which hosts are available, the intruder will start a net-
work discovery process. In our work, we implement a countermeasure for hosts
discovery based on an ARP Request sweep. To detect this process we define a
rule to count the ARP Request frames by second. If the frames’ number exceeds
a predefined threshold an event is generated.

Later, the intruder scans TCP and/or UDP ports in the discovered hosts to
determine what network services are available. At this point, TCP-SYN scan
technique is used for this purpose. For this type of intrusion we define two
rules. For TCP scan, we count the number of TCP-SYN segments sent in one
second from the same IP address. If the number of segments exceeds a predefined
threshold, an event is generated. For UDP scan, we detect any ICMP unreachable
messages in the network. This type of messages is produced when the intruder
tries to access to UDP ports that do not have any service configured.
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Subsequently, the intruder queries the ports to determine the application
type and version, even the type and version of the operating system. Based on
this information, the intruder can determine whether a possible vulnerability
exists that can be exploited. And with this, the reconnaissance process ends.

In order to evaluate the effectiveness of our approach we replicate each recon-
naissance step as follow:

– To emulate the moment when the attacker allocated an IP address inside the
network segment, we just set the IP address of a random machine outside of
the range defined in the access control list.

– Network discovery process could be done through the NMAP tool [17] with
the modifiers “-sP -PR [target IP address]”. This instruction causes an Arp
Request Scan on the network segment defined by the user.

– TCP and UDP service discovery processes are achieved using the NMAP tool
too. For the TCP case, we use the modifier “-sS [IP address target]”. This
command triggers a port-scan process using TCP SYN segments. For the
UDP case we use the modifier “-p [ports] -sU [IP address target]”.

– In order to emulate a DoS attack to conclude the intrusion process, we used
the tool NPING (a NMAP complement) with the following sintaxis “nping –
udp –source-port 53 –data-length 1400 –rate 2000 –count 200000 –no-capture
–quiet [IP address target]”.

6 Validation

To visualize and analyze the behavior of our system a dashboard was designed
on sFlow-RT (http://IP sflow collector:8008). There, see Fig. 5, we present three
charts in order to identify the reconnaissance process suggested in Sect. 5.3: hosts
discovery with ARP scan, service discovery with TCP-SYN scan and a DoS
attack; on a scenario with a tree topology of depth 2 and fanout 2 (Fig. 4a).

ARP activity chart, TCP-SYN activity chart, and DoS monitoring chart rep-
resent the number of ARP Request frames, TCP-SYN segments, and IP packets
gathered for all sFlow agents on every second. Moreover, threshold values for
each chart can be changed for the network manager through Settings tab.

On the left side of the Fig. 5 (disabled control), we can observe how the
network discovery process (timeline 11:38:00 to 11:39:00), the exploration of
possible services (timeline 11:39:00 to 11:39:20) and a denial of service attack
(timeline 11:39:20 to 11:40:00) were performed. The following list details the log
console of the sFlow collector for this part of the procedure (see Listing 1.2).
11:38:00 INFO: Listening , sFlow port 6343

11:38:01 INFO: Listening , HTTP port 8008

11:38:01 INFO: Scripts s3n_stats.js and s3n_alarms.js started

11:38:37 WARNING: ARP_SCAN Alert {MAC:Frames} -> {"DA5C3216AE0B":103.26693339459928} , on device -> {"port

":"1","dpid":"0000000000000003 "}

11:39:05 WARNING: TCPSYN_SCAN Alert {srcIP ,dstIP:Frames} -> {"10.0.0.1 ,10.0.0.4" :100.4977565214356} , on

device -> {"port":"1","dpid":"0000000000000002 "}

11:39:23 WARNING: DoS Alert {srcIP ,dstIP ,protocol:Frames} -> {"10.0.0.2 ,10.0.0.3 , eth.ip.udp.dns"

:10001.445090767767} , on device -> {"port":"2","dpid":"0000000000000002 "}

11:39:36 WARNING: Unreachable port operation between: 10.0.0.3 - >10.0.0.2 on udp_40125

Listing 1.2. Alert messages on sFlow console log
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Fig. 5. Reconnaissance stage

On the right part of the graph, the same reconnaissance process is executed with
the mitigation condition enabled. To improve the evidence about the mitigation
process achieved, traffic shapes in gray (which are replicas of the traffic behavior
on the left), were added. Finally, the dialog box shown in the figure, it is a
consequence of the DoS attack performed since in the testbed there is no service
running on UDP port 53 (DNS service), hence ICMP unreachable messages are
generated as evidence of an anomalous network condition.

To evidence the scalability of sampling technology such as sFlow, the same
procedure described above was implemented on a scenario with a tree topology
of depth 3 and fanout 4 (Fig. 4b). The results are presented in the Fig. 6 using
a sampling rate of 1:100 (left side) and 1:10 (right side), in order to verify the

Fig. 6. Sampling comparison
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behavior of the intrusion process under these conditions. The reader can verify
that all parts of the reconnaissance process were detected effectively, regardless
of the network size or the sampling rate defined.

7 Discussion

The tests carried out show that sFlow is a scalable sampling technology for
measuring, collecting, and analyzing network traffic data. This fact enables the
technology for different purposes, in our case the capacity to detect a recon-
naissance process in order to improve the network security. From the obtained
outcomes, we can conclude that:

– The process of host discovering, through the use of the ARP Request scan
technique, is a process that is carried out in a highly efficient way. The
required time for this procedure depends directly on the size of the network
to be scanned, but generally, hundreds of hosts can be scanned in few sec-
onds. As it is a brief type of intrusion, it does not generate any type of stress
within the network, hence its detection becomes less important. However, as
we mentioned before, this procedure precedes attacks of another magnitude.

– The exploration of available services is a procedure that will depend on the
number of hosts to be scanned and the number of ports of interest. In the
tests performed, the identification of services was oriented to a single host in
the network, where the TCP-SYN process was focused on only 2000 specific
ports (NMAP default operation mode). Hence, the action registered in the
chart was very short. However, if this task is executed simultaneously for
all discovered stations, the outcome can significantly disturb the behavior of
network traffic, even emulating the presence of a DoS attack.

– Regarding the DoS attack, the mitigation technique acquires greater promi-
nence in comparison with the aforementioned discovery processes, which have
a shorter action in the timeline. However, it is important to mention that when
a control is implemented in a discovery processes, we do not only prevent the
network flooding with ARP or TCP-SYN packets —on the contrary, we have
identified the location of the intruder (switch and associated port) and his
network identifier (MAC or IP address) and, therefore, all traffic originating
from that device has been blocked, which will cancel the advance of the other
steps in the intrusion process—.

– With respect to the values of sampling rate, 1:10 and 1:100, they were defined
around of the recommendations offered by sFlow for the large flow detection
(1:10 for links speed of 10 Mbps, 1:100 for 100 Mbps and 1:1000 for 1 Gbps)
[7]. The sampling rate values affected the resolution of the traffic shape, but
it did not influence the detection process in the testbed.

– Finally, for the two scenarios proposed: the first one integrated by 3 switches,
4 hosts and 8 ports-witch, and the second one composed of 21 switches, 64
hosts and 104 ports-switch; the results achieved were identical.
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8 Conclusion

In this paper, we evaluated the applicability of using sampling technology, under
SDN environment, to detect and mitigate reconnaissance anomalous activity,
which is the initial step of any kind of attack. For this purpose, we proposed an
architecture and built a testbed to demonstrate the effectiveness of our approach
even in large scenarios. Results show that our prototype can effectively detect
and control the anomalous activities described in Sect. 5.3, and can be extended
to identify other ones. Also, we illustrate a system that can be easily replicated
in other scenarios with similar needs.

As future work, in order to continue improving the security network, we will
use the statistical information provided by sFlow to implement entropy analysis.
Also, we will continue the construction of new flow definitions to increase the
robustness of the system.
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Abstract. Currently, the use of remotely controlled and monitored devices that
perform high-risk exploration activities is increasing. The design and imple-
mentation of a robot type device for exploration that allows real-time data
capture of different conditions depending on the sensors that are configured,
using one of the serial ports available in the MatchPort which in turn supports
the connection using Wi-Fi technology the device has a camera that performs
visual recognition of the environment.

Keywords: Wi-Fi � MatchPort � Serial port

1 Introduction

In the search for a satisfactory solution at the hardware level, a circuit is implemented
that allows: first, the wireless connection with Wi-fi that performs the transducer
function between a TCP/IP wireless network connection to the serial port, facilitating
the use of a microcontroller for the management of the device and the acquisition of
data from the sensors, second, the necessary electrical power supply, both for loco-
motion of the device that would have differential traction to facilitate its displacement
in places with irregular terrain and the movement of the camera allows the movement
in two degrees of freedom, in order to explore the environment [1, 6].

The document has the sections describing the problem, design and modeling,
implementation, results, conclusions and future work [2].

The results obtained show as a device with traccion differential raises the power of
all system, but maintenance the nivels appropriate the same (see Fig. 11) the total
current consumed by the device during initialization of the system to its stable state,
maintain 13 W power it is something very assertive.

In the description of the problem, it is proposed what characteristics the result-
oriented device should have, in design and modeling the technical characteristics that
define the prototype based on the functionality are described and finally Sects. 4 and 5
respectively collect quantitative measurements and the conclusions of the work.
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2 Problem Description

The actions of the search and location of people affected by emergencies or disasters
until access to them, their clinical and operative assessment, stabilization and evacu-
ation of the impact zone, involving specialized, intermediate and basic relief groups.
The attention of an emergency requires technical preparation, planning and coordina-
tion capacity among those who participate in it; otherwise, improvisation, disorder,
omission of functions, increase of time in the rescue of survivors, high costs, loss of
lives and risks of operation may be incurred [7].

Taking into account this items, the device must provide support in the recognition
works, the search and recovery of the location in high risk places, it must comply with
the following characteristics:

• Must be a portable device with a camera controlled and remotely monitored through
a wireless connection.

• The device must allow easy adaptation of any type of sensors according to the task
to be performed.

These conditions suggest obtaining information of the necessary electronic char-
acteristics that allow a correct response of the device in extreme conditions, that can
give support the following search techniques:

• Lifeguards: They are an organized group of people selected and trained to support
one or more areas of operation in an emergency; They have specialized equipment,
according to the place and type of accident.

• Salvation dogs: They are used in various rescue specialties in catastrophes that
consists of training them to search for people buried in landslides caused by
explosions, earthquakes, structural failures thanks to their sensory attributes, agility
and versatility that are superior to humans and even to technological solutions.

3 Design and Modeling

Based on the functionality, the device is defined as a mobile that moves in the direction
determined by a user who is remotely located and who can perceive the movements of
the same and its surroundings, with a camera that adheres to the robot. the architecture
of the hardware can adapt different types of sensors according to the task to be per-
formed, the device has dimensions and weight that make it easily transportable inside a
suitcase, then in the (see Fig. 1), you can see the diagram of blocks of the different
stages of the hardware.

Here is a brief explanation of the stages that make up the project:
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3.1 Power

Its function is to provide power for the different stages of the circuit; the power source
is a battery. The stage must perform voltage conversion to provide TTL and CMOS
levels, we can appreciate the power requirements of each of the components in Table 1.

3.2 MatchPort

It is the key component of the communication, it performs the conversion of infor-
mation that comes via TCP/IP to serial port, before the start-up, the device must
configure the network conditions, which is, indicate an SSID with its respective
password Network, an IP address and a TCP port number where the application socket
is identified. In this stage the MatchPort Demo Board circuit was implemented, the
block consists of a base plate where the MatchPort device is housed, ensuring that it
provides all the connections and functionalities available.

The scheme of the connection of the stage (see Fig. 2), can be seen as the
MatchPort communicates with the PCB through a serial port in which a bidirectional
communication has been implemented, under serial standard; additionally there is a
connector that leaves the PCB and arrives at the reset pin, which is used in case the
device goes into error status and continues in that state for more than 15 s at the end of
which it is sent a signal that I restart, releasing all the connections that have been

Fig. 1. Block diagram of the different hardware stages that make up the robot device.

Table 1. Power requirements for each stage.

Component/phase Voltage Current Power

Half-H driver and engines 12 V 2A 24 W
Microcontroller 5 V 6 mA 0.03 W
Camera 5 V 680 mA 3.4 W
total output 5 V 686 mA 3.47 W
MatchPort 3.6 V 300 mA 1.08 W
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established. Because the technology implemented in the PCB is TTL and the Match-
Port works under CMOS technology, for the connection of the reset pin, it was nec-
essary to implement the coupling stage in the PCB, which receives the signal from the
microcontroller, and reduce it to 3.6 V1.

3.3 Microcontroller

It receives the signal from the MatchPort stage and, according to the instruction sent by
the user, generates the signals that are transmitted to the Drivers. The microcontroller
selected for the project was the MC68HC908GP32, it has modules SCI, TIM, IRQ and
PLL, essential to achieve the project’s objectives2.

The program of the microcontroller performs the tasks sequentially; the timers are
controlled by means of a subroutine generated by the module TIM2, the TIM1 is
reserved for the PWM signals (see Eqs. 1 and 2). The interruption of the IRQ pin is
used to count the rotor cycles, the counter every second is reset and the resulting value
is put in a register that will be consulted in the data sending subroutine (Fig. 3 and
Table 2).

T ¼ 4:Preescaler: TH:TLð Þ
foscilador

ð1Þ

Fig. 2. Block diagram of the MatchPort stage, with its internal logical connections and power
stage.

1 Lantronix Corporation. MatchPort b/g Integration Guide. Part number 900-485 July 2007.
2 Freescale Semiconductor Inc. MC68HC908GP32 Technical Data. rev. 6 2002.
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TH :TL ¼ 1
4

Tð Þ fosciladorð Þ
Preescaler

ð2Þ

Fig. 3. Flow of the main program of the microcontroller.

Table 2. According to the MC68HC908GP32 microcontroller’s datasheet, the value of the
period to be counted by the TIM module to generate the signal is given by Eq. 2, where TH :TL
corresponds to the internal record of the channel, with which the comparison is made, it
Preescaler is a register of the module and foscilador is the frequency of the external crystal
(4.915200 Hz), the table presents the values of the PWM module registers needed to generate the
square signals.

Period Preescaler TH :TL
20 ms 1 24576
1 ms 1 1229
2 ms 1 2458
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3.4 Camera

The Linksys model WVC80N camera was chosen within the design. The camera
obtains the power supply voltage of the main PCB, where a socket with 5 V and a
capacity of 1 A is reserved; the configuration is done through the network.

3.5 Sensor

For monitoring purposes we want to measure the speed of displacement, for this the
robot was implemented a quick switch magnetic switch; which is nothing more than a
contact that closes when passing close to a magnetic field, said sensor is coupled to the
chassis of the left traction track and reacts to a small magnet coupled to the traction
motor shaft of the left track.

The conditioning and reading of the sensor must be processed by the microcon-
troller and/or the application to inform the user, Fig. 6 shows the scheme of connection
of the sensor to the microcontroller, the most convenient unit of measure is cm/s since
the displacements are very short.

3.6 Drivers

They receive the output signals of the microcontroller and transmit them to the actu-
ators; they are used for two purposes: one as protection of the microcontroller and two
for the current management in the actuators. The drivers are the stages of electrical
coupling between the microcontroller and the actuators. Two types of driver are
implemented, one for the D.C. and another for the servomotors, in both cases the
drivers provide high impedance inputs that help protect the outputs of the microcon-
troller and help deliver the output signal needed by the actuator for its operation.

Drivers D.C Motors
To meet the requirements of displacement, we thought of a differential traction system
that would allow the device to move forward, back and rotate both to the right and to
the left according to the user’s commands; to achieve this it is clear that both motors
change their direction of rotation independently, this means frequent change of polarity
in the power supply.

To solve this problem, two H-bridges are implemented, one for each motor. The
L298N integrated circuit is added to the project, which provides two integrated bridges
in the same package and meets the need for current and voltage. It is also compatible
with TTL level control signals from the microcontroller ports (Fig. 4).

Servomotor Driver
The actuators responsible for carrying out the movement of the camera are servomotors
controlled by PWM, although in theory the microcontroller can supply the necessary
energy to drive the motors, due to experiments that prove it was not enough, since
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when putting the motors to test with their respective inertial load did not meet the
torque requirement necessary for proper operation, so it was necessary to implement a
driver capable of supporting an even greater current. A pair of TIP41C transistors
connected to the output of each PWM channel was implemented, one for each
servomotor.

3.7 Actuators

These are the devices in charge of converting the electrical signals coming from the
microcontroller into physical movement, in this case they are motors that generate all
the movements of the robot, convert the electrical signal coming from the drivers, in
mechanical movement that will be transmitted to the caterpillars and to the mechanical
arm that moves the camera, two kinds of engines were used.

DC Motors
These are responsible for providing the power of movement of the device, two identical
12 V motors with gearbox were implemented in order to give the mobile a powerful
differential traction that allows it to perform without any problem the translation
thereof. They are electrically connected to the L298N and physically by means of
toothed wheels to a caterpillar of 5.1 cm, which provide sufficient traction to the device
to travel terrains with different degrees of inclination.

Fig. 4. Electrical diagram of the L298N connection.
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Servomotors Controlled by PWM
Their function is to provide the camera with the movement to explore the surroundings
of its location without moving the entire body of the robot. Two servomotors are
implemented model SG5010 of Towerpro, widely used in aeromodelling due to its
performance and low cost, are controlled by a PWM signal.

4 Measurements

In this section we present the results of the different measurements made in the device
which allows us to analyze the results of the work done, and helps answer the questions
posed at the beginning of the document in the approach to the problem.

4.1 Tests or Measurements on Hardware

The measurements made on the hardware seek to obtain information that allows
determining factors such as the power consumption used, in each of the stages of
greatest consumption. The stages of:

• Camera.
• MatchPort.
• Servomotors.
• D.C Motors.

Measurement of Current Consumption in the Camera
The camera works with a power supply of 5 V D.C, the current consumption varies
over time. When the camera is turned on there is an initial consumption that oscillates
between 280 mA and 300 mA, this happens when the operating system of the camera
is started, then when it starts to connect to the network and the first echo tests are made,
the consumption increases to values close to 680 mA and varies when there are strong
changes in the image, reaching peak values that reach 800 mA (see Fig. 5).

Measurement of Current Consumption in the MatchPort
The power and current values are presented (see Fig. 6), the first is obtained by
multiplying the data obtained in the measurement of the current by 3.6 V. When the
system is initialized, the current consumption in the device reaches values around
275 mA, and then when the initialization tasks are finished, it descends around
170 mA, when the data transmission is started through the WI-FI network. at its
nominal consumption level of 338 mA.
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Measurement of the Current in the Servomotors that Drive the Movement of the
Camera
The current is measured according to the torque that is exerted, starts at an angle of 0
grados and goes gently turning until it reaches 180°, the results are shown in Table 3.
The current consumption of the servomotors is not something significant, since in the
position of maximum torque this hardly consumes 158.5 mA; 90° being the vertical
position without any inclination and 0 degrees the position of maximum inclination
towards the front of the camera.

Measurement of the Current in the Motors D.C.
The current consumption in one of the D.C. motors is shown. that provide the dif-
ferential traction of the device (see Fig. 5), when starting, the current consumption is
higher because enough power must be provided to the motors to overcome the inertial
state of the device, the current consumption is stabilized around −700 mA with small
deviations caused by imperfections in the mechanical gear couplings of the device.

Measurement of Total Current
The total current consumption of the device is presented (see Fig. 7); where it is shown
that it is the result of the sum of the graphs of the power consumption of the camera, the

Fig. 5. Power and current consumed by the camera and the MatchPort device from left to right
respectively.

Table 3. Current measurement in servomotors

Angle (Degrees) Current (mA)

0 158.5
30 156.7
45 134.4
60 92
90 5.09

344 A. A. González et al.



MatchPort and of course also the PCB. In summary, it is noticeable that the power
consumption and/or current of the device at rest stabilize around 13 W and 1.1A for a
nominal power supply of 12 V, if a 12 V VRLA battery is used that supplies 7A per
hour (84 W) and a consumption of 13 W, an approximate average of 6.5 h of auton-
omy is obtained, without counting the weight of the device and the extra attachments
required in the exploration.

Mechanical Specifications
Below are the physical dimensions of the device, weight, average speed of movement
and rotation of the camera [5] (Fig. 8).

Fig. 6. Measurement of the current in the D.C.

Fig. 7. Total current consumed by the device during initialization of the system to its stable
state.
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• Long: 30 cm.
• Width: 32 cm.
• Height Max (up camera): 25.5 cm.

• Height Min (down camera): 15.5 cm.
• Weight (No battery): 2.15 kg
• Weight (With battery): 3.82 kg
• Average Displacement Speed: 2.3 km/h.
• Average rotation speed of the Camera (acimut 180°): 14.55°/s.
• Average rotation speed of the Camera (elevation 135°): 14.48°/s.

5 Conclusions and Future Work

In general, the implemented device constitutes a proposal for a basic platform, search
and exploration, this quality allows you to mutate into a variety that is almost
unlimited, depending on the sensors that are installed according to the task, although
this affects the energy consumption a considerably, but allows it to differentiate itself
from other proposals, which as main idea would an acquire plug and play as a design
modular style that will undoubtedly be able to take better advantage of the device is
design [6, 7].

It will allow developing diverse functions; The design already proposed can be
further optimized based on the specific task to be carried out, which can range from the
detection of landmines, the support system for conducting surveillance rounds, the
structural verification of buildings at risk of collapse, and the scouting of sites with
biological risk [3, 4, 6].

Fig. 8. Photography device
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Abstract. The Colombian natural gas sector is going through a chal-
lenging stage concerning the management of available reserves. Recently,
some weather conditions have shown drawbacks in security and reliabil-
ity regarding supply and transportation. Regasification technology has
been installed in the system as a solution for leading the unbalance
between demand and supply. However, the inadequate pipeline infras-
tructure for transporting large natural gas flows in the short and long-
term is demanding an expansion for enhancing the system reliability.
Here, we develop a Markov chain-based isolation method for performing
fast reliability analysis in subnetworks of the Colombian natural gas sys-
tem, based on the optimal operational cost. We assess our methodology
on a real data set concerning a simplified Colombian natural gas system.
Obtained results show that our proposal remarkably improves the com-
putation time employed for computing the reliability of subnetworks and
preserves the accuracy in the calculation of the optimal operational cost.

Keywords: Colombian natural gas system · Linear optimization
Markov chain · Reliability

1 Introduction

In the last decades, natural gas has become a valuable worldwide energy resource
due to its low environmental impact and competitive cost compared to other fos-
sil fuels. In particular, natural gas combustion leads to fewer CO2 emissions per
generated unit than coal and oil, reflecting potential advantages towards a sus-
tainable low-carbon society [5]. In the near-medium term, the role of natural gas
will be closely linked to the power sector since gas can be used to improve the
reliability of electricity systems that rely on intermittent renewable resources,
because gas-fired power plants can be ramped up quickly and provide flexible
generation schedules. On the other hand, global electricity demand is expected
to double by 2060 and the power sector offers the highest growth for the gas
sector [11]. According to the Energy Information Administration (EIA), the
c© Springer Nature Switzerland AG 2018
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proved worldwide reserves of natural gas have increased rapidly in the last ten
year, reaching around 6922 trillion cubic feet in 2017 [3]. In the Middle East,
Asia, and North America, the natural gas markets concern about exportations
and developments regarding the pipeline infrastructure [1]. However, in Central
and South America, although the gas is relatively abundant, investment delays
and inadequate infrastructure have led to situations that compromised the sys-
tem security [4]. In Colombia, for instance, the weather conditions have recently
affected the natural gas system as a consequence of extreme droughts that dras-
tically reduced the hydroelectric power generation, demanding for the maximum
natural gas supply to support the electric sector [10]. In particular, this situa-
tion revealed some drawbacks in the Colombian system concerning the delayed
installation of regasification points in the Caribean, not to mention the need for
a pipeline system expansion for enhancing the system reliability.

Some studies have been proposed for analyzing the Colombian natural gas
system. Authors in [6] provided a gas market vision concluding that the Colom-
bian system is not able to supply its demand under several contingency condi-
tions due to inappropriate pipeline infrastructure. Villada et al. in [10] proposed
to use a simulation-based approach to analyze the security of natural gas supply
in Colombia, using different linear programming-based modules to maximize the
profit of producers in order to evaluate whether an increase in flexibility con-
tracts led to an overall increase in the security of supply. Regarding the system
reliability, authors in [8] proposed a simulation model for analyzing the risks
associated with the continuity in wells, including the financial effects of non-
served gas produced by different weather conditions. On the other hand, the
Mining and Energy Planning Unit (UPME in Spanish), provides annual plans
concerning the evaluation of investment and expansion alternatives. However,
they considere simulations models rather than optimal flow analysis, which is
crucial for setting the best system conditions that produce minimal cost [9].
Although these approaches have introduced potential advances for the Colom-
bian gas sector, any of them have contemplated sectorized studies that allow fast
analysis and highlight relevant information in subnetworks.

In this work, we introduce a novel simulation-based model for performing fast
reliability analysis in subnetworks of the Colombian natural gas system. In this
sense, our approach facilitates the analysis of investment alternatives such as the
construction of new pipelines in sections or small regions of the system based
on the optimal operational cost. Attained results on a real data set concerning
a simplified Colombian natural gas systems show that our proposal remarkably
reduces the computation time.

The remainder of this paper is organized as follows: Sect. 2 shows the opti-
mization model for the Colombian natural gas system. Section 3 describes the
mathematical foundations of our proposal. Section 4 describes the experimental
set-up and the obtained result. Finally, the conclusions are outlined in Sect. 5.
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2 Optimization Model for Reliability Analysis
in the Colombian Natural Gas System

To analyze the reliability of the Colombian natural gas system, we consider the
following optimization problem based on the network operational cost [8]:

˜gt, ˜ht, ˜f t = argmin
gt,ht,ft

N
∑

n=1

U
∑

u=1

βu,ngt
u,n +

W
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w +
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(1)

where N,U,W,P ∈ N are the number of nodes, users, wells, and, pipelines,
respectively, W = {ht

w ∈R
+}Ww=1 is the set of well flows and P = {f t

p ∈ R
+}Pp=1

is the set of pipeline flows. Moreover, βu,n, αw, γp ∈ R
+ are the costs associated

with the non-supplied gas of the u-th user at the n-th node, the injection cost of
the w -th well, and the transportation cost of the p-th pipeline, respectively. The
equality constraint represents the mass balance equation, where Φt

n ⊂ (P ∪ W)
is the set of incoming (negative reference) and outcoming (positive reference)
flows in the n-th node, and ξtn =

∑U
u=1 εtu,n is the total demand at each node,

where εtu,n ∈ R
+ is the demand of the u-th user at the n-th node. Regarding

the inequality constraints, the nodal non-supplied gas per user, gtu,n ∈ R
+, can-

not exceed its corresponding demand. Furthermore, the flow at each well and
pipeline is bounded by ht

w, f t
p ∈ R

+, respectively, allowing bidirectional flows in
pipelines. Besides, t represents an index time.

In a real-world natural gas system, several optimization problems arise, not
only due to changes in demand but also concerning supply and transportation
failures. For leading such uncertainty, we set a Gaussian distribution to model
the demand of the u-th user at the n-th node as εtu,n∼N (μu,n, σ2

u,n), where
μu,n, σu,n ∈R

+. For wells and pipelines failures, the uncertainty is set through a
reduction in the capacities ht

w, f t
p by using profiles over time, obtained by mod-

elling the number of interruptions as a Poisson event ζtx∼P(λx), where λx ∈ R
+.

Besides, the duration of such interruptions follows a log-normal distribution as
δtx∼lognormal(νx, ψ2

x), where νx, ψx ∈ R
+, and the percentage of volume reduc-

tion follows a uniform distribution as ϑt
x∼U (ax, bx), where ax, bx ∈ [0, 1], and

x ∈ {w, p}. Here, the parameters of the distributions are found towards a Maxi-
mum Likelihood Estimation (MLE)-based approach over historical data.

In turn, given a natural gas system, we draw from the proposed distri-
butions to find the optimal network flows by solving the model in Eq. (1)
for t ∈ {1, 2, · · · , T}. Moreover, for enhancing the uncertainty treatment, we
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use a Monte Carlo simulation for a fixed number of iterations I. Finally, we
compute the expected value of the optimal flows and the reliability for each well
and pipeline.

3 Subnetwork Isolation for Fast Approximated Analysis

Let us assume a situation where we want to evaluate an alternative to improve
the reliability in a subnetwork of the Colombian natural gas system, e.g., the
construction of a loop in a specific pipeline. Instead of analyzing such an alter-
native directly over the whole original natural gas network, we propose to isolate
the corresponding subnetwork as an intermediate step, and then evaluate any
alternative over the isolated network using the model in Eq. (1). Namely, we
run the optimization procedure in Sect. 2 over the original system to use the
obtained results for isolating the subnetwork, by means of a Virtual Equivalent
Well (VEW) ŵ connected in the Isolation Node (IN) n̂, as shown in Fig. 1.

Regarding the failure VEW parameters, we employ a continuous Markov
chain to model each state of the repairable system formed by the elements in
the set X = {x ∈ {w, p}|h†

x, f†
x ∈ I}, where h†

x, f
†
x ∈ R

+ are the expected value
over time and Monte Carlo iterations of h̃x, f̃x, respectively, and I is the set
holding only incoming flows in the IN. To the best of our knowledge about the
Colombian natural gas system, the probability of residing in a state where two
or more units in X fail at the same time is negligible, leading to a chain of X +1
states, where X = |X | ∈ N is the number of units. In particular, we compute
the Mean Residence Time (MRT) in each state as [2]:

m0 =
1

∑

x∈ X
ρx

; mk =
1

θk +
∑

x∈ X
x�=k

ρx
, ∀k ∈ X , (2)

where m0 ∈ R is the MRT of the state holding operative units, and mk ∈ R is
the MRT of the state where the k -th unit is failed and the rest are operative.
Furthermore, ρx = λx/(T − λxνx) and θx = 1/νx are the failure rate and the
repair rate of the x -th unit in X , respectively. From Eq. (2), it is easy to note
that the VEW mean time in failure yields τ = T (1 − m0/

∑
x∈ X mx). In this

paper, we set λŵ = �τ� and νŵ = τ/λŵ. Besides, we set ψ2
ŵ = 0 to fix δtŵ = νŵ,

modelling the VEW uncertainty only through ζtŵ. Regarding the percentage of
volume reduction, we define ϕ = 1 − μn̂/L as the failure depth, where μn̂ ∈ R

is the total IN mean demand and L =
∑

y ∈ Y,y �=p̂ �†
y, L ∈ R, is the VEW mean

injection, where p̂ is the Feeder Pipeline and Y is an index set holding all the
elements connected to the IN, where �†

y ∈ {f†
y , h†

y}. Here we set aŵ = ϕ − Δ and
bŵ = ϕ + Δ, where Δ ∈ R

+ is a small threshold. On the other hand, the VEW
capacity is calculated as hŵ = κL, where κ = T/(T − λŵνŵϕ). Lastly, αŵ =
(1/L)

∑
y ∈ Y,y �=p̂ Ωy�

†
y, stands for the VEW injection cost, where Ωy ∈ {αy, γy}.
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Fig. 1. A simplified sketch for the proposed methodology.

4 Experiments and Results

To evaluate the performance of the proposed methodology, we considered the
simplified natural gas system of the Colombian network shown in Fig. 21. Seven
different users (U = 7) associated with the main sectors were considered per
node sorted as follows: residential, industrial, commercial, vehicular, refinery,
petrochemical and thermoelectric. The costs of non-supplied gas in USD per
Million Cubic Feet per Day (MCFD) were 100 for users (1)&(3), 21 for users
(4)&(5), and 16.4 for the rest. A 12-node subnetwork was connected in the CQR
node where the load for each user at every node follows a Gaussian distribution
with mean according to Table 1 and a coefficient of variation fixed to 0.07; users
(5)–(7) were set to have zero demand. Table 1 also shows the capacity, the trans-
portation costs, and the fitted historical failure data for the subnetwork pipeline
system.

Fig. 2. 19-node Colombian natural gas network.

We considered two different scenarios for specific testing. In the first one,
we compared the 12-node system results using the whole natural gas system
(Colombian system+subnetwork) and the isolated subnetwork. In the second
scenario, we tested the robustness of the proposed methodology by evaluat-
ing an investment alternative associated to the construction of a Loop in the
pipeline N1–N6 for both cases, the whole natural gas system and the iso-
lated subnetwork. Moreover, we used three different comparison methodolo-
gies as quantitative assessment: the average absolute value of the non-served
1 Available online in: https://github.com/WilsonGV/FRAACNGS.git.

https://github.com/WilsonGV/FRAACNGS.git
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Table 1. 12-node subnetwork information. Pipeline system information (left), nodal
mean demand for each user in MCFD (right).

Pipeline fp
(MCFD)

γp

( USD
MCFD )

λp

(-)

νp

(Days)

τp
(Days)

ap

(-)

bp
(-)

Node ε1,n ε2,n ε3,n ε4,n

CQR-N1 29.250 0.030 0.000 0.000 0.000 0.000 0.000 N1 0.990 0.960 0.390 1.020

N1–N2 5.145 0.020 2.410 0.660 0.200 0.000 1.000 N2 0.870 0.860 0.340 0.890

N1–N5 0.039 0.015 1.300 0.700 0.030 0.000 1.000 N3 0.530 0.530 0.210 0.540

N1–N6 17.729 0.012 3.800 4.460 1.300 0.600 1.000 N4 0.980 0.970 0.380 1.000

N2–N3 1.809 0.019 0.000 0.000 0.000 0.000 0.000 N5 0.010 0.010 0.010 0.010

N2–N4 3.336 0.011 0.000 0.000 0.000 0.000 0.000 N6 0.980 0.970 0.380 1.010

N6–N7 3.171 0.020 0.000 0.000 0.000 0.000 0.000 N7 0.930 0.920 0.360 0.950

N6–N8 11.215 0.023 2.410 0.300 0.050 0.000 1.000 N8 0.990 0.980 0.380 1.010

N8–N9 3.596 0.013 1.230 0.900 0.050 0.000 1.000 N9 0.280 0.273 0.107 0.280

N8–N11 4.263 0.014 1.200 0.650 0.010 0.400 1.000 N10 0.780 0.774 0.304 0.800

N9–N10 2.659 0.014 1.100 0.900 0.100 0.000 1.000 N11 0.820 0.813 0.319 0.840

N11–N12 1.468 0.016 1.200 0.200 0.060 0.300 1.000 N12 0.430 0.427 0.168 0.440

gas differences in each node, the average absolute value of the transported
gas differences in each pipeline and a non-parametric density estimation of the
average operational cost, using a Parzen window-based approach of the form
q(z(i)) = (1/I)

∑I
j=1 κG(de(z(i), z(j));σz), where z(i) ∈ R

+ is the i -th sample of
the subnetwork operational cost and q(z(i)) ∈ [0, 1] corresponds to the estimated
probability; κG(de(z(i), z(j));σz) = exp(−de(z(i), z(j))/2σ2

z) stands for the Gaus-
sian kernel, where de represents the Euclidean distance and σz ∈ R

+ is the kernel
width [7]. We considered T = 365, I = 200, and Δ = 0.01 for both scenarios.
Finally, all the experiments were performed using the linear programming solver
included in the Matlab R2016a Optimization Toolbox.

Scenario 1 Results. Based on the sketch in Fig. 1, we start running the
optimization program over the whole natural gas system and then use the
obtained results to perform the isolation methodology with ŵ = {17} and
p̂ = {17−N1}, leading to the VEW parameters: hŵ = 53.620[MCFD], γŵ =
2.241[USD/MCFD], λŵ = 1, νŵ = 0.450[days], ψŵ = 0[days], aŵ = 0.444,
and bŵ = 0.454. Each optimal non-served and pipeline flow is averaged over
Monte Carlo iterations for both the whole system and the isolated subnetwork.
Figure 3(a) shows the difference between the average optimal non-served gas of
both systems over time. As seen, small differences are obtained in those nodes
that are close to the IN, showing an appropriate performance of the proposed
methodology. On the other hand, as expected in a radial configuration, more
markable differences can be seen in those nodes that are farther to the IN,
as a consequence of the uncertainty propagation produced by failures in the
pipelines that serve them as feeders. Regarding the subnetwork pipeline sys-
tem, Fig. 3(c) shows the difference between the average optimal flows, where the
pipelines 17–N1, N1–N6, and N6-N8 present the highest differences since they
comprise larger capacities highlighting small flow changes, not to mention their
longer failure information that introduce more uncertainty into the optimization
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Fig. 3. Scenario 1 (left column) and scenario 2 (right column) results. (a)–(b) Absolute
value of the difference regarding the average optimal non-served gas at each subnet-
work node. (c)–(d) Absolute value of the difference regarding the average optimal flow
through each subnetwork pipeline. (e)–(f) Kernel density estimation of the average
optimal subnetwork operational cost.

procedure. However, notice from Figs. 3(a) and (c) that the differences belong
to a sufficiently small variation range compared with the flow values in Table 1
for demand and transportation. Finally, according to the results in Fig. 3(e), the
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probability density function of the operational cost estimated for the isolated
subnetwork is similar to the one computed for the whole system. In particular,
the relative error for the estimated expected value of the operational cost is
0.95% taking the whole system results as reference.

Scenario 2 Results. According to the failure information shown in Table 1,
the pipeline N1-N6 is the one with the longer time in failure, leading to a low
reliability. For enhancing this pipeline reliability, and so the overall subnetwork
one, we install an additional pipeline connected between nodes N1 and N6 (loop),
with the same capacity to the actual one and a reduction of 60% regarding its
failure information, for both the whole system and the isolated subnetwork.
Obtained results after running the optimization program reveal in Figs. 3(b)
and (d) how the loop reduces the differences for the average optimal non-served
gas and the average optimal flows, respectively, since there is an alternative
path for gas transportation when the pipeline N1-N6 is in failure. Regarding
the subnetwork operational cost, Fig. 3(f) shows that the estimated densities for
both the whole system and the isolated subnetwork take higher probabilities
around similar values. In fact, notice that these values are smaller that those in
Fig. 3(e), due to lower costs associated with the non-served gas.

Concerning the computation time, all the experiments were performed on
an HP600-G1TWR machine with an Intel Core i7-4770 3.4 GHz processor. For
scenario 1, the whole system took 1758.2 s while the isolated subnetwork took
595.1 s, leading to an improvement of 66.15%. In turn, for scenario 2, the whole
system took 1771.0 s and the isolated subnetwork 582.9 s for an improvement of
67.08%. These remarkable differences regarding accuracy and computation time
show the efficiency of our proposal.

5 Conclusions

We introduced a novel Markov chain-based isolation method to analyze the reli-
ability in subnetworks of the Colombian natural gas system. Remarkably, our
approach seeks for the parameters of a Virtual Equivalent Well (VEW) to per-
form approximated reliability analysis based on the optimal operational cost. We
tested our method on a real data set concerning a simplified 19-node Colombian
natural gas system. Obtained results demonstrated how our proposal drastically
improves the computation time while preserves the accuracy in the calculation
of the optimal operational cost. Indeed, our isolation method allows a fast and
accurate evaluation of investment alternatives for enhancing the subnetwork reli-
ability. Although a particular case concerning the Colombian case was tested, our
method can be employed to analyze subnetworks in any natural gas system with
any topology, including the cyclic one. As future work, authors plan to intro-
duce non-parametric techniques for modeling the system uncertainty. Moreover,
using Bayesian inference to support the computation of the VEW parameters is
a future line of research.
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Abstract. This paper analyzes the behavior of the AODV routing pro-
tocol applied in a telecommunication network that transmits information
for the management of the energy resources of an electric microgrid. Each
node represents a sensor that captures primary data on voltage, current,
phase, and frequency to be sent to a central node; in the opposite direc-
tion it receives instructions to activate or deactivate loads or sources.
The implementation was performed with Raspberry Pi3 devices, encod-
ing the routing protocol in Python 2.7. The network tests involve two
topologies (trees and mesh). Through the tests, service quality metrics
such as delay, throughput, and PDR were compared.

Keywords: AODV · Microgrid · Raspberry Pi3 · Python · Delay
Throughput · PDR

1 Introduction

Wireless networks are currently used in a variety of applications, and this tech-
nology is spreading rapidly. However, most depend on infrastructures such as
access points and routers; this makes communication in dynamic topologies dif-
ficult. As a result, ad-hoc networks have emerged, that is, decentralized networks
that allow better communication even when there is mobility at the nodes; they
provide flexibility and autonomy as there is no need for central management.

With the emergence of these networks, there is a need to implement routing
protocols that can easily adapt to changes that may occur. The choice of these
routing protocol to be implemented on communication networks on microgrids
is fundamental, as it is necessary to satisfy the network system requirements for
Neighborhood Area Networks (NAN) applications on microgrids, such as low
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latency and high reliability. The distribution of information in these networks
depends principally on node quantity and the network topology, by which it is
necessary to analyze the most appropriate routing protocol that ensures compli-
ance of communication requirements for smart grids and microgrids. To achieve
this goal there are two types of routing protocols, on the one hand, proactive
protocols are proposed; each node maintains routes to the other nodes available
on the network, and the creation and maintenance of these routes is carried out
through periodic updates. On the other hand, there are reactive protocols, which
calculate the routes as they are needed and in their tables store only information
on the active communications.

This paper shows the analysis of the time delay and the throughput obtained
in the implementation of the reactive AODV protocol in two communication
network topologies such as tree and mesh topologies, in order to analyze the
performance of the data routing protocol applied to the operating conditions in
an isolated rural microgrid. These results are compared with the latency param-
eters acceptable to data transfer in a microgrid and with the values obtained
when simulating the routing protocol with the NS2 tool.

To this end, the paper is divided into six sections distributed as described
below: Sect. 2 shows the characteristics of isolated rural microgrids and their
operating parameters as a function of the time of data collection for their con-
trol. Section 3 details the operation of the reactive protocol to be analyzed.
Section 4 presents the parameters and configurations of the implementation.
Section 5 presents an analysis of the results obtained. Finally, Sect. 6 presents
the conclusions of the study.

2 Rural Microgrids

An electric microgrid is a system composed of loads and generators that works
independently of the electrical distribution network, created in order to supply
energy to a certain local area.

The main elements of microgrids are loads, distributed generators, and stor-
age devices or controllable loads that allow them to operate in a coordinated
manner [1]. The objective is to save energy, to minimize costs, and to increase
reliability through the use of digital technology and the integration of renewable
sources [2].

Due to the high economic and technical costs of traditional electricity net-
works in the electrification of hard-to-reach areas, rural microgrids are emerging
[3]. These are a good alternative when what is required is greater reliability and
quality of energy, also allowing these small communities to control energy use
[4].

2.1 Operation Parameters in Rural Microgrids

Factors such as the quality, size, characteristics of the electrical distribution,
number of generating sources, and power demand define the technical principles
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and architecture of a microgrid. To define the type of current to be operated by
the system (direct or alternating), the technology used and the energy manage-
ment strategy must be considered; for example, while batteries and photovoltaic
generation provide direct current (DC), others such as generators and hydro-
electric power stations provide alternating current (AC). There are also hybrid
microgrids, in which a bidirectional inverter is installed to control the power
supply between the alternating current bars and the battery [5].

The routing protocols to be implemented in this type of wireless network
must coincide with the latency requirements according to the application to be
used in the microgrid. Table 1 shows the applications and their latency.

Table 1. Latency requirements in the operation of a communication network on a
microgrid (Source: [6])

Application Latency

AMI (Advanced Meter Infrastructure) 2–15 s

Demand response 500ms–few minutes

Knowledge of behavior on wide area 20–200ms

Storage and distributed energy resources 20ms–15 s

Power transmission 2 s–5min

Distributed management 100ms–2 s

3 Reactive Wireless Routing Protocols

There are currently numerous routing protocols for wireless networks [7].
Depending on the topology, the scenario in which that topology is proposed,
and the information to be transmitted, the appropriate protocol to be imple-
mented is chosen.

The grid proposed in this paper, a microgrid capable of obtaining information
on the power generated, the state of the batteries, and the consumption of the
loads were analyzed in order to notify a coordinating node for the subsequent
management of the energy resources of that grid, a reactive protocol is chosen
to be used considering that there is data transfering on real time, it is necessary
the calculation of routes on demand, that is, the route establishing will only be
accomplished with a request sent from a sensor node.

With the use of this type of protocol, network resources are optimized, avoid-
ing the sending of unnecessary packets [8]. This kind of scenario has been simu-
lated previously, however as of today, it has not been implemented on a real-case
rural microgrid. The AODV reactive protocol implemented for the communica-
tion of the nodes of this microgrid is described below.
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3.1 AODV Routing Protocol

AODV is one of the most commonly used protocols in mobile ad-hoc networks.
It is reactive, works on demand, and generates only a routing table when it
is necessary to transmit a message to a particular destination. Therefore, it
reduces control messages and regulates the energy consumption of the devices
that use the protocol; the routing table is stored on each node to reduce the use
of bandwidth [9] (Table 2).

The fields stored on the routing tables are described below [10].

Table 2. Routing table (Source: own elaboration)

Destination IP address It is the IP address of the node to which
information will be sent

Next hop This entry identifies the next node necessary to
reach the destination node

Destination sequence number It refers to the sequence number of the
destination node, obtained from the control
information

Hop count It represents the number of hops required to
arrive from the source node to the destination
node

Status It identifies whether the route is active or
inactive, by determining whether a new route
can be used or should be discovered

Lifetime Through this attribute, routes are discarded
and deleted from the table once their useful life
has expired, in order to avoid network overloads

This algorithm has two main phases: route discovery and route maintenance.
Both phases are represented globally in Figs. 1 and 2 respectively.

3.1.1 Route Discovery
This phase occurs when a node needs to send a message to a destination node
and does not have any valid route in its routing table. Then it broadcasts a route
request packet (RREQ) to the destination node via broadcast; the neighbors of
the originator node will receive this RREQ message. If there is no route to the
destination, the number of hops must be increased and this packet must be
also broadcasted. At the same time, they must store a route to the node that
caused the request on their routing table, taking into account the information
they receive in the packet. If it does have a route to the destination, it generates
a route response packet (RREP) [11]. Table 3 shows the structure of the RREQ
message.

In order to avoid repeated information, each RREQ will be identified with an
unique number (which increases each time a node issues a new packet) and with



AODV Routing 361

Table 3. RREQ message format (Source: own elaboration)

Message type

Sender

Originator IP address

Originator sequence number

Unique identifier

Destination IP address

Destination sequence number

Hop count

the sequence number of the originator of the request. Thus, when an intermediate
node processes this packet, it will discard it if it notices that it has already
analyzed the same request from the same sender [12].

If an RREQ packet arrives at the destination node, it must create or update
the route as appropriate and diffuse an RREP via unicast. When an intermediate
node receives this RREP, it also diffuses the packet via unicast, considering
the reverse routes stored on the routing tables through which the RREQ was
transmitted. Table 4 shows the structure of the RREP message.

The protocol uses two sequence numbers: the sequence number of the source
keeps information updated for the route contrary to the source, and the sequence
number of the destination helps determine whether the route submitted can be
accepted by the source or whether a more recent route exists [13].

Fig. 1. Flowchart: route discovery (Source: own elaboration)
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Table 4. RREP message format (Source: own elaboration)

Message type

Sender

Originator IP address

Hop count

Destination IP address

Destination sequence number

3.1.2 Route Maintenance
In this phase periodic messages called hello messages are used. These are trans-
mitted to the neighboring nodes in order to notify that a node is still present
in the network. When after a while a “hello” is not received from a neighbor, a
route error packet (RERR) is generated to the source node: the RERR contains
the IP address of the node that has become inaccessible. Each intermediate node
that processes the RERR will update the routes used by the node that is now
inaccessible and continue to propagate the packet until the broken link notifica-
tion has been communicated to all nodes in the network [14,15]. Table 5 shows
the structure of the RRER message.

Table 5. RRER message format (Source: own elaboration)

Message type

Sender

Destination IP Address

Destination sequence number

Extra destination IP address

Extra destination IP sequence number

If a node needs to send a message even after receiving a broken link or RERR
notification, it can initiate a route discovery [16].
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Fig. 2. Flowchart: route maintenance (Source: own elaboration)

4 Methodology

The network topologies used correspond to the configuration of an isolated micro-
grid, where a sensor node needs to communicate a change of state in its energy
source to the others, so that each one can store this information and make deci-
sions that affect the supply from the microgrid. Figure 3 shows the tree topol-
ogy and Fig. 4 shows the mesh topology. In both topologies, nodes are tagged
with the last byte of their static address corresponding to the network address
192.168.0.0. Both scenarios include static nodes with static IP addresses, that is,
the topology is not modified unless a node is shut down or external conditions
prevent connection to it; in either case, inactive routes will only change state
(RRER) but will not be deleted. For this purpose, a SQLite database was used;
it stores the routing tables in order to maintain the routes to the different nodes.

Additionally, the separation of the nodes is six meters, configured at low
power, in order to facilitate the implementation and obtaining of results in open
field.
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Fig. 3. Tree topology (Source: own elaboration)
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Fig. 4. Mesh topology (Source: own elaboration)

The sending of messages is performed by a single originator (.220) that con-
stantly plays a fixed size message of 100 bytes every 30 s. This message represents
a change of state at the originator node.

The algorithm is implemented and run on Raspberry Pi3 B devices, with
Wi-Fi transmitters in ad-hoc mode and their power (Txpower) at 3 dBm to
limit the range of coverage. For the operation of the program, different modules
were developed, coded in Python 2.7.13 only. These are the modules:

– Neighbors and network node discovery script: find neighbors.py, which lists
the IP addresses of all the nodes found on the network through flooding (see
Fig. 5).

– AODV Protocol script: aodv protocol.py. It comprises the routines and sub-
routines for sending, receiving, and processing request messages (see Fig. 6).

– Main script: main.py. It is the one in charge of instantiating and integrating
the functionalities of the two modules described above.
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Fig. 5. Sequence diagram: find neighbors.py (Source: own elaboration)

Fig. 6. Sequence diagram: aodv protocol.py (route finding) (Source: own elaboration)

5 Results

This section presents a comparison between the results of simulations in the NS-
2 tool and the implementations performed with the Raspberries Pi3 B devices.
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Throughput, Packet Delivery Ratio (PDR), and latency metrics were considered
to determine how the algorithm works in the different scenarios proposed.

The measurement of network reliability is performed through the Packet
Delivery Ratio (PDR); this metric is defined as the percentage relation between
the packets successfully received and the total number of packets transmitted.
Network testing begins with PDR measurement. A set of five tests is performed
on each topology, allowing the originator device to notify its status to the seven
different nodes, for a total of 175 messages transmitted. It should be noted that
for this measurement the sending of request messages (RREQ, RREP, RERR)
was not taken into account.

Figure 7 shows the behavior of the PDR in the proposed topologies. As can be
seen, in both simulation and real life, the tree topology has a higher percentage
of successful packet delivery. It is also evident that in real life a lower percentage
is obtained than in the simulation for the two topologies.

Additionally, it is evident that reliability requirement described by Saputro,
Akkaya and Uludag in [6] is met, where it’s specified that PDR for AODV must
be higher than 91.4%.
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Fig. 7. Average Packet Delivery Ratio (PDR) (Source: own elaboration)

Figure 8 shows that the channel occupancy is higher in the mesh topology;
this is because the central node, being directly related to seven nodes (see Fig. 4),
receives, processes, and distributes more information than any intermediate node
in tree topology.

Figure 9 shows that the mesh topology has lower latency than the tree topol-
ogy, both in the simulation and in the tests performed on Raspberry devices,
that is, less time in the transmission of messages from the originator node to
the other sensor nodes. Given the latency requirements for the operation of a
communication network over a microgrid described in Table 1, both topologies
are in the range of applications: knowledge of wide area behavior, distributed
energy resources, and distributed storage and management. In contrast, for
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“AMI applications, demand response and power transmission” the topologies
are in a lower range than those described.
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6 Conclusions

In addition to the protocol script, it was implemented a module that let nodes
know every single node within the network by broadcasting messages (flooding),
in order to obtain a list with destination nodes for which a route must be found
and send a message using AODV protocol. This module was proven and used
together with the protocol to carry out the tests and obtain the results described
below.

The AODV routing protocol presents stable latency (see Fig. 9), PDR (see
Fig. 7) and throughput (see Fig. 8) metrics for both the mesh and tree topology.
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Taking into account the parameters established by Saputro and Akkaya [6] for
the operation of a communication network over a microgrid, it can be stated that
the implementation of this protocol is appropriate for routing the data, since the
objective of the microgrid is fully achieved within the established ranges.

According to Figs. 7, 8 and 9 the difference of the values obtained in the tests
and simulations is not significant, so the results are coherent and equivalent.
Therefore, the algorithm implemented in the tests meets its objective.

The mesh topology presents lower latency and lower PDR (94.85%) in com-
parison to the tree topology. For this case study, the mesh topology is chosen,
since the percentage of delivered packets is above 94% and the transmission of
messages is faster. In this way, the devices of the microgrid will be able to notify
the changes of state that occur at the energy level in time and in an effective
way. It is important to clarify that the difference between these topologies is not
significant for this case, since there are few nodes and the difference in number
of hops from the originator node to the other sensor nodes is minimal.

Although the tests presented represent a microgrid of eight nodes, it is
expected that both the throughput in the network and the latency will increase
by increasing the number of sensor nodes in the isolated microgrid. As for the
PDR, the increase in the number of nodes will also increase the traffic on the
network, so the number of rejected packets will be higher, thereby decreasing
the PDR.
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eficiente y robusta basada en jerarqúıa dinámica de grupos. Ph.D. thesis, Univer-
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Abstract. A method of network management based on the proto-
col conversion SNMP to others, like serial or UDP, to manage small
devices in a wireless sensor network is shown, whose reference frame-
work combines the hierarchical network management with the dynamic,
distributed and heterogeneous characteristics of an Ad Hoc network and
how the SNMP protocol accomplish its habitual devices management
functions, and at the same time, some of its messages are used to build a
forward data collector that expands and contracts dynamically the stor-
age capacity of the SNMP tables of the agent, adapting to the amount
of devices in the network.

Keywords: Network management · SNMP · Protocol conversion
Finite-state converter · Ad hoc · Distributed processes
Forward data collection

1 Introduction

This work is part the research project TLÖN, where a computational scheme
inspired in social models is proposed, considering justice, immanence, paradigm,
government, existence and essence concepts [1] and supported in a multiagent
system [2] which requires a management system. The results of the implementa-
tion of a protocol converter to include devices with administration restriction [3]
like small sensors, are shown in this paper. In the Sect. 2, it explains briefly the
methods to address some challenges in the network administration in Ad Hoc
networks. In the Sect. 3, the SNMP architecture is analyzed to understand the
protocol and use it to build the protocol converter. In the Sect. 4, it gives the
protocol design, how some challenges are faced, the message mapping and the
forward data collection concept. Finally, part of the results and conclusions of
the implementation are detailed.

2 Management Systems in Ad Hoc Networks

The researches about management systems for Ad Hoc networks are centered
in the protocol development as ANMP [4], GUERRILLA [5] or LiveNCM [6],
c© Springer Nature Switzerland AG 2018
J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 916, pp. 370–381, 2018.
https://doi.org/10.1007/978-3-030-00353-1_33
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which are trying to mitigate the impact of the inherent to the operation of
these networks as the energy limited usage, the wireless medium restrictions,
the nodes heterogeneity, the autoconfiguration and automanagent. In addition,
the continuous technology and scientific develops give tools to respond that chal-
lenges in turn new efforts and concepts appear like the use of a mathematical
architecture named STEPS (Step Rate Storage) to model the collaborative man-
agement storage and data rate control in Wireless Sensor Networks (WSN) [7],
the blockchain usage to develop distributed management systems in MANET
[8] (Mobile Ad Hoc Networks), or the design of architectures based on SDN
(Software Defined Networks) y NFV (Network Function Virtualization) to mon-
itor the UAVs (Unmanned Aerial Vehicles) telemetries [9]. When we found such
varied works about the network management in a lot of environments, it means
that information is relevant and vital to the network operation and its services.

In general, the sensors are configured through serial connections, where they
can be managed and programmed to capture and show the sensed information.
If you want to obtain such information through a management protocol such
as those mentioned above, we will find an incompatibility of protocols. LAM
[10] mentions that this situation can be seen as a problem of interoperability of
processes and could be solved using common protocol images and designing a
protocol converter of finite state machines.

In this way and considering the challenges of managing small devices with
management limitations, that is, they do not support management protocols, and
processing restriction, it is proposed to use protocol conversion by combining a
finite state converter with the functions of a proxy agent SNMP through serial
ports [3] and extending its use to wireless interfaces.

This work is not focus to evaluate various management protocols or investi-
gate if SNMP is the ideal protocol for managing the WSN. We are exploring for
a method of administration through a standard protocol in telecommunications
(SNMP has emerged as the most widely used and deployed network manage-
ment framework [11]), integrating the Ad Hoc network management with other
existed systems, perhaps in hierarchical topologies.

3 SNMP Architecture

SNMP is an application protocol by means of which the variables defined in the
MIB (management information base) of the managed device can be inspected
or altered [12]. The SNMP-based management systems use the client-server
paradigm, composed of a manager, an agent, managed resources and SNMP
messages [13].

The implementation of the SNMP architecture is called SNMP entity (see
Fig. 1). It consists of an engine and one or more associated applications. The
engine provides all the services of sending and receiving messages through the
dispatcher, with the processing model supports and treats messages in all its
versions, executes authentication and coding with the security model and access
control to the managed objects [14]. The SNMP applications, which are defined
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in RFC3413 [15], make use of the services provided by the engine. They include
the command generator (monitor and manipulate management data), command
responder (provides access to management data), originator of notifications (ini-
tiates asynchronous messages), receiver of notifications (processes asynchronous
messages) and proxy forwarder (forwarding of messages between entities) [13].

Fig. 1. SNMP entity architecture. Source: [14]

Abstract service interfaces are defined by primitives that determine the ser-
vices and data elements when the service is invoked [14]. They describe the com-
munication between each SNMP engine component, and between them and the
applications modules. Some primitives are used to design the protocol: sendPdu,
processPdu, returnResponsePdu, processResponsePdu and errorIndication.

4 Protocol Designed

Since the protocol conversion can be seen as a problem of interoperability of
processes [10], the protocol design considers each protocol with its corresponded
messages as an independent process that communicates with an intermediate
entity. This design allows the execution of each process in a distributed way and
permits to increase the range of protocols that could be converted to SNMP. In
this work, the protocols serial and UDP were tested. An example is displayed in
the Fig. 2, the process J (SNMP) sends messages to I (converter), which treats
the packets, in case it has the information to answer, it will send the respective
message to the source or in other cases a message is forward to the S process
(serial) and when it sends back the responses, I puts the information in the
MIB to answer to J . In this instance, the converter has SNMP agent functions
to response SNMP requests or generating events and notifications, and a DTE
(data terminal equipment) device generating serial communication commands.
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Fig. 2. Interoperability of JIS processes. Source: Own

Based on this, an operation scheme was designed so that non-SNMP devices
could be managed. Finite state machines of each protocol were built indepen-
dently using the service primitives that are necessary from each one to leave
their protocol image. Then a relational finite state machine was integrated to
establish the communication process between the two protocols. The final state
machine shown in the Fig. 3 represents the flow of messages and their states.

Fig. 3. Finite state machine. Source: Own
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4.1 Protocol Specification

Five SNMP PDUs are used in this implementation: GetRequest, GetNextRequest,
GetResponse, SetRequest and Trap (or Notification), because it is mandatory
according to the RFC1157 [12]. At SERIAL site are configured two PDU: TXD
and RXD; but their definition depends of the communication method of the final
device, for example if the connection is through WiFi, it requires IP address and
port to create an UDP socket, but if the connection is via RS232, it requires
the baud rate, parity and others. The protocol designed provides a method of
managing variables of operation of non-SNMP devices through the exchange of
PDUs asymmetrically between SNMP and SERIAL entities (Fig. 4 shows the
exchange of REQUEST, RESPONSE, TRAP, TXD and RXD PDUs) which
have several procedures and mechanisms that are detailed in the functions of the
protocol like timers, codification, auto-configuration, sequence and flow control.

Fig. 4. Service and protocol communication. Source: Own

4.2 Challenges

Based on the experience during this development, we consider that the main
challenges for a SNMP converter protocol (or even pure SNMP) to be used in an
Ad Hoc network are heterogeneity, dynamism and distributed operations. Next,
we explain how each of these challenges was addressed, which finally constitute
the basis of the protocol architecture proposed.

Heterogeneity. Network management through SNMP requires the definition
of objects in the MIB management information base, which is designed and
built knowing the device, its functions and the things that can be measured. In
this sense and when a network is heterogeneous, the complicated issue is not to



SNMP Converter and the Forward Data Collection as Management Method 375

manage a great diversity of devices, the difficult thing is to cover the management
of equipment that are not known since they are not included in the MIB. One of
the characteristics of Ad Hoc networks is self-configuration, so creating and/or
modifying the MIBs autonomously is ideal, but it is a challenge that becomes,
by itself, a rather complex job that is out of reach from this project.

The construction of the MIB was done employing the MIB Smithy soft-
ware1 whose design follows some recommendations of Walsh [16] like it must
be syntactically correct, without mixing SMIv1 and SMIv2, validating the
MIB in various compilers, etc. Thereby, with each object MIB, which are
scalars, a conceptual table is created, using a tabular structure as mentioned
in RFC2578 [17], generating an ordered collection of objects. For example, the
OID 1.3.6.1.4.1.49843.1.1.1.2.12 is a table that represents a sensor that measures
pressure and temperature like the BMP180 (see the MIB tree in the Fig. 7). Each
object is configured as a table based on the dynamism of Ad Hoc networks.

Dynamism. WSNs undergo dynamic topology changes due to the entry or exit
of a node from the network, although compared to MANETs these changes are
made to a lesser extent [18]. To make dynamic connections through SNMP, the
use of fixed OIDs for each object is omitted, since the number of hosts that
are going to operate within the network is not known, while it is important to
manage the reuse of physical and logical resources. For this reason tables are
configured that have conceptual rows that allow the creation or elimination of
instances of objects [17] through a columnar object called RowStatus whose value
represents the state of its row in the SNMP table. There are six possible values
that define this state: active (1), notInService (2), notReady (3), createAndGo
(4), createAndWait (5), destroy (6) [19]. The value of RowStatus can be changed
through setRequest commands, either with a string value or an integer value.

When a new device enters the network, an available row is searched to be
assigned though a setRequest command, modifying the value of RowStatus with
4 or createAndGo. With this new row, a new OID is assigned adding a branch
in its structure, e.g. the sensor BMP180 has the OID 1.3.6.1.4.1.49843.1.1.1.2.1,
a new device of this type will be assigned to 1.3.6.1.4.1.49843.1.1.1.2.1.1 (add
a branch) and if additional sensor is connected to the network, it will have the
next OID 1.3.6.1.4.1.49843.1.1.1.2.1.2. When the device leaves the network, the
row is deleted placing the value 6 or destroy in the RowStatus field, freeing the
resource that can be used with new accesses to the network.

Distribution. Usually SNMP runs in centralized networks under the client-
server model. In this work a part of this concept is kept in relation to the
manager’s queries to the agent and storage of the MIB. However, all processes of

1 http://www.muonics.com/Products/MIBSmithy/.
2 The object identification tree OID has numbering assigned by the IANA to the

Universidad Nacional de Colombia. https://www.iana.org/assignments/enterprise-
numbers/enterprise-numbers.

http://www.muonics.com/Products/MIBSmithy/
https://www.iana.org/assignments/enterprise-numbers/enterprise-numbers
https://www.iana.org/assignments/enterprise-numbers/enterprise-numbers
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info request, data storage in the base of information management and detection
of input/output of devices in the network, are done splitting them in multiple
instances that can be executed in different devices with their own local resources
interconnected into the network as a distributed computing system [20].

4.3 Architecture

The JIS entity architecture (see Fig. 5) is compound for various modules, each
one executes complementary processes that could run in one or more devices
on the network. SNMP Agent contains the necessary software to build the
SNMP base tables defined in the MIB and it has the command responder and
notifications originator functions, using a dispatcher as communication interface
for the external applications and internal services. Monitor is a function to
verify the topology changes and send commands to create or destroy rows in the
SNMP table through the modifyRow module, which contains another meth-
ods to exchange data with the SNMP agent. The updateData module updates
the management information in the SNMP tables, being the entity that interact
with the SNMP and SERIAL protocols. Finally, dataRequest is responsible
for the communication against non-SNMP devices, using their medium, proto-
col and specific format (serializing the information to send it through a TTY
port or creating a UDP socket for wireless communications) to execute informa-
tion requests whose answers they are collected and formatted and then stored
in the SNMP tables of the agent using setRequest commands. When getRequest
messages are sent from the SNMP manager, the agent already has the manage-
ment information and responds in a typical SNMP process. All was programmed
with Python language using already existing libraries such as pysnmp [21] and
pyserial [22], both facilitate the developments in SNMP services and serial com-
munications respectively.

Forward Data Collection. The automatic detection of a new device gener-
ates a new row within the table according to the type of device. A responsible
process of validating the hosts registered in the tables, makes periodic request
of each management object in each device, updating the fields in the table to
maintain its consistency with the management information. So when the SNMP
manager makes a query through a specific OID, the agent will be able to respond
immediately. This process is named forward data collection (FDC), the stored
information may or may not be used, but the process allows to increase the effec-
tiveness in the delivery of the management information as well as its response
time. Although there is some generation of traffic to obtain the information
previously, this modality allows the development of distributed management
processes and automatic detection of topology changes (input/output of host
in the network) that could be executed by different devices within of the Ad
Hoc network, for example one device can take the role of responder agent and
another can be the forward collector, and in case the first mentioned leaves the
network, another can assume its functions, even the same collector.



SNMP Converter and the Forward Data Collection as Management Method 377

Fig. 5. Architecture of protocol converter SNMP to Serial or UDP. Source: Own

4.4 Implementation

The implementation of the protocol was done on a small network of sensors
trying to cover different types of physical connections, virtualization, topologies
and formats. This implementation design allows test the environment where the
protocol is going to work, where three items were considered [23]: operating sys-
tem, application and protocol-specific execution. The laboratory topology used
is shown in the Fig. 6. Two Raspberry Pi B3 with Raspbian operating system
were used to create an Ad Hoc network, where the modules shown in the archi-
tecture were charged in each device to operate in a distributed way. One of them
was working as agent SNMP and the another one simulated various sensors for
testing UDP protocol. Additionally, an Arduino UNO with ultrasound proximity
sensor HC-SR04 was connected via USB to one Raspberry to test wired serial
communication. Despite the project covers Ad Hoc networks, a BMP180 temper-
ature and pressure sensor connected to a Nodemcu ESP8266 was also used with
a WiFi connection in infrastructure mode. An external machine runs a SNMP
network management application, fulfilling the functions of manager.

The tests include some habitual SNMP operations like get subtree informa-
tion which generates a getRequest message for each object created in the MIB
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Fig. 6. Laboratory implemented to test the protocol designed. Source: Own

through a MIB Browser software, which results are displayed in the Fig. 7. Other
commands like setRequest and notifications (or traps) were sucessfull tested.

Fig. 7. Results of get subtree command: Own

The devices and their objects were created in the manager software to moni-
tor periodically the sensors mentioned above, one of the historical graph is shown
int the Fig. 8. While the manager sensed the devices, the exchange packets were
capture with a sniffer as it is shown in the Fig. 9).

The checking procedure gave good results in both topologies, Ad Hoc and
Infrastructure, and the SNMP manager was able to capture the data from all
devices with their correspond connections and protocols. The monitor service
detected topology changes creating a row in the SNMP table when the device
access to the network and destroying when the device leaves the network.
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Fig. 8. Historical graph of a sensor Source: Own

Fig. 9. Get and get-response packets capture with sniffer. Source: Own

5 Conclusions and Future Work

The service architecture designed permits the conversion from multi-protocols
to SNMP, because the messages exchange between them is not done directly.
The concept of FDC is a method that uses the MIB tables as main data base of
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the service, so the integration with another data bases schemes is not necessary,
in addition, this idea permits the SNMP operations faster and minimize the
lost data. To divide the conversion process in various modules facilitates the
implementation in distributed networks. Finally, no matter if it is an Ad Hoc
or infrastructure network or what kind of routing protocol is used, or even the
device that is trying to manage, the proposed method for capture the data is
executed successful, because it works in the application level and it does not
intervene in the establishment or maintenance of the connexion between hosts
and it only needs to include the code to get the data in the specific format of
the device.

Some challenges are pending to face like the auto-configuration of the MIB
(the creation or destruction of MIB objects according to the kind of devices in the
network), the mobility of the packets between the host to reassign the different
functions in the architecture, to create new kind of data types through the
TEXTUAL-CONVENTION (for example the feelings of an agent) for associating
the basic concepts of a social model in the multi-agent system and to implement
the solution using containers.

Acknowledgments. We appreciate the contributions of the research group TLÖN’s
members from Universidad Nacional de Colombia as well as Michael Kirkham from
Muonics, Inc. who gave us a free academical license of MIB Smithy software to develop
the MIB used in this project.
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Abstract. Event-related potentials (ERP) help understanding neural
activity related to both sensory and cognitive processes. But due to
their low SNR, EEG signals must be processed to obtain the ERP wave-
form. Such a processing can be carried using a number of toolboxes that
may provide different results on further analyses. Here, we present an
experimental design that quantitatively evaluates the effect of choosing
a particular toolbox in the further ERP analysis. We select three widely
used toolboxes: EEGLAB, SPM12, and Fieldtrip to process EEG data
acquired from a Flanker-like task with a Biosemi Active-Two device.
Results show that although there is not a significant difference between
ERP obtained from each toolbox, the choice of a specific toolbox may
have subtle effects in the resulting ERP waveforms.

Keywords: EEG · ERP · Flanker task · Toolbox · EEGLAB
SPM12 · Fieldtrip

1 Introduction

Electroencephalography (EEG) is a noninvasive technique that records the elec-
trical activity of the brain [1]. EEG provides an excellent medium to under-
stand cognition and brain function. Furthermore, time-locked EEG activity or
event-related potential (ERP) allow researchers to analyze human brain activity
associated with presentation of specific stimuli [2].

ERP records neural responses of task-related events with high temporal reso-
lution, and constitutes a convenient method to explore dynamics of brain behav-
ior. ERP technique has been used for decades to answer questions about sensory,
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cognitive, motor, and emotion-related processes in clinical disorders such as mild
cognitive impairment [3], dementia [4], or emotional processing [5,6].

An ERP waveform is described according to latency and amplitude [2], and
it can be split in two categories: the early exogenous components peaking within
the first 100 ms after stimulus; and the later endogenous components that reflect
how the subject evaluates the stimulus. Among these later components is the
N200 (or N2), which is associated with conflict detection. N2 is the negative
deflection peaking at about 200 ms after stimulus presentation. It is evoked
during tasks in which two or more incompatible response tendencies are activated
simultaneously, such as go/no-go or Flanker tasks [5].

To obtain the ERP waveform, the recorded EEG activity has to be processed
off-line by means of a computational program. There are a number of freely avail-
able software packages, commonly known as toolboxes, to analyze these data.
Despite the large number of studies investigating brain function by means of
ERP, there is not a systematic effort to examine how different software packages
can affect the findings and their associated neurophysiological interpretation. It
is reasonable to expect that the results obtained with different toolboxes may
differ, but it would be necessary a proper statistical analysis to determine if they
are significant.

The aim of this paper is to evaluate the impact of the toolbox choice on the
ERP components. To this end, we selected three widely used toolboxes to obtain
the ERP waveforms for a Flanker task: EEGLAB [7], SPM12 [8,9], and Fieldtrip
[10]. Further, we applied a repeated measures experimental design on the N2
component latencies and peak amplitudes to quantitatively evaluate differences
among them.

2 Experimental Data

EEG data were acquired by the mental health (GISAME) research group of
Universidad de Antioquia (Medelĺın, Colombia). Participants were 20 adults with
mean age of 35 years and standard deviation of 9 years. This convenience sample
was 100% Colombian, and included 15 men and five women. Volunteers that
informed having psychiatric and neurological disorders were excluded from the
study. All subjects participated voluntarily and signed an informed consent in
agreement with the Helsinki declaration. The research protocol was approved by
ethical committee of University of Antioquia (Medelĺın, Colombia).

EEG registers were acquired with a 64-electrode BIOSEMI EEG ActiveTwo
system [11] at a sampling rate of 2048 Hz and 24-bit resolution. The electrodes
were placed according to the international 10–20 system [12].

ERPs were recorded using a Flanker task [13]. Participants were seated in
a comfortable chair in front of a computer monitor at a distance of 60 cm. Par-
ticipants were asked to try not to blink, move, nor speak while performing the
task. The impedances were maintained below 10 kΩ to obtain an adequate con-
ductivity between scalp and electrodes.
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The Flanker attentional emotional task involves violent and neutral situa-
tions. The stimuli were 60 real violent images, 60 neutral real images and as dis-
traction 60 drawings of animate and inanimate objects. The participants were
specifically instructed that the monitor would screen a central stimulus that
could contain either a real picture or a black and white drawing. When a real
image appeared on the center should be classified between a violent or neutral
image, or if a drawing appeared in the center position should be classified as
animate or inanimate. Four events result per each stimuli: threatening periph-
ery (TP), threatening center (TC), neutral periphery (NP), and neutral center
(NC) depending on the position of the real images. Further details about the
experiment protocol have been previously described in [13].

3 Methods

We selected three toolboxes to process the Flanker-task related EEG data:
EEGLAB1 [7], FieldTrip2 [10], and SPM123 [8,9]. We have performed a sim-
ilar data processing with each toolbox and obtained their respective ERPs. The
differences on data processing obey to actual differences on the software pack-
ages, as they not always offer the same methods for specific stages. Once we
obtain the ERPs with each software, we perform two analyses aiming to find
variations on typical ERP parameters: latency and peak intensity of N2, and an
ANOVA test over the same component.

3.1 Data Processing

The stages of data processing are not standard but procedures do not largely vary
from those depicted in [14,15]. Most variations on these stages are due to specific
requirements of the task or due to the acquisition device characteristics. For
the task and device used for experimentation, we perform off-line the following
stages: Downsampling, filtering, bad channels rejection, re-referencing, artifact
rejection, epoching, baseline correction, and visual noise rejection. These stages
are presented below:

Downsampling: The high temporal resolution of most EEG devices is not neces-
sary for most studies, but it may cause high computational burden; then, most
authors reduce the frequency sample to around 200–500 Hz. The term down-
sampling refers to the process of reducing the sampling rate of a signal. In this
case from 2048 Hz to 500 Hz. This stage was equally implemented in the three
toolboxes.

1 http://sccn.ucsd.edu/eeglab/.
2 http://fieldtrip.fcdonders.nl/.
3 http://www.fil.ion.ucl.ac.uk/spm/.

http://sccn.ucsd.edu/eeglab/
http://fieldtrip.fcdonders.nl/
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Filtering: To reduce environmental artifacts (such as power line noise) in the
EEG data and to extract specific frequency bands associated with human cogni-
tion, it is necessary to filter the signals. A band-pass IIR digital filter was applied
in all toolboxes. The cutoff frequencies were 0.5 and 30 Hz to elicit the typical
frequency band of interest for ERP studies.

Bad Channels Rejection: Once the signal is filtered, it is desired to remove
and interpolate those channels with low recording SNR. For EEGLAB case, bad
channels are detected using findNoisyChannels() function from PREP pipeline
library [16] and further interpolated using the spherical interpolation function
eeg_interp(). In FieldTrip, this step is performed with ft_channelrepair()
function, which finds the time series of the missing or damaged channel using
a weighted average of its neighbors. SPM12 only offers the option of setting a
channel as bad without interpolation for further processing. For such a reason,
interpolation was not performed in SPM12.

Off-line Re-referencing: Next step consists on re-referencing the signals using a
common reference for all channels. In this case, EEG data was re-referenced to
the average of all electrodes.

Artifact Rejection: EEG signals are known to be contaminated with noise arti-
facts. The most common physiological artifacts are perhaps those generated by
muscles. This includes eyes blinking, eye movements (EOG), muscular contrac-
tions (EMG), cardiac signals (ECG), and pulsations [17]. In addition, breathing
and body movement can cause alterations in EEG signals. There are additional
artifacts caused by the skin-electrode connection; if there are deformities, such as
scars, they can change the impedance. Each toolbox offers different algorithms
to reduce the impact of artifacts.

In SPM12, we used visual artifact rejection spm_eeg_ft_artefact_visual().
This tool is a FieldTrip function which is included in the SPM12 toolbox. This
function allows browsing through the large amount of data in a MATLAB GUI by
showing a summary of all channels and trials. The user visually identifies the trials
or data segments that are contaminated, and selects those to be removed from the
data.

In EEGLAB and FieldTrip, we used the Independent Component Analysis
(ICA) [18] algorithm for artifact rejection. This methodology is widely used in
EEG because ICA allows decomposing the signals into different independent
components (in terms of variance). Some of these components are expected to
be sources of artifacts. In this case, all components are presented as images to
the user, whose must manually remove those considered as noise based.

Epoching, Baseline Correction and Visual Noise Rejection: After identifying and
removing artifacts, the registers are segmented from 200 ms and 800 ms prior
and after the stimulus, respectively. Each type of stimulus described in Sect. 2 is
known as condition and constitutes a kind of epoch or trial. In our experimental
design, we have four conditions leading to four epoched data types: threatening
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periphery (TP), threatening center (TC), neutral periphery (NP), and neutral
center (NC).

Once epoched, we are able to remove very low frequency noise that may affect
the zero level among trials. Trials are then baseline corrected by determining the
trend of the baseline before the stimulus (time window −200 to 0 ms, being 0 ms
the stimulus trigger time), and then removing this trend of the rest of the window
(0 to 800 ms). Each trial is inspected for leftover noise to make sure that only
clean segments go forward for later analysis. Finally, epoched averaged data per
condition of all participants are combined in a 3D matrix (channels × time points
× trials) which forms the basis for all further ERP analysis.

3.2 Data Analysis

To evaluate differences in ERPs, we focused data analysis within a time window
of 180 to 240 ms to obtain the peak amplitude and latency of the N2 component.
This time window is adopted after a visual inspection of the grand averages, and
it is similar to those reported in previous studies (e.g. [19]). Only two electrodes
(F3, PO3) are used for the successive statistical analysis.

The statistical analysis consists on a one-way repeated-measures ANOVA
aimed to compare variations due to the toolbox used on amplitude and latency of
the ERP-N2 component. This analysis is performed using the Statistical Package
for Social Sciences (IBM SPSS version 23.0 for Windows).

4 Results

In this section, we present differences on peak amplitudes and latencies of N2
component between the waveforms obtained with the three toolboxes. From the
topographic maps shown in Fig. 1 maps seem roughly similar. Such likelihood
is not present in the map obtained with EEGLAB for the threatening center
stimulus. Smaller differences were observed between FieldTrip and SPM12.

The grand average ERPs at selected electrodes are depicted in Figs. 2 and 3.
Note that waveforms obtained from EEGLAB exhibited lower N2 peak ampli-
tudes, being more notorious at the central condition. Figure 2 also shows visual
differences on the EEGLAB ERP in the late positive potential (LPP) component
for latencies above 300 ms. This difference is extended to the three toolboxes in
the central condition of Fig. 3. Although these differences in LPP are not part
of the window of interest and are consistent among conditions and sensors (i.e.,
they should not affect posterior analysis within single software), these results
demonstrate that there exist confidence issues for performing analyses on this
window. No latency variations are observable.

Descriptive statistics for peak amplitudes and latencies are summarized in
Table 1. In terms of amplitude, a consistent trend is observed: in all cases
EEGLAB presented the lower amplitudes, followed by FieldTrip and then by
SPM12. However, the variance was close among toolboxes and in all cases larger
than mean variations. PO3 presented larger variance than F3, which is expected
as the sensor is farther from the source of neural activity.
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Fig. 1. Topographic maps of the averaged EEG amplitude (in µV) within the 180 to
240 ms window. Big black dots represent the selected electrodes F3 and PO3.

Regarding latency there are not clear trends among toolboxes. They are
indeed close to each other, being 6.9 ms the largest variation for a single condition
(between FieldTrip and EEGLAB on TP-PO3). Their variance is consistent too.

Table 2 shows results of the one-way repeated-measures ANOVA. These
results show that there was not a significant main effect of the toolbox on the
average peak amplitude nor latency in any of the conditions (TC, TP, NC, NP).
This result is expected because as observed in Figs. 2 and 3 the separation of the
ERP obtained with EEGLAB was not outside the confidence region. Besides,
as presented in Table 1, these smaller amplitude values were consistent among
conditions and sensors, and there were not observable latency variations.
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Fig. 2. Grand average ERPs recorded at F3 electrode. The waveforms obtained with
the different toolboxes are overlaid for the threatening center stimuli (left-top), the
threatening periphery stimuli (right-top), the neutral center stimuli (left-bottom), and
the neutral periphery stimuli (right-bottom). Solid lines depict the mean value, and the
shaded backgrounds show the standard error of the mean. Yellow-shaded areas show
the 180 to 240 ms window used to calculate the N2 component.

Fig. 3. Grand average ERPs recorded at PO3 electrode. Same conditions of Fig. 2.
N2 activity was closer on all toolboxes than at F3. However, LPP presented larger
differences on all of them at Center condition.
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Table 1. Mean and standard deviation for peak latencies and amplitudes of N2 at F3
and PO3.

F3 PO3

Amplitude (µV) Latency (ms) Amplitude (µV) Latency (ms)

TC

EEGLAB 3.59 ± 2.54 210.66 ± 21.11 5.30 ± 3.89 205.26 ± 20.58

FieldTrip 3.85 ± 2.01 212.46 ± 19.76 5.68 ± 3.06 208.86 ± 16.32

SPM12 3.89 ± 2.23 216.16 ± 18.81 5.99 ± 3.10 210.86 ± 15.90

TP

EEGLAB 4.03 ± 2.25 210.16 ± 17.50 5.48 ± 3.07 209.06 ± 21.96

FieldTrip 4.44 ± 2.41 209.06 ± 19.80 6.00 ± 3.41 202.16 ± 20.22

SPM12 4.39 ± 2.24 214.36 ± 19.13 6.42 ± 3.29 206.66 ± 17.80

NC

EEGLAB 3.52 ± 1.95 210.76 ± 18.75 4.57 ± 2.91 203.96 ± 20.05

FieldTrip 3.75 ± 1.84 212.56 ± 18.80 5.60 ± 3.16 206.56 ± 18.56

SPM12 3.97 ± 2.04 217.56 ± 17.98 5.75 ± 3.16 206.86 ± 17.92

NP

EEGLAB 3.84 ± 2.48 212.96 ± 18.13 5.89 ± 4.02 205.26 ± 17.63

FieldTrip 4.13 ± 2.82 213.46 ± 17.19 5.84 ± 3.62 204.36 ± 17.58

SPM12 4.16 ± 2.32 215.36 ± 19.01 6.14 ± 3.11 204.96 ± 16.94

Table 2. Results of the one-way repeated-measures ANOVA for peak latencies and
amplitudes of N2 at F3 and PO3.

Electrode Metric Condition F (2,38) p η2
p

F3 Latency TC 0.510 0.604 0.026

TP 1.064 0.355 0.053

NC 1.338 0.274 0.066

NP 0.142 0.868 0.007

Amplitude TC 0.150 0.861 0.008

TP 0.338 0.715 0.017

NC 0.356 0.703 0.018

NP 0.153 0.858 0.008

PO3 Latency TC 0.497 0.612 0.025

TP 0.841 0.439 0.042

NC 0.154 0.857 0.008

NP 0.019 0.981 0.001

Amplitude TC 0.277 0.760 0.014

TP 0.638 0.534 0.032

NC 1.284 0.289 0.063

NP 0.061 0.941 0.003
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5 Conclusion

The present study investigated the effect of using a specific toolbox to process
EEG data intended to ERP analysis. In summary, regarding to the N2 com-
ponent we did not find significant differences between data extracted with the
three tested toolboxes: EEGLAB, FieldTrip and SPM12. Although there are
not significant differences, results showed that peak amplitude data extracted
using EEGLAB exhibited lower average values, but these were consistent among
conditions. Then, we do not expect differences in contrasts tests due to this
issue. Further work could include a detailed investigation of which steps in the
processing contribute most to this variation.

There are visual differences between the ERP waveforms for later poten-
tials (LPP). This could be inconvenient for emotion regulation research, given
that LPP reflects facilitated attention to emotional stimuli. Further investiga-
tion must be carried to establish how a particular toolbox can affect contrasts
among conditions and later group analysis.
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Abstract. In this paper, we present a test bed to measure transverse
deflection in different parts of a link of a manipulator of flexible links.
For the mathematical modeling of the link, the Euler-Bernoulli beam
theory has been used as a simplification of the linear elasticity theory,
which allows calculating the load and the deflection characteristics of a
beam. In order to measure the transverse deflection of the beam, we have
used strain gauge arrangements that have been placed at three points
of the flexible link, the test bed, allowing to reconstruct the position of
the beam taking into account the actual position of the end-effector, the
motion controller, and real-time interface PC. In addition to knowing
with certainty the position of the manipulator arm, it has also been
considered in the calculation of the manipulator dynamics using Euler-
Lagrange and assumed modes for modeling the transverse deflection and
the vibrations of the beam. This information will be used in modern
control schemes to perform transverse deflection compensation, vibration
suppression and ensure that the end-effector, reaches the set point set in
the control system in a finite time.

Keywords: Flexible · Transverse deflection · Dynamics · Vibrations
Robot · Manipulator

1 Introduction

The robot manipulators have great use and performance in the industrial area,
in the assembly of vehicles, packaging, storage, palletized, etc. With the inten-
tion of building light robots in terms of reducing their geometric dimensions,
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it is possible to use actuators that consume less energy, transform into non-
holonomic robotic systems, being necessary not only to sense the position of the
end-effector, but also the deformation of the links so that this information is
used to correct the position of the robot-manipulator and it can perform the
tasks specified in its workspace. In [1] performed the mathematical modeling of
a flexible two-link manipulator robot for space applications using the assumed
modes method to model the transverse deflection of the flexible links. In [2] a
mathematical model, position control, and test bed of a planar manipulator for
aerospace applications, based on the results obtained in [1]. The mathematical
model of the dynamics of a manipulator robot of a flexible link is explained in
[3], the equations of the planar robot-manipulator for ν vibration modes, that
allows to calculate the transverse deflection in any point of a cantilever beam and
also takes into account the friction at the junction of the robot-manipulator. In
[4] present the results of simulating mathematical modeling and a virtual sensor
to measure the deformation of a robot-manipulator of flexible link and is used
to compensate the deformation of the link. In [5], present experimental results
for the measurement of the deformation of a planar manipulator of two degrees
of freedom (d.o.f), without effects of the gravitational force.

In this paper, we show the mathematical development to include the trans-
verse deflection of a cantilever Euler-Bernoulli beam with three points of the
link. This robot manipulator is a planar X-Y, and is under the effect of the force
of gravity, and we explained all the development for the implementation of the
experimental platform. We present experiments by performing a position con-
trol of the end-effector, a particular position and sensing transverse deflection at
three points of the beam, and an analysis of the results obtained by this robot
manipulator is a planar X-Y, and is under the effect of the force of gravity, and
we explained all the development for the implementation of the experimental
platform the Test-Bed implemented.

2 Mathematical Model

The theory of Euler-Bernoulli beams [6], is a simplification of the linear theory
of elasticity, which provides a type to calculate the load and the deflection of a
beam. For the study of beams, a system of rectangular coordinates is considered
in which the axis x, is tangent to the barycenter axis of the beam, and the axes
y, and z, coincide with the principal axes of inertia [7].

2.1 Assumptions

The basic assumptions of the beam theory for the simple bending in the X-Y
plane are:

1. The material of the beam is elastically linear, with Young’s modulus E. and
Poisson’s coefficient negligible.

2. At each point of the beam, the vertical displacement only depends on x :
uy(x, y) = ω(x), where ω(x) is the curvature of the beam.
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3. The neutral fiber points only suffer vertical displacement and rotation with
respect to the axis Z : ux(x, 0) = 0.

4. The tension perpendicular to the neutral fiber is zero: σyy = 0.
5. The planar sections initially perpendicular to the axis of the beam, remain

perpendicular to the axis of the beam once curved.

From item 1 to 4, define Timoshenko’s beam [8]. The Euler-Bernoulli theory is a
simplification of the previous theory by accepting assumption 5 as true, then in
real beams, it is only an approximation, provided that the magnitude of uy(x, y)
is very small. Obtaining the following kinematic equations on the displacements
[9], ux(x, y) = yθz(x) = y dω

dx , and uy(x, y) = ω(x).

2.2 Beam Equation

For the determination of the beam equation, it is necessary to first develop the
equations for the deformation (strain) and the mechanical stress (stress) for
the case of a beam. Strain: is the relation between the variation of length of a
material and its initial length: ε = ΔL/L. The strain (εx), is defined by [10]:

εx =
Δs′ − Δx

Δx
=

(ρ − y)Δφ − ρΔφ

ρΔφ
=

−y

ρ
(1)

The maximum strain is εmax = −c/ρ = εc, where c = A′B′, and replacement in
Eq. (1).

εx =
y

c
εmax =

y

c
εc (2)

Stress: is the distribution of a force per unit area, is expressed as σ = F/A,
where σ, is the average stress and F , is the applied force at an area A. The stress
in the x, direction can be calculated in the same way as it was done with then
strain:

σx =
y

c
σc (3)

The components of the coordinate system y, z are considered zero, according to
the assumptions previously explained.

For the static equilibrium, the resistive moment of material is Mr is equal
to the applied moment M , such as

∑
Mi = 0 [9]. Using of Hooke Law σx =

Eεx, where E, is the coefficient of Young of material, and the Eq. (3), obtained
σx = y

c Eεc, and replacing the last expression in Mr =
∫

A
ydF =

∫
A

yσxdA. The
integral is the second moment of inertia I of the solid, substituting and obtained
σx:

σx =
My

I
(4)

Deflections of the beams depend on the stiffness of the material and the dimen-
sions of the beams as well as the more obvious applied loads and supports [9].
Using the Euler-Bernoulli assumption obtained:

φ =
L

ρ
=

L + δ

ρ + c
(5)
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and writing the Eq. (5)

c

ρ
=

δ

L
= ε =

σ

E
=

Mc

EI
; then,

1
ρ

=
M

EI
(6)

The radius of curvature of a function is given by:

ρ =

[
1 + (dy/dx)2

]3/2

d2y/dx2
=

[
1 + (∂uy/∂x)2

]3/2

∂2uy/∂x2
(7)

because the vertical displacements are small and ∂ω/∂x ≈ 0, obtained:

1
ρ

=
∂2uy

∂x2
(8)

replace Eq. (8) in Eq. (6) is obtained:

EI
∂2uy

∂x2
= M (9)

The general deflection equation of a beam, based on the Euler-Bernoulli assump-
tions and Deflection of the Cantilever-Beam to determine the transverse
deflection at a point x of the beam, it is assumed that a force is applied at the
free end of the beam, which means that the resistive moment Mr of the beam is
F (x−L). Using the Eq. (9) obtained: EI

∂2uy

∂x2 = F (x−L), integrating and using
the boundary conditions: u|x=0 = 0, ∂uy

∂x |x=0 = 0, the equation of the vertical
deflection of the beam in function of x is obtained: uy(x.y) = ω(x) = Fx2

6EI (x−3L).

2.3 Dynamics Equation of Robot-Manipulator

We have considered the flexible manipulator with rotational joint under gravity.
Fig. 1, shows the flexible manipulator in the X-Y plane, the dynamics of the
system will be obtained from Euler-Lagrange Eq. (10), with: qj = [θ, qi], where
qj , is generalized coordinates of the system, θ, rotational angle of link in the
plane X-Y, and qi, temporal generalized coordinates associated at Eq. (17), i,
number d.o.f. of the system flexible beam or vibration modes and j, number of
generalized coordinate of the system.

d

dt

∂L

dq̇j
− ∂L

∂qj
= τj (10)

The Eq. (11), is the kinetic energy, the Eq. (12), potential and potential elastic
energy of the system. The position matrix of the manipulator P (x̂) shows in the
Eq. (13), this matrix considers elastic deformation contributions in the frame
(x0, y0) of a dm beam differential in the frame (x1, y1). Deriving with respect to
the time to P (x̂), and replacing dm = ρAdx̂, in expressions Eqs. (11) and (12)
obtain the extended expressions Eqs. (14) and (15), where A, ρ, Ib and l, are
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Fig. 1. Flexible manipulator planar X-Y workspace.

cross-sectional transverse area, uniform mass density, inertia and the length of
the link respectively.

K =
1
2

∫ l

0

r2dm =
1
2

∫ l

0

ṖT Ṗ dm (11)

Vg =
∫ l

0

gT rdm =
∫ l

0

gT Pdm, Vf =
1
2
EI

∫ l

0

[w”(x̂, t)]2dx̂ (12)

P(x̂) =
[

x̂cos(θ(t)) − w(x̂, t)sin(θ(t))
x̂sin(θ(t)) + w(x̂, t)cos(θ(t))

]

(13)

K =
1
2
θ̇2Ib +

1
2
ρA

[

θ̇2
∫ l

0

w2(x̂, t)dx̂ +
∫ l

0

ẇ2(x̂, t)dx̂ + 2θ̇

∫ l

0

x̂ẇ(x̂, t)dx̂

]

(14)

V =
1
2

{

ρA
[
gl2sin(θ) + 2gcos(θ)

∫ l

0

w(x̂, t)dx̂
]

+ EI

∫ l

0

[w”(x̂, t)]2dx̂

}

(15)

The dynamic equations of motion of the robot-manipulator show in the Eq. (10)
is obtained from the Lagrangian L = K − V , from Eqs. (14) and (15) we
get a function:f(θ, θ̇, w, ẇ, ẅ, w

′′
) = τ , where w(x̂, t), is the transverse deflec-

tion in a point x̂ of the beam, ẇ = ∂w(x̂, t)/∂t, ẅ = ∂w2(x̂, t)/∂t2, and
w

′′
= ∂w2(x̂, t)/∂x̂2. For model of the beam the torsion effect and damping have

been neglected [11]. The dynamics equation of the beam can be described by
Euler-Bernoulli beam Eq. (16), and as solution to this differential equation, we
have Eq. (17), where φi(x̂) is the spatial component and its solution Eq. (18) and

qi(t) the temporal component and its solution Eq. (19) [12], where k2 =
√

ρω2

EI ,

and ω = (βnl)2
√

EI
ρl4 , is the angular frequency of the νth modes. We assume that

boundary conditions of the beam have been taken clamped-free [8].
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ρ
∂2w(x̂, t)

∂t2
+ EI

∂4w(x̂, t)
∂x4

= p(x̂, t) (16)

w(x̂, t) =
ν∑

i=1

φi(x̂)qi(t) (17)

φ(x̂) = C1sin(kx̂) + C2cos(kx̂) + C3sinh(kx̂) + C4cosh(kx̂) (18)
q(t) = Acos(ωt) + Bsin(ωt) = q0e

jωt (19)

w(x̂, t)
∥
∥
∥
∥

x=0

= 0
∂w(x̂, t)

∂x

∥
∥
∥
∥

x=0

= 0

∂2w(x̂, t)
∂x2

∥
∥
∥
∥

x=l

= 0
∂3w(x̂, t)

∂x3

∥
∥
∥
∥

x=l

= 0 (20)

To calculate the constants C1, C2, C3 and C4 of the system, was expressed with
Eq. (18), the first, second and third derivative, to obtain a solution Eq. (21),
non-trivial. Replacing these constants in Eq. (18), its obtained Eq. (22), where
i represent the subscript associate the natural frequency oscillation of Euler-
Bernoulli beam.

C1 = −C3, C2 = −C4, and C = −
[

cosh(kil) + cos(kil)
sinh(kil) + sin(kil)

]

(21)

φi(x̂) = [cos(kix̂) − cosh(kix̂)] − C[sin(kix̂) − sinh(kix̂)] (22)

The Lagrangian (L) was calculated from Eqs. (14) and (15), the solution of
the Euler-Bernoulli beam Eq. (17), using the separability principle [12], the

orthogonality principle: φiφj =

{
φiφj ; i = j

0; i �= j
, and the following constants:

a0i =
∫ l

0
φ2

i (x̂)dx̂, a1i =
∫ l

0
φi(x̂)x̂dx̂, a2i =

∫ l

0
φi(x̂)dx̂, a3i =

∫ l

0

[
dφ2

i (x̂)
dx̂2

]2
dx̂,

with i = [1, 2, . . . , ν], obtaining the Eq. (23).

L =
1

2
ρAθ̇2(a01q1(t)

2 + ... + a0νq2ν(t)) − ρAg
l2

2
sinθ +

1

2
ρA(a01q̇

2
1(t) + ... + a0ν q̇2ν(t))

+
1

2
θ̇2Ib + ρAθ̇ ∗ (a11q̇1(t) + . . . + a1ν q̇ν(t)) − ρAgcosθ(a21q1(t) + . . . + a2νqν(t))

− 1

2
EI(a31q

2
1(t) + . . . + a3νq2ν(t)) (23)

The equation of motion the flexible manipulator has been calculated with
Eq. (23), expressed in state variables ẋ = f(x) + g(x)u, and y = h(x), for ν
frequencies of vibration, where x = [θ, θ̇, q1 q̇1, · · · , qν q̇ν ]T , is the state
vector, u is the input control (τ), y = Inxn ∗ x, is the output of the system,
b0ν = ρAa0ν , b1ν = ρA(a2

1ν/a0ν), b2ν = ρAa1ν , b3ν = ρA(a1ν/a0ν), b4 = ρAl2/2,
b5ν = a2νρA, b6ν = EIa3ν , b7ν = (a2ν/a0ν), and b8 = Ib, to obtained Eq. (24), as
equations of the dynamics of the flexible manipulator with ν modes of vibrations.
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ẋ1 = x2

ẋ2 = [τ − b4gcos(x1) − 2x2b0(i)[x(2i+1)x(2i+2)]T − x2
2b2(i)x

T
(2i+1)

+ gcos(x1)b2(i)bT
7(i) + x(2i+1)b3(i)b

T
6(i) + gsin(x1)b5(i)xT

(2i+1)]

∗[b0(i) ∗ [x2
(2i+1)]

T + b1(i)[ones(i)]T + b8]
−1

ẋ(2i+1) = x(2i+2)

ẋ(2i+2) = [x2
2x(2i+1) − b3(i)ẋ2 − b7(i)gcos(x1) − b6(i)

b0(i)
x(2i+1)] (24)

3 Experimental Platform

The Test-Bed developed is a system designed for the implementation of con-
trol algorithms and the identification of the transverse deflection parameters for
the manipulator of the flexible-link. In the Fig. 2a, can see a general scheme of
three modules developed in conjunction with the manipulator interaction: (1)

(a) The general scheme of the elec-
tronics system developed.

(b) Development scheme of the
robot-manipulator modules.

(c) Acquisition and Control Motor
(TACM) modules.

(d) User interface: Real-time Appli-
cation on the PC RTA

Fig. 2. Diagrams of the development system



402 C. Murrugarra et al.

Robot-Manipulator, which consists of the physical structure and coupling of DC
motors. (2) Acquisition and Control Motor (TACM), which is responsible for
the handling of the DC motors of the joints of the Robot-Manipulator, and mea-
sures of the transverse deflections of the links of the Robot-Manipulator. (3)
Real-Time Application (RTA), which is using as an interface with the user for
handling the Robot-Manipulator-TACM system and PC.

3.1 Robot-Manipulator

The Robot-Manipulator consists of two brush DC-motors Faulhaber, with gear-
box metal, gear in planetary configuration, and incremental optical encoders
in quadrature HEDS5500 A14 (2K-500L5mm). From Table 1, the parameters of
each DC-Motor, and the parameters of the planetary gears coupled to the motors.
The kinematic configuration of the manipulator for one or two d.o.f. is such that
the axes of motion of the joints are parallel to each other and perpendicular to
the gravity vector, the workspace of the manipulator is the vertical X-Y plane.
In addition, the links are constructed by the aluminium beam, with a circular
cross-section of the 0.01m. of diameter, 0.6135m. of length, and 0.1285Kg. mass.
Figure 2b, shows the interaction between the robot-manipulator modules and the
signals necessary for its operation.

Table 1. Parameters of the DC-Motors of the manipulator prototype and planetary
gearbox coupled to the DC-Motors.

Motor UN

(V)

R
Ω

L
(μH)

Kn

(rpm/V)

KE

(mV/rpm)

τm

(ms)

J
(gcm2)

2657W024CR 24 3.20 380 275 3.64 3.9 15

3042W012C 12 1.7 165 456 2.19 7 18

Motor Code GearBox Reduction Invel−max

(rpm)
Efficiency
(%)

Torquemax

(N)

2657W024CR 30/1 134:1 3000 60 4.5

3042W012C 30/1 66:1 3000 70 4.5

3.2 Acquisition and Control Motor (TACM)

The TACM module is an electronic card that measures of the transverse deflec-
tion of robot-manipulator and position control of the DC-motor. Figure 2c, shows
the modular architecture, and internally have five submodules that described
below:

1. Power Module. This module provided the regulated power voltages required
by the TACM, have a 5 independent voltage sources, which are: (a) +5V , to
digital circuits as LCD screen, H-bridge, and optical encoders. (b) +12V , to
analog circuits and power supply to DEMO9S12XEP100. (c) +5V , power
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supply to H-bridge of the second motor. (d) +12V , power supply to H-bridge
of the first motor and (e) −12V , for analog circuits. Each power supply using
the voltage regulators of the LM78XX and LM79XX, family for positive
and negative voltages respectively. This module allows currents of up to 1A,
in continuous mode in each of the sources, peak currents of up to 2A, and
protection against inverse voltages in the input power.

2. Transverse Deflection Measurement Module (DMM). To determine
the final position of the end-effector is necessary to know which are the trans-
verse deflection. To measure the transverse deflection, axial strain gauges
placed at three points along with the link. The variation of the electrical
resistance of the gauges, which is done by means of a Wheatstone bridge.
Figure 3a and b, shows the configuration used, it allowed compensated the
measurement errors due to temperature and axial deflections using only two
gauges, in addition, to allow the output to be linear, with respect to the
deflection of the beam.

3. Motion Controller Module (MCM). For the handling of the DC-motors,
an integrated H-bridge was used, specifically, the MC33886 (Freescale Semi-
conductor), the configuration implemented is shown in the Fig. 4b.

4. Communications module (CMUSB). USB-Serial converter module,
which allows data transmission rates of up to 1Mbps, which is 8.7 times
faster than the maximum transmission rate of the RS-232 interface of a PC,
which is 115.200bps. The module used was developed by SparkFun Electron-
ics, based on the integrated circuit CP2102 (Silicon Labs).

5. Processing Module (PM). This module is responsible for digitizing the
voltage signals that indicate the deflection in the links; to control and drive
the motors; to read the optical encoders in order to determine the position of
the motor shaft and send the acquired data to the PC. This module is made
up of the development card DEMO9S12XEP100.

(a) StrainGauge: Configura-
tion to compensated for axial
deflection and temperature.

(b) Amplification circuit and strain gauge.

Fig. 3. Transverse deflection measurement circuits.
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3.3 Real-Time Application of the PC Module (RTA)

Real-Time software implemented on the PC, which is responsible for provid-
ing an interface between the TACM Motor Acquisition and Control Card and
user interface. Figure 2d, shows the general diagram of the system PC, and the
Fig. 4a, shows the panel control of the application in the PC. This software
has been implemented in two completely independent programs or modules for
the processing load that involves performing the following tasks: (a) Acquisition
and processing of the data obtained from the TACM. (b) Generation of graphs
in real time. Figure 4b, shows the architecture and modules interact with the
robot-manipulator and acquisition system implemented.

(a) Main window of the Control Panel (b) Robot-Manipulator and data acquisi-
tion module

Fig. 4. Control Panel and data acquisition robot-manipulator.

4 Results and Analysis

To measure the transverse deflection of the beam, an object with a mass of
151.8g., was placed on the end-effector of the link. The measurements were
made for different angles of a position of the axis of the articulation of the base
or reference system of the manipulator and without appreciable vibrations in
the link. The theoretical value of the transverse deflection δtheorical = (FL3

3EI +
ωL4

8EI )cos(θ), where FL3

3EI , is the deflection in the beam due to the mass placed at
the end-effector of the robot-manipulator and ωL4

8EI , it is the deflection caused
by the mass of the beam. From Table 2a, theoretical and experimental measures
from the transverse deflection end-effector . From Table 2b and c, can see the
results of the measurements X and Y coordinates, and compare between RTA
system (experimental), and the measure of the end-effector theory value and
error calculated between these values. The values of the position in the axis
Y , through the processing of the deflections in the link, presents a difference
of up to 3mm respect to the measurements directly on the link, which can
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be attributed to the following factors: (a) Offset present on the DMM of the
TACM. (b) The noise present in the prototype. (c) Vibrations of the beam.
(d) Mechanical disturbances between the final shaft of the motor and the part
where the link is attached. (e) Mechanical disturbances in the gearbox train.
(f) Discretization error in the angular position of the motor shaft due to the
optical encoders. Respect to the error, in the measurement of the position on
the axis X, it was observed that the value of the error is lower compared to that
observed in the measurements in position on the axis Y , which is attributable
to its dependence with respect to the rotation angle of the joint of the base, as
can be seen in the Eq. 13, with x̂ = L, is the length of the link and ω(L, t), is the
transverse deflection of the end-effector of the link. Figure 5a, shows the X-Y
position of the end-effector of the robot-manipulator, for an angular trajectory
type step to 0◦, 5◦, 10◦, 15◦ and 20◦. Figure 5b, shows the voltage signal by the
DMM of the TACM, and that is proportional to the deformation of the link
at that point. Deformation measured in strain-gauge1, near the joint. Figure 5c
shows the actuator response to a step in the angular reference, with a mass of
151.8g at the end-effector of the robot-manipulator and Fig. 5d, shows transverse
deflection measured at three points of the robot-manipulator.

Table 2. Measures transverse deflections of the end-effector robot-manipulator.

θ (degree position) δRTA(mm) δtheo(mm) Error %

5◦ 4,185977 4,020958 4,1%
10◦ 4,095375 3,974996 3,02%
15◦ 4,022549 3,898783 3,17%

(a) Measures from the transverse deflection end-
effector.

θ (degree) YATR(mm) Yreal(cm) Ytheo(mm) ErrorATR−theo % Errorreal−theo%

5◦ 4,98 4,7 4,94 0,81% 4,86%
10◦ 10,25 10,1 10,26 0,097% 01,56%
15◦ 15,47 15,4 15,50 0,193% 0,645%
20◦ 20,61 20,6 20,62 0,049% 0,097%

(b) Measures of the X coordinate of the end-effector.

θ (degree) YATR(mm) Yreal(cm) Ytheo(mm) ErrorATR−theo % Errorreal−theo%

5◦ 4,98 4,7 4,94 0,81% 4,86%
10◦ 10,25 10,1 10,26 0,097% 01,56%
15◦ 15,47 15,4 15,50 0,193% 0,645%
20◦ 20,61 20,6 20,62 0,049% 0,097%

(c) Measures of the Y coordinate of the end-effector.
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(a) X-Y position of the end-effector of the
robot-manipulator.

(b) Transverse deflection measured in
strain-gauge 1, near the joint.

(c) Actuator response to a step in the an-
gular reference.

(d) Transverse deflection measured at
three points of the robot-manipulator.

Fig. 5. Measurements made to the robot-manipulator from joint and the end-effector
positions.

5 Conclusions

A data acquisition system was developed to measure the transverse deflection of
the links of a flexible robot manipulator, the measurement of the spatial location
of the end-effector of the manipulator. A control and management system for
DC-motors was also implemented, consisting of two integrated H-bridges; and a
digital position PID controller with configurable parameters. An application was
also developed in real time on the PC, in order to implement the algorithms for
manipulator control. A modular program was made using C++ language and
allows in the future, add more functionalities and facilitates the modification
of existing functions. This application was implemented in the Linux operating
system, in real-time and can be used in integrated systems and in any application
that requires a high-speed response.
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Abstract. In spontaneous ventilation patient governs his breaths and the correct
configuration of the mechanical ventilator is indispensable to avoid extra load in
the ventilation process. Parameters like PEEP and pressure support (PS) affects
directly the ventilatory comfort of the patient, therefore, they should be adjus-
table to improve oxygenation and reduce work of breathing (WOB). The
objective of this study is to assess the WOB dynamics during incremental
stimuli of PEEP and PS as additional information to the absolute WOB value.
Variations of 2 cmH2O for 3 min up to 10 cmH2O for PEEP and PS separately
were carried out in healthy subjects to analyze the changes in the WOB
dynamics. 31 male adults were enrolled in this study, the absolute WOB, and
three indexes of WOB dynamics (inspiratory slope, expiratory slope and DPeak)
were calculated from ventilatory signals. Inspiratory slope shows a linear trend
with the absolute WOB, nevertheless after the threshold of 0.8 J/L has a high
dispersion, which suggests that high values of WOB could be obtained under
different breathing pattern. In conclusion, the inspiratory slope like an index of
WOB dynamics provides extra information that in future works could be
compared with muscular and ventilator variables to identify positive or negative
increases of WOB which clinicians could analyze to make decision about the
optimum treatment of the patient.

Keywords: Work of breathing � Mechanical ventilation � PEEP
Pressure support

1 Introduction

In spontaneous ventilation the breathing is governed by the patient and the correct
configuration is indispensable to avoid producing extra load in the respiratory process.
Furthermore, generally in this mode the clinicians make decisions about if it is nec-
essary to continue with treatment or if is possible to try extubation and withdraw the
mechanical ventilation [1]. Parameters like PEEP and pressure support affects directly
the ventilatory comfort of the patient, therefore, they should be carefully configured [1].
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The PEEP is the positive pressure of the airway at the end of expiration. It is an
adjustable parameter to improve oxygenation, alveolar recruitment and reduction of
work of breathing (WOB). In many cases, the PEEP is used as compensation for
autoPEEP. However, the configuration of this parameter must be carefully controlled
since an increase in this parameter can produce unnecessary load for the patient [2, 3].
Also, PEEP values at 20 cmH2O might impair tissue oxygen delivery significantly
because of reduced cardiac output, for this reason clinical guides suggests the PEEP
should be between 5 and 10 cmH2O, looking to maximize alveolar protection while
minimizing the reduction in global oxygen delivery [4].

The pressure support (PS) consists of adding a positive pressure when the patient
makes a spontaneous inspiratory effort. This parameter is used to reduce the work of
breathing in the ventilation process, decreasing the respiratory muscle effort. It is
usually set between 5 and 10 cmH2O, with continuous monitoring, because it may not
be enough for the patient’s clinical condition, resulting in insufficient support. In
contrast, high levels of pressure support ventilation can produce complications like
arrhythmias in some patients [1] and increments in work of breathing (WOB). In
patients with airflow limitation diseases, such as asthma or COPD, late termination of
the breath could be very harmful. Considering this, less time will be available for
expiration, leading to dynamic hyperinflation and patient-ventilator asynchrony [5].
Nowadays, the changes in the configuration of PEEP and PS are made according to the
patient’s condition, based on dyspnea, clinical signs such as oxygen saturation, and
arterial blood gases [6, 7].

Knowledge about WOB have contributed to the understanding of the pathophysiol-
ogy of weaning failure and have also contributed to the progress made in the field of
mechanical ventilation [8]. However, to calculate the WOB in spontaneous ventilation is
necessary tomeasure esophageal pressurewith a balloon catheter, but this technique is not
used frequently in the ICU because is an invasive, expensive and complex procedure [9].

Other studies have shown that WOB can predict the success or failure of extubation
[10]. Due to PEEP and PS are parameters used during weaning of mechanical venti-
lation, it is important to know the effect of these in WOB to optimize the configuration
of the ventilator and decrease patient discomfort. Additionally, the respiratory
mechanics is highly dynamic during a breathing cycle, which induces the interest to
study the behavior of WOB during the patient’s respiratory cycle and to search for
indexes with capacity to describe in a better way the state of the patient.

The objective of this study is to assess the WOB dynamics during incremental
stimuli of PEEP and PS, looking for transient behaviors that describe how the WOB
varies at different respiratory efforts demanded by changes in PEEP and PS, as addi-
tional information to the WOB value reported by Campbell and other authors [8, 10, 11]

2 Methods

2.1 Experimental Design

Two experiments were designed to analyze the changes in the dynamic work of
breathing (WOBdyn) under different settings of PEEP and PS in spontaneous
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ventilation. In both experiments, the participants were connected to non-invasive
ventilation with ventilator Hamilton G5 (Hamilton Medical, Bonaduz, Switzerland).
The initial ventilator settings were: spontaneous mode, PEEP = 0 cmH2O, PS = 0
cmH2O, and FiO2 = 21%

The first experiment consisted in PEEP variations from 0 to 10 cmH2O with
increments of 2 cmH2O for 3 min each one [11]. The second experiment with PEEP in
0 cmH2O consisted in PS variations from 0 to 10 cmH2O with increments of 2 cmH2O
for 3 min each one. The first minute of the record was considered as stimulus adap-
tation, therefore, the analysis was made using the last two minutes.

2.2 Subjects

After Ethics Committee approval (University of Antioquia, Approval report 15-59-664)
of the experimental design, informed consent, and inclusion and exclusion criteria
(Inclusion: Male adult subjects. Exclusion: Subjects with a body mass index higher
than 30, under medical treatment, thoracic trauma, or with implanted electronic devi-
ces, who have consumed alcohol 48 h before, who use hallucinogens, and who prac-
ticed yoga or pilates) were included 31 subjects (age: 26.55 ± 5.26 years old, height:
1.72 ± 0.04 m, weight: 74.16 ± 9.57 kg).

2.3 Measurements

Respiratory Mechanics and Muscular Pressure Estimation. To know compliance
values of the system (C), an expiratory pause was performed for each record. This
maneuver allows to eliminate the airflow for a few seconds generating a plateau in the
volume and pressure signals. With the value of the plateau pressure (Ppl) it was
possible to calculate the compliance of each subject by means of Eq. (1) [12].

C ¼ Vt

PPl � PEEP
ð1Þ

where Vt is the maximum value of the tidal volume and PEEP is the positive pressure at
the end of the total expiration configurated in the mechanical ventilator.

The airway resistance (R) and the muscular pressure (Pmus) were calculated with
an optimization algorithm from the equation of motion (2), see details in [12].

Paw þPmus ¼ 1
C
� Vt þR � QþPEEPtotal ð2Þ

Where Paw is the airway pressure, Pmus is the muscular pressure, C is the com-
pliance, Vt is the tidal volume, R is the resistance, Q is the airflow and PEEP total is the
sum of configurated PEEP on the mechanical ventilator and intrinsic PEEP of the
subject. Due to in this study all included subjects are healthy the last term was con-
sidered equal to 0 cmH2O.
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Work of Breathing (WOB) Estimation. Using the Pmus signal obtained from
Eq. (2), the Work of Breathing (WOB) was calculated using the next expression [8]:

WOB ¼ 1
Vt

Z t

0
Pmus � Qdt ð3Þ

where Vt is tidal volume and Q is the airflow signal.
In the estimation of numerical WOB value, t is defined in three ways: a total

respiratory cycle time, WOBt, an inspiratory cycle time, WOBi and an expiratory cycle
time, WOBe. While in the case of dynamic WOB (WOBdyn) the indefinite integral was
solved obtaining the curve that indicates the changes of WOB throughout respiratory
cycle (see Fig. 1).

WOB Signal Processing. With the purpose of characterizing the dynamics of WOB,
three indexes were calculated from the curve (see Fig. 1), maximum inspiratory slope
(Slopei), maximum expiratory slope (Slopee) and delta between maximum and mini-
mum WOB (Dpeak).

2.4 Statistical Analysis

The data were presented as the median and interquartile range after proving the non-
normal distribution of the data with the Kolmogorov-Smirnov test. To identify if there
were statistically significant differences between the data in each stimulus level respect
to the basal, the Kruskal-Wallis test with a post-hoc Tukey-Kramer test for multiple
comparisons was used.

Fig. 1. Indexes obtained from the curve of work of breathing (WOBdyn). Inspiratory slope
(Slopei), expiratory slope (Slopee), and delta between maximum and minimum WOB (D peak).
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3 Results

Table 1 shows the values of WOB obtained for total breathing cycle, inspiratory and
expiratory phases, as well as the indexes calculated from the WOBdyn for the incre-
mental PEEP experiment. As shown, the WOB increases respect to the PEEP incre-
ments according to all indexes, but the obtained values during the inspiratory phase
have significant differences from level 4 (PEEP = 6 cmH2O) respect to basal data
(PEEP = 0 cmH2O), while for the expiratory phase, only the information obtained from
WOBdyn presents statistically significant differences from PEEP equal to 8 cmH2O
respect to the basal level. In contrast, for the expiratory phase, where WOB does not
show any change when high values of PEEP are applied, the Slopee identifies small
increases in WOB (see Table 1).

As expected, PS does not seem to produce changes in WOB, only WOBe have
significant differences from level 3 (PS = 4 cmH2O) with respect to the basal data
(PS = 0 cmH2O) (see Table 2), but this result is not confirmed by the Slopee index.

Figure 2 shows WOBdyn indexes associated with the inspiratory phase versus
WOB calculated during inspiration (WOBi). A linear trend with a Pearson correlation
coefficient of 99% between Dpeak and WOBi in both PEEP and PS is shown, in
contrast, with a Pearson correlation coefficient less than 67%, the slopei (plots A and C)

Table 1. WOB and WOBdyn indexes for experiment with PEEP.

PEEP WOBt (J/L) WOBi (J/L) WOBe (J/L) Slopei (J/L/s) Slopee(J/L/s) Δ peak (J/L)

0 1.05 [0.77, 1.34] 1.05 [0.76, 1.22] 0.02 [−0.001, 0.06] 0.4 [0.31, 0.51] −0.15 [−0.2, −0.06] 1.19 [0.87, 1.39]

2 1.32 [0.83, 1.48] 1.26 [0.82, 1.46] 0.01 [0.002, 0.03] 0.45 [0.37, 0.64] −0.09 [−0.15, −0.05] 1.33 [0.87, 1.57]

4 1.31 [1.13, 1.52] 1.25 [1.12, 1.5] 0.01 [0.003, 0.02] 0.55 [0.34, 0.71] −0.08 [−0.12, −0.03] 1.33 [1.17, 1.61]

6 1.48 [1.19, 1.78]* 1.46 [1.15, 1.72]* 0.02 [0.003, 0.03] 0.66 [0.44, 0.82]* −0.08 [−0.11, −0.03] 1.55 [1.17, 1.78]*

8 1.68 [1.51, 2.01]* 1.65 [1.5, 2.01]* 0.01 [0.002, 0.02] 0.72 [0.53, 1.0]* −0.04 [−0.09, −0.03]* 1.71 [1.52, 2.05]*

10 1.89 [1.58, 2.17]* 1.83 [1.56, 2.13]* 0.01 [0.004, 0.02] 0.81 [0.59, 1.0]* −0.04 [−0.06, −0.01]* 1.82 [1.52, 2.16]*

*p < 0.01: Statistically significant difference respect to the basal values (PEEP = O cmH2O)

Table 2. WOB and WOBdyn indexes for experiment with Pressure Support.

PS WOBt (J/L) WOBi (J/L) WOBe (J/L) Slopei (J/L/s) Slopee (J/L/s) Δ peak (J/L)

0 0.83 [0.72, 1.05] 0.83 [0.69, 1.02] 0.02 [0.006, 0.034] 0.31 [0.21, 0.4] −0.11 [−0.16, −0.07] 0.89 [0.76, 1.12]

2 0.86 [0.64, 1.15] 0.82 [0.59, 1.13] 0.05 [0.018, 0.12] 0.35 [0.18, 0.53] −0.13 [−0.2, −0.03] 0.91 [0.67, 1.25]

4 0.96 [0.59, 1.11] 0.80 [0.56, 1.01] 0.11 [0.07, 0.16]* 0.34 [0.2, 0.49] −0.02 [−0.12, 0.04] 0.87 [0.6, 1.06]

6 0.8 [0.58, 1.16] 0.67 [0.45, 1.01] 0.13 [0.06, 0.16]* 0.27 [0.2, 0.48] −0.05 [−0.14, 0.03] 0.68 [0.47, 1.1]

8 0.74 [0.44, 1.04] 0.62 [0.39, 0.91] 0.13 [0.08, 0.17]* 0.24 [0.17, 0.45] −0.06 [−0.15, 0.03] 0.69 [0.42, 1.0]

10 0.85 [0.36, 1.05] 0.74 [0.25, 0.95] 0.12 [0.08, 0.17]* 0.27 [0.07, 0.53] −0.05 [−0.13, 0.01] 0.73 [0.28, 0.96]

*p < 0.01: Statistically significant difference respect to the basal level values (PS = O cmH2O)
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shows a linear trend before the WOB threshold of 0.8 J/L, slope values located after the
threshold show an increased dispersion. Clinicians affirm that values less than 0.8 J/L
indicate low WOB in mechanical ventilation, that during a weaning test is associated
with successful extubation [10].

Figure 3 shows the relationship between WOBdyn indexes that contain information
about expiratory phase and the WOB during expiration (WOBe). None of the graphs of
this figure present a definite trend, this is corroborated with the Pearson correlation
coefficient (q) less than 40% and the regression coefficient (r2) less than 0.02. Nev-
ertheless, the Slopee was more negative at low PEEP and particularly PS stimulus,
which shows that when any of the stimulus increases, the WOB decreases during
expiration, this behavior is not easy to identify with the absolute values of WOB, which
is confirmed by the low correlation between Slopee and WOBe and p-values showed in
Table 2. Finally, Fig. 4 shows the relationship between WOBdyn indexes and the
WOB calculated during a total respiratory cycle (WOBt). In these graphs, the disper-
sion of Slopei for WOB higher than 0.8 J/L can be observed more clearly than in
Fig. 2.

Fig. 2. The WOB Dynamic indexes, inspiratory slope (Slopei) and delta peak (Dpeak) are
presented respect to inspiratory WOB (WOBi). A and B show the indexes for the experiment 1
(incremental PEEP). C and D show the indexes for the experiment 2 (Incremental PS). In each
figure the linear trend, the square r and Pearson correlation coefficient (q) are presented.
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Fig. 3. The WOB Dynamic indexes, expiratory slope (Slopee) and delta peak (Dpeak) are
presented respect to expiratory WOB (WOBe). A and B show the indexes for the experiment 1
(incremental PEEP). C and D show the indexes for the experiment 2 (Incremental PS). In each
figure the linear trend, the square r and Pearson correlation coefficient (q) are presented.

Fig. 4. The WOB Dynamic indexes, inspiratory slope (Slopei), expiratory slope (Slopee) and
delta peak (Dpeak) are presented respect to WOB. A, B, and C show the indexes for the
experiment 1 (incremental PEEP). D, E, and F show the indexes for the experiment 2
(Incremental PS). In each figure the linear trend, the square r and Pearson correlation coefficient
(q) are presented.
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4 Discussion

The WOB values presented in Table 1 show that PEEP levels higher than 6 cmH2O
produce high respiratory efforts with median values of WOBi and WOBt higher than
1.4 J/L, which are considered elevated by other studies [10] that have demonstrated
that WOB values greater than 1.4 J/L are associated with unsuccessful extubations.
When seeing the significant difference between the last 3 levels respect to basal con-
dition and considering that the subjects in this study were clinically healthy, it can be
concluded that the high WOB values were the result of high levels of PEEP and not due
to pathologies related to the respiratory system. This shows the importance of moni-
toring the WOB during spontaneous ventilation to take it into account in the config-
uration of the PEEP and not only the other characteristics such as dyspnea and
autoPEEP [6, 7], because an inadequate configuration of PEEP can produce high
WOB, which added to the efforts associated to each respiratory pathology could cause
delays in patients treatment. As expected, the expiratory WOB values during PEEP
experiment are negligible respect to WOBe and WOBt and do not present significant
differences respect to the basal condition, because the expiration is a passive phase,
where the respiratory muscles are relaxed [13].

The WOB values associated with the incremental PS experiment (Table 2) are
mostly concentrated in values less than 1.4 J/L, this is because the objective of pressure
support ventilation is to help the patients to overcome the resistive load in the airway
and facilitate the entry of the air, reducing the respiratory muscles effort and work of
breathing [1, 7]. It is important to highlight that in WOBe values higher than 4 cmH2O
present significant differences respect to the basal level, although the values are not
associated with high PS, this difference may have relationship with Alotaibi [5] who
expresses that high levels of PS are associated with delayed breath termination that can
get to contract active expiratory muscles. Although, in healthy subjects, WOBe is not
increased excessively, it is possible that in patients with pathologies such as COPD in
whom it is difficult to modify the inspiratory time, the PS increases the WOB. Nev-
ertheless, the finding of WOBe for high levels of PS is not confirmed by the Slopee or
any other index, which leaves the research topic open to future works.

Because the ventilatory process is dynamic and the ventilatory mechanics changes
during each respiratory cycle [14], it is important to know the behavior of the WOB
transiently, for this purpose indexes were proposed from the curve WOBdyn to look for
information complementary to the WOB. The linear trend between Dpeak and WOB
allows to appreciate that there are no evident differences between indexes, which
indicates that any of those could be used for the same porpose of previous studies [8, 9,
15]. In contrast, Slopei before the threshold of 0.8 J/L has a lower dispersion in
comparison with the dispersion after the threshold, which suggests that higher values of
WOB could be obtained in different ways, for instance, changing the breathing pattern.
It can be noted that when the WOBi and WOBt increases, the Slopei dispersion
increases too, that is, to reach the same value of WOB different slopes are presented.

The units of the Slopei indicate that the respiratory effort is normalized both by the
volume like the WOB as for the time, this index indicates how quickly the maximum
level of WOB is reached, it gives information about the morphology of the curve in
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terms of the initial inclination, but it is possible that the area under the curve does not
vary (see Figs. 2 and 4). This may indicate that there are different ventilatory or
muscular patterns to achieve high WOB values. Studies like the presented by Serna
et al. [16] compares several models that present different patterns to compensate pul-
monary ventilation during exercise, modifying either their respiratory rate, their tidal
volume, or the respiratory muscles engagement as a response of chemoreceptors of the
cardiorespiratory system or motor neurons such as phrenic. These results found in
exercise may indicate that different patterns can also be found for patients. Hernandez
et al. [2] show that different muscle patterns can be presented in healthy subjects for the
same level of PEEP, changing the response regarding the coupling of the respiratory
muscles. The above corroborates that different muscle patterns can be presented at the
same level of WOB among subjects.

In conclusion, the inspiratory slope like an index of WOB dynamics can suggest the
ventilatory pattern of the patient, which offers an extra information to the clinicians to
make decision about the optimum treatment to be applied. These results open a window
of research that allows to explore the ways that may exist to achieve high WOB values.
One of them is to contrast the results of this study with the activity of the respiratory
muscles in response to increases in PEEP and PS looking for answers that complement
the results obtained in this paper.
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Abstract. This work presents the implementation of a sliding mode
observer-based controller on a mass-spring experimental platform. The
controller is based on the super-twisting algorithm and the observer is
based on a high order sliding mode algorithm, to obtain continuous con-
trol signal. The simulations and practical results show a good perfor-
mance of the complete structure.

Keywords: Sliding mode · Super-twisting algorithm
Observer-based control

1 Introduction

Nonlinear control is currently a trending research topic in a wide spectrum of
academic programs around the world. A large amount of works in this topic
have been published in specialized journals and books [6,12,14]. Among non-
linear control research, the sliding mode control algorithms have attracted a
lot of attention because of its desirable properties of insensitivity to bounded
disturbances, robustness and finite-time convergence [4,9,11], especially in elec-
tromechanical systems [14]. Generally, sliding mode controllers require the whole
state vector knowledge, making necessary the implementation of observer-based
controllers.

The sliding mode observer-based controller problem have been highly studied
[2,7,8]. However, most of these works deeply explain theoretical concepts and
advanced mathematical tools, while few of them focus their attention on the
implementation of such techniques. Therefore, for educative purposes, there is
an essential gap between theory and practice, especially in advanced topics such
as sliding mode algorithms. Some causes of this gap are the complexity of control
engineering practice, produced by the fundamental limitation of control theory to
c© Springer Nature Switzerland AG 2018
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consider all the decision space in real problems [13]; the lack of control engineers
and researchers which jointly look for solutions to practical control problems
where assumptions and constraints are consistent with real-world problems [5],
and also the lack of projects and seminars in close contact with the industry
problematic and issues concerning control engineering [10]. Nevertheless, some
authors have shown applications of sliding mode observer based control in real
plants using specialized software [2,3], but this software is not still available in
all industrial environments.

Hence, the design of an experimental platform and implementation of a super-
twisting controller (STC) based on a high order sliding mode observer (HOSMO)
for a low cost mass-spring system is studied in this paper. The experimental
platform allows the programming of different observer-based control strategies
on a low cost platform in order to verify the real performance of these strategies
in the electromechanical system. In this system it is also possible to test advanced
techniques of control and to verify the performance in presence of noise in sensor
and limitations in actuators.

The rest of the paper is organized as follows. Section 2 presents the model
of the experimental plant. Section 3 summarizes the selection of observer-based
controller structures and explains some disadvantages of each structure. Section 4
shows and analyzes the simulation and implementation results. Finally, in Sect. 5
the conclusions are summarized.

2 System Description and Modeling

2.1 System Description

A low cost mass-spring system was designed and constructed due to its sim-
plicity and nonlinear dynamics. The system consists of a mass, a spring, an
electromagnet (generally used in building doors), an ultrasonic sensor and a low
cost processor. The picture of the system is shown in Fig. 1.

The mass is suspended by means of the spring. The electromagnet, which
exerts a force over the mass, is located in the bottom. The position of the mass
is measured with an ultrasonic sensor placed in the bottom of the system. Such
sensor has an transmitter that sends a short pulse whose duration is proportional
to the time traveled by the ultrasonic wave which arrives to the receiver. So the
time is proportional to the wave travel distance and therefore is proportional to
the position of the mass with respect to the floor. The processor consists in a
low cost board Arduino-UNO TM [1].

2.2 System Modeling

To develop a mathematical model of the experimental platform in Fig. 1, the
Newton’s second law was applied over the mass, it yields:

mẍ = −kx + fu, (1)
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Fig. 1. Experimental platform.

where m is the suspended weight, k represents the elastic spring constant, x is
the position of the mass with respect to the reference axis, and fu represents
the external force provided by the electromagnet. The reference axis is taken
positive downwards. The electromagnet force fu in Eq. (1) can be calculated by
the Lorentz law, as follows:

fu =
B2A

2μ
, (2)

where B represents the induced magnetic field by the flux current through the
copper wire, A is the transversal area of the coil, and μ represents the medium
permeability. Now, the magnetic field B is calculated as:

B =
Niμ

l − x
, (3)

where N indicates the the number of turns around the iron core, i represents the
current flowing through the coil, and l is the distance between the electromagnet
and the reference axis. Replacing (3) into (2), considering that e = Ri, with e
the source voltage and R the electrical resistance of the winding, Eq. (2) can be
written as:

fu =
μN2Ae2

2R2(l − x)2
. (4)
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Finally, replacing (4) into (1), a model of the experimental platform described
in Subsect. 2.1 is:

mẍ = −kx +
μN2Ae2

2R2(l − x)2
. (5)

2.3 State Space Representation

The second-order system (5) can be expressed as a first-order two-dimensional
system of nonlinear ordinary differential equations, by means of the introduction
of the velocity variable v = ẋ, as follows:

ẋ = v

v̇ =
−kx

m
+

μN2Ae2

2mR2(l − x)2
.

(6)

Thus, defining x1 = x and x2 = v = ẋ, the nonlinear system (6) can be
rewritten of the form:

ẋ1 = x2

ẋ2 = b(x)u + ρ1

y = x1,

(7)

where b(x) = µN2A
2mR2(l−x)2 is a bounded nonlinear function with known bound of

the form b(x) ≥ δ > 0, since the limits of the position x are previously defined,
u = e2 is a term that encompasses the control action and ρ1 = −kx

m is an
unknown but bounded perturbation (the mass position is always finite), whose
time derivative is also bounded (the mass velocity is always finite). Note that
the voltage e is between a strong nonlinearity, which requires a robust control
strategy that ensures a strong control action what a traditional control can not
handle.

3 Sliding-Mode Observer-Based Controllers

As previously noted, the system (7) represents a mass-spring dynamic system.
The next step is to select a sliding mode-based control strategy given the struc-
ture proposed in [2,3]. However, the model used in the cited reference is a double
integrator, but in this case the model has a term b(x) instead of 1. Therefore, in
this work we assume the term b(x) as if it were an additional disturbance and we
simply use the same algorithms of the double integrator. In addition, note that it
is not possible to design a STC of the form u = −k1 |x1|

1
2 sig(x1)−

∫ t

0
k2sig(x1)dτ ,

or the form u = −k1 |x̂2|
1
2 sig(x̂2) − ∫ t

0
k2sig(x̂2)dτ , since system (7) has relative

degree two with respect to the output y = x1. Hence, the three strategies pro-
posed in [2,3] are compared and summarized in Table 1, comments regarding
each strategy are included below.
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Table 1. Structure of controller and observer (Based in [3])

Algorithm Observer Controller

STC+STO ˙̂x1 = x̂2 + k1 |e1|
1
2 sig(e1),

˙̂x2 = u + k2sig(e1),
e1 = x1 − x̂1

u = −k2sig(e1)− c1x̂2−
λ1 |s|

1
2 sig(s)− ∫ t

0 λ2sig(s)dτ ,
s = c1x1 + x̂2

STC+STOF ˙̂x1 = x̂2 + k1 |e1|
1
2 sig(e1),

˙̂x2 = u + k2sig(e1),
e1 = x1 − x̂1

u = −c1x̂2 − λ1 |s|
1
2 sig(s)−∫ t

0 λ2sig(s)dτ ,
s = c1x̂1 + x̂2

STC+HOSMO ˙̂x1 = x̂2 + k1 |e1|
2
3 sig(e1),

˙̂x2 = x̂3 + u + k2 |e1|
2
3 sig(e1),

˙̂x3 = k3sig(e1),
e1 = x1 − x̂1

u = −c1x̂2 − ∫ t
0 k3sig(e1)dτ−

λ1 |s|
1
2 sig(s)− ∫ t

0 λ2sig(s)dτ ,
s = c1x1 + x̂2

3.1 STC - Super-Twisting Observer (STO)

If the sliding variable s = c1x1 + x̂2 is considered, then the undesirable discon-
tinuous (and consequently non-differentiable) term k2sig(e1), with e1 = x1 − x̂1,
appears in the dynamics of s, making impossible to induce a sliding mode on
the manifold s = ṡ = 0 with a conventional super-twisting algorithm. If the
term k2sig(e1) is canceled by the control signal [14], then it is possible to induce
a sliding mode on the manifold s = ṡ = 0 but the control signal ceases to be
continuous (see Table 1).

3.2 STC - Super-Twisting Output Feedback (STOF)

A second strategy was derived in [8] considering the sliding variable s = c1x̂1+x̂2.
This selection yields a continuous controller, however it neglects some effects
explained in the STC-STO comments, producing some chattering.

3.3 STC-HOSMO

In [2] the observer-based controller proposal is based on a traditional STC while
a HOSMO is used to estimate the state of the system (7). This work considers
s = c1x1 + x̂2. The dynamics of s is free of discontinuous terms, at the price of
increasing the complexity of the state observer.

4 Results

In this section, both simulation and implementation results are presented. The
simulations were tested with the three structures presented in Table 1, while the
implementation was carried out only with the STC+HOSMO strategy, which
was programmed in the processor.
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4.1 Simulation Results

The initial condition of the integrators and the parameters of the tested strategies
are shown in Table 2.

Table 2. Simulation parameters parameters

Control settings Value

Initial condition of plant x(0) = [0.1, 0]T

Initial condition of observers x̂(0) = [0.15, 0.05]T

Set point value 0.3 cm for t < 1 s, 1 cm for t > 1 s

STC-STO and STC-STOF gain values k1 = λ1 = 9, k2 = λ2 = 1.5

STC-HOSM gain values k1 = 5, k2 = 15, k3 = 15, λ1 = 9, λ2 = 1.5

On the other hand, the plant parameters are listed in Table 3.

Table 3. Plant parameters

Parameter Value

Number of turns around the core 762

Electromagnet cross sectional area 0.0031 m2

Coil resistance 5.5 ohm

Electromagnet reference distance 0.02 m

Permeability of free space 4π10−7 NA−1

Magnetic permeability of steel 1000NA−1

Elastic spring constant 90.4367 Nm−1

Weight of the mass 0.648 kg

In the first case (STC+STO) the controller has the disadvantage of discon-
tinuous control action, producing the well-known chattering effect as shown in
Fig. 2 and with more detail in Fig. 3. However, an acceptable time-response is
obtained (see Fig. 2).

In the second case (STC-STOF) the time-response of the closed-loop system
is similar to previous case, but a slight reduction of the chattering effect is
obtained, as can be seen in Figs. 4 and 5.

Finally, in the third case (STC-HOSMO) the chattering effect is apparently
eliminated, and the time-response is better with respect to the settling time.
The results as shown in Figs. 6 and 7.

It is worth to notice that the gains of STC based on STO and STOF are the
same because the controlled dynamic system has the same mathematical model.
The difference lies in the variables used for closing the loop. In Figs. 3 and 5, it
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Fig. 2. STC-STO mass position.
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Fig. 3. Zoom in STC-STO mass position.
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Fig. 4. STC-STOF mass position.
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Fig. 5. Zoom in STC-STOF mass position.
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Fig. 6. STC-HOSMO mass
position.
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Fig. 7. Zoom in STC-HOSMO mass
position.

is noticeable that the chattering effect is low, however it is high recommended
to reduce it as much as possible in order to avoid fast changes in actuators, to
prevent fails, damages, among others.

In order to quantitatively compare the performance of the controllers, the
integral of the absolute error (IAE) index is calculated in each case over the con-
trol tracking error. The results can be seen in Table 4, where the STC-HOSMO
is the structure which presents the best performance with respect to this index.

4.2 Implementation Results

Based on the results of the previous subsection, it was concluded that the
observer-based control strategy which provided best performance is the STC-
HOSMO combination. Therefore, this subsection describes the practical imple-
mentation in the real experimental platform shown in Fig. 1. The control action
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Table 4. Performance indexes

Case IAE

STC-STO 0.02521

STC-STOF 0.0193

STC-HOSMO 0.0030

Fig. 8. Position estimation. Fig. 9. Velocity estimation.

is carried out by a PWM, due to the difficulty in having an analog output by
processor. Thus, the control task is to automatically adjust the duty cycle of the
PWM.

In order to protect the electronic circuit, the low power signal generated by
the processor was separated of the high-power signal applied to the electromag-
net and supplied by an external source. The implementation of the observer and
controller algorithms were carried out by means of the low-cost processor. There-
fore, the implementation of the system does not require specialized equipment or
software. The sample time used for implementation of controllers and observers
was 0.03 s and the Euler integration method was also used.

Initially, the HOSMO was tested without control. The results are shown in
Figs. 8 (position estimation) and 9 (velocity estimation), where the noise atten-
uation capability can be noticed.

From Figs. 8 and 9, it is possible to see a good observer performance, still
in presence of sensor noise. The velocity estimation is accurate and suitable for
observer-based controller strategies.

Finally, the whole STC-HOSMO strategy was implemented in the platform.
The results are shown in Fig. 10.

Figure 10 shows that the performance of the STC-HOSMO strategy is appro-
priate since the set point signal is tracked with a settling time of 0.5 s, and no
overshoot when the set point is increased. However, a remarkable undershoot
can be seen when the set point signal is decreased, because the set point in 0 cm
is farther than 1 cm setpoint with respect to the electromagnet and the exerted
force is less. In addition, when the mass moves upwards, controllability is lost
due to the electromagnet reduces the magnetic field and the spring force is the
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Fig. 10. Implementation results

restorative input. Nevertheless, the performance of the sliding mode observer-
based controller strategy is satisfactory despite the modeling uncertainties and
measurement noise, showing its robustness.

5 Conclusions

A comparative study between different sliding mode observer-based controller
strategies was carried out in this paper. The comparison was done through
the IAE index, over the tracking error, using numerical simulations. The STC-
HOSMO was the structure which presented the best performance with respect
to this index. Then, this strategy was implemented in a low-cost processor and
tested over a real low-cost mass-spring system, whose model (which was also
developed in this paper) matches a perturbed double integrator system.

It is worth to mention that the electromagnet can only exert an attraction
force. Thus, the practical results showed a remarkable performance when the
mass was to be attracted (positive changes in the reference), while a poor per-
formance was observed in the opposite case. Therefore in this example was pos-
sible to analyze a practical problem of loss of controllability. On the other hand,
implementation results also suggest that it is still necessary to consider several
issues in real plant implementations like measurement noise, limitations in the
actuators, among others. In this sense, the need of more real implementation
studies is still open.



Sliding Mode Observer-Based Controller for a Mass-Spring System 427

References

1. Arduino-UNO: Getting Started with Arduino and Genuino products (2018).
https://www.arduino.cc/en/Guide/HomePage

2. Chalanga, A., Kamal, S., Fridman, L., Bandyopadhyay, B., Moreno, J.A.: How to
implement super-twisting controller based on sliding mode observer? In: 2014 13th
International Workshop on Variable Structure Systems (VSS), pp. 1–6, June 2014.
https://doi.org/10.1109/VSS.2014.6881145

3. Chalanga, A., Kamal, S., Fridman, L.M., Bandyopadhyay, B., Moreno, J.A.: Imple-
mentation of super-twisting control: super-twisting and higher order sliding-mode
observer-based approaches. IEEE Trans. Ind. Electron. 63(6), 3677–3685 (2016).
https://doi.org/10.1109/TIE.2016.2523913

4. Edwards, C., Colet, E., Fridman, L.: Advances in Variable Structure and Sliding
Mode Control. Springer, Berlin (2009)

5. Gao, Z., Rhinehart, R.R.: Theory vs. practice: the challenges from industry. In:
Proceedings of the 2004 American Control Conference, pp. 1341–1349, June 2004

6. Khalil, H.: Nonlinear Systems, 3rd edn. Pearson Education Limited, London (2013)
7. Levant, A.: Sliding order and sliding accuracy in sliding mode control. Int. J.

Control 58(6), 1247–1263 (1993). https://doi.org/10.1080/00207179308923053
8. Levant, A.: Higher-order sliding modes, differentiation and output-feedback

control. Int. J. Control 76(9–10), 924–941 (2003). https://doi.org/10.1080/
0020717031000099029

9. Perruquetti, W., Barbot, J.: Sliding Mode Control in Engineering. Automation
and Control Engineering. CRC Press, Boca Raton (2002)

10. Piechottka, U., Hagenmeyer, V.: A discussion of the actual status of process control
in theory and practice: a personal view from german process industry. Automa-
tisierungstechnik 62(2), 67–77 (2014). https://doi.org/10.1515/auto-2014-1018

11. Shtessel, Y., Edwards, C., Fridman, L., Levant, A.: Sliding Mode Control and
Observation. Control Engineering. Springer, New York (2013)

12. Smith, C.A., Corripio, A.B.: Principles and Practices of Automatic Process Con-
trol, 3rd edn (2005)

13. Strmnik, S., Juricic, D.: Case Studies in Control. Advances in Industrial Control.
Springer, London (2013). https://doi.org/10.1007/978-1-4471-5176-0

14. Utkin, V.I., Guldner, J., Shi, J.: Sliding Mode Control in Electro-Mechanical Sys-
tems. Automation and Control Engineering, 2nd edn. CRC Press, Boca Raton
(2009)

https://www.arduino.cc/en/Guide/HomePage
https://doi.org/10.1109/VSS.2014.6881145
https://doi.org/10.1109/TIE.2016.2523913
https://doi.org/10.1080/00207179308923053
https://doi.org/10.1080/0020717031000099029
https://doi.org/10.1080/0020717031000099029
https://doi.org/10.1515/auto-2014-1018
https://doi.org/10.1007/978-1-4471-5176-0


Design of a Device for Recording Bioelectric
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Abstract. The accepted methodology by regulatory agencies to determine the
efficacy of sunscreen products makes use of healthy human volunteers who are
exposed to radiation. In order to find an alternative to these types of evaluations,
the effect of exposure to UV radiation was investigated in an ex vivo pig skin
model on the bioelectrical signals of the tissue in terms of energy and impedance.
A system was implemented using the measurements configuration of 4 electrodes
(Two electrostimulation electrodes and two electrodes for the signals acquisition
all of them were silver cup electrodes) and a mathematical model was established
in relation to electrical change as a function of exposure time. As a result, an
attenuation of the energy response signal relative to the non-irradiated tissue was
obtained, as well as impedance values after irradiation. This behavior is directly
related to damage in the tissue structure. The results allow to conclude that the
device can quantify the effect caused by radiation on the electrical properties of
an ex vivo tissue and are promising in the understanding of the phenomena
associated with the electrical response of a tissue to ultraviolet radiation.

Keywords: Electrical energy � Biomedical device � UV radiation
Signals � Tissue

1 Introduction

The dielectric properties of biological tissues are affected when exposed it to an electric
field, generating chemical and physical processes [1]. Each one of the structures and
regions of the biological tissues have a particular properties and electrical phenomena
that depend on their nature and state as well as the applied frequency [2]. Some
researchers have identified relaxation or dispersion factors related to tissue response to
current and frequency. Tissues exhibit dispersions due to physical processes that
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include polarization along the membrane boundary structure [3]. The study of changes
on the electrical characteristics of tissues has been previously studied [4]. However,
variations in the electrical response of tissues because of a stimulus such as ultraviolet
(UV) radiation are unknown. This radiation is located at wavelengths from 200 nm to
400 nm and it has been proven that prolonged exposure to it can cause damage to
human skin such as burns, pigmentation change, texture, and even long-term car-
cinogenic effects [5].

As a strategy to evaluate the effect of UV radiation on electrical properties of tissues
the use of low complexity biomedical equipment and Digital Signal Processing
(DSP) techniques is proposed. This research presents the evaluation of electrical
changes on an ex vivo tissue exposed to radiation as well as the efficacy of the proposed
device for detecting changes in the samples.

2 Conceptualization

As a starting point it is necessary to identify the data acquisition systems and primary
elements according to the application, since it is desired to obtain records of precise
bioelectric signals, which subsequently will be processed analogically and digitally.

2.1 Electrical Behavior of Biological Tissues

The response of tissues to current and frequency has shown that for frequencies below
1 kHz, the conductivity of tissues is dominated by the conduction of electrolytes in the
extracellular space. Tissues exhibit the alpha (a) dispersion due to physical processes
that include polarization along the membrane boundary structure [3]; in the case of
frequencies higher than 100 kHz, displacement currents are presented through the cell
wall, which produce dielectric relaxation phenomena due to the polarization of several
dipoles and the movement of the induced charges [6].

2.2 Electrodes

They are the primary element of the measurement chain and are put in contact to
biological samples. The bad conduction of the cells shield part of the electrode, hence
the electrode material is fundamental to determine the polarization impedance. The
inductance of the test and the connection wires add another series of components that
interfere with the measurement. The size and type of electrode are also important in
determining that impedance; the larger ones (surface electrodes) tend to have smaller
impedances, while the smaller ones such a needle electrodes or micro-electrodes, have
much greater values of impedance [7].

2.3 Signal Conditioning

During the processing of the biological signals, especially if it is related to bioelectric
potentials, the isolation of the noise (either thermal or induced by the electrical net-
work) and the optimal filtering conditions are very important issues for avoiding
affectations in the signal integrity. In particular, the electrical network induces selective
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noise in spectral components of interest. The harmonics, which are frequencies mul-
tiples of the fundamental working frequency, for the case of 60 Hz networks, can
appear at 120 Hz and 240 Hz. These harmonics are the most relevant noises because its
magnitudes are comparable with the bioelectric potential captured. Therefore, electric
filters type notch, which can reduce these components, must be implemented [8].

2.4 Energy of a Signal (Parseval Function)

Expressed in terms of power � time, in the context of the Theory of Signals and
Systems, in engineering, the normalized energy of a real function f(t), in a time interval
(a, b) can be obtained with the Eq. 1.

E ¼
Z b

a
f tð Þk k2dt ð1Þ

2.5 Electrostimulator (TENS)

TENS stimulates tissue by using monopolar or bipolar direct current pulses. These non-
lethal current levels are achieved by generating a high voltage. These pulses have a
current that can range from 1 mA to 120 mA, working frequency from 1 to 250 Hz and
pulse duration from 50 ls to 400 ls. This frequency is controlled by three modes
(Fixed frequency, Burst and modulated) [9].

3 Materials and Methods

Firstly, the criteria for the selection and processing of the tissue samples as well as the
construction of the modules for recording the bioelectric signals and the responses in
voltage and current of the tissue will be described. Likewise, the design of the electro-
stimulator for the injection of current to the samples will be outlined. Then, the
selection of the module for storage and digital processing of the data obtained for
computer visualization will be included, which allowed the analysis and evaluation of
the mathematical model obtained. Finally, the procedure for conducting the experi-
mental tests will be presented.

3.1 Selection of the Test Tissue

Pig skin was used as a study model, taking into account its recognized similarity with
human skin, especially in its outer layers [10]. The age of the animal was not relevant
in this case, but it was important that it had not been blanched or flamed after being
slaughtered, since this type of pre-treatment completely destroys the integrity of the
epidermis [11].
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3.2 Selection of Electrodes

The silver cup surface electrodes were selected to obtain measurements of the bio-
electric signals generated in the tissue and to examine the response to the electro-
stimulation impulses, due to their low impedance. Needle electrodes were used for the
implementation of the electro-stimulator; the concentric needle electrode type was
selected.

3.3 Acquisition Module

The 4-electrode or tetra-polar method (Fig. 1) was fixed. I this case, a current is applied
by two electrodes and the potential value can be visualized from two other electrodes
located on the region of interest. With this method it is possible to minimize the effect
of the impedance of the electrodes, since the impedance of these is lower than the input
impedance of the voltage acquisition module [12].

3.4 Conditioning Module

A band pass filter from 10 Hz to 300 Hz was designed, which rejects all signals outside
this range, with a quality factor Q = 0.188 and a central frequency f0 = 54.77 Hz. In
addition, a Notch filter with a state variable of 60 Hz and 100 Hz with quality factor
Q = 15 and 20 respectively, to mitigate the effect of the appearance of harmonics
induced by the electrical network.

3.5 Electro-Stimulator (TENS)

For the design, the criteria of a bipolar Burst signal were taken into account and Eqs. 2
and 3, were used, where the envelope frequency values were established taking into
account the PTD (Pulse Time Duration), PSD (Pulseless Duration) and working pulses.

T ¼ PTDþPSD ð2Þ

Fp ¼ 1
T

ð3Þ

Fig. 1. Schematic 4-electrodes configuration for measuring impedance [12].
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where number of pulses: 6 and working frequency of the pulses: 21 Hz which leads to
T ¼ 0:2501þ 0:266 ¼ 0:5161:

The signal obtained from TENS has a fundamental frequency of 1.93 Hz and a
current peak of ± 0.025 mA, each train of pulses is characterized by a frequency of
20.87 Hz.

3.6 DAC Module (Digital Analog Conversion)/Oscilloscope

For the implementation of the ADC/oscilloscope module, a device Analog Discovery
provided by DIGILENT and Analog Devices Inc., was used in a connection with a
computer, see Fig. 2.

3.7 Digital Signal Processing- IIR Filter

The final processing of the signal was realized using a digital filter IIR to 60 Hz,
suitably to work in real time and visualization from the computer. Equation 4 shows
the mathematical modeling for the filter.

y n½ � ¼ x n½ � � ð2cos hÞx n� 1½ � þ x n� 1½ � þ 2rð Þðcos hÞy n� 1½ � � ðr2Þy n� 1½ � ð4Þ

3.8 Experimental Development

Testing Chamber. Was used a chamber of irradiation constructed in metal, with
dimensions of 40 cm � 45 cm � 30 cm, inside this one a tray with maximum
capacity of four samples. It was used a lamp of mercury with UV range between 200
and 300 nm and irradiance of the 2.5 mW/cm2, they guaranteed a uniform exposition
for each sample of tissue.

Samples of Tissue. There were used pig skin samples extracted from the ventral
region; this zone was selected due to the characteristics of the tissue like low exposition
to the UV radiation that could have had the living animal. The tissue samples were

Fig. 2. Hardware blocks diagram of the analog discovery [13].
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obtained from a slaughter and 8 samples were acquired of healthy different pork. The
samples were classified (mn) like this: m1, m2, m3, m4, m5, m6, m7 and m8. Every
sample was cut in four portions, of which three were assigned to the group of testing
(pmn), where (m) is the sample of origin and (n) the number of portion and another one
to the group of tissue of reference or control (rn). Four more samples were left for the
later validation of the device. Thereby, 36 samples were completed. To prepare and
preserve the tissue it was immersed in glycerin and it was kept on an icebox at 4 °
C ± 0.5. The dimensions of the samples were 5.4 cm of length and 10.9 cm of width
and the thickness of 2 cm ± 0.4 (preserving the adiposity).

Electrodes Positioning. The position of the electrodes of stimulation was done in
order to perceive the applied signal in the whole tissue and to facilitate the potentials
detection on the sensors of acquisition. From the tetrapolar method there were posi-
tioned two electrodes of needle of injection of current in the ends of the tissue and two
silver cup electrodes, to obtain the value of the voltage or current of response in the
middle of the sample, see Fig. 3. The value of the depth of the puncture of the needle
electrodes was established in 5.5 mm ± 0.5.

In order to improve the conductivity between the tissue and the electrodes and to
facilitate the signals capturing, without interferences from the stratum corneum, enough
conductive paste Ten20® was used.

Parameters for Accomplishment Testing. The tissues were divided in two groups:
the first one corresponded to those samples of reference, those that were not exposed to
the radiation and that used as control, in order to discriminate against external factors as
the decomposition that could alter the measurements. The second group corresponded
to the samples that were radiated in the testing chamber. In the experimentation the
tissues of the second group were radiated for 4 h. Every sample was positioned to 6 cm
of the source of UV radiation, see Fig. 4. The samples of the first group were in rest to
temperature set (19 °C ± 1).

Fig. 3. Location of the 4 electrodes in the samples.
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For both groups the electrical response of the tissues was monitored by measure-
ments of voltage and current every hour until 4 h. For that measurement, an indirect
method was employed evaluating the voltage on a resistance equal to 1X and then by
using Ohm’s law was possible to obtain the value of the current.

For both groups 1 and 2, needle electrodes were positioned in connection with the
electro-stimulator and immediately the silver cup electrodes were located in the module
of conditioning and in direct connection with the channel 1 of the module
ADC/oscilloscope, which had allowed the real time visualization of the signal with the
computer and recording the information in an extension files .csv for its digital pro-
cessing and statistical analysis.

Mathematical Modeling and Statistical Validation. From the results obtained in the
previous stage, different analyses were generated by the aim to obtain a mathematical
model, to describe the relation between the electrical characteristics of the tissues and
the time of the exposition to the radiation. In order to assure a high reliability of the
results, by Minitab 12® software the resultant information after digital processing of
the signal and through check mathematical models up with experimental information
that they did not do part of the construction of the same ones (cross validation).

4 Results and Discussion

4.1 Energetic Analysis

As proved from the calculations of energies across Parseval’s theorem and by means of
the Eq. 1, it was found a set of information of energy of the signal proceeding from
both groups irradiated tissues (pmn) and reference tissues (rn), where a wide differ-
entiation was demonstrated between the signals of energy of both groups. The behavior
and trends were similar in the energetic response between members of the same group
of samples (mn). In order to estimate the behavior of the information, the average of the
energies was calculated for the set of the samples of the groups of tissues of reference
(rn) by means of the Eqs. 5 and 6, there were obtained only two sets of information of
energy named ER1 and ER2:

ER1 ¼
P4

n¼1 rn
4

ð5Þ

Fig. 4. Hook up system: distance between group 2 and UV radiation source.
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ER2 ¼
P8

n¼5 rn
4

ð6Þ

In the same way, for the information of the set of irradiated tissues (pmn), there was
calculated the average of the energies, with the Eqs. 7, 8, 9 and 10 and obtained only 4
sets of information of energy named EP1, EP2, EP3 and EP4:

EP1 ¼
P2

m¼1

P3
n¼1 pmn

6
ð7Þ

EP2 ¼
P4

m¼3

P3
n¼1 pmn

6
ð8Þ

EP3 ¼
P6

m¼5

P3
n¼1 pmn

6
ð9Þ

EP4 ¼
P8

m¼7

P3
n¼1 pmn

6
ð10Þ

where (n) is the number of portion and m the number of sample of origin.
Despite of the fact that the evaluations were done for periods of 4 h, the behavior

between samples was distinguishable and estimable until 3 h, see Fig. 5, where one
shows the trend lines for the irradiation time from 0 to 3 h.

To obtain the final mathematical model of the energy depending on the time, the
average of the previous averages was calculated and the most identical line of trend to
the information was chosen for obtaining two expressions: the first one, a polynomial
function of order 3 that describes the behavior of the energy for not radiated samples

Fig. 5. Average energy of the irradiated samples EP (M1, M2, M3, M4) and reference ER (R1,
R2) vs time from 0 to 3 h
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and the second one, a polynomial function of order 2 that there characterizes the
behavior of the energy of the radiated samples from 0 to 3 h, as appears in Fig. 6.

The mathematical are: ER ¼ 2133:9t3�12626t2 þ 22800tþ 7624:8 and EP ¼
684:16t2 � 1276:9þ 5407:2. It is necessary to emphasize the percentage of the
attenuation of the signal of energetic response from the radiated samples, evaluated in
the three times. In the first hour the value of the energy obtained with the presented
results which represents to the set of averages of energy of the reference samples was
19932.6 Wh, whereas the energy for the set of radiated samples calculated with the
model in the same time, was 4959.8 Wh, it represents an attenuation of the signal
response of 75.11%. For the second hour the value of energy estimated for the tissue of
reference was 19792.31 Wh and for the radiated ones of 5444.75 Wh equivalently to
the decrease of the sign in 72.5%. Finally, for the third hour there is had a value of
energy of 20007.3 Wh in the tissue without radiating and of 7782.4 Wh in the sample
irradiated, demonstrating the same trend of attenuation of the signal.

4.2 Mathematical Validation

With the aim to obtain a future computational classification and bearing in mind the
global minimum of the functions described by ER and the global maximum of the
functions EP, a discriminant function was established, that indicated the border
between what it is considered to be a radiated tissue and one without radiating. The
discriminant function of linear type and that separates the signs EP and ER e.g. EDIS ¼
162:93tþ 12690 shown in Fig. 7.

Then, the discriminant function leads to the following conditions:

E�EDIS; IRRADITEDTISSUE
E[EDIS; NON�IRRADITEDTISSUE

�

Fig. 6. Average energy of the irradiated samples EP and reference ER vs time from 0 to
3 h, final model.
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The above indicates that the bioelectrical signal of the irradiated tissues with light
UV weakens regarding to reference samples that were never irradiated. From the
discriminant function, it is possible to say that the values of average energy obtained
for a certain samples which are above of the line described by the discriminant func-
tion, can be classified as response of energy of not irradiated tissue or reference
samples; but if the value of energy is minor and remains located below the function, it
will be said that the values of energy obtained are the response of a radiated tissue. To
clarify that part previously described, it is show in Fig. 8, it is the resulting graphic
from two tissues mean energy, one of the samples was irradiated for two hours (test 1
UV) and other one was used as a reference at the same time (test 1 ref), it is important
stand out that the samples used for to test the model, was not part of mathematic model
construction and were separated for established a cross-validation.

Is noticeable how the data of the (test 1 ref) are located in the non-irradiated tissues
zone or of reference with exception of the first point, because this represent a zero hour
value energy, and whose value must be similar in all tests. Conversely, the data of (test

Fig. 7. Discriminant function separating the irradiated tissues area from the reference
tissue area .

Fig. 8. Test 1 ref located up of the discriminant function in the non-irradiated tissues zone .
Test 1 UV located down of the discriminant function in the irradiated tissues zone .
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1 UV) correspond to the test made whit the irradiate tissues for two hours, and are
correctly located under of the discriminant function in the irradiated tissues zone.

4.3 Electrical Impedance Analysis

Figure 9 corresponds to the values found in accordance with the results about energetic
response of the tissues samples, that for the group of data from the average impedance
calculation with Eq. 11, is visible a substantial impedance attenuation in irradiate
tissues with UV light in comparison with the reference tissues non-irradiated.

ZX ¼ VO

IO
X½ � ð11Þ

where Zx is the tissue impedance of interest, “Vo” is the voltage coming from the
sample and Io the electro-stimulation current in connection with the tissue.

The electrical impedance measure is used how confirmation method of the integrity
and condition of the skin, to determine the irritation and potential corrosion caused by
chemical and personal care products [14]. This change on the impedance can be explain
how result of damage on the tissue; it is known that the UV radiation produce tissues
alterations, this has been evidenced in the histological tests results of exposed skin to
UVA and UVB radiation where is presented physiologic alterations, that would explain
the variations found in the impedance values [15].

The impedance signal attenuation in the four hours was analyzed for the irradiate
tissues sections (pmn) in comparison with the reference (rn), the impedance was cal-
culated by Eq. 11 that relates the tissue voltage response value and the injected current
which value was obtained as indirect measure on a 1Ω resistance.

In the first hour the average impedance value is 291.6 Ω, against the average
impedance of the irradiate samples group in the same time was 140.3 Ω, this value
represent a 51.9% signal attenuation. For the second hour the average impedance value
for the non-irradiate tissues was 295.5 Ω and for the irradiates was 158.9 Ω, in this case
the attenuation value is approximately 46.23% and the third hour the average impe-
dance value for the reference tissues was 255.9 Ω and 166.8 Ω respective, with 32.81%

Fig. 9. Variation in the impedance of the irradiated (UV) and reference (Ref.) samples in the
course of 0 to 4 h.
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attenuation. Finally, for the four hour evaluation was obtained values of 210.3 Ω and
159.5 Ω hold the signal attenuation comportment, in this case of 24.16% of the irradiate
tissues impedance during the test.

4.4 Statistical Analysis

The statistical analysis was used to describe the nature of the data obtained and to valid
the model creation. For the voltage data obtained and from which the previous analyzes
were derived, they were subjected to normality tests and goodness of fit tests to
determine the most appropriate statistical distribution, under hypothesis test analysis.
For that we used Minitab 12® software whose algorithms involve the hypothesis tests
for verification of goodness of fit.

A probability Graph obtained for the references data, with a CI (Confidence
Interval) of 95% allows verifying if the points distributed within the curves obtained or
they approach these. The Correlation Coefficient was 0.954, which indicates that the
variables are approximately 95.4% related and the Anderson-Darling Coefficient
(AD) was 1.609, which is not small enough to ensure a good fit. For the UV irradiation
data as in the previous case, some data go out of the probability curve, the AD
coefficient had a value of 2.669, while the Correlation Coefficient was 0.921, and these
data did not fit as a normal distribution. Was necessary to carry out other goodness of fit
tests, for the experimental data.

The analysis of the correlation coefficient and Anderson-Darling values obtained, it
allowed to establish the best indices for the Lognormal and Loglogistics distributions,
for the reference data and of UV irradiated tissues. It was determined the Loglogistics
distribution as the distribution model for the two data sets. To check the selection, were
evaluated the Graphical overview of distribution and probability graph for the
Loglogistics distribution for both sets of data.

The data are coupling to the Loglogistics distribution, for the two data sets, the
correlation coefficient is higher than 0.95, which implies a good correlation between the
data. The Anderson-Darling index that should be a low value in none of the two data
sets exceeds the value of 1.4; this value indicates that the data is distributed very close
to the line PP characteristic of the selected distribution.

5 Conclusions

It was visible the energetic changes of the tissue exposed to UV radiation (pmn) in
comparison with the tissue that was not exposed (rn) giving indications of an alteration
of the electrical balance due to exposition, these data are relevant in the energy values
for the irradiated tissues compared to the reference values for the three hours of
evaluation. However, at four hours the energy data of the different tissue groups are
often scattered and are difficult to differentiate so it took three hours at the optimal time
to perform the evaluations.

The mathematical models obtained, as in the case of the average energy for the
tissues irradiated with UV light, showed a behavior easily separable by a discriminant
function. This will facilitate a data classification processes through methods that use
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computational intelligence algorithms, such as neural networks or diffuse systems
training by genetic algorithms.

The statistical analysis of the tissues evaluated data (reference and irradiated),
showed that with a Confidence Index (CI) of 95% the behavior of the data is correctly
described under the statistical model of a Loglogistics probability distribution. This as a
result from the observation and analysis of the Anderson-Darling coefficient that was
1.36 and 1.06 for irradiated and reference samples respectively, and by the correlation
coefficient that was 0.96 for both samples.

This study opens the possibility of deepening the implications of prolonged
exposure to UV radiation in living beings, mainly in alterations in the electrical
behavior of their tissues and the implications that these would have. Contributes to the
field of research in the pharmaceutical sciences, biology, electrophysiology, medicine
and materials science among others.
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Abstract. Influenza viruses are highly contagious respiratory illness
and responsible for the severe annual morbidity and mortality worldwide.
They are classified into types, influenza A, B and C. Influenza viruses
accumulate point mutations during replication, especially in three pro-
teins: matrix-membrane, hemagglutinin, and neuraminidase. Nucleotide
and amino acid variations may produce selective advantages for viral
strains, in the matrix-membrane and neuraminidase may be related to
eluding host immunity, while variations in the hemagglutinin are respon-
sible for the appearance of antigenic drift that evade preexisting host
immunity and cause reinfections. In this paper, we present a bioinfor-
matics study for detecting mutations implicated in variability in the
hemagglutinin, neuraminidase and matrix-membrane of influenza strains
using our bioinformatics tool BMA. In this study, we calculate, compare,
and analyze genetic variations associated with antigenic drift in hemag-
glutinin protein from influenza A H1N1. BMA allows users to identify
mutations in sequences quickly and efficiently for the detection of anti-
genic drift.

Keywords: Bioinformatics · Hemagglutinin · Neuraminidase
Influenza viruses

1 Introduction

Influenza viruses are significant for human respiratory infections disease. They
belong to the family Orthomyxoviridae and the genome has seven or eight seg-
ments of single-stranded antisense RiboNucleic Acid (RNA) [1]. The Influenza
viruses are classified into three types A, B, and C. They are further subdivided
based on the antigenic properties of their envelope glycoproteins: the hemagglu-
tinin (HA) and the neuraminidase (NA) [2]. On the one hand, in most cases,
influenza B and C viruses affect humans. On the other hand, influenza A viruses
infect some avian and mammalian species [3–5]. Influenza A and B viruses are
the most frequent causes of respiratory illness, which occur in throughout the
year, usually in winter for tempered weather areas and rainy seasons in tropical
weather areas [6].
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Humans can be very susceptible to this viral infection. Outbreaks of respira-
tory diseases may be possible due to the combination of weathers factors such
as cold temperature and low humidity. Social behavior also facilitates the trans-
mission from person to person through the respiratory airways, being in public
places or closed environments [7].

The genome of Influenza A and B viruses are similar, but Influenza C is
more divergent, because genome consists of seven RNA segments. The enveloped
Influenza viruses have three membrane proteins: HA, NA, and matrix-membrane
(M) [1]. HA, which is the main antigen and major surface glycoprotein of the
Influenza viruses, is responsible for binding the virus to cells during the process
of infection. The HA glycoprotein is a homotrimer (three identical monomers),
with each monomer formed of sub-units HA1 and a HA2 [8]. NA, is another
antigenic surface glycoprotein envelope of the Influenza virions [9,10]. The M
gene has multiple functions and is intriguing because it encodes two proteins:
matrix and membrane [11].

Consequently, the aim of this study was to use a bioinformatics tool, which
has been designed and developed in one of our previous works, to demonstrate
that users can identify changes in nucleotide and amino acid sequences of hemag-
glutinin, neuraminidase and matrix-membrane protein in a efficient manner.

The paper has the following structure. Section 2 explains the main charac-
teristics of mutations, which corresponds to the context of the work. In Sect. 3,
we inform the main reasons of the importance of bioinformatics analysis. In
Sect. 4, our approach for analyzing Influenza viruses sequences is presented.
Section 5 provides the results obtained through our approach using Influenza
viruses. Finally, in Sect. 5, we provide our conclusions.

2 Mutation

Similar to many RNA viruses, Influenza virus suffers high rate mutations during
replication, leading to variability in HA, NA and M proteins. Mutations (also
known as substitutions or variants) that modify amino acids in antigenic sites of
proteins structure (HA and NA) may evade host immunity. The viruses evades
host immune responses caused Influenza outbreaks, because minor changes in
the surface glycoproteins occur frequently, these strategies that viruses have
needed is called “antigenic drift”, and occurs in all types of Influenza viruses.
However, major changes in the proteins structure is called “antigenic shift”,
when two different virus strains (human, avian or other mammalians) recombine
to form a new virus, and occurs only in Influenza A viruses (responsible of
pandemic outbreaks) [1,5]. Nevertheless, minor changes in the M protein may
cause a critical deficiency in virus replication, and may be related to host immune
responses and tropism [12].

There are three influenza antiviral drugs recommended for treatment. How-
ever, recent emergence of antiviral resistance Influenza variants is a matter of
great concern [13]. Similar to others drugs, replication of viruses in contact of
antiviral drug intensify the selection for variations in the viral target proteins,
which leads to the mechanisms of virus antiviral resistance.
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Some mutations in NA confer resistance to antivirals [14]. But it is also known
that certain amino acid substitutions in NA are compensated with amino acid
substitutions in HA to restore viral fitness [15–17]. Some of these amino acid
substitutions can alter the binding of HA with host cells (receptors for sialic
acids) [18].

Furthermore, there are many influenza viruses and they are constantly chang-
ing so it is not unusual for new Influenza strains to appear each year. The compo-
sition of influenza vaccines is changed annually. Depending on the manufacture
of the vaccine, it can protect for three or four strains of the viruses [7]. Influenza
vaccines confer considerable but incomplete protection and are recommended for
everyone.

3 Importance of Bioinformatic Analysis

When 100 years of the first influenza pandemic (1918) were commemorated, the
appearance of a new Influenza virus could be the result of different events that
happen in nature [19]. Having knowledge of some of these events (nucleotide or
amino acid substitutions) through bioinformatics tools, several researchers will
be able to understand the epidemiology and will help to define the appearance
of a new viral strain that could affect the human being.

In endemics or epidemics, Influenza viruses remain being the biggest health
problem. Thus, vaccine development and planning strategies remain a challenge
because of the rapid, continuous, and unpredictable viral evolution. Careful anal-
ysis of the nucleotide and amino acid changes will contribute to our understand-
ing of the variable genetic of Influenza viruses.

Different computer tools have been developed in our research to facilitate
the analysis and identification of mutations [20,21], and there is no doubt that
in the future they will continue to design bioinformatics tools that facilitate the
analysis and interpretation of data. In addition, we have used these tools to
provide important results regarding desired microorganisms analyses based on
novel computing approaches [22–25].

4 Tool for Analyzing Sequences

In this work, we used our bioinformatics tool named Biomedical Mutation Anal-
ysis (BMA)1 [20]. By using this tool, it is possible to analyze several sequences
giving as result, a full description of nucleotides and amino acid changes of each
analyzed sequence. BMA is able to present such results through different visu-
alizations techniques in order to make results easily understandable.

BMA enables users to make analysis of several sequences from plain text
files in FASTA format, which is very useful due to it is compatible with results
provided by most bioinformatics tools that use nucleotides sequences as input
or output.

1 http://bma.itiud.org/.

http://bma.itiud.org/
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Algorithm 1. BMA
for all ω in Ω do

Θω ← split(ω)
for all δ in Δ do

Γδ ← split(δ)
position ← 0
for all θ in Θω, α in Aδ do

if θ != α then
Φ ← group(θ, α, position)

end if
increment(position)

end for
end for

end for

The algorithm of BMA iterates all text files. For each text file, it iterates
all sequences. Later on, for each sequence, it compares every amino acid and
nucleotide of such sequence to the corresponding amino acid and nucleotide in
the reference sequence of the selected virus and gene, which has been taken
from GenBank2 database and stored in BMA. The algorithm has been tested
with several case studies. Those studies have included up to 30 plain text files
in FASTA format, where each file has included in average up to 40 sequences.
Then, based on the tests, BMA ensures accurate analysis results, independently
the amount of data to be analyzed.

Algorithm 1 presents the BMA Algorithm, where Ω is the set of patient
sequences to be analyzed, Θω corresponds to the group of nucleotides taken from
the sequence ω, Δ is the group of reference sequences that belong to a specific
microorganism gene of the influenza A H1N1 virus (e.g., HA1), Γδ identifies
the group of nucleotides that belong to the reference sequence δ, Φ is the set of
changes of nucleotides that belongs to ω, and pos is the position of the nucleotide
change found in the analysis.

In this study, for performing mutation analyses, we used 28 nucleotide
sequences of the HA glycoprotein from influenza A H1N1 virus, representative
of different countries of Europe, which have been obtained from the GISAID
database3.

BMA has been supported by different components such as frameworks and
libraries. Figure 1 presents the corresponding component diagram. The language
used to develop BMA was PHP. The front end, which is responsive, was sup-
ported by Bootstrap. Moreover, JQuery was used to provide some JavaScript
services. Furthermore, BMA is able to provide its analyses results through a pdf
file. For this, BMA uses the component EZPDF. In addition, to deploy results,
BMA uses Data-Driven Documents (D3JS). Finally, the persistence is done by
using a MySQL database.

2 https://www.ncbi.nlm.nih.gov/genbank/.
3 http://platform.gisaid.org/.

https://www.ncbi.nlm.nih.gov/genbank/
http://platform.gisaid.org/
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Fig. 1. Component diagram.

In addition, amino acid substitutions were modeled in the three-dimensional
structure of HA protein from the influenza A/H1N1/2009 virus (Protein Data
Bank [PDB] code 3LZG) using the PyMOL Molecular Graphics System4.

5 Results

A data set with 28 HA sequences was constructed, including Belgium (2
sequences), Czech republic (1 sequence), England (2 sequences), France (2
sequences), Germany (3 sequences), Greece (1 sequence), Italy (1 sequence),
Norway (5 sequences), Portugal (1 sequence), Russia (4 sequences), Slovenia(1
sequence), Spain (1 sequence), Switzerland (1 sequence), Sweden (1 sequence),
and Ukraine (2 sequences), obtained from the GISAID database.

Nucleotides and amino acid substitutions of 28 HA sequences were compared
with reference sequence (vaccine strain A/California/7/2009) using BMA. The
analysis process consists in performing the following activities:

Initially, the user needs to access BMA and selects from Mutation Analysis
menu, the sub-menu Influenza A (H1N1). The user also can select other kinds
of influenza such as A (H3N2) among others, which are presented in Fig. 2.

Later on, the user can select one of the genes to be analyzed. Figure 3 shows
the list of available genes for influenza A (H1N1) virus, which are HA, M and
NA that include names, brief description, and reference sequences, which can be
displayed by clicking on the zoom icon.

4 https://pymol.org/2/.

https://pymol.org/2/
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Fig. 2. List of available influenza viruses.

Fig. 3. List of available genes of influenza A(H1N1).
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Afterwards, the user can select the positions to be analyzed. In this case
the gene HA1 was selected for mutation analysis. Figure 4 illustrates the list of
available positions in BMA for the gene HA1.

Fig. 4. List of positions for the gene HA1 of influenza A (H1N1).

Then, once the user provide the plain text files with the sequences intended
to be analyzed, the BMA algorithm described above is executed. The BMA algo-
rithm analyzes all sequences provided presenting its results through the following
ways:

1. An online report with the results of nucleotide changes and amino acid change,
which generates antigenic drift or shift. This report is presented in Fig. 5.

2. A PDF report that is sent by email to the user by filling a basic contact
form. The PDF report includes: (a) synthesis of changes (i.e., mutations) of
nucleotides and amino acids detected for each analyzed sequence and (b) an
itemized report, which includes all information related to the analysis.

3. A graph that groups nodes, where each node corresponds to a nucleotide
change of the analyzed sequences. This graph is characterized as force-
directed, which implies that the nodes from the same color corresponds to the
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Fig. 5. Results through online visualization for the changes observed in a Belgium
sequence.

same source. In this study, nodes are grouped by sequences from countries as
well as grouped by the amount of amino acid changes. Figure 6 presents the
results through the corresponding graph.

We used BMA to analyze the nucleotide sequences of the HA1 gene com-
pared with the reference sequence to show nucleotide and amino acid changes
at positions related to antigenic sites. Then, the information obtained was used
on the dimeric tridimensional structure of HA1 protein in order to visualize the
localization of variable amino acids. HA1 is a more variable subunit, which con-
tains the receptor binding sites (host cell), while HA2 is a relatively conserved
subunit.

The amino acid substitutions located in globular head region of HA1 (anti-
genic site) are T72A, H138Q/R, A141T, G155E, S162N, K163Q/I/T, S185T,
A186T, D187Y, S203T, and R205K (See Fig. 7).

The location of these amino acid substitutions indicated that they have a very
important role in antigenic drift due to they are located on the structure and
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Fig. 6. Force directed graph visualization of 28 European sequences.

Fig. 7. Location of the amino acid substitutions in the structure of the HA from
influenza A (H1N1)

function of the HA molecule in known antigenic sites (T72A in Cb, H138Q/R
and A141T in Ca2, G155E, S162N, and K163Q/I/T in Sa, S185T, A186T, and
D187Y in Sb, S203T, and R205K Ca1 respectively). These mutations probably
decrease receptor-binding avidity of HA.

In this study, based on the use of BMA, we quickly and efficiently detected
mutations in antigenic sites of HA, which can cause antigenic drift in the virus
and evade the immune response of the host. To improve the protection of the
population against influenza, new methods are needed to predict and evaluate
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the effectiveness of the vaccine. Therefore, our developed method, compared
to “ISM-based phylogenetic algorithm ISTREE analysis” [26], is more complete
because it provides information necessary to determine the mutations that occur
in the sequences of the influenza virus.

6 Conclusions

The advance of technologies allow new research tools, opportunities to dissect
and use new software for the analysis of complex biological data.

Developing software for the detection of variants associated with antigenic
drift or shift and resistance to antivirals is very important, because they guaranty
accurate and reliable results. This work provided a software tool called BMA for
the detection of minor or major mutations in patients’ sequences with influenza
infection.

BMA offers the advantage of sequences analysis obtained by conventional
direct sequencing. Furthermore, it accepts many sequences that facilitate the
characterization of substitutions. In addition, the analysis for each sequence is
done in less than one second. BMA deploys the results through different means
in order to ease their interpretation.

The results generated for BMA are adequate for the epidemiological surveil-
lance of influenza viruses. BMA may be used by health professional and
researchers, and may help public health in preventing new strains of influenza
virus, and helping to determine whether existing vaccines and antiviral drugs
will work against new influenza strains circulated.

Acknowledgment. Authors are grateful for the support received from the Informa-
tion Technologies Innovation Research Group.
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Abstract. Given the growth of internet-based trading on a global level,
there are several expected logistic challenges regarding the optimal trans-
portation of large volumes of merchandise. With this in mind, the appli-
cation of technologies such as computer vision and industrial robotics
in facing these challenges presents significant advantages regarding the
speed and reliability with which palletization tasks, a critical point in the
merchandise transportation chain, can be performed. This paper presents
a computer vision strategy for the localization and recognition of boxes
in the context of a palletization process carried out by a robotic manipu-
lator. The system operates using a Kinect 2.0 depth camera to capture a
scene and processing the resulting point cloud. Obtained results permit
the simultaneous recognition of up to 15 boxes, their position in space
and their size characteristics within the workspace of the robot, with an
average error of approximately 3 cm.

Keywords: Box detection · Bin packing problem · Convex hull
Point cloud · Mean-Shift

1 Introduction

The growth in the online retail market and the diversification of the customer
demands has increased the number of high-mix and low volume warehouses
around the world. Research show that 80% of current warehouses are manu-
ally operated with no supporting automation [3]. These manual warehouses are
experimenting problems associated with the packing operations: exposure of the
operators to physical risks as a consequence of manual loading of the container,
exposure of the company to reintegration costs as a consequence of damage,
mistakes in packing or disappearance of goods, and high costs of operation as a
consequence of elevated times and resources involved in the packing operation.
Therefore, the automation in the Warehouse is required to reduce the effects of
those problems. As a solution, we find the robotic packing system [10,15,19],
c© Springer Nature Switzerland AG 2018
J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 916, pp. 453–463, 2018.
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which allows to compute optimal solutions to the packing problem and to imple-
ment those solutions (loading/unloading task) with robotic platforms. Those
systems depends on a vision module that gives to the machine the knowledge of
the environment to take decisions related with the packing task.

The vision module represents one of the challenging problems since multi-
ple issues need to be addressed, such as low illumination conditions, clutter,
texture-less, variable orientation of the objects and reflective objects. Different
approaches have been proposed to compute resolve those problems [1,2,12,17]:
some of them are based on object color and histogram data. Others make the
extraction based on geometrical features from 3D information. Other works
present a technique based on the matching of image features to those stored
in a model. Alternative methods try matched 3D perception data to a stored 3D
model.

However, those proposals have not been adapted to the specific application of
packing with robotics. For this application, the goal is to extract a set of features
of the items to be pack, guaranteeing specific tolerances. The relevant features
of each object are three: (1) size (width, length and height), (2) position of the
grasp point and (3) orientation of the object with respect to the base-frame of
the robot.

This paper proposes a new base-line to resolve 3D-object pose estimation
in the robotic packing systems. We assume that all the items to be pack are
boxes and, the boxes and the base of the robot are supported on the same plane.
Those assumptions have two consequences: (1) the grasping position of each box
in z axis (piz

) and the height of the box (hi) are equivalent, (2) the orientation
is represented by a single angle αi. Therefore, the main problem consists in
compute three features for each box: (1) size (width wi, length li and height hi),
(2) grasping-position represented as a vector of two dimensions pi = [pix

, piy
]

located at the centroid of the top-side of the box, and (3) orientation αi. Those
features are computed from a single RGB-D image which represents a scene.

Each scene is composed by a set if I boxes with different sizes. For each scene
we have collected K RGB-D images from a known position of the camera Oc.
The parameters of our database are: number of boxes fixed at each scene I = 5,
twenty RGB-D images per scene K = 20 and six scenes N = 6.

The obtained results allow to conclude low errors of estimation for the target
features. Those errors are suitable to resolve the packing pattern and to execute
a packing operation without collisions.

2 Related Works

Pose and size estimation of objects are the focus tasks of the vision module
treated in this paper. The range of techniques proposed for these purposes is vast,
however, most of the approaches assume unsuitable conditions for the packing
application: deal with different shapes [6], allow free body orientations [6,7,12],
requires repeated objects in scene [1] deal with a single object [5] or do not resolve
size estimation. We have classified the existing techniques in two categories: (1)
single-image and (2) multiple images.
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The single-image alternative use a single RGB-D image to make the estima-
tion of parameters and is suitable for systems with high production rates (i.e. 100
objects/min). In this group we found the work of [6] which presents a supervised
approach that builds 3D models of objects during the training stage. Then, in
the test phase they compare descriptors of the test image with those associated
to the 3D models and estimate pose and orientation. Another proposal of this
group is presented in [7] with the MOPED (Multiple Object Pose Estimation
and Detection) framework. The MOPED framework integrates an ICE (Iterative
Clustering-Estimation) algorithm that allows to solve the correspondence and
pose estimation through an iterative procedure. This proposal is integrated with
HERB project [8] and have reported grasping success of 91% and 98% using
single-image setup and three-camera setup, respectively. In [12] they propose a
method to reduce the computational complexity arguing that the ICE algorithm
consumes O(MN) time where N and M represent the number of features in a
model and the numbers of models, respectively. Their results allow to reduce the
computing time in four orders of magnitude but they do not conclude about the
accuracy. Those techniques are interesting for picking applications but not suit-
able for packing where the variability of boxes is undefined and the orientation
is limited to one degree of freedom.

The work in [1] present a method for unsupervised 3D object discovery, recon-
struction and localization under scenes with multiple instances of an identical
object contained in a single RGB-D image. The method seeks recurrent pat-
terns in an RGB-D image by utilizing appearance and geometry of the salient
regions. The validation is computed in a subset of images of the Amazon Picking
Challenge [11] and includes a robotic arm in four picking scenarios: scenes con-
taining a single or multiple object types, and scenes with or without clutter and
occlusion. The quantitative results allow to conclude an F1-score of 0.966 for
pairwise matches and a value of 0.974 for n-instances with n ≥ 3. This method
is interesting but depends on the existence of multiple instances of one object in
the scene, that assumption could be broken in a packing scenario.

By the other side, the multiple images methods relies on 3D scanning systems.
One of the founding proposals in this group is the Kinect Fusion [18] which allows
to create a 3D model of a scene tacking a sequence of depth maps streamed from a
Kinect Sensor. There are variants from this proposal that increase the robustness
of geometric alignment of ICP stage [14], enhance the memory consumption in
high sized rooms applications [20] and resolve the detection of loop closures
[21]. But the main limitation for our application consists in the deformation for
concave zones of the objects [16]. This limitations prevents the reconstructions
of high-frequency details such as the sharp edges of a box. This problem has
been addressed in [5] with a proposal called CuFusion. The proposal requires a
known reference in the scene to enhance camera localization and substitute the
classical moving average processing with a prediction-corrected TSD data fusion
strategy. They use the cloud-to-mesh-distance metric to validate their proposal,
on a public dataset. The results allow to conclude lower errors for the CuFusion
approach compared with the classical Kinect Fusion [18] and a recent proposal
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[22]. As limitations, the authors highlighted the small-sized scenes reconstruction
as a consequence of the 16 bytes representation per voxel, the steadily moving
required during the acquisition of images and the memory efficiency (use of four
times as much memory as Kinect Fusion).

Databases used by the authors considered in related-works and the reported
in [13] are not suitable for our problem: deal with different shapes, allow free
body orientations, prioritize picking applications and don’t register the size of
the objects. We have build an own database as presented in the next section.

3 Database

Our database satisfies conditions for bin-packing applications: (1) all objects
are regular boxes, (2) each object is located over a flat surface, (3) there is
not stacked objects, (4) the existence of repeated boxes is not necessary, (5)
there exists annotations for position, orientation and size of each item and (6)
is composed of scenes with multiple boxes. With this requirements we have
collected 6 scenes, each one composed by five boxes with different sizes. The
boxes at each scene have been distributed with random position and orientation
within the field of view of the camera. For each scene we have collected twenty
RGB-D images. The Fig. 1 presents one of the scenes in two-dimensions. The
schematic annotations for position and orientation are presented in Fig. 2. The
annotations for size, position and orientation of each box were registered by
humans with help of conventional measurement tools.

Fig. 1. Collected image for scene 1 and annotations. Dimensions are in mm and grades
are in degrees. The height h and the pz coordinate are equivalent.

The evaluation methodology consists in compute three indicators: (1) dif-
ference between the predicted and the ground-truth position at each axis, (2)
difference between the predicted angle and the ground-truth angle and (3) dif-
ference between the predicted size and the ground truth, at each dimension.
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Fig. 2. Annotation for position and orientation in scene 1

4 Methodology

The proposed method is composed by six stages as depicted in Fig. 4. The first
stage makes the acquisition of the image with an RGB-D sensor. The result is
point-cloud PCraw which represents the scene.

4.1 Pre-processing

The purpose is to adjust the raw point cloud (PCraw) until obtain an aligned
and ground-referenced PCgrounded and then delete the ground plane of the scene.
This is accomplished in three sub-stages: (a) gross adjust which rotates and
translates the zero reference of the PC to a point near to the ground, (b) fine
adjust which computes the ground-plane by applying the RANSAC algorithm
and align its normal vector with the gravity vector direction, and (c) remove
ground, where the points coincident with the ground-plane are removed from the
scene; we have defined a threshold of two centimeters to remove those points.
Results are depicted in Figs. 3a to 3c.

4.2 Clustering

In this stage, we have selected the Mean-Shift classifier with descriptors com-
posed by position of each point in the cloud. The Mean-Shift classifier was
selected by its capacity of find variable number of modes or boxes and for
having presented good results as an unsupervised classification method [9]. At
the output we obtain a set of point-clouds PCj as depicted in Fig. 3d; with
{j ∈ Z, j = 1, . . . , J}, where J is the number of detected clusters.

4.3 Filtering

For each point-cloud PCj we apply a sequence of filtering criteria based on
thresholds of size (thsize), angle (thang) and height (thh). Those criteria are
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(a) Gross Adjust (b) Fine Adjust

(c) Remove Ground (d) Clustering of points

(e) Convex-Hull

(f) Boxes with assigned frames

Fig. 3. Outputs at each stage of the methodology

Fig. 4. Processing line
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applied after converting each cluster that is co-planar to ground-plane, into a
Convex-Hull CHi; where CHi = [ni , hi] and ni is the perpendicular vector to
the plane CHi. This conversion is based on the computing of the smallest convex
set that contains a bounded set of points in a plane. In Fig. 3e we present this
convex for the points associated to a single box. The edges and vertex of the
convex are presented in blue and red color, respectively.

Once we have computed the top-planes for each cluster, the filtering criteria
are applied in the next sequence: 1. If |PCi| < max(|PC1|,...,|PCI |)

thsize
, then delete

the point-cloud PCi. 2. If ni · g < thang, then delete the point-cloud PCi; g is
the gravity vector. 3. If hi < thh, then, delete the point-cloud PCi; where hi is
the height of each top-plane.

At the end of this stage we obtain the set CHi with {i ∈ Z, i = 1, . . . , I},
where I is the number of detected boxes.

4.4 Feature Extraction

At this stage we compute two last features: (a) the length li and width wi of
each box and (b) the rotation of the top side of the box αi with respect to the
camera frame. Both are computed by processing each Convex-Hull built in the
previous step.

Initially, we compute a signature for the Convex-Hull CHi. This comput-
ing consists in plotting a line Lxi(α) centered at the centroid of each plane
CHi and with the orientation α, as depicted in Fig. 3e. Then, we identify
the intersection point between Lxi(α) and the edges of the Convex-Hull bor-
ders Pwbi(α) and Pwfi(α). The evolution of the distance Dist(Pwbi, Pwfi) in
function of α is presented in Fig. 5. This evolution allow us to compute the
width of the box as wi = min(Dist(Pwbi(α∗), Pwfi(α∗)). The orientation of
the length will correspond to αl = α∗ + π

2 so, the length can be computed as
li = Dist(Plbi(αl), Plfi(αl)).

Fig. 5. Signature of each Convex-Hull CHi.
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4.5 Feature Space-Transformation

In this stage we compute a transformation matrix from the frame of the camera
Ocgrounded

to the base frame of the robot Ob. This computation is based on the
direct kinematic model of the manipulator as presented in [4]. With the matrix
T

cgrounded

b we compute the transformation of position and orientation of each
box.

To conclude this stage, we assign a framework to each box with the origin
in the center of the Convex-Hull CHi and x axis orientation in α∗

i degrees as
depicted in Fig. 3f.

5 Results

The results are presented in terms of three indicators: (1) position error (ex, ey),
(2) angle error (eα) and (3) size error (elength, ewidth, eheigth). Each error was
computed as the difference between the ground-truth value and the estimated
value.

Figures 6 and 7 present the trend of errors for the twenty observations at
a single scene and with a single box. Figure 6 focus on the evolution of errors
for scene dependent features: position and angle. The presented trend allow us
to conclude a good behaviour for estimation of position and orientation of the
box. Figure 7 presents the evolution of errors for independent scenery features:
length, width and height. Note that these errors are one order or magnitude
greater than those presented in Fig. 6.

Fig. 6. Error evolution in the scene 1, box 36 - Part 1. Mean values are ex = 0.50 mm,
ey = 1.5984 mm, eα = 0.50◦
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Fig. 7. Error evolution in the scene 1, box 36 - Part 2. Mean values are elength =
98.22 mm, ewidth = 55.75 mm, eheigth = 48.72 mm

The overall results are presented in Table 1. This Table presents mean errors
of the estimated features. The first half of the Table focus on the error reached at
each scene and along all the boxes. The data allow to identify a superior behavior
of the algorithm when computing position for the first three scenes. The higher
error is reached in the estimation of size. The second half of the Table focus on
the error of each box along all the scenes. The trends are consequent with the
first half, were the lower errors are obtained with position and higher errors are
related to size. The box 20 was the one with the highest errors.

Table 1. Mean errors for each scene along all boxes and for each box along all scenes

Scene ex ey eα elength ewidth eheight Box ex ey eα elength ewidth eheight

1 1.07 1.69 0.91 59.74 57.83 123.33 36 9.29 13.89 6.59 56.13 6.27 49.39

2 3.70 9.86 9.61 61.42 59.03 137.55 20 16.30 30.76 2.34 51.53 90.08 166.15

3 5.14 1.61 1.71 60.64 57.39 122.62 12 16.66 11.96 3.93 48.00 95.75 150.16

4 25.38 51.85 4.65 54.56 55.69 122.44 5 11.05 35.76 1.97 130.52 9.65 151.17

5 28.17 35.78 0.94 49.70 60.11 120.20 43 16.08 19.14 5.05 5.02 93.84 103.20

6 18.77 31.78 3.25 63.63 64.75 117.90

6 Conclusions and Future Works

Detection and recognition of boxes inside the workspace of an HP20D robotic
manipulator can be performed by using a Kinect 2.0 camera and the application
of the computer vision-based strategy proposed in this paper.
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The processing of the color-position point cloud only required the spatial
information for the estimation of each system of reference associated with seg-
mented boxes in the scene. The proposed strategy took advantage of several
properties of the objects to differentiate, such as the direct contact with the
ground and the existence of parallel planes in pairs for each box.

Regarding the precision of the position estimation for a given box, this result
varies as a function of the proximity of an object in the scene to the camera, with
measurement values fluctuating from 1.97 mm to 35.76 mm, as can be observed
in the Table 1.

For future works we will use a database with a variable number of boxes at
each scene. Use different type of boxes between scenarios. On the other hand,
the precision in the measurement of the location and orientation of the boxes is
expected to increase by capturing the cloud point from different viewpoints in
the scene. Additionally, we propose the improvement of descriptors used in the
point clustering process for each box through features like surface-normal vectors
for captured points, enhancing the differentiation of close and/or occluded boxes.
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Abstract. A fast line follower is an intelligent robot that must detect
and follow a line drawn on a surface with possible changes of inclination.
The robotics competitions demand that the robot go over a racetrack
in the shortest possible time. The purpose of this paper is to study the
line follower robot from the Control Engineering point of view to opti-
mize its performance in standard races. In this paper we propose a SISO
angle control scheme based on the relation between estimated line posi-
tion and yaw robot angle. A sensitive position estimation respect to the
line was implemented to improve the provided information interpretation
from infrared array sensors respect to the conventional robots. Finally a
suction turbine engine and a guarantee action algorithm were added to
improve the angle controller response at high speeds and loss of grip on
the wheels.

Keywords: Robotic competitions · Line follower robot
Embedded control

1 Introduction

Mobile robotics is one of the fields of robotics with more progress in recent
decades. New mechanical configurations, control structures, unmanned vehicles
developments and low-cost platforms have changed the way we knew about
robotic systems. At university level, exist academic encounters which invite
minds from around the world to compete in different events and have gained con-
siderable popularity in recent years e.g.: RoboCup, Robot-challenge, all Japan
Sumo, Mercury challenge and Robot-games. Colombia presents the same trend
and the robotic competitions like Runibot and Robo-Matrix are increasing the
number of participants each year. These spaces also compare efforts among
universities allowing that participants to share experiences that not only help
them strengthen their knowledge of the branches of engineering involved such
as: Mechanical analytical properties of materials, electronic, instrumentation,

Our source implementation is freely available online and can be obtained from
https://github.com/HaroldMurcia/LineFollower.git.
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handling engine and automatic control among others; but also promote inves-
tigative skills such as observation, hypothesis testing approach and innovative
development reflected in their different prototypes each year. Line follower robot
LFR has very rich history [1] and is the most popular robot among competition
robots with a specific and simple task: Follow a black path in a white color
background (or vice versa) with the fastest speed possible. A large number of
authors have addressed the issue of line followers; especially in its design [2,3],
implementation [4] and possible applications [5,6]. However, less research have
studied its control strategies and much less the mathematical models, most of
the time people tune their controllers based on its practical experience [7] or use
fuzzy control [8] where the need for a model are not significant.

2 The Line-Follower Robot LFR

The main problem of this platforms is how to smoothly and accurately follow
the line and complete the circuit in the shortest possible time. To perform this
goal, we consider three important aspects: (1) The more knowledge the LFR
has about the position of the line with respect to its own center, the better
it will follow the reference; (2) an appropriate controller generate correct the
actions on the motors to keep the robot centered on the line and to go fast
without getting off the race track; (3) a drifts effects compensation the due
to the centrifugal and centripetal forces on the curves of the racing circuit. The
following subsections detail the proposed elements to accomplish the goals based
on modeling, parameter estimation, automatic control and perception system to
estimate the robot speeds and line position estimation respect to the line.

2.1 Modeling and Control

A LFR is an autonomous system which usually uses differential topology, where
two DC gear motors located symmetrically to ensure the center of mass generate
the traction and direction movements by combinations of the angular velocities.
In this subsection, a differential drive mobile robot is described by a kinematic
model. The main purpose of kinematic modeling is to represents the robot veloc-
ities as a function of the driving wheels velocities along with the geometric
parameters of the robot. Then, a corresponding open loop scheme is proposed
including the motor dynamic response and a close loop is presented in order to
stabilize the robot. Differential robots (see Fig. 1a) have a non-holonomic con-
straints [9,10] and its kinematic equations are normally referenced in the inertial
frame:

q̇ =

⎡
⎣

ẋ
ẏ

θ̇

⎤
⎦ =

⎡
⎣

R
2 cos(θ) R

2 cos(θ)
R
2 sin(θ) R

2 sin(θ)
R
L −R

L

⎤
⎦

[
ϕ̇R

ϕ̇L

]
(1)

where ϕ̇R and ϕ̇L are the wheel angular speeds: ωR and ωL respectively, R is
the wheel radio and L is the distance between the wheels.
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The kinetic model presented in Eq. (1) has two problems when applied
directly to a line follower: First, the robot does not have an inertial frame sys-
tem, and second the robot don’t measure the angle “θ′′ directly. Therefore the
model presented in Eq. (1) can be expressed as Eq. (2) in function of the line
reference:

q̇ =
[
ẋt

θ̇

]
=

[
R
2

R
2

R
L −R

L

] [
ϕ̇R

ϕ̇L

]
(2)

Where Xt is the distance traveled by the LFR

Dynamics is the study of the motion of a mechanical system taking into
consideration the diferent forces that affect its motion unlike kinematics where
the forces are not taken into consideration. The dynamic model of the system
is essential for simulation analysis of the motion and for the design of control
algorithms. Figure 1b shows a simple proposed model basic in Eq. (2) to control
the LFR angle by reading the line sensor-array and includes the dynamic of the
DC motors as a angular velocity “ω” in function of the input voltage “Vin” and
the centered reference (3500) given the sensor range: 0 < d < 7000 x10−5 m.

Fig. 1. (a) Proposed control chart of a SISO strategy for a LFR; (b) LFR in a differ-
ential drive mobile configuration

The proposed closed loop structure of the system is a conventional feedback
structure, a PD controller is defined by two actions, proportional and derivative
which have different effects on the error e(s). The integral action is discarded
since in a position control, the system includes an integral action. This simple
controller is proposed to regulate the LFR angle given its easy implementation
and low computational cost. The PD controller is represented by the following
equations:

U(s)

e(s)
= Kp

[
1 + s ∗ Td

]
= K(s − z1) (3)
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Equation (3) express a PD controller as a transfer function and its tune con-
sist in define the values for a gain K and a zero z1. An initial PD controller was
implemented in discrete time and tuned from experimental tests on different
race tracks. Then after data acquisition and parameter estimation a new PD
controller was tuned based on FRTool [11], a design method previously success-
fully used on similar platforms [12].

2.2 Guaranty of Control Action

The control strategy focuses on an angle control estimated from the distance
to the line-array and manipulates the difference between angular velocities or
between the applied voltages assuming that both motors are identical. Similar
applied control effort can be found in: [7,13]. Control the differential robot as
a SISO system implies the following relations between the control effort, the
applied voltages on the motors, the robot velocity and robot angle:

U = UR − UL (4)

UR = Ubase +
U

2
;UL = Ubase − U

2
(5)

ν =
(UR + UL)R

2
C (6)

where “U” is the control effort, “Ubase” is the control effort when the LFR is
at null error; “U ′′

R and “UL” represent the duty cycle for the applied voltage on
the motors respectively, “ν” is a LFR velocity indicator and “C” is a constant
from the close loop system “H(s)” in steady state.

However, this method only works with a base velocity “Ubase” and control
effort “U” around zero; in other words: in straight line or soft curves due to the
energy limits: “ULim” (See Eq. (7) ). When “U” or “Ubase” increase its value, the
condition expressed in Eq. (4) is not guaranteed, given the input limits described
by:

− ULim ≤ UR,L ≤ ULim (7)
Thereby, a big control effort implies a saturation on applied voltage on

motors, which could affect the voltage difference on motors and generate a false
control action. To automatically eliminate the effect is necessary to decrease
“Ubase” without slowing too much the robot and in this way ensure the proper
control signal. A solution to this problem is proposed in the following equations:

Ubase = UBref − Δ1 − Δ2 (8)

Δ1 = (UR − ULim)(1 − sign(ULim − UR)) ∗ 0.5; (9)
Δ2 = (UL − ULim)(1 − sign(ULim − UL)) ∗ 0.5 (10)

where UBref is a constant reference value for Ubase, δ represent the robot speed
decreasing necessary to ensure difference voltage applied on motors without a
saturation.

Where UBref is the initial constant base velocity which is modificated to
ensure the velocities difference in Ubase.
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Algorithm 1. Implementation of algorithm to guarantee the control action
� %comment: Finding ideal UR and UL values %

% Calculate U [k] from PD controller
Ubase = UBref

UR[k]=Ubase + U[k]/2
UL[k]=Ubase − U[k]/2
if (UR[k] > ULim) or (UR[k] < −ULim) then

Δ1=ULim-UR[k]

Ubase=Ubase + Δ1

end if
if (UL[k] > ULim) or (UL[k] < −ULim) then

Δ2=ULim-UL[k]

Ubase=Ubase + Δ2

end if
% Update motor actions
UR[k]=Ubase+U[k]/2
UL[k]=Ubase-U[k]/2

2.3 Perception

To follow the line reference on the speedway the robot uses infrared IR sensors
on the frontal part to measure the distance from the nose-robot to the line.
Although sometimes the position information is complemented with additional
sensors such as Inertial Measurements Units IMU, encoders or digital cameras,
the line follower robots for speed competencies usually have only Infrared (IR)
sensors given it’s fast response. The IR Line-sensors consist of an IR emitter and
an IR photo-transistor pair to detect the line strip, such that the robot steers
itself with respect to data coming from sensors. The photo-transistor is connected
to a pull-up resistor to form a voltage divider that produces an analog voltage
output between zero volts and input voltage V in as a function of the reflected
IR where a lower output voltage is an indication of greater reflection (white
background) [14]. Figure 2b illustrates the electronical sensor configuration for
each IR sensor and Figs. 2c and 2d show the output voltage signals for black and
white background with two different measurement distances on a spinning disk
at 3000 Revolutions Per Minute RPM. The used disk had a half part in white and
the other one in black color for a fifty percent duty cycle on the output voltage
signal. The high time of the signal corresponds with the black part detection and
the low time corresponds with the white part detection. Therefore, the voltage
response for each sensor depends on both the distance from the sensor to the
surface and the color of the surface.

In the most of works done on the estimation of the position for line fol-
lower robots, the sensor responses are binarized to obtain boolean values for
true-positive and true-false line detection. Thus, the resolution of the position
measurement is equal to the distance between each sensor. However, this poor
estimation reflects an oscillation effect around the line strip and cant not oper-
ate with high speeds given it’s low resolution on the control output. In previous
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Fig. 2. Line sensor configuration: (a) QTR-8A reflectance sensor array from Pololu;
(b) schematic diagram for the IR-line sensor; (c) sensor-output response 3 mm away
from a spinning disk; (d) sensor-output response 10 mm away from a spinning disk.

stages, the analog value between a pure black and a pure white was considered
as noise and people removed it in order to refined the boolean detection; but at
last, it was realized over time that within that “noise” was valuable information
about distance to the line. The approach of this section is to use that infor-
mation and combine each photo-transistor output to increases the measurement
resolution and in this way improve the line-following performance.

Sensors Adaptation. In the most common case, an array of eight sensors with
analog responses per each IR is used for this purpose, the output of this sensor
array is digitized by 10- bit Analog-to-Digital converter (ADC) on the micro-
controllers for a total of eight digital values with a range from 0 to 1023. The
measurement of sensors vector is denoted as m = [m1,m2, ...,m8] and the posi-
tion is denoted as P = [p1, p2, ..., p8]; the leftmost sensor p1 is located to approx-
imately 35 mm from the center of the sensor array and the distance between each
sensor is 10 mm such as P = [−35,−25,−15,−5, 5, 15, 25, 35]. The width of the
line strip is 19±1 mm and the reference for the array is the middle of the line strip
to ensure the line following. The first problem with the sensor array is the dif-
ference between the photo-transistor responses for the same surface given robot
inclinations or electronic devices tolerance. A practical solution to reduce this
difference is a calibration process before the position estimation based on min-
imal response (white background) and maximum response (black background)
for each photo-transistor. By using the Eq. 11, the normalized responses are
obtained with values from 0 to 1000.

S = (m − mmin)./(mmax − mmin) ∗ 1000 (11)

where S is the normalized sensor vector, the minimum and maximum vectors
are denoted by: mmin = [min1,min2, ...min8], mmax = [max1,max2, ...,max8].

Measurement and Estimation. According to [15] with an uniform illumi-
nated surface the discrete output of sensor array on line can be fitting as a
normal distribution, in an ideal case, where the center of the robot corresponds
with the middle of the line strip, the extreme photo-transistors on the array
trend to a null response, on the other hand, the centered photo-transistors trend
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to the highest response value and the photo-transistors on the line-border have a
widely range of intermediate values. There are many techniques to calculate the
position of the robot respect to the middle of the line strip by fussing the sensor
array outputs. In this work, a sensor array with 8 IR sensors is used to estimat-
ing this distance according to each analog signal and it’s local positions. For the
data fusion, we assume that the values for the local position of the sensors are in
an interval [−35,35]. Moreover, we consider positive weights within the following
weighted averaging function based on Bajraktarevic mean (Called mixture func-
tion) [On some properties of weighted averaging with variable weights],[Data
Fusion: Theory, Methods and applications]:

DS[P ] =
∑n

i=1 S(Pi)Pi∑n
i=1 S(Pi)

(12)

where n is the number of sensor on the array, the vector of weights is the nor-
malized sensor signals S, P represents the position of the sensors and D is the
calculated distance from the center of the sensor array to the middle of the line
strip. The Fig. 3a shows an experimental validation of the position estimation
respect to 72 manually measurements with a total of 72× 8 digital samples in
a range evaluation [−35,35] mm, the mean square error obtained presented an
acceptable value for the application around 6.5 mm which includes both, the
measurement and estimation error, a second graphical validation of LFR angle
estimation from line IR-array is showed in Fig. 3b, where the angle estimation
is compared with an angle obtained from a magnetometer on-board of the LFR
at different positions evaluation.

Fig. 3. (a) Calibrated distance of LFR respect to the line; (b) Graphical validation of
LFR angle estimation from line IR-array with a second sensor signal

3 Experimental Evaluation

3.1 The Prototype

Figure 4a illustrates the pictorial shematic from the prototype that was built to
examine the feasibility and develop control algorithms for the competences in
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Fig. 4. (a) The schematic diagram of the electronics, (b) the race track tests

LFR category. The prototype consists of a Printed Circuit Board (PCB) plate
that holds battery, the microcontroller, the infrared sensors, the motor driver
and the wheels through the DC micro motors with a total weight of 125 g.

The overall electronics setup except for the power, which was provided by a
constant voltage battery Li-Po of 2 cells with a boost converter tunned at 12
VDC. We selected the an ATMEGA328P-AU clocked at 20 MHz from ATMEL
as the slave controller given its small size, rapid prototyping and readily avail-
able community support. On the other hand a mbed LPC1768 microcontroller
performs the master controller tasks such as: communications data recording
and control algorithm. In these applications, the used micro motors, speed con-
trol unit and sensors are generally from Pololu company. The motors 10:1 Micro
Metal Gearmotor HPCB 12 V are brushed DC motor with a metal gearbox,
3000 RPM and 100 mA with no load, 4 oz-in (0.3 kg-cm) and 0.8 A at stall.
The encoders use a magnetic disc and hall effect sensors to provide 12 counts
per revolution of the motor shaft. The Dual Motor Driver Carrier DRV8833,
can deliver 1.2 A per channel continuously (2 A peak) to a pair of DC motors.
With an operating voltage range from 2.7 V to 10.8 V and built-in protection
against reverse-voltage, under-voltage, over-current, and over-temperature, this
driver is a great solution for powering small, low-voltage motors. The line sensor
used was the QTR-8A Reflectance Sensor Array from Pololu, which has 8 IR
LED/phototransistor pairs mounted. Finally in order to decrease the slip effects
generated by at high speeds, agressive curves and friction reduction by dust, a
suction EDF27 turbine was implemented on the robot. Although this turbine
can reach 0.7 N of pushing force to improve the performance in curves, also the
current consumption has a big increase reaching the 5.2 A, which has big nega-
tive impact on battery and the LFR autonomy. In this sense, a power activation
equation in function of the LFR speed was tuned from experimental data:
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Fig. 5. Close loop responses for PD controller on a test race track.

TurbinePower = 1400 + KT ∗ V 2
LFR (13)

where TurbinePower is the applied power on the turbine engine with a range:
1000 < TurbinePower < 1700 and KT is an empirical constant and VLFR is the
LFR speed calculated from: 0.5 ∗ R(WR − WL).

Experimental Data. Figure 4b shows the used race track to test the LFR, it
consists of a black line on a withe surface with 10 m of travel approximately. Once
the controller was tunned with the PD constants Kp = 0.001091 [ dutycycle

metersx10−5 ],
Kd = 0.000055 [ dutycycle

metersx10−5 ] with a sample time Ts = 8 × 10−3 s. The Fig. 5
illustrates the obtained signals of the LFR in a race cycle for sensor line distance.
The upper chart shows the position response with a reference of 3500 x10−5 m
and a Mean Squared Error MSE = 0.17680 × 10−3m2. Next chart presents the
control effort according to subsect. 2.2 with Ubase = 0.78 at 12 VDC. The third
chart from top to bottom show the adapted encoders response corresponding
to the right motor angular speed WR in rad/s, left motor angular speed WR

in rad/s, LFR speed calculated from angular speeds 0.5 ∗ R ∗ (WR + WL) and
the difference between the angular speeds (WR − WL) which is an LFR angle
estimation. The bottom chart show the Turbine effort calculated according to
the Eq. 13.
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4 Conclusions

A LFR robot was designed and implemented in this paper. Thanks to the posi-
tion estimation implemented in the Eq. 12, it is possible to implement classic
control schemes such as Fuzzy or PID. In this work, a simple mathematical
model was proposed using a SISO control scheme, then a PD controller with
a guarantee control action given the constrained outputs was implemented and
tested in an experimental prototype and race track by adding a third actua-
tor to improve the LFR performance in presence of aggressive curves at high
speeds. The control actions guarantee that the LFR follows the trajectory of
the race track and that it travels in approximately 17 s. The Mean Squared
Error MSE = 0.17680 × 10−3m2, which implies a good path following even
at high speeds and agressive disturbances. The motion control was successful
but improvements need to be made, such as a new mathematical model which
includes the Turbine effect and the center of mass, where a state space repre-
sentation, to compare MIMO vs MISO schemes would show a more complete
approach.
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