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Preface

The fifth edition of the Workshop on Engineering Applications (WEA 2018) was
focused on computer science, simulation, IoT, logistics, as well as computational
intelligence and its applications. WEA has grown as a scientific forum for applied
engineering and applied sciences in academia, industry, and goverment. WEA 2018
was one of the flagship events of the Faculty of Engineering of the Universidad
Distrital Francisco José de Caldas, in Bogotá, Colombia.

WEA 2018 was held at the Universidad de Antioquia in Medellín – Colombia, one
of the most beautiful cities in the country. The submissions covered topics such as
computer science, IoT, logistics, operations research, simulation systems, systems
dynamics, systems modeling, power and electrical applications, software engineering,
computer informatics, computational intelligence, and intelligent computing among
others. In this first volume, the proceedings are focused on computational intelligence,
power applications, simulation systems and software engineering. Therefore, the main
topic of our conference was “Applied Computer Sciences in Engineering.”

WEA 2018 received over 200 submissions from 15 countries. All submissions were
rigorously peer–reviewed via EasyChair and 91 papers were accepted for presentation
at WEA 2018. The Program Committee divided all submissions into two volumes, and
finally 50 high–quality papers were included in this volume of Communications in
Computer and Information Sciences (CCIS) published by Springer. The Faculty of
Engineering of the Universidad Distrital Francisco José de Caldas, the Universidad de
Antioquia, the Corporación Unificada Nacional (CUN), the Faculty of Engineering
of the National University of Colombia, and the Infantry School of the National
Colombian Army made significant efforts to guarantee the success of the conference.
We would like to thank all members of the Program Committee and the referees for
their commitment to help in the review process and for spreading our call for papers.
We would like to thank Alfred Hofmann and Jorge Nakahara from Springer for their
helpful advice, guidance, and their continuous support in publishing the proceedings,
and a special thanks to all authors for supporting WEA 2018; without all their high–
quality submissions, the conference would not have been possible.

Finally, we are especially grateful to the University of Antioquia for supporting the
organization of the event, particularly to the professors and students of the research
groups INCAS and GITA, the Department of Industrial Engineering, Expoingeniería,
the Universidad de Antioquia Foundation, the IEEE Universidad Distrital Francisco
José de Caldas Student branch, the Institute of Industrial and Systems Engineers
Chapter 985 (IISE) of the Universidad Distrital Francisco José de Caldas, the Labo-
ratory for Automation and Computational Intelligence (LAMIC), the Acquisition and
Representation of Knowledge Expert Systems and Simulation (ARCOSES) research



groups of the Universidad Distrital Francisco José de Caldas, and the Algorithms and
Combinatory (ALGOS) research group of the National University of Colombia.

October 2018 Juan Carlos Figueroa-García
Eduyn Ramiro López-Santana

José Ignacio Rodriguez-Molano
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Abstract. An efficient iterative heuristic algorithm has been used to
implement Bellman-Zadeh solution to the problem of optimization under
fuzzy constraints. In this paper, we analyze this algorithm, explain why it
works, show that there are cases when this algorithm does not converge,
and propose a modification that always converges.
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1 Formulation of the Problem

Need to Select the Best Alternative. In many practical situations, we want
to select the best of the possible alternatives x.

To use mathematical and computational techniques in solving such problems,
we need describe this problem in precise terms. For this, we need to describe what
is meant by “the best”, and what is meant by “possible alternatives”.

What Does “The Best” Means. “The best” can usually be described in
numerical form: we have an objective function f(x) such that the larger the
value of this function, the better the alternative. For example, in economics
problems, we want to maximize profit.

In some cases, the better alternative corresponds to the smallest value of
the corresponding function g(x). For example, in economics, we may want to
minimize the cost g(x). In transportation problems, we may want to minimize
travel time g(x). Such problems can be easily reformulated in the maximization
terms if we take f(x) def= −g(x).

The Objective Function Is Usually Continuous, Even Smooth. Tiny
changes in the selected alternative usually do not change the output much, so
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we expect that the values of the objective function f(x) should not change
much either. Thus, we expect the objective function to be continuous – or, if
we interpret “not much” as bounded by a certain constant times Δx, as Lips-
chitz continuous, and thus, as differentiable almost everywhere. In practice, the
objective function is usually smooth.

Which Alternatives Are Possible? An alternative is possible if it satisfies
certain constraints. Usually, these constraints are equalities gi(x) = 0 or inequal-
ities hj(x) ≥ 0. For example, in chemical manufacturing, constraints are that
the number of potential pollutants p(x) released into the environment does not
exceed some threshold t: p(x) ≤ t. This constraint can be described as h1(x) ≥ 0,
where h1(x) def= t − p(x).

In principle, we can have more general constraints. Let us denote the set of all
possible alternatives – i.e., of all the alternatives that satisfy all the constraints
– by S ⊂ RN for an appropriate N .

It Is Reasonable to Assume that Constraints Describe a Closed Set.
Selecting an alternative means selecting the parameters that describe this alter-
native. For example, in control applications, we select the values of the control
parameters. For a car, we can select the acceleration and the torque, etc.

In practice, we can set up the desired values only with some accuracy – and
we can only measure how well we have set them with some accuracy. As a result,
if we have a sequence of possible alternative x1, x2, . . . that converges to a limit
alternative x, then, for any desired implementation and/or measuring accuracy
ε > 0, there is a possible state xn which is ε-close to x and is, thus, practically
indistinguishable from the alternative x. Since we cannot distinguish the limit
alternative x from possible alternatives, no matter how much we increase our
accuracy, it makes sense to assume that the limit alternative x is also possible.

Under this assumption, the set S of all possible alternatives has the property
that is xi ∈ S for all i and xi → x, then x ∈ S. In mathematical terms, this
means that the set S is closed.

Comment. This closeness assumption is the main reason why in traditional opti-
mization problems, we consider constraints of the non-strict inequality type
hj(x) ≥ 0 but not constraints of the strict inequality type hj(x) > 0. Indeed,
non-strict inequalities are preserved in the limit, while strict inequalities are not
necessarily preserved: e.g., 2−i > 0, 2−i → 0, but 0 �> 0.

In Practice, the Set of Possible Alternatives Is Always Bounded. In
practice, the values of all the quantities are bounded. For example, the speeds
are limited by the speed of light, the distances for Earth travel are bounded by
the Earth’s size, accelerations are bounded by our technical abilities, etc. Thus,
in practice, the set S of possible alternatives is always bounded.

Mathematical Conclusion: The Set of Possible Alternatives Is a Com-
pact Set. Since the set S is closed and bounded, it is a compact set. This means,
in particular, that for every continuous function F (x) on this set, there exists



Optimization Under Fuzzy Uncertainty 5

an alternative xopt at which this function attains its maximum, i.e., at which
F (xopt) = max

x∈S
F (x).

Resulting Formulation: Optimization Under Constraints. Thus, the
above practical problem takes the following form: maximize the objective func-
tion f(x) under the constraint that g1(x) = 0, . . . , gm(x) = 0, h1(x) ≥ 0, . . . ,
hm(x) ≥ 0 (or, more generally, that x ∈ S for some compact set S).

Since the set S of possible alternatives is compact, for continuous objective
functions f(x), there is always an alternative xopt that solves this problem.

Algorithms for Optimization Under Constraints. There exist many effi-
cient algorithms for optimization under constraints; see, e.g., [9].

The most well-known methods are based on Lagrange multiplier techniques,
according to which maximizing a function f(x) under the constraints g1(x) = 0,
. . . , gm(x) = 0 can be reduced to the unconstrained problem of maximizing the
auxiliary function

f(x) + λ1 · g1(x) + . . . + λm · gm(x),

where the auxiliary constants λi (known as Lagrange multipliers) can be deter-
mined by the condition that the resulting solution x satisfies all m equality
constraints gi(x) = 0, 1 ≤ i ≤ m.

Thus, equality-type constraint optimization problem can be reduced to an
unconstraint optimization problem, and for such problems, many efficient opti-
mization algorithms are known; see, e.g., [9].

If some of the constraints are inequalities, then the constrained maximum is
attained when some of them are equalities, and some are not. In this case, we
need to consider all 2n possible subsets I ⊆ {1, . . . , n}, and for each of these
subsets, look for local maxima of the auxiliary function

f(x) +
m∑

i=1

λi(x) · gi(x) +
∑

j∈I

λ′
j · hj(x).

For each I, we select the coefficients λi and λ′
j from the condition that gi(x) = 0

for all i and hj(x) = 0 for all j ∈ I; then, we check that hj(x) > 0 for all j �∈ I.
This procedure leads to several different possible maxima x; out of them, we

select the one for which the value of the objective function f(x) is the largest.

Need for Imprecise (“Fuzzy”) Constraints. In many practical situations,
constraints are imprecise. For example, when we select a hotel, we want it to
be “comfortable” and/or “not very expensive”. These are not precise terms: in
many cases, we are not 100% sure what “not very expensive” means.

Fuzzy Logic: A Way to Describe Imprecise (“Fuzzy”) Constraints. Sit-
uations where we have information described in such imprecise (“fuzzy”) natural-
language terms are ubiquitous. To take this imprecise information into account
when using computers, it is necessary to describe this information in precise
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terms. Such a description was proposed by Lotfi Zadeh and is now known as
fuzzy logic; see, e.g., [2,4,7,8,10,11].

The main idea behind fuzzy logic is that to describe an imprecise property
like “not very expensive”, we ask an expert, for each possible value of the cor-
responding quantity q (i.e., of the hotel daily rate) describe, on a scale from
0 to 1, the degree to which this amount is, in the opinion of this expert, not
very expensive. For example, for a hotel in El Paso, Texas, a daily rate of $140
would definitely not satisfy this property, so we assign degree 0. The daily rate
of $35 would definitely satisfy this property, so we assign degree 1. For some
intermediate values like $80, we will assign intermediate degrees.

Instead of using the scale from 0 to 1, we can alternatively use a scale, e.g.,
from 0 to 10, and then divide the result by 10. For example, if an expert estimates
his/her degree as 7 on a scale from 0 to 10, we get the degree 7/10 = 0.7.

As a result, as a description of the desired imprecise property, we get a
function that assigns, to each possible value q of this quantity, the degree μ(q)
to which this value satisfies this property. This function is known as a membership
function, or, alternatively, as a fuzzy set.

Tiny changes in x usually only slightly change the degree to which x is
possible. So, similarly to our conclusion that the objective function be continuous
and even smooth, we conclude that the membership function should also be
continuous – and, if possible, smooth.

“And”-Operations. In most practical situations, we have several different con-
straints that describe different quantities. For example, when selecting a hotel,
we want a hotel which is not very expensive (which is a limitation on the daily
rate), not very noisy (which is a restriction on noise level), not too far from the
city center (which is a restriction on the distance), etc.

By using the above procedure, we can find, for each of the related quantities,
the degree to which the given value of this quantity satisfies the corresponding
constraint. But what we are interested in is the degree to which the hotel as a
whole satisfies all these properties, i.e., the degree to which the hotel is not very
expensive and not very noisy and not too far from the city center, etc. How can
we find this degree?

Theoretically, we could use the same procedure as above and ask the expert’s
opinion about all possible combinations of the corresponding quantities. How-
ever, the number of such combinations grows exponentially with the number of
quantities, and even for reasonable number of quantities, becomes astronomi-
cally large. It is therefore not practically possible to ask for expert’s opinion
about all these combinations.

Thus, we need to be able to estimate the degree to which an “and”-
combination A&B is satisfied if we know to what extent A and B are satisfied.
In other words, we need to be able, given the degree a to which A is satisfied and
the degree b to which b is satisfied, to come up with an estimate for the degree
to which the combination A&B is satisfied. This estimate is usually denoted by
f&(a, b), and the corresponding function f& is known as an “and”-operation, or,
for historical reasons, a t-norm.
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This operation must satisfy several reasonable conditions. For example, since
A&B means the same as B &A, it is reasonable to require that the estimates
for these two combinations are the same, i.e., that f&(a, b) = f&(b, a). In math-
ematical terms, this means that the “and”-operations be commutative.

Similarly, since A& (B &C) means the same as (A&B)&C, we expect that
the corresponding estimates are equal, i.e., that f&(a, f&(b, c)) = f&(f&(a, b), c).
In other words, the “and”-operations must be associative.

The degree to which we believe that A&B holds cannot exceed the degree
to which A or B holds, so we must have f&(a, b) ≤ a and f&(a, b) ≤ b.

If our degree of belief in A and/or in B increases, then the degree of belief in
A&B will either increase or remain the same. So, the “and”-operation should
be monotonic: if a ≤ a′ and b ≤ b′, then f&(a, b) ≤ f&(a′, b′).

It is also reasonable, since A&A means the same as A, to require that
f&(a, a) = a for all a. It turns out that the only “and”-operation that satis-
fies all these properties is the minimum f&(a, b) = min(a, b).

Proposition 1. Let f&(a, b) be a function from [0, 1]×[0, 1] to [0, 1] that satisfies
the following properties:

– it is monotonic, i.e., a ≤ a′ and b ≤ b′ imply f&(a, b) ≤ f&(a′, b′);
– it is idempotent, i.e., f&(a, a) = a for all a, and
– it satisfies the inequalities f&(a, b) ≤ a and f&(a, b) ≤ b for all a and b.

Then, f&(a, b) = min(a, b) for all a and b.

Comments.

– All the proofs are places in a special (last) proofs section.
– Please note that this result does not require that f& be commutative and/or

associative.
– Minimum is indeed one of the most widely use “and”-operations.

Fuzzy Constraints. After applying the appropriate “and”-operation to con-
straints describing individual quantities, we get a membership function (fuzzy
set) μ(x) that describes, for each alternative x, to what extend this alterna-
tive satisfies all the given constraints, i.e., to what extent this alternative x is
possible.

Alpha-Cuts: An Alternative Way of Describing Fuzzy Sets. Instead of a
membership function μ(x), we can describe the same imprecise information if we
describe, for each α ∈ (0, 1], the set Sα

def= {x : μ(x) ≥ α} of all the alternatives
for which the expert’s degree of confidence that x is possible is at least α. Such
sets are known as alpha-cuts.

Once we know all the α-cuts, we can uniquely reconstruct the membership
function: namely, one can easily prove that for every x, μ(x) is the largest α for
which x ∈ Sα.



8 V. Kreinovich and J. C. Figueroa-Garćıa

Alpha-Cuts Are Usually Closed and Compact. Since the membership
functions are continuous, alpha-cuts are closed sets; since the set of possible
alternatives is bounded, each α-cut is a compact set.

Additional Natural Property. Similar to our arguments that f(x) and μ(x)
be continuous, it is also reasonable to assume that the set Sα to also continuously
depend on α – e.g., in terms of the usual Hausdorff metric

dH(S, S′) = max
(

max
s∈S

d(s, S′), max
s′∈S′

d(s′, S)
)

,

where the distance d(s′, S) between an element s′ and a set S is defined in the
usual way d(s′, S) def= min

s∈S
d(s′, s). This is true for many known membership

functions.

Optimization Under Fuzzy Constraints: Bellman-Zadeh Formulation
of the Problem. Intuitively, it makes sense to say that the desired alternative
should be optimal and satisfy all the constraints. For example, when we look for
a hotel which is the cheapest among all the hotel which are not too far away
from the city center, what we are really meaning is that we are looking for a
hotel which is cheap and not too far away from the city center.

To describe this idea in precise terms, we need to be able to describe, for
each alternative x, the degree μopt(x) to what extent this alternative is optimal.
The corresponding degree depends on the value of the objective function f(x),
i.e., we must have μopt(x) = F (f(x)) for some function F (x).

When the value f(x) is the smallest possible, i.e., when f(x) = m
def=

min
x∈X

f(x), where X is the set of all alternatives, then this degree is 0: μopt(x) = 0.

In other words, we must have F (m) = 0.
Similarly, when the value f(x) is the largest possible, i.e., when f(x) =

M
def= max

x∈X
f(x), then this degree is 1: μopt(x) = 1. In other words, we must have

F (M) = 1.
It is reasonable to use the simplest linear interpolation to find the values

F (f(x)) for f(x) ∈ (m,M). Thus, we get μopt(x) =
f(x) − m

M − m
. The degree to

which the alternative x is optimal and satisfies the constraints can be obtained
by applying the corresponding “and”-operation (which we agreed to be min) and
is, thus, equal to

J(x) def= min
(

f(x) − m

M − m
,μ(x)

)
. (1)

We should select the alternative for which this degree of satisfaction is the
largest, i.e., we should select the alternative for which J(x) attains the largest
possible value.

This formulation was proposed by Zadeh and Bellman in 1970 and is thus
known as Bellman-Zadeh approach to optimization under fuzzy constraints [1];
see also [5,6].
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Comment. Since both the original objective function f(x) and the membership
function μ(x) are continuous, the function J(x) is also continuous. Due to the
fact that the set of all possible alternatives S is a compact set, there always exists
an alternative at which the new objective function J(x) attains its maximum.
Thus, the Bellman-Zadeh formulation always leads to a solution.

Bellman-Zadeh Approach: Need for New Algorithms. At first glance, the
situation is good: we have reduced the original practical problem to the problem
of unconstrained optimization, and for this problem, as we have mentioned, there
are many efficient algorithms.

However, from the computational viewpoint, the situation is not so good:
most efficient optimization algorithms require that the objective function be
smooth (everywhere differentiable), and the expression J(x) is not differentiable
– even when the original objective function f(x) and the membership func-
tion μ(x) describing constraints is differentiable. This is because the function
min(a, b) is not differentiable when a = b.

For non-smooth functions, optimization algorithms are not that efficient;
thus, it is desirable to design new efficient algorithm for solving the corresponding
problem.

A Known Heuristic Algorithm. A heuristic iterative algorithm for opti-
mization under fuzzy constraints is known. This algorithm assumes that we can
efficiently solve the corresponding crisp optimization problems. Specifically, we
assume that for every α, we can efficiently maximize f(x) under the constraint
x ∈ Sα, where Sα is the α-cut of the fuzzy constraint set μ(x).

In this algorithm, we start with an arbitrary value α0 ∈ (0, 1), and then
compute the values α1, α2, . . . as follows. Once we have the value αk, we:

– solve the corresponding constraint optimization problem, i.e., find the maxi-
mum Mk of the original objective function f(x) under the constraint x ∈ Sαk

(and find the value xk at which this maximum is attained); and

– then compute αk+1
def=

Mk − m

M − m
.

We stop when the difference between the two consecutive values of αk becomes
sufficiently small, i.e., when |αk+1 − αk| ≤ ε for some pre-determined stopping
threshold ε > 0. In this case, we return the corresponding alternative xk as the
optimal one.

The main advantage of this heuristic algorithm comes from the fact that for
each α, the constraint x ∈ Sα has a traditional non-fuzzy form. For example, for
the inequality constraint of the type Hj(x) ≥ A for some fuzzy number A, the
α-cut usually has a form Hj(x) ≥ a for some crisp a, i.e., the form hj(x) ≥ 0,

where hj(x) def= Hj(x)−a. Thus, to find xk, we can use known and well-developed
efficient algorithms for traditional (non-fuzzy) constraint optimization.

Results of Testing this Algorithm. In [3], one of the authors applied this
heuristic algorithm to several different instances of optimization under fuzzy
constraints. In all these instances, no matter what the initial value α0 we selected,
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the above iterative process converged and let to the solution of the Bellman-
Zadeh problem.

Theoretical Challenges. These empirical results led to the following theoret-
ical challenges:

1. If the above process converges, do we always get the solution to the Bellman-
Zadeh problem (and if yes, why)?

2. Why for each case when the process converged, the resulting limit lim
k

αk did

not depend on the initial value α0?
3. Does the above process always converge? and
4. If the above iterative process does not always converge, then how can we

modify this algorithm to guarantee convergence?

In this paper, we provide answers to all these questions.

2 Analysis of the Problem

Definitions. Let us first describe the above ideas in precise terms.

Definition 1. Let X be a compact set. By a reasonable membership function
on X, we mean a continuous function μ : X → [0, 1] for which the family
Sα

def= {x : μ(x) ≥ α} continuously depends on α for α > 0.

Definition 2.

– By a problem of optimization under fuzzy constraints, we mean the triple
〈X, f, μ〉, where X ⊆ RN is a bounded closed (compact) set, f : X → IR, and
μ is a reasonable membership function on the set X.

– We say that an element xopt is a solution to the problem of optimization
under fuzzy constraints if J(xopt) = max

x∈X
J(x), where J(x) is defined by the

formula (1).

Simplifying Notations. To analyze our problem, it is useful to reformulate it
by using simpler notations.

For every α, let us denote M(α) def= max{f(x) : x ∈ Sα}, and G(α) def=
M(α) − m

M − m
.

In terms of the function G(α), the existing algorithm takes a very simple
form: αk+1 = G(αk).

Properties of the Newly Defined Functions. Since α < α′ implies Sα ⊇ Sα′ ,
we have M(α) ≥ M(α′) and thus, G(α) ≥ G(α′). So, the functions M(α) and
G(α) are (non-strictly) decreasing functions.

Since Sα continuously depends on α and the function f(x) is continuous, one
can show that the function M(α) also continuously depends on α. Thus, the

function G(α) =
M(α) − m

M − m
is also continuous.
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What Happens when the Process Converges. When the process converges,
i.e., when αk → α, then, due to the continuity of the function G(α), in the limit
k → ∞, we get

G(α) = α. (2)

3 Answer to the First Challenge

The First Challenge: Reminder. The first challenge was to explain why
finding the value α for which the above iterative process converges, i.e., for
which G(α) = α, is helpful in solving the original problem of optimization under
fuzzy constraint.

Proposition 2.

– If G(α) = α, then there exists an optimal solution xopt for which μ(xopt) =
J(xopt) = α.

– Vice versa, for every problem of optimization under fuzzy constraints, there
exists an optimal solution xopt for which, for α

def= μ(xopt), we have G(α) =
α = J(xopt).

Comments.

– Thus, finding α for which G(α) = α indeed leads to optimal solution – and
vice versa.

– When the function G(α) is strictly decreasing, the second part of Proposition 2
becomes even more straightforward.

Proposition 3. When the function G(α) is strictly decreasing, then for every
optimal solution xopt, we have G(α) = α = J(xopt), where α

def= μ(xopt).

4 Answer to the Second Challenge

The Second Challenge: Reminder. The second challenge was to explain why
for each case when the heuristic algorithm converged, the resulting limit lim

k
αk

did not depend on the initial value α0.

Our Explanation. We know that when the process converges, the limit α
satisfies the property G(α) = α. According to Proposition 2, this implies that
α = max

x∈X
J(x). Thus, whenever the heuristic algorithm converges, it converges

to the same value α = max
x∈X

J(x).
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5 Answer to the Third Challenge

The Third Challenge: Reminder. The third challenge was to check whether
the above process always converges.

Our Answer. We have a simple counter-example. Let X = [0, 1], f(x) = x and
let μ(x) = 1 − x. In this case, m = 0 and M = 1, so J(x) = min(f(x), μ(x)) =
min(x, 1 − x). This function increases for x ≤ 0.5 and decreases for x ≥ 0.5, so
its largest possible value is attained for x = 0.5 and is equal to 0.5.

Here, for any α, we have Sα = {x : 1 − x ≥ α} = [0, 1 − α]. The largest
possible value M(α) of f(x) = x on this α-cut interval is equal to 1 − α. Since
m = 0 and M = 1, we have G(α) = M(α) = 1 − α.

Thus, whatever value α0 ≤ 0.5 we start with, we get α1 = G(α0) = 1 − α0

and then α2 = 1 − α1 = 1 − (1 − α0) = α0 again. The iterative process oscillates
between α0 and 1 − α0 and does not converge.

6 Answer to the Forth Challenge

The Fourth Challenge: Reminder. The fourth challenge was to modify the
current heuristic algorithm to guarantee convergence.

Analysis of the Problem. According to Proposition 1, we need to find the
value α for which G(α) = α. This is equivalent to finding the root of the equation
H(α) < 0, where H(α) def= G(α) − α.

If G(α0) = α0, we are done. What if α1 �= α0?

– If α1 = G(α0) < α0, i.e., if H(α0) < 0, then, due to the fact that the function
G(α) is non-strictly decreasing, we get G(α1) ≥ α1, i.e., H(α1) ≥ 0.

– Similarly, if α1 = G(α0) > α0, i.e., if H(α0) > 0, then, due to the fact that the
function G(α) is non-strictly decreasing, we get G(α1) ≤ α1, i.e., H(α1) ≤ 0.

In both cases, we have two values α < α for which H(α) ≥ 0 ≥ H(α). To always
find the root α for which H(α) = 0, we can use, e.g., bisection; see, e.g., [9].
Thus, we arrive at the following algorithm.

A Modified Algorithm that Always Converges. Start with an arbitrary
value α0 and compute α1 = G(α0).

If α1 = α0, we are done, otherwise we form an interval [α, α] for which
H(α) ≥ 0 ≥ H(α): α = min(α0, α1) and α = max(α0, α1).

On each iteration, we take m
def=

1
2

· (α+α) and compute H(m) = G(m)−m.
Then:

– if H(m) ≥ 0, we replace α with m;
– otherwise, we replace α with m.

In both cases, the size of the intervals halves. We stop when the difference α−α
becomes smaller than or equal to a pre-defined threshold ε.
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7 Proofs

Proof of Proposition 1. Let us consider two possible cases: a ≤ b and b ≤ a.
In the first case a ≤ b, due to monotonicity, we have f&(a, a) ≤ f&(a, b).

Since f&(a, a) = a, we conclude that a ≤ f&(a, b). On the other hand, we know
that f&(a, b) ≤ a. Thus, we conclude that f&(a, b) = a, i.e., that in this case,
indeed f&(a, b) = min(a, b).

In the second case b ≤ a, due to monotonicity, we have f&(b, b) ≤ f&(a, b).
Since f&(b, b) = b, we conclude that b ≤ f&(a, b). On the other hand, we know
that f&(a, b) ≤ b. Thus, we conclude that f&(a, b) = b, i.e., that in this case,
indeed f&(a, b) = min(a, b).

The proposition is proven.

Proof of Proposition 2.

1◦. Let us first prove that if G(α) = α, then there exists an alternative xopt for
which J(xopt) = max

x∈X
J(x) = α.

Indeed, let us take x′ for which f(x′) = max
x∈Sα

f(x). Then us show that this

is indeed the optimizing value. Indeed, for this x′, we have f(x′) = M(α) and

thus,
f(x′) − m

M − m
=

M(α) − m

M − m
= G(α) = α. Since x′ ∈ Sα, we have μ(x′) ≥ α

thus μ(x′) ≥ G(α). Thus,

J(x′) = min
(

f(x′) − m

M − m
,μ(x′)

)
= min(G(α), μ(x′)) = G(α) = α.

Let us prove that this is indeed the optimal solution, i.e., that J(x) ≤ J(x′)
for all x ∈ X. For this, let us consider two possible cases: x ∈ Sα and x �∈ Sα.

1.1◦. If x ∈ Sα, then, since the maximum of f(x) on Sα is attained at the

alternative x′, we have f(x) ≤ f(x′). Hence,
f(x) − m

M − m
≤ f(x′) − m

M − m
= α. Thus,

J(x) = min
(

f(x) − m

M − m
,μ(x)

)
≤ f(x) − m

M − m
≤ α = J(x′).

So, in this case, indeed J(x) ≤ J(x′).

1.2◦. If x �∈ Sα, then μ(x) < α. Thus,

J(x) = min
(

f(x) − m

M − m
,μ(x)

)
≤ μ(x) < α.

Since J(x′) = α, this also implies that J(x) < J(x′).
The first statement is thus proven.

2◦. Let us now prove that there always exists an optimal solution xopt for which,
for α = μ(xopt), we have G(α) = α = J(xopt).
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Since the new objective function J(x) is continuous, and the set X is com-
pact, there exists an alternative x′ at which this objective function attains its
maximum: J(x′) = max

x∈X
J(x). Let us denote α′ def= μ(x′).

2.1◦. Let us first prove that G(α′) ≤ α′. To prove this, let us assume that
G(α′) > α′ and let us derive a contradiction that will show that this inequality
is impossible.

Let x′′ be the value x′′ ∈ Sα′ at which the function f(x) attains its maximum
M(α′) on the set Sα′ . Then, since x′ ∈ S(α′), we have f(x′′) ≥ f(x′) and thus,

f(x′′) − m

M − m
=

M(α′) − m

M − m
≥ f(x′) − m

M − m
.

Since x′′ ∈ Sα′ , by definition of the α-cut, we have μ(x′′) ≥ α′. Thus,

min
(

f(x′′) − m

M − m
,μ(x′′)

)
= min(G(α′), μ(x′)) ≥ min(G(α′), α′) ≥

min
(

f(x′) − m

M − m
,α′

)
= J(x′).

Since the value J(x′) is the largest possible value of the auxiliary, we cannot
have strict inequality, so min(G(α′), α′) = J(x′). Since G(α′) > α′, this means
that J(x′) = α′, i.e., α′ is the largest possible value of the function J(x).

From G(α′) > α′, it follows that G(α′) > α′ + δ, where we denoted δ
def=

1
2

· (G(α′) − α′). Since we assumed that the function G(α) is continuous, there

exists a ε > 0 for which |α − α′| ≤ ε also implies G(α) > α′ + δ. Thus, for
α′′ def= α′ + min(δ, ε), we have α′′ > α′ and G(α′′) > α′ hence min(G(α′′), α′′) >
α′ = J(x′). Let us now take the value x′′′ for which the maximum of f(x) is

attained on the set Sα′′ , i.e., for which f(x′′′) = M(α′′). Then,
f(x′′′) − m

M − m
=

M(α′′) − m

M − m
= G(α′′) and – due to x′′′ ∈ S(α′′) – we have μ(x′′′) ≥ α′′. Then,

we have

min
(

f(x′′′) − m

M − m
,μ(x′′′)

)
≥ min(G(α′′), α′′) > α′ = J(x′),

which contradicts to our assumption that J(x′) is the largest possible value of
the function J(x).

Thus, the case G(α′) > α′ is indeed impossible, and so G(α′) ≤ α′.

2.2◦. Since G(α′) ≤ α′, we have two possible cases: G(α′) < α′ and G(α′) = α′.
Let us show that in the first case, we can find some value α′′ for which G(α′′) =
α′′.
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Indeed, let us assume that G(α′) < α′. In this case, let us take x′′ for which
f(x′′) = max

x∈Sα′
f(x). Then, f(x′′) = M(α′) ≥ f(x′) and μ(x′′) ≥ α′, hence

J(x′′) = min
(

f(x′′) − m

M − m
,μ(x′′)

)
≥ min(G(α′), μ(x′′)) ≥

min(G(α′), α′) ≥ min
(

f(x′) − m

M − m
,α′

)
= J(x′).

Since J(x′) is the largest possible value of x′, we thus get J(x′′) = J(x′) =
min(G(α′), α′). Since G(α′) < α′, this means that J(x′) = G(α′).

Let us now take α′′ def= G(α′). Then, α′′ < α′. Since the function G(α) is
non-strictly decreasing, we have G(α′′) ≥ α′′. Thus, min(G(α′′), α′′) ≥ α′′ =
G(α′) = J(x′). By taking the alternative x′′ ∈ Sα′′ that maximizes f(x), we get
J(x′′) ≥ J(x′), and since J(x′) is the largest value, we get J(x′′) = J(x′).

Similarly to Part 2.1 of this proof, we can prove that we cannot have G(α′′) >
α′′, so we have G(α′′) = α′′.

2.3◦. Once we have a value α for which G(α) = α, we can use Part 1 of this
proof to show that max

x∈X
J(x) = α. The proposition is proven.

Proof of Proposition 3. Let us assume that the function G(α) is strictly
decreasing, that J(xopt) = max

x∈X
J(x). Let us prove that for α

def= μ(xopt), we

have G(α) = α = J(xopt).
Indeed, let x′ be the alternative for which the original objective function f(x)

attains its maximum on the set Sα. Since x′ ∈ Sα, we thus get f(x′) ≥ f(xopt),

hence
f(x′) − m

M − m
=

M(α) − m

M − m
= G(α) ≥ f(xopt) − m

M − m
; also, μ(x′) ≥ αopt =

μ(x′). Thus,

J(x′) = min
(

f(x′) − m

M − m
,μ(x′)

)
≥ min(G(α), α) ≥ J(xopt).

Since xopt is the optimal alternative, we have J(xopt) = min(G(α), α).
Similar to the proof of Part 2.1 of Proposition 2, we can conclude that G(α) ≤

α. So, to complete our proof, we need to prove that G(α) = α, i.e., that the case
G(α) < α is not possible.

Indeed, in this case, we can take α′ =
1
2

· (G(α) + α). Here, α′ > G(α). Due

to strict monotonicity, we have G(α′) > G(α), thus, min(G(α′), α′) > G(α) =
J(x′). By taking an alternative x′′ that maximizes f(x) on Sα′ , we will get
J(x′′) ≥ min(G(α′), α′) > G(α) = J(x′) and thus, J(x′′) > J(x′), which contra-
dicts to our assumption that J(x′) is the largest possible value of J(x).

The proposition is proven.
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Abstract. Concurrent languages such as Perl 6 fully leverage the power
of current multi-core and hyper-threaded computer architectures, and
they include easy ways of automatically parallelizing code. However, to
achieve more computational capability by using all threads and cores,
algorithms need to be redesigned to be run in a concurrent environment;
in particular, the use of a reactive, fully functional patterns need to turn
the algorithm into a series of stateless steps, with simple functions that
receive all the context and map it to the next stage. In this paper, we
are going to analyze different versions of these stateless, reactive archi-
tectures applied to evolutionary algorithms, assessing how they interact
with the characteristics of the evolutionary algorithm itself and show
how they improve the scaling behavior and performance. We will use
the Perl 6 language, which is a modern, concurrent language that was
released recently and is still under very active development.

Keywords: Concurrent algorithms · Distributed computing
Stateless algorithms · Algorithm implementation
Performance evaluation · Heterogeneous distributed systems

1 Introduction

Evolutionary algorithms (EA) [14] are currently one of the most widely used
meta-heuristics to solve optimization problems in engineering. If the cost or ade-
quacy of a solution can be measured in terms of a single function, called fitness,
evolutionary algorithms are generally able to find a good solution given enough
time. Furthermore, parallel and distributed evolutionary algorithms (pEAs) are
useful to find solutions of problems with a time-consuming fitness function
[15,25,27] or problems that need many evaluations to find a good solution; in
either case, using several computing nodes speeds ups the algorithm; even some
authors [1,12,20] state that using pEAs improves the quality of solutions in
terms of the number of evaluations needed to find one. This reason, together
with the improvement in evaluation time brought by running simultaneously
in several nodes, have made parallel and distributed evolutionary algorithms a
popular methodology.
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One of the reasons for this popularity is that the implementation of EAs
in parallel is relatively straightforward, by just dividing the population into
computing nodes and using some messaging mechanism to interchange some
members selected according to some optimality criterion [4] but programming
paradigms used for the implementation of such algorithms are far from being
an object of study in the wide evolutionary algorithm area; object oriented or
procedural languages like Java and C/C++ are mostly used. Even when some
researchers show that implementation matters [28], parallel approaches found in
new languages/paradigms are not usually pursued; this is what we intend to do
in this paper.

The main reason for doing this is that, despite having identified new parallel
platforms as a challenge in EAs [25], in general, only advances in hardware
are considered. Software platforms, specifically programming languages, remain
poorly explored; only Ada [31], Scala [23] and Erlang [7,9,22,35] have been
analyzed in the area of evolutionary computation. Even so, the number of works
on this area has increased lately, since the challenge of multi-core, hyper-threaded
architectures [17] need better applications, even simpler ones, to be parallelized.
Eventually, this shows the need use and create design patterns for concurrent
algorithms; the conversion of a pattern into a language feature is a common
practice in the programming languages domain, and sometimes that means a
language modification, others the creation of a new one.

That is the case of Perl6 [37], a relatively new and decidedly non main-
stream language (since it is not included in the top ten of any of the most
popular languages rankings), with concurrent and functional features in order
to develop parallel versions of EAs through concurrency. Perl 6 started as a
redesign of the implementation of Perl, given its inadequacy to work correctly,
among other things, with threads. Perl 6 has a three-tier architecture, includ-
ing a virtual machine (either MoarVM, specifically designed for Perl 6, JVM
or, lately, GraalVM [41]; a second level with a minimal bootstrapping language
called NQP (Not Quite Perl), which allows for easy portability among different
VMs, and finally a compiler, of which there is just one version right now, called
Rakudo. This paper, as well as similar ones preceding it [3,10,26], are motivated
by the need to explore new language architectures that give you good insight on
the nature of evolutionary algorithms, as well as the need to create fast imple-
mentations that can be run efficiently in current processor architectures.

This research is intended to show some possible areas of improvement on
architecture and engineering best practices for concurrent-functional paradigms,
as was made for Object Oriented Programming languages [30], by focusing on
pEAs as a domain of application and describing how their principal traits can
be modeled by means of concurrent-functional languages constructs. We are
continuing the research reported in [2,10]. This paper is an extended version of
[26], including new results with an updated version of the evolutionary algorithm
library.

Previously [13,26], we explored stateless evolutionary algorithm architec-
tures. In this paper we will also see how to work with implicit parallelism at
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the instruction level, what kind of changes are needed to make it work and the
speedups that can be achieved in that case.

The rest of the paper is organized as follows. Next section presents the state
of the art in concurrent and functional programming language in the area of
parallel evolutionary algorithms. We present two different versions of a concur-
rent evolutionary algorithm in Sect. 3, to be followed by actual results in Sect. 4.
Finally, we draw the conclusions and present future lines of work in Sect. 5.

2 State of the Art

Despite the emphasis on hardware-based techniques such as cloud computing or
GPGPU, there are not many papers dealing with creating concurrent evolution-
ary algorithms that work in a single computing node.

The concurrent programming paradigm (or concurrency oriented program-
ming [5]) is characterized by the presence of programming constructs for man-
aging processes like first class objects. That is, with operators for acting upon
them and the possibility of using them like parameters or function’s result val-
ues. This changes the coding of concurrent algorithms due to the direct mapping
between patterns of communications and processes with language expressions;
on one hand it becomes simpler since the language provides an abstraction for
communication, in the other hand it changes the paradigm for implementing
algorithms, since these new communication constructs have to be taken into
account.

This design has to take into account the communication/synchronization
between processes, which nowadays will be mainly threads. One of the best
efforts to formalize and simplify that is the Hoare’s Communicating Sequential
Processes [18], this interaction description language is the theoretical support
for many libraries and new programming languages. This kind of concurrent
programs is based on channels, which are used to interchange message between
the different processes or threads; messages can be interchanged asynchronously
or synchronously. The Go language uses this kind of model, and Perl 6 will use,
among others (like promises or low-level access to the creation of threads), this
one. Another, different, approach is actor-based concurrency, [32]. This actor
model bans shared state, with different actors communicating through mes-
sages [11].

The fact that messages have to be processed without secondary effects and
that actors do not share any kind of state makes concurrent programming spe-
cially fit for functional languages or languages with functional features; this has
made this paradigm specially popular for late cloud computing implementations;
however, its presence in the EA world is not so widespread, although some efforts
have lately revived the interest for this kind of paradigm [36]. Several years ago
was used in Genetic Programming [8,19,40] and recently in neuroevolution [33]
but in EA its presence, despite being scarce in the previous years [16], has exper-
imented a certain rise lately with papers such as [39] which perform program
synthesis using functional programming or [6] which uses the functional and
parallel language Erlang for an evolutionary multi-agent system.
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Among languages with functional features, the languages Erlang and Scala
have embraced the actor model of concurrency and get excellent results in many
application domains; Clojure is another one with concurrent features such as
promises/futures, Software Transaction Memory and agents; Kotlin [34] has been
recently used for implementing a functional evolutionary algorithm framework.

On the other hand, Perl 6 [38] uses different concurrency models, that go from
implicit concurrency using a particular function that automatically parallelizes
operations on iterable data structures, to explicit concurrency using threads.
These both types of concurrency will be analyzed in this paper, which uses
the Algorithm::Evolutionary::Simple library for that language which was
presented in the same conference [29].

3 Concurrent Evolutionary Algorithms and Its
Implementation

The implementation of evolutionary algorithms in a concurrent environment
must have several features:

– They must be reactive, that is, functions respond to events, and not proce-
dural or sequential.

– Functions responding to events are also first class objects and are stateless,
having no secondary effects. These functions have to be reentrant, that is, with
the capability of being run in a thread without exclusion of other functions.

– Functions communicate with each other exclusively via channels, which can
hold objects of any kind but are not cached or buffered. Channels can be
shared, but every object can be read from a channel only once.

In general, an evolutionary algorithm consists of an iterative procedure where,
after generating an initial set of individuals, these individuals are evaluated,
and then they reproduce, with errors and combination of their features, with a
probability that is proportional to their fitness. As long as there is variation and
survival of the fittest, an evolutionary algorithm will work. However, the usual
way of doing this is through a series of nested loops, with possibly asynchronous
operation in a parallel context when communicating with other islands or isolated
populations. However, the concept of loop itself implies state, in the shape of
the generation counter, or even with the population itself that is handled from
one iteration step to the next one.

Getting rid of these states, however, leads to many different algorithms which
are not functionally equivalent to the canonical genetic algorithm above. Of
course, a functional equivalent is also possible in this environment, with non-
terminating islands running every one of them on a different thread, and com-
municating via channels. Although this version is guaranteed to succeed, we are
looking for different implementations that, while keeping the spirit of the evolu-
tionary algorithm, maps themselves better to a multithreaded architecture and
a concurrent language such as Go, Scala or Perl 6.
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This is why in this paper we are going to examine two different architectures,
which basically differ in the granularity with which they perform the evolutionary
algorithm.

The module used, as well as the code for the experiments, is available under
a free license.

4 Experimental Setup and Results

The first experiments we have performed for this paper included using implicit
autothreading, in the shape of the method called race or hyper. These methods
auto-thread the processing of arrays or list, disregarding the order in the first
case, using it in the second case. In order to check this we implemented the
p-peaks function [21], which was considered more adequate for this task since it
is, at the same time, deceptive from the point of view of the evolutionary algo-
rithm and computing-intensive, involving computing the distance to a number
of generated binary strings, which in this case were 100.

In order to do this implicitly parallel version, several changes had to be made
to the function that evaluates the whole population:

– First, the cache had to be turned off. We were using a cache to keep all
values that were already computed, and we had to stop using it. Since it is
autothreaded, trying to store or retrieve from the cache simultaneously could
result in deadlocks or crashes.

– Do all the computation in a functional way, without side effects. The auto-
threaded code must take values, return values, without changing any external
variable on the fly. All values are then computed and assigned to the data
structure that holds them.

Perl 6, by default, uses 4 threads for auto-threading. We designed population
evaluation so that it was autothreaded, and did some runtime tests. Without
changing the algorithm, this resulted in an almost 4x speedup of the original
code.

This implies that using implicitly parallel facilities might allow, without
much changes to the underlying algorithm, to use multithreading and achieve
speedups, as already observed in [29]. However, it is essential that what is being
parallelized is a substantial amount of work. Using just MaxOnes, as in the above
mentioned paper, will not offer any substantial speedups and might even result
in performance taking a hit.

However, we were more interested in creating explicit concurrent version of
the evolutionary algorithm, and do a set of experiments to make them work prop-
erly. In the next set of experiments we will concentrate not so much in runtime
performance, but on algorithmic performance, that is, the number of evaluations
needed to find the solution. In order to perform the experiments, we used Linux
boxes (with Ubuntu 14.04 and 16.04), the latest version of the Perl 6 compiler
and virtual machine. First we used a selecto-recombinative evolutionary algo-
rithm, with no mutation, in order to find out what’s the correct population for
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every problem size [24]. This method sizes populations looking for the minimal
size that achieves a 95% success rate on a particular problem and problem size;
in this case, size 512 was the ideal for the MaxOnes problem with size 64. This
size was used as a base for the rest of the problem sizes; since the real evolution-
ary algorithm actually uses mutation, the population was halved for the actual
experiments. This population size is more dependent on the problem itself than
on the particular implementation, that is why we use it for all implementations.
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Fig. 1. Boxplot of the number of evaluations needed for different number of bits in the
MaxOnes problem. Please note that axes x and y both have a logarithmic scale.

First we run a basic evolutionary algorithm with different chromosome sizes,
to get a baseline of the number of evaluations needed for finding the solution in
that case. Time needed was the main requisite for choosing the different sizes,
although we think that scaling should follow more or less the same trend as
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Fig. 2. Boxplot comparing the number of evaluations needed for solving the 64 bit
onemax problem using the population-level concurrent algorithm with different number
of initial populations.

shown for smaller sizes. We compared mainly the number of evaluations needed,
since that is the main measure of the quality of the algorithm.

We show in Fig. 1 the logarithmic chart of the number of evaluations needed
to find the solution for different, logarithmically growing, chromosome sizes using
the individually concurrent evolutionary algorithm. There is a logical increase
in the number of evaluations needed, but the fact that it is a low number and
its scaling prove that this simple concurrent implementation is indeed an evolu-
tionary algorithm, and does not get stuck in diversity traps that take it to local
minimum. The number of evaluations is, in fact, quite stable.

We did the same for the population-level concurrent algorithm; however,
since this one has got parameters to tune, we had to find a good result. In
order to do that, we tested different number of initial populations placed in the
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Fig. 3. Boxplot comparing the number of evaluations needed for solving the 64 bit
onemax problem in the individually concurrent and canonical EA version.

channel, since this seems to be the critical parameter, more than the number of
generations until mixing. The results are shown in Fig. 2. The difference between
using 4 and 6 initial populations is virtually none, but there is a slight advantage
if you use only 2 initial populations to kickstart the channel. Please bear in mind
that, in this case, the concept of population is slightly different from the one used
in island EAs. While in the latter the population does not move from the island,
in this case populations are read from channels and acted upon, and in principle
there could be as many initial or unread populations as wanted or needed; every
function in every thread will process a single population nonetheless.

We can now compare these two algorithms with the baseline EA.
This is a canonical evolutionary algorithm using bitflip mutation and two-
point crossover, using roulette wheel as a selection method. It has, as



Going Stateless in Concurrent Evolutionary Algorithms 25

the rest of the implementations of the algorithms, been implemented using
Algorithm::Evolutionary::Simple, the free software module in Perl 6.

The comparison is shown in Fig. 3, which shows, in a logarithmic y scale,
a boxplot of the number of evaluations for the baseline, as well as the two
different concurrent algorithms, at the population and individual level. As it
can be seen, this last algorithm outperforms the other two, achieving the same
result using many less evaluations, almost one order of magnitude less. In fact,
both concurrent algorithms are better than the baseline, and please note this
measures the number of evaluations, equivalent to the algorithmic complexity,
and not time. This figure is the base to reach our conclusions.

5 Conclusions and Discussion

It is natural to take advantage of the multi-threading and multi-process capabili-
ties of modern hardware architectures to make evolutionary or other population-
based algorithms run faster by using all CPUs and threads at the same time;
that can be done in a very straightforward way by parallelizing the evolutionary
algorithm using the many available models, such as island model; however, it
is possible that adapting the algorithm itself to the architecture makes its per-
formance better, by actually adapting the resources consumed to the resources
used, instead of allocating them in advance as it is done in island architectures.

The first exploration of the facilities for concurrent programming Perl 6 uses
has been done through the auto-threading mechanism that allows the parallel
execution of code on arrays or lists. After making small changes, this resulted
in a speedup of the program in a number that is compatible with the number of
threads used by default, four.

However, a change to a concurrent architecture implies looking at an algo-
rithm in a different, non sequential way, that is why the first thing that has to be
evaluated is the actual number of evaluations that need to be done to solve the
problem, since the new implementation is not functionally equivalent to the old
one. This is what we have done in this paper. We have proposed two different
concurrent implementations of an evolutionary algorithms with different grain:
a fine-grained one that acts at the individual level, and a coarse-grained one that
acts at the level of populations.

The individual-level concurrent EA shows a good scaling across problem
size; besides, when comparing it with the population-level concurrent EA and
the canonical and sequential evolutionary algorithm, it obtains a much better
performance, being able to obtain the solution with a much lower evaluation
budget. Second best is the population-level concurrent algorithm, to be followed
by the baseline canonical EA, which obtains the worse result. This proves that,
even from the purely algorithmic point of view, concurrent evolutionary algo-
rithms are better than sequential algorithms. If we consider time, the difference
increases, since the only sequential part of the concurrent algorithms is reading
from the channels, but once reading has been done the rest of the operations
can be performed concurrently, not to mention every function can have as many
copies as needed running in different threads.
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These results are not so much inherent to the concurrency itself as dependent
on the selection operators that have been included in the concurrent version of
the algorithms. The selection pressure of the canonical algorithm is relatively
low, depending on the roulette wheel selection algorithm, as opposed to the
more greedy operation of the individual-level algorithm, which uses tournament
selection. The population-level concurrent algorithm eliminates half the popula-
tion with the worst fitness, although every generation it is running a canonical
EA identical to the baseline; however, this exerts a high selective pressure on
the population which, combined with the increased diversity of running two
populations in parallel, results in better performance. Same happens with the
individual-level concurrent EA: the worst of three is always eliminated, which
exerts a big pressure on the population, which is thus able to find the solu-
tion much faster. Nothing prevents us from using these same mechanisms in an
evolutionary algorithm, which would then be functionally equivalent to these
concurrent algorithms, but we wanted to compare a canonical EA to canonical
concurrent evolutionary algorithms, at the same time we compare different ver-
sions of them; in this sense, it is better to use this individual-level concurrent
algorithm in future versions of the evolutionary algorithm library.

The main conclusion of this paper is that evolutionary algorithms can benefit
from concurrent implementations, and that these should be as fine grained as
possible. However, a lot of work remains to be done. One line of research will be
to try and use the implicitly concurrent capabilities of Perl 6 to perform multi-
threaded evaluation or any other part of the algorithm, which would delegate
the use of the threading facilities to the compiler and virtual machine. That
will have no implications on the number of evaluations, but will help make the
overall application faster.

Of course, time comparisons will also have to be made, as well as a more
thorough exploration of the parameter space of the population-level evolutionary
algorithm. Since this type of algorithm has a lower overhead, communicating
via channels with lower frequency, it could be faster than the individual-level
concurrent EA. Measuring the scaling with the number of thread is also an
interesting line to pursue; since our architecture is using single channels, this
might eventually be a bottleneck, and will prevent scaling to an indefinite number
of threads. However, that number might be higher than the available number of
threads in a desktop processor, so it has to be measured in practice.

This paper has been intended mainly as a proof of concept, and thus does
not really focuses on creating a scalable architecture for concurrent evolutionary
algorithms. Preliminary results with the individual-level concurrency indicate
that a basic redesign is probably needed to achieve good scaling performance.
One of the problems with this architecture is that actually every thread is doing
much less work than communication; since the application is communication-
bound it will get worse as the number of threads increases. While keeping func-
tional equivalence, it is probably better to work with bigger batch sizes instead
of working with a single individual.
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Finally, we would like to remark that this paper is part of the open science
effort by the authors. It is hosted in GitHub, and the paper repository hosts the
data and scripts used to process them, which are in fact embedded in this paper
source code using Knitr [42].
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Abstract. In this paper we present a survey of three recent develop-
ments in biometric user authentication based on physical human charac-
teristics that are less prone to natural or intentional changes than other
currently used techniques: thermal vein signatures, DNA and EEG brain-
print obtained by stimulating the brain with cognitive events. This paper
argues that biometric user authentication using these three human char-
acteristics is already an everyday a reality or is going to be very soon.

Keywords: Biometrics · Physical biometrics
Facial and dorsal thermal vein signatures · DNA

1 Introduction

Biometrics comes from the Greek words βioζ (bios-life) and metrikós (metric-
measure). Initially, it was defined as the measurement and statistical analysis
of body measurements that allowed to uniquely identify individuals. In recent
year’s this notion has been extended to include measurements of physiological
and behavioral traits that are used in combination with physical measurements
to improve the efficacy and precision of individual identification [1,2].

Due to the terrorism threat, the staggering number of identity thefts (one in
every 14 Americans fell victim to identity theft during 2014 [3]) and the increas-
ing number of attacks to computer networks, infrastructures and information
systems, biometric authentication has become a popular and reliable approach
for individual and user authentication. Biometric authentication relies in the fact
that certain traits of the human body and the human behavior are unique in a
large group of individuals. The biometric authentication methods are classified
in (see Fig. 1):
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– Physical biometrics, which analyzes physical human characteristics such as
fingerprint, palmprint, iris, ear-shape, face recognition and heartbeat, see
Fig. 2.

– Behavioral biometrics: that analyzes physiological, cognitive and behavioral
traits and response patterns (continous behavioral biometrics [4], see Fig. 3)
like voice, gait (walking pattern) keystroke analysis, mouse dynamics, hand-
writing, signature, on-line and social network activity and communications
activity (devices, IP addresses, telecommunication providers - Google sends
confirmation codes to the user’s phone when they detect unfamiliar changes
in the communications activity).

Fig. 1. An overview of biometric methods.

Currently, some authentication systems rely in a unique authentication
method, but the tendency is to have Multi Factor Authentication (MFA) systems
that combine biometric with non-biometric methods such as PINs, passwords,
graphical patterns, security questions, hardware tokens, SMS or E-mail codes
and phone callback to increase the resiliency en efficacy of the authentication;
recently, some Adaptive MFAs have been proposed with the capacity of adapt-
ing the combination of methods to the user authentication history and the user
operating environment [6].

Section 2 presents a survey of the current applications of biometric authen-
tication. Section 3 presents an overview of the challenges of currently available
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Fig. 2. Facial and fingerprint recognition (www.biocatch.com).

Fig. 3. Six different person scrolling patterns (www.biocatch.com).

biometric authentication techniques. Section 4 is dedicated to the study of bio-
metric authentication using thermal signatures from dorsal and facial thermal
images using Hough Transform. Section 5 presents the current state of biomet-
ric authentication is performed Using DNA. Section 6 reviews how biometric
authentication is performed Using the EEG brainprint obtained stimulating the
brain with cognitive events. Section 7 presents a summary.

www.biocatch.com
www.biocatch.com
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2 Current Applications of Biometric Authentication

Biometric authentication methods are widely use today in both industry and
government [7,8].

2.1 Industry Applications

The industry sector leading the application of biometric authentication is the
smartphone industry, where fingerprints, face recognition and voice combined
with other authentication methods like PINs, passwords and graphic patterns
are being used millions of times on a daily basis to unlock smartphones around
the world. Multiple studies have been conducted on how the authentication
process impacts the usability, privacy and trust of smartphone users [9,10].

The second leading sector is the financial industry; some even call this area
financial biometrics, due to the staggering impact of the frauds committed by
identity theft and the fact commerce, retail and financial services are moving
almost completely to the virtual world (on-line stores, mobile banking, e-loans,
P2P loans, etc.). This area is developing methods on their own to identify, verify,
authenticate and calculate credit scores for clients in remote locations around
the world [11].

Other sectors are healthcare biometrics, specially in telecare, due to the
importance of keeping patient security and privacy, and the on-line education
industry, where students taking courses need to be identified from remote loca-
tions. Coursera, one of the major players in the Massive On-line Open Courses
(MOOCs) industry, uses two biometric authentication approaches, face photos
and typing patterns, to verify the connection between the student account and
its real-world identity [12,13].

2.2 Government Applications

More than 150 countries are issuing now biometric passports with an embedded
electronic microprocessor chip which contains biometric information that is used
to authenticate the identity of the passport holder [14].

Iris recognition systems are becoming increasingly common around the worlds
border crossings [15,16]. In the US, iris scans, photos and fingerprints are being
used in pilot programs in major airports to be matched with iris scans, photos
and fingerprints that were previously taken of the passengers at the arrival or
from their passports, visas, or other government documentation [17]. In Colom-
bia, the use of iris recognition started in 2018 and check individual’s data with
national police, intelligence service, Interpol data, and different national and
international databases without the intervention of an immigration agent. Many
intelligence services perform analysis of on-line and social network activity before
awarding visas.

The number of countries using biometrics for voting registration or vot-
ing authentication has steadily increased in the past decade. According to the
International Institute for Democratic and Electoral Assistance (IDEA), 35% of
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National Electoral Commissions are capturing biometric data (such as finger-
prints or photos) as part of their voter registration process [18].

In countries with compulsory identity cards, these are including biometric
information that can be verified on-line by public offices and business to ensure
a reliable identification of the holder. in Colombia the current national id card
includes fingerprint information and photo, the fingerprint and photo can be
verified on-line by the national registration office [19] and the country is moving
to a new electronic biometric card that will include face recognition information
verifiable on line [20] and now biometrics is being offered as a service in the cloud
[21–23].

3 Challenges of Biometric Authentication Techniques

1. Some biometrics like fingerprints, palmprints, iris scans may change over time
due to natural, accidental or inadvertent changes.

2. Some biometrics like iris scans, retina scans may cause discomfort to users.
3. Some biometrics like facial and iris scans may change because of fashion or

makeover (e.g. color contact lenses, hair color and cosmetics, etc.)
4. Some biometrics may change due to surgery, skin drafting, nose implant, face

lifting, anti-aging skin repair, amputation, botox, etc.
5. The development o sophisticated sin-like films and facemasks poses a chal-

lenge fingerprint and facial recognition. In 2014, hackers claimed to have
cloned German defense minister Ursula von der Leyen’s fingerprints just by
taking a high-definition photo of her hands at a public event [24].

In the following sections we survey three biometric techniques that are
resilient because they relate to internal and hard to change characteristics and
that have recent developments making then.

4 Biometric Authentication Using Thermal Vein
Signatures

Thermal imaging produces images –thermograms or heat signatures– in the
infrared range of the electromagnetic spectrum (9,000–14,000 nanometers) that
can be used to identify blood vessels patterns (thermal vein signatures) located
just below the skin of a face/hand, which are unique to each individual [27].

There have been numerous studies investigating how to extract/match bio-
metric thermal vein signatures [25,26]. Czajka et al. [27] used mutual informa-
tion, PCA and LDA to extract biometric features; also k-NN and SVM were used
for matching achieving a 93.33% accuracy. Guzman et al. [28] used morphologi-
cal operators to extract features, and a simple similarity measure based on linear
image records was used to match images achieving a 90.39% accuracy. Recently
of Hough transform have been used to extract venous networks signatures.
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4.1 The Hough Transform

The Hough transform [29] was introduced by Duda and Hart in 1972 [30] as an
extension of the 1962 Hough’s patent [31] to detect simple shapes (commonly
lines, circles and ellipses) within an image. In some cases for detecting lines,
an edge detector can be used but if the image has missing points or pixels, it
becomes a difficult task.

The Hough transform addresses this problem by grouping edge points into
object candidates and performing a voting procedure over a set of parameterized
candidate shapes. One of the advantages of Hough transformation is its speed
and easyness to implement in hardware which is a requirement in real biometric
applications.

The simplest case of Hough transform is detecting straight lines. Thus, the
straight line y = mx + b can be represented as the point (b,m) in the param-
eter space. However, vertical lines pose a problem, so the Hesse line parameter
representation (r, θ) (Hesse normal form) is more convenient

r = x cos θ + y sin θ,

where r is the distance from the origin to the closest point on the straight line,
and θ is the angle between the x axis and the line connecting the origin with
that closest point, and the problem of detecting collinear points becomes the
problem of finding intersecting curves in the (r, θ) space.

4.2 Thermal Vein Signature Detection Algorithm

The common structure of thermal vein signature detection algorithms is shown
in Algorithm 1. In Figs. 4 and 5 two examples of thermal image input images,
contour segmentation, detecting thermal patterns (Using Hough transform) and
filtering and thinning results, are shown.

Biometric authentication using thermal vein signatures is an every day reality
already. Hitachi develop a finger vein biometric reader that Barclays is offering
already to corporate banking customers [32] (see Fig. 6). And now with cell
phones capable of thermal imaging [33] this will become even more accessible.

Algorithm 1. Thermal vein signature detection
1: Normalize the image
2: Contour segmentation [34]
3: Skeletonize and overlay
4: Detect thermal patterns
5: Filtering and thinning
6: Pattern recognition and match
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5 Biometric Authentication Using DNA

The development of molecular biology technologies has allowed many scientific
and technical applications. Among such applications, DNA technology has an
amazing power as an identification tool. From a scientific perspective, DNA
analysis has been used in the study of animals and plants, in the fields of zoology,
botany, and agriculture. Also DNA analysis can be used to identify species, which
is called DNA barcoding. But DNA technology can also be used to identify
individuals rather than species, which has had a significant impact in criminal
justice, among other tasks.

DNA biometric methods are generally used in applications where a high
level of security is required. Forensics and law enforcement use DNA biometric
methods for identification, since every person’s DNA is unique, it is impossible
to fake it. Even though is been proved that DNA suffer changes in extreme
conditions (e.g. astronaut after spending a year-long in the space shuttle) [39]. In
practice when compared to any other biometric method DNA posses 0% Failure
to Enroll Rate (FTER) and its unique solution is absolute. FTER defines the
probability of the system that could not extract distinctive characteristics from
the given samples.

DNA databases become a very important information resource for the foren-
sic DNA typing, where commonly short tandem repeat (STR) DNA markers are
used. Blood and soft tissues in the human body are mainly used to extract DNA.
The DNA can also be extracted from semen, saliva, hair roots and even from
several skin cells. DNA obtained from these is commonly employed in forensic
analysis. Extracting DNA from saliva has advantages over blood sample usage
in the extraction process. Also self-administration is possible in extracting saliva
samples. Saliva gets its DNA from the cells that degenerate from the inner walls
of cheeks.

The main limitations for DNA biometric in real time applications were:

1. DNA matching was time consuming limiting real-time applications
2. Complex sample collection, aphysical sample must be taken, as opposed to

other biometric systems that only need to use an image or a recording,
3. DNA procession was expensive for most authentication applications, and
4. Privacy issues, since DNA sample taken from an individual may show its

health conditions and its susceptibility to some diseases.

But recent developments like the Rapid DNA devices, sponsored by the US
government [35,36], that now deliver a fully automated DNA profile usable as
evidence in couple of hours from a reference sample buccal (cheek) swab. And
also the small, credit card sized, device that can identity an individual from
his DNA at low cost and in minutest, presented last year by researchers from
Columbia University and the New York Genome Center [37,38] are making real
time DNA biometric authentication a real possibility.
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Fig. 4. (a) Thermal input image. (b) Contour segmentation. (c) Detecting thermal
patterns. (d) Filtering and thinning.

Fig. 5. (a) Thermal palm input image. (b) Filtering and thinning.
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Fig. 6. Finger vein reader from Hitachi

6 Biometric Authentication Using the EEG Brainprint
Obtained Stimulating the Brain with Cognitive Events

In 2016 Researchers from the State University of New York, Binghamton pre-
sented a biometric Brainprint system that identify individuals with 100% accu-
racy [40,41]. The system measures EEG signals of brain activities obtained by
stimulating the brain with cognitive events, in the study they used series of
images designed to elicit unique responses from person to person [42]. They
found that the 50 participants’ brains reacted differently to series of images and
were able to match using pattern classifiers the EGG response to series of images
with the registered EEG data with a 100% accuracy. In a previous 2015 study
[43] using words instead of images and with 32 individuals they achieved a 97%
accuracy. This technique is the intersection of physical and behavioral analytics.

This development matched with advances in EEG sensor and control head-
sets [44,45], that sense and interpret EEG signals to control other devices and
many if which are now commercially available at very reasonable costs; make
the brainprint biometric authentication also a reality.

7 Summary

In argued that biometric authentication based on thermal vein signatures, DNA
and EEG brainprint is already an everyday a reality or is going to be very soon
due to the fact that scientific groundings and the technological advances required
for make its practical use widespread are mature enough.

We believe that the use of biometrics (internal or external) and their suc-
cess depend on their appropriate application domain. In particular, physical
identification of human beings (physical biometrics) is reaching the limits of its
possibilities and the new advances biometric authentication will come from the
profiling of human mind (behavior monitoring) which still is in a very early stage
of development.
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Abstract. The robust recursive algorithm for the parameter estimation
and the volatility prediction in GARCH models is proposed. The sug-
gested technique employs principles of robustified Kalman filter. It seems
to be useful for (high-frequency) financial time series contaminated by
additive outliers. In particular, it can be effective in the risk control and
regulation when the prediction of volatility is the main concern since it is
capable of distinguishing and correcting outlaid bursts of volatility. This
conclusion is confirmed by simulations and real data examples.

Keywords: Kalman filter · Outlier · Robustification · Volatility

1 Introduction

Financial time series (in particular returns of financial assets) typically exhibit
significant kurtosis and volatility clustering. The assets are usually stocks, stock
indices, or currencies. The GARCH models are commonly applied in order to
model these typical properties with the aim to describe dynamics of conditional
variances and forecast financial volatility. However, when fitted to real time
series the estimated residuals have frequently excess kurtosis explainable by the
presence of outliers which are not captured by the GARCH models.

The parameters of the GARCH models are routinely estimated by the (con-
ditional) maximum likelihood but they are rarely calibrated recursively. Never-
theless, recursive estimates performed using recursive algorithms are undoubt-
edly advantageous. To evaluate the parameter estimates at a time step, recursive
estimation methods operate only with the current measurements and parameters
estimated in previous steps. It is in sharp contrast to the non-recursive estima-
tion where all data are collected at first and then the model is fitted. Therefore,
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recursive estimation techniques are effective in terms of memory storage and
computational complexity. This efficiency can be employed just in the frame-
work of (high-frequency) financial time series data. Alternatively, it is possible
to adopt these methods to monitor or forecast volatility on-line, to evaluate risk
measures (e.g. Value at Risk or Expected Shortfall), to detect faults, to check
model stability including detection of structural changes, etc. Moreover due to
the previous arguments, the recursive GARCH estimation should be resistant
(robust) to outliers. The primary goal of this paper is to suggest a robust recur-
sive algorithm which is effective enough in the context of GARCH models to
estimate and forecast volatility of contaminated (high-frequency) financial data.

As robust recursive estimation of GARCH model is concerned, one should
remind a close connection to robustification of Kalman filter which is desirable
including various engineering applications in the context of state space modeling
with outliers (see e.g. [3,5,7,14,18,23–25,27,28]). Moreover, a special case of
Kalman filter robustification is the robust exponential smoothing including Holt-
Winters method (see e.g. [4,6,8–10,12,15,22]).

The following sections of the paper deal in sequence with (1) the presenta-
tion of self weighted recursive estimation algorithm for GARCH models, (2) its
robustification, (3) the simulation study for various types of outliers, and finally
(4) real data applications.

2 GARCH Models: Construction of Recursive Estimator

The GARCH(p, q) process {yt}t∈Z is commonly defined as

yt = σtεt, σ2
t = ω +

p∑

i=1

αiy
2
t−i +

q∑

j=1

βjσ
2
t−j , (1)

where {εt}t∈Z is a sequence of i.i.d. random variables with zero mean and unit
variance, and ω, α1, . . . , αp, β1, . . . , βq are the parameters of the process. The
first two conditional and unconditional moments can be simply expressed as

E(yt|Ft−1) = 0, E(yt) = 0, var(yt|Ft−1) = σ2
t , var(yt) = E(σ2

t ), (2)

where Ft denotes the smallest σ-algebra with respect to which ys is measurable
for all s ≤ t. Sufficient conditions for σ2

t being positive are ω > 0, α1, . . . , αp,
β1, . . . , βq ≥ 0. If β1 = · · · = βq = 0, the model is reduced to the ARCH(p)
process. Additionally, sufficient conditions for yt being (weakly) stationary are
ω > 0, α1, . . . , αp, β1, . . . , βq ≥ 0, and

∑p
i=1 αi +

∑q
j=1 βj < 1. The one-step

ahead prediction of σ2
t is calculated as

σ̂2
t+1|t = ω +

p∑

i=1

αiy
2
t+1−i +

q∑

j=1

βjσ
2
t+1−j . (3)

The GARCH models are routinely estimated by the non-recursive conditional
maximum likelihood method with normal distribution being usually preferred
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since the corresponding estimates stay consistent. Aknouche and Guerbyenne [1]
proposed a couple of two-stage recursive estimation schemes appropriate for the
standard GARCH(p, q) models extending the ideas presented in [2]. However,
they focused mainly on the derivation and convergence analysis of the algorithm
and not on its numerical evaluation, which might be regarded as a (crucial)
objection (consult [21]). In particular, the whole computational implementation
is based on recursive pseudo-linear regression estimation scheme applied to the
following representation of the GARCH(p, q) process yt:

y2
t = σ2

t (θ0) + νt, (4)

where σ2
t (θ0) is defined in (1) for the true values of model parameters collected in

the vector θ0 and νt = σ2
t (θ0)(ε2t −1) is white noise with E(νt) = 0 and var(νt) =

E(ν2
t ). Independently, such a recursive pseudo-linear regression algorithm has

been also proposed in [17] following analogical derivation schemes (see [13]).
Hendrych and Cipra [16] derived an alternative recursive formulas for esti-

mating parameters of the standard GARCH(p, q) model which is based on the
principle of self-weighted estimation (see also [19,30], but Hendrych and Cipra
[16] made use of the opportunity to formulate this principle conveniently in a
recursive way). Even though the Gaussian QMLE approach was applied for this
purpose, theoretically it could be generalized to other types of QMLE (see e.g.
[29] for an overview), but with much higher computational complexity.

The recursive identification instruments introduced by [20,21,26] were
applied to deliver one-stage recursive estimation procedures (in contrast to two-
stage procedure suggested in [1]):

θ̂t = θ̂t−1 +
P̂ t−1ψ̂t(y2

t − ϕ̂�
t θ̂t−1)

λt(ϕ̂
�
t θ̂t−1)2 + ψ̂

�
t P̂ t−1ψ̂t

, (5a)

P̂ t =
1
λt

{
P̂ t−1 − P̂ t−1ψ̂tψ̂

�
t P̂ t−1

λt(ϕ̂
�
t θ̂t−1)2 + ψ̂

�
t P̂ t−1ψ̂t

}
, (5b)

ϕ̂t+1 = (1, y2
t , . . . , y2

t+1−p, ϕ̂
�
t θ̂t, . . . , ϕ̂

�
t+1−qθ̂t+1−q)�, (5c)

ψ̂t+1 = ϕ̂t+1 +
q∑

j=1

β̂j,tψ̂t+1−j , (5d)

λt = λ̃ · λt−1 + (1 − λ̃), λ0, λ̃ ∈ (0, 1), t ∈ N, (5e)

where the recursive estimates are collected in θ̂t (the parameters in (1) are
ordered to a single vector θ = (ω, α1, . . . , αp, β1, . . . , βq)�). The forgetting factor
{λt}t∈N is a deterministic sequence of positive real numbers less or equal to one.
It represents the observation weight over time. One commonly puts λ0 = 0.95
and λ̃ = 0.99. The initialization of the algorithm is thoroughly discussed in [16]
(see p. 320). Finally, one should introduce the simple projection, which completes
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the algorithm (5) and ensures that it will not degenerate:

[
θ̂t

]

DM
=

{
θ̂t if θ̂t ∈ DM,

θ̂t−1 if θ̂t /∈ DM,
(6)

where DM = {θ ∈ R
p+q+1|δ̃1 ≤ θ1 ≤ Δ̃1; θi ≥ 0, i = 2, . . . , p+q+1;

∑p+q+1
j=2 θj ≤

1 − δ̃2} and one usually puts 0 < δ̃1 ≤ Δ̃1 < ∞, 0 < δ̃2 < 1, e.g. δ̃1 = 10−9 and
Δ̃1 = 102.

The performance of this algorithm was (fairly) compared by means of the
various Monte Carlo experiments with other methods mentioned above. The
one-stage recursive estimate has proven to be at least competitive amongst the
others (and usually better, see [16]). The simulations have also shown that the
initialization of the algorithms must be handled carefully, since it can signifi-
cantly influence the speed of its convergence. For more details, consult [16] and
the references therein.

3 Robust Recursive Estimation of GARCH Models

Using GARCH models, it is necessary to be concerned about outliers that may
occur in data (see also the first introduction section and the last section on real
data applications). Outliers can be caused by many reasons, e.g. by additive
innovations, measurement failures, operational risk problems, management deci-
sions, etc. They can influence the estimation and prediction in the applied model
considerably if no specific action is taken. Therefore, if such defects are expected
in the data set, one should modify the estimation algorithms to make them more
robust. The outliers tend to appear as spikes in the sequence of {yt/

√
σ2

t }, which
obviously result in large contributions to the loss function. There exist various
ways how to robustify recursive estimation algorithms (refer to the first intro-
duction section above). In this contribution, a simple way of handling outliers is
applied based on testing a measurement at each time t. If it is large compared
with a given limit, it is indicated as erroneous and substituted immediately by
another value (see e.g. [6,21,23], and others). According to simulations, this
strategy seems to be efficient for additive outliers (AD) mainly.

Under the previous arguments, the algorithm (5) can be robustified to the
following form:

θ̂
rob

t = θ̂
rob

t−1 +
P̂

rob

t−1ψ̂
rob

t

[(
ŷrob

t

)2 − (ϕ̂rob
t )�θ̂

rob

t−1

]

λt

[
(ϕ̂rob

t )�θ̂
rob

t−1

]2
+ (ψ̂

rob

t )�P̂
rob

t−1ψ̂
rob

t

, (7a)

P̂
rob

t =
1
λt

⎧
⎪⎨

⎪⎩
P̂

rob

t−1 − P̂
rob

t−1ψ̂
rob

t (ψ̂
rob

t )�P̂
rob

t−1

λt

[
(ϕ̂rob

t )�θ̂
rob

t−1

]2
+ (ψ̂

rob

t )�P̂
rob

t−1ψ̂
rob

t

⎫
⎪⎬

⎪⎭
, (7b)

ϕ̂rob
t+1 =

(
1,

(
ŷrob

t

)2
, . . . ,

(
ŷrob

t+1−p

)2
, (ϕ̂rob

t )�θ̂
rob

t , . . . , (ϕ̂rob
t+1−q)

�θ̂
rob

t+1−q

)�
,

(7c)
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ψ̂
rob

t+1 = ϕ̂rob
t+1 +

q∑

j=1

β̂rob
j,t ψ̂

rob

t+1−j , (7d)

λt = λ̃ · λt−1 + (1 − λ̃), λ0, λ̃ ∈ (0, 1), t ∈ N, (7e)

where the recursive estimates are collected in θ̂
rob

t (the {λt}t∈N is the same as in
(5e)). To complete (7), one defines the outlier-corrected series {ŷrob

t } as follows:

(
ŷrob

t

)2
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(ϕ̂rob
t )�

̂θ
rob

t−1

+sign
(

y2
t − (ϕ̂rob

t )�
̂θ

rob

t−1

)

(u1−α/2)
2
√

[

(ϕ̂rob
t )�̂θ

rob

t−1

]2
+ (̂ψ

rob

t )� ̂P
rob

t−1
̂ψ

rob

t /λt

for
∣

∣

∣y2
t − (ϕ̂rob

t )�
̂θ

rob

t−1

∣

∣

∣ > (u1−α/2)
2
√

[

(ϕ̂rob
t )�̂θ

rob

t−1

]2
+ (̂ψ

rob

t )� ̂P
rob

t−1
̂ψ

rob

t /λt,

y2
t otherwise.

(7f)

Note that ŷrob
t = sign (yt)

√
(ŷrob

t )2 and that u1−α/2 denotes the corre-
sponding quantile of the standard normal distribution, where one usually puts
α = 0.05. The initialization settings and projection rule (6) remain similar as
in the previous section. The algorithm is based on the robustified version of
Kalman filter derived in [6] (see Appendix) which is applied to the GARCH
models written in the form (4). The assumption of normality can be replaced by
other distributions.

Parallelly one can construct the robust recursive prediction of volatility, e.g.
the one-step ahead prediction has the form (compare with (3)):

(σ̂rob
t+1|t)

2 = ω̂rob
t +

p∑

i=1

α̂rob
it (ŷrob

t+1−i)
2 +

q∑

j=1

β̂jt(σ̂rob
t+1−j)

2. (8)

A theoretical analysis of the introduced algorithm can follow the general
schemes considered by [21]; it is rather technical and uses instruments known
mainly in the ordinary differential equation theory. Under the corresponding
(mostly technical) general assumptions, it can be shown that the estimated
parameters converge to their true counterparts. Additionally, they are asymp-
totically normally distributed (consult [21]).

4 Simulations

The suggested procedure (7) has been studied by means of simulations {y∗
t }

using several simulation scenarios described in Table 1:

y∗
t = yt + δt, t = 1, . . . , T, T = 20000, (9a)

yt = σtεt, σ2
t = 0.0001 + 0.05y2

t−1 + 0.94σ2
t−1, εt ∼ i.i.d. N(0, 1), (9b)
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Table 1. Various simulation scenarios for additive outliers in (9) [Alt ∼ alternative
distribution, t(1) ∼ Student t1-distribution, st(4) ∼ skewed Student t4-distribution
with the skewness parameter ξ = −1.5]

Model 0 δt = 0 for all t

Model 1 δt = 10 × It, It =

{
1, t = 10000

0, otherwise

Model 2 δt = 10 × It, It ∼ i.i.d. Alt
(

1
20000

)
for all t

Model 3 δt = 10 × It, It ∼ i.i.d. Alt
(

4
20000

)
for all t

Model 4 δt = st × It, It ∼ i.i.d. Alt
(

4
20000

)
, st ∼ i.i.d. t(1) for all t

Model 5 δt = st × It, It ∼ i.i.d. Alt
(

20
20000

)
, st ∼ i.i.d. t(1) for all t

Model 6 δt = st × It, It ∼ i.i.d. Alt
(

200
20000

)
, st ∼ i.i.d. t(1) for all t

Model 7 δt = st × It, It ∼ i.i.d. Alt
(

4
20000

)
, st ∼ i.i.d. st(4) for all t

Model 8 δt = st × It, It ∼ i.i.d. Alt
(

20
20000

)
, st ∼ i.i.d. st(4) for all t

Model 9 δt = st × It, It ∼ i.i.d. Alt
(

200
20000

)
, st ∼ i.i.d. st(4) for all t

where the term δt represents the additive outlier. According to Table 1, this
simulation study covers various ways of contamination of the generic processes
in the first scenario (Model 0) without outliers (e.g., the t-distribution with the
degree of freedom one denoted as t(1) represents the contamination by outliers
with heavy tails). For each scenarios one has simulated 1000 realizations of length
20000 and applied the robust recursive estimation procedure (7) with the same
initialization settings and projection rule (6) (in particular, α = 0.05, δ̃1 = δ̃2 =
10−9, and Δ̃1 = 102). The simulation results for innovative outliers (IO) are not
presented in this paper.

Figure 1 displays the boxplots of estimated parameters ω = 0.0001, α1 =
0.05, and β1 = 0.94 in times t = 5000, 10000, 20000 calculated over 1000 real-
izations in Model 1. Figure 2 shows the time records of medians of estimated
parameters ω, α1, and β1 in Model 1 (i.e., the single additive outlier of size 10 in
time t = 10000) before and after the robustification. Moreover, Table 2 reports
the median absolute deviations (MAD) for all studied models.

Similar results have been obtained for other configurations of true parameters
(the presented case corresponds to the extreme situation close to the border
of model stability). In general, the simulations show that the robustification
improves the behaviour of suggested recursive procedure in a substantial way.
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Fig. 1. Boxplots of estimated parameters in Model 1 in times t = 5000, 10000, 20000
before and after robustification
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Fig. 2. Time records of medians of estimated parameters: Model 1 [non-robustified
estimates ∼ dashed lines, robustified estimates ∼ solid lines]
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Table 2. Median absolute deviations MAD of estimated parameters [calculated in
times t = 5000, 10000, 20000 over 1000 realizations]

Model 0 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00003 0.00004 0.00635 0.00636 0.00940 0.00939

10000 0.00002 0.00002 0.00343 0.00341 0.00473 0.00480

20000 0.00001 0.00001 0.00240 0.00238 0.00292 0.00292

Model 1 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00004 0.00004 0.00681 0.00673 0.01032 0.01022

10000 0.00002 0.00002 0.00499 0.00397 0.00654 0.00497

20000 0.00008 0.00001 0.01435 0.00227 0.02334 0.00298

Model 2 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00005 0.00004 0.00885 0.00688 0.01281 0.00989

10000 0.00003 0.00002 0.00732 0.00371 0.00989 0.00478

20000 0.00007 0.00001 0.01267 0.00229 0.01972 0.00303

Model 3 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00022 0.00004 0.02682 0.00694 0.05244 0.01073

10000 0.00027 0.00002 0.03274 0.00363 0.06364 0.00527

20000 0.00065 0.00001 0.04147 0.00235 0.08291 0.00321

Model 4 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00007 0.00004 0.01030 0.00703 0.01660 0.01101

10000 0.00006 0.00002 0.00948 0.00370 0.01441 0.00523

20000 0.00009 0.00001 0.01221 0.00242 0.02092 0.00318

Model 5 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00058 0.00007 0.03504 0.00765 0.09018 0.01327

10000 0.00077 0.00004 0.04377 0.00413 0.09973 0.00619

20000 0.00098 0.00003 0.04786 0.00280 0.10609 0.00378

Model 6 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00630 0.00050 0.05000 0.01550 0.25070 0.04070

10000 0.00660 0.00040 0.05000 0.01440 0.17110 0.02000

20000 0.00630 0.00020 0.05000 0.01710 0.08070 0.01230

Model 7 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00005 0.00004 0.00846 0.00683 0.01294 0.01030

10000 0.00004 0.00002 0.00600 0.00378 0.00897 0.00518

20000 0.00004 0.00001 0.00524 0.00237 0.00785 0.00300

Model 8 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00032 0.00007 0.02200 0.00731 0.04770 0.01314

10000 0.00032 0.00004 0.02350 0.00429 0.04551 0.00650

20000 0.00033 0.00003 0.02198 0.00284 0.04369 0.00387

Model 9 ω̂t ω̂rob
t α̂1t α̂rob

1t β̂1t β̂rob
1t

5000 0.00334 0.00055 0.04780 0.01405 0.14872 0.03644

10000 0.00331 0.00032 0.04805 0.01393 0.10392 0.01691

20000 0.00329 0.00022 0.04818 0.01706 0.09037 0.01086
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5 Real Data Applications

Log returns of the daily currency rate CHF/EUR for the period from January
2000 to May 2017 show an apparent burst of volatility in January 2015 (see e.g.
[11]). It has a clear explanation, i.e. the end of currency regulation of CHF by
the Swiss National Bank in 2015: CHF was pegged to the Euro for around two
years, with the minimum rate (or the floor) at 1.2. As of 15 January 2015, this
link has been removed (a consequence of recent appreciation of USD against
EUR and of CHF weakening against USD).

It was natural to apply the algorithm (7) to handle this time series. This
estimation scheme has indeed identified the value of 15 January 2015 as an outlier
and corrected it in a proper way. The one-day-ahead predictions of volatility (see
(3) and (8)) would be out of reality without the robustification (see Fig. 3; the
initial segment of the data is not displayed due to initialization of the recursive
algorithm: the recursive estimates generally tend to be volatile here). It is also
confirmed by the AIC values reported in Table 3 jointly with classical statistical
tests on model adequacy (applied on standardized residuals). Point out that
the results of these tests are rather indicative due to the presence of outlier.
Furthermore, the estimation algorithm (7) has been applied to forty currency
rates */EUR (daily log returns) and in some of them the declared robustification
has been activated (see Table 4). The results for these daily log returns are not
reported here since the figures are just of the type presented herein.

2005 2010 2015

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

Fig. 3. One-day-ahead predictions of volatility for daily log returns of CHF/EUR [non-
robustified predictions ∼ dashed line, robustified predictions ∼ solid line]
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Table 3. Statistical characteristics of the GARCH(1,1) model for daily log returns of
CHF/EUR [AIC, Ljung-Box test on standardized residuals with 8 degrees of freedom
Q(8), Ljung-Box test on squared standardized residuals with 8 degrees of freedom
Q2(8), Jarque-Bera test on standardized residuals JB (p-values in brackets)]

Estimation algorithm AIC Q(8) Q2(8) JB

Non-robustified −1.29049 0.06614 0.00310 1598500000

(0.99999) (0.99999) (0.00000)

Robustified −8.08754 1.25470 0.01162 164470000

(0.99610) (0.99999) (0.00000)

Table 4. Activation times of robustification in (7) [daily currency rates */EUR]

Currency Identified outliers Currency Identified outliers

USD 1999-07-26 TRY 2006-05-12

UF 2003-01-17 CAD 2000-01-04

ROL 2000-01-04 CNY 2006-01-23

RON 2006-05-15 MYR 2006-04-18

CHF 2015-01-15 MYR 2008-03-17

ISK 2008-11-06 MYR 2008-03-20

TRL 2001-02-22 NZD 1999-08-25

6 Conclusion

The robust recursive algorithm for the estimation parameters and the corre-
sponding volatility prediction of the GARCH model suggested in this paper
seems to be effective for financial data, especially for contaminated log returns in
the risk control and regulation when the prediction of volatility is the main con-
cern. The one-stage recursive estimation procedure introduced for the GARCH
process in [16] is robustified in such a way that it can distinguish and correct
outlaid bursts of volatility. The simulations and real data examples also demon-
strate that the suggested procedure enables corresponding adaptations in the
case parameter changes.

Appendix

The robustified recursive algorithm for estimation of GARCH model (refer to
(7) is based on the robustified version of Kalman filter derived in [6] with the
aim to robustify the classical exponential smoothing in time series analysis:

Let us consider the dynamic linear model (DLM) in the form:

xt+1 = xt, (A1a)

yt = h�
t xt + νt, νt ∼ i.i.d. N(0, w2

t ), (A1b)
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where xt is the state vector in the signal equation (A1a) and ht is the vector of
coefficients in the observation equation (A1b). Then the classical Kalman filter
recursion is:

x̂t = x̂t−1 +
P t−1ht

h�
t P t−1ht + w2

t

(
yt − h�

t x̂t−1

)
, (A2a)

P t = P t−1 − P t−1hth
�
t P t−1

h�
t P t−1ht + w2

t

, (A2b)

which can be rewritten by means of the filter gain kt as

x̂t = x̂t−1 + kt

(
yt − h�

t x̂t−1

)
, (A3a)

P t = P t−1 − kth
�
t P t−1, (A3b)

kt =
P t−1ht

h�
t P t−1ht + w2

t

. (A3c)

The robust version according to [6] replaces (A3a) by

x̂rob
t = x̂rob

t−1 + ktΨ(et), (A4)

i.e. the prediction error

et = yt − ŷt+1|t = yt − h�
t x̂t−1 ∼ N(0,h�

t P t−1ht + w2
t ) (A5)

is trimmed by means of the robustifying function Ψ(·) defined as

Ψ(et) =

{
sign (et)u1−α/2

√
h�

t P t−1ht + w2
t for |et| > u1−α/2

√
h�

t P t−1ht + w2
t ,

et otherwise.

(A6)
For instance, if applying this scheme to the classical model AR(1) then the
strong consistency of the recursive formulas for the robust estimation of the
autoregressive parameter can be shown (see [7]).
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Abstract. We consider linear regression where the dependent variable is
unobservable. Instead we can observe only an upper and lower bound. In
this setup, the regression parameters need not be consistently estimable.
We make certain stochastic assumptions, as weak as possible, on the ran-
dom process generating the observable intervals and derive tight bounds
for the regression parameters. The bounds are consistently estimable and
the estimators are functions of the observable quantities only. We also
restate the result in terms of set-estimators for regression models with
interval-valued data.

Keywords: Interval data · Regression · Partial identification

1 Introduction

In data analysis we have to deal with various kinds of imprecision. One of the
frequent forms is interval imprecision, meaning that we can observe only bounds
y, y on a data point y, such that y ≤ y ≤ y, but the number y is unobservable
itself. One of many natural examples is rounding of data. Another example comes
from measurement theory and theory of uncertain probabilities (for details see
[5,6] and references therein): although we can observe y, the observation suffers
from a systematic error which can be bounded by a known value Δ > 0. Then,
the “correct” value is only known to be in interval [y − Δ, y + Δ].
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This paper contributes to the analysis of implications of interval impreci-
sion for regression analysis. Namely, we consider the case when the endogenous
(dependent) variable suffers from interval imprecision, while the regressor(s) are
assumed to be observed exactly. To be more precise: the endogenous variable
y is assumed to suffer from the “standard” stochastic random error, which is a
traditional approach in statistics, and then, in addition, the resulting data point
is hidden to the analyst and (s)he can observe only a lower bound y and upper
bound y thereof. Formally, unobservability of y means that estimators and test
statistics are not allowed to be functions of y, but only function of the observable
quantities y, y and the regressors. Of course, the interval imprecision gives an
analyst weaker information and can result in the loss of consistent estimability of
regression parameters (which is the main goal in regression analysis). But still,
in some cases, we can derive at least bounds on the parameters.

In econometrics, this problem is known as partial identification [4,7,8]. When
the data sampling process does not allow us to estimate a parameter of a dis-
tribution consistently (in the limit, when the number of observations grows
unboundedly), but we can consistently estimate at least nontrivial upper and
lower bounds thereof, we say that the parameter is partially identified.

First we motivate the problem by a very simple model of location, which,
however, illustrates what needs to be done and why standard techniques, such
as maximum likelihood, do not work. Then we derive tight asymptotic bounds for
a linear regression model with a single regressor. Although the model is simple,
it is sufficient for an illustration of the idea how to estimate the bound, and can
be further generalized (with a lot of additional algebra). Moreover, as a main
result, we improve our previous loose bounds [3] to a tight form.

2 Location Model

Assumptions. To illustrate the problem more formally, we start with the simple
model of location

yi = μ + εi, i = 1, . . . , n,

where the error terms ε1, . . . , εn are assumed to be N (0, σ2) independent. The
task is to estimate the model parameters μ and σ ≥ 0. Clearly,

y1, . . . , yn ∼ N (μ, σ2) independent. (1)

Assume further that the vector y = (y1, . . . , yn)T is unobservable; instead, let
the model contain also additional observable random variables y = (y

1
, . . . , y

n
)T

y = (y1, . . . , yn)T , where the joint distribution of (y, y, y) is assumed to satisfy

y
i
≤ yi ≤ yi a.s. i = 1, . . . , n. (2)

Formally, the unobservability of y means that estimators (μ̂, σ̂) of (μ, σ) are
allowed to be functions of (y, y) but not y. This is what makes the problem
nontrivial.
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We have assumed only the property (2), which gives essentially no informa-
tion on the relation between the observable bounds [y

i
, yi] and the unobservable

quantity of interest yi; we just know that yi is almost surely covered by the
interval [y

i
, yi] but nothing more. In other words, we do not assume any prior

information on the interval-generating process.

Likelihood Does Not Work. With the assumption (1) it is tempting to use
the likelihood method for construction of the estimators (μ, σ) by maximizing
the likelihood function

Ly,y(μ, σ) =
n

∏

i=1

[

Φ

(

yi − μ

σ

)

− Φ

(

y
i
− μ

σ

)]

, (3)

where Φ(ξ) =
∫ ξ

−∞ ϕ(t) dt is the cumulative distribution function of N (0, 1) and
ϕ(t) = (2π)−1/2 exp(−t2/2) is the density function.

To prove that the ML-estimates (μ̂, σ̂) from (3) may be inconsistent, assume
that (μ̂, σ̂) → (μ0, σ0) in probability with n → ∞. Assume that yi satisfy (1)
and define

y
i
= yi, yi = y

i
+ 1, i = 1, . . . , n. (4)

Consider a new, “shifted” dataset y′ = (y′
1, . . . , y

′
n) defined as

y′
i = yi + 1, i = 1, . . . , n.

Now, clearly, both triplets (y, y, y) and (y, y′, y) satisfy the property (2), and
we have yi ∼ N (μ, σ2) and y′

i ∼ N (μ′, σ2) with μ′ = μ + 1. But the likelihood
function Ly,y is the same for both cases (y, y, y) and (y, y′, y). If μ̂, the argmax
of Ly,y, converges, it cannot simultaneously converge to both μ and μ′ = μ + 1.

The Argument Generalizes. Essentially, the same argument holds true not
only for the ML-estimator, but for any function f(y, y) depending only on (y, y).
Still assuming (4), we can define y′

i = yi + Δ and the triple (y, y′, y) satisfies (2)
for any Δ ∈ [0, 1]. So, Ey′

i can attain any value from [μ, μ+1]. But the information
available to f(y, y) does not depend on Δ, and thus f cannot be a consistent
estimator of μ′ := Ey′

i. Indeed, if f(y, y) → μ0 in probability with n → ∞, it
suffices to choose Δ ∈ [0, 1] so that μ + Δ �= μ0.

This argument shows that the expectation of y′
i is partially identified—the

observable random variables y, y remain unchanged even if we change Δ ∈ [0, 1]
(the datasets are said to be observationally equivalent). In other words, the
observable variables y, y are consistent with any value of μ′ ∈ [μ, μ + 1]. Partial
identification basically means that we can consistently estimate only bounds
on μ′. Here, the bounds are trivial: denoting μ = limn→∞ 1

n

∑n
i=1 y

i
and μ =

limn→∞ 1
n

∑n
i=1 yi (where all limits are understood in probability and assuming

that they exist), we have μ ≤ μ′ ≤ μ. Thus we have consistently estimated an
interval provably covering μ′, but no more information about μ′ can be derived
from (y, y′) unless we admit additional assumptions.

In other words, consistent estimability of μ is possible only at the cost of
additional prior knowledge or assumptions. Such assumptions can shrink the
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class of distributions of (y, y′, y) satisfying (2) so that μ′ could be consistently
estimable. The basic question is, in which situations such assumptions can be
well justified.

Further Assumptions on the Interval Generating Process. A usual
“treatment” of the partial identification problem is making additional assump-
tions, such as taking a particular distribution of yi given y

i
, yi. For example,

when we say that the conditional distribution of yi is uniform on [y
i
, yi], then

E[yi|yi
, yi] = 1

2 (y
i
+yi) which implies that 1

2n

∑n
i=1(yi

+yi) consistently estimates
μ = Eyi. However, the assumption of uniform distribution is strong—at least,
the sampling process, allowing us to observe y and y only, reveals no information
for testing the assumption.

It might be natural to make a weaker assumption: not to assume a partic-
ular distribution of yi given y

i
, yi, but a certain class of distributions. It might

be natural, for example, to restrict the class of allowed distributions to those
satisfying

E[yi|yi
, yi] = 1

2 (y
i
+ yi). (5)

The above arguments imply that this is sufficient for consistent estimability of μ.
On the other hand, it still holds true that (5) is not testable from the observable
data (y

i
, yi). However, we will show that even (5) might be unnatural.

−8 −6 −4 −2 0 2 4 6 8
−0.5

0

0.5

Δ = 0.5 Δ = 0.2

Δ=1Δ=2

Fig. 1. The relative difference D(y− 1
2
Δ, y + 1

2
Δ, μ = 0, σ = 1) between (6) and (5) as

a function of y, the center of the interval [y, y] = [y − 1
2
Δ, y + 1

2
Δ].

The Example (Location Model) Continued. Assume that (y, y, y) satisfy
(1) and (2). As an example consider that the interval imprecision resulted from
downward rounding of data with precision Δ > 0 but the analyst does not know
that the interval was generated this way. So, put

y
i
= max{kΔ | kΔ ≤ yi, k ∈ Z}, yi = y

i
+ Δ, i = 1, . . . , n.

This is an example of a very special interval generating process corresponding
to the decomposition of the domain R into fixed bins . . . , [−2Δ,−Δ], [−Δ, 0],
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[0,Δ], [Δ, 2Δ], . . . and reporting only the bin into which yi belongs. Since yi is
assumed to be normally distributed, it is easy to calculate

E[yi|yi
≤ yi ≤ yi] = μ − σ

ϕ
(

yi−μ
σ

)

− ϕ
(

y
i
−μ

σ

)

Φ
(

yi−μ
σ

)

− Φ
(

y
i
−μ

σ

)

,
(6)

where the fraction is essentially a form of Mills Ratio. The function

D(y, y, μ, σ) =
μ − σ

ϕ( y−μ
σ )−ϕ

(
y−μ

σ

)

Φ( y−μ
σ )−Φ

(
y−μ

σ

) − 1
2 (y + y)

y − y
,

(which is, for the sake of transparency, normalized by the width of the interval
[y, y] in the denominator), measures the difference between E[yi|yi

≤ yi ≤ yi]
and the “presumed” value of the expectation given by (5). A plot of

D(y − 1
2Δ, y + 1

2Δ, μ = 0, σ = 1)

against y ∈ [−7, 7] is depicted in Fig. 1 with Δ ∈ {0.2, 0.5, 1, 2}. In other
words, the horizontal axis describes the center point of the interval [y, y] =
[y − 1

2Δ, y + 1
2Δ] and Δ is the diameter. The example illustrates the crucial

conclusion: the relation (5) is valid only if the observed interval [y, y] is exactly
centered around μ.

3 Regression with Interval-Valued Dependent Variable

Assumptions. Now we generalize the previous idea to the regression model

yi = θ1 + θ2xi + εi, i = 1, . . . , n. (7)

We consider this simple form to make algebra as simple as possible. The idea is
similar to our previous work [3], but the bounds derived therein are redundant;
here we derive tight bounds which cannot be generally improved.

Again, consider that the dependent variable yi is unobservable; instead we
can observe only bounds y

i
, yi satisfying (2). The regressor xi is assumed to be

observable exactly. The rest—the disturbances εi and the constants θ1, θ2—are
unobservable. The task is to estimate θ1, θ2.

Formally, our model contains a family of random variables
(y

i
, yi, xi, εi)i=1,...,n which is restricted by (2), i.e., that y

i
≤ θ1 + θ2xi + εi ≤

yi a.s. In addition, we also need need some further assumptions:

(i) εi are iid with zero mean,
(ii) xi are iid with mean ξ and variance π2,
(iii) xi and εi are pairwise independent,
(iv) Li := yi − y

i
are iid with mean Λ and with finite variance. (Observe that

Li are nonnegative random variables.)
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Assumptions (i) and (iii) are standard in regression. Namely, (iii) justifies that
the usage of Ordinary Least Squares (OLS) would be appropariate. Observe also
that Li, the widths of the observable intervals, and xi, the regressor, may be
dependent. Or, Li and εi may be dependent.

Least Squares for (7) and Notation. The least-squares estimator ̂θ =
(̂θ1, ̂θ2)T of regression parameters in (7) has the form

̂θ2 =
1
n

∑n
i=1 xiyi − (

1
n

∑n
i=1 xi

) (

1
n

∑n
i=1 yi

)

1
n

∑n
i=1 x2

i − (

1
n

∑n
i=1 xi

)2 , ̂θ1 =
1
n

n
∑

i=1

yi − ̂θ2
1
n

n
∑

i=1

xi. (8)

To facilitate notation, we will use shorthands x̃ = 1
n

∑n
i=1 xi, ˜x2 = 1

n

∑n
i=1 x2

i ,
x̃y = 1

n

∑n
i=1 xiyi etc. Now (8) reduces to

̂θ1 = ỹ − x̃y − x̃ỹ

˜x2 − x̃2
x̃, ̂θ2 =

x̃y − x̃ỹ

˜x2 − x̃2
. (9)

It will be convenient to introduce centered data

zi := xi − x̃, i = 1, . . . , n.

Observe that z̃ = 0. Using a pair of some further simple properties of averaging,
such as z̃ = 0, ˜α̃ = α̃, α̃ + β = α̃ + ˜β, ˜α̃β = α̃˜β, we derive from (8) that

̂θ1 = ỹ − z̃y

˜z2
x̃, ̂θ2 =

z̃y

˜z2
.

Derivation of the Limit Bounds for θ1, θ2. Our aim is to derive consistently
estimable bounds on θ1 and θ2 based on observable data

[xi, yi
, yi]i=1,...,n (10)

in the limit n → ∞. That is, we are to find functions

θ
[n]
1 , θ

[n]

1 , θ
[n]
2 , θ

[n]

2 (11)

with input (10) such that, if θ
[n]
1 → θ1, θ

[n]

1 → θ1, θ
[n]
2 → θ2 and θ

[n]

2 → θ2, then

θ1 ≤ θ1 ≤ θ1, θ2 ≤ θ2 ≤ θ2.

We can derive bounds for both θ1 and θ2 simultaneously by considering a
general linear combination

̂θc := c1̂θ1 + c2̂θ2 = c1ỹ +
z̃y

˜z2
(c2 − c1x̃).
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The bounds for θ1, θ2 will then result from the choices c =
(

1
0

)

and c =
(

0
1

)

,
respectively. We will need only the following easy properties:

yi − Li ≤ y
i
≤ yi ≤ yi ≤ yi + Li. (12)

First we derive the upper bound. Writing [α]+ = max{α, 0} and [α]− =
max{−α, 0}, we have

̂θc = c1(ỹ − ̂θ2x̃) + c2̂θ2 = c1ỹ − c1
z̃y

˜z2
x̃ + c2

z̃y

˜z2

=
c1ỹ ˜z2 − c1z̃yx̃ + c2z̃y

˜z2
=

1
n

∑n
i=1 yi(c1 ˜z2 − zi(c1x̃ − c2))

˜z2

=
1
n

(

∑n
i=1 yi[c1 ˜z2 − zi(c1x̃ − c2)]+ − ∑n

i=1 yi[c1 ˜z2 − zi(c1x̃ − c2)]−
)

˜z2
(13)

≤
1
n

(

∑n
i=1 yi[c1 ˜z2 − zi(c1x̃ − c2)]+ − ∑n

i=1 y
i
[c1 ˜z2 − zi(c1x̃ − c2)]−

)

˜z2
. (14)

After substitutions c =
(

1
0

)

and c =
(

0
1

)

, expression (14) will give the functions

θ
[n]

1 , θ
[n]

2 from (11) for the upper bound. Indeed, the expression depends only
on (10). Observe that the bound is tight since yi do not occur in (13) repeatedly:
at least one of the expressions [c1 ˜z2 − zi(c1x̃ − c2)]+, [c1 ˜z2 − zi(c1x̃ − c2)]− is
zero.

If we are able to determine the limit of (14), we get the desired upper bound
θc on θc. To derive a bound on (14) we can write

(14) ≤
1
n

∑n
i=1(yi + Li)[c1 ˜z2 − zi(c1x̃ − c2)]+

˜z2
(15)

−
1
n

∑n
i=1(yi − Li)[c1 ˜z2 − zi(c1x̃ − c2)]−

˜z2

=
1
n

∑n
i=1 yi[c1 ˜z2 − zi(c1x̃ − c2)] + 1

n

∑n
i=1 Li|c1 ˜z2 − zi(c1x̃ − c2)|

˜z2

= c1̂θ1 + c2̂θ2 +
1
n

∑n
i=1 Li|c1 ˜z2 − zi(c1x̃ − c2)|

˜z2

≤ c1̂θ1 + c2̂θ2 +
1
n

∑n
i=1 Li(|c1 ˜z2| + |zi||c1x̃ − c2|)

˜z2
(16)

= c1̂θ1 + c2̂θ2
︸ ︷︷ ︸

=:A

+ |c1| 1
n

n
∑

i=1

Li

︸ ︷︷ ︸

=:B

+ |c1x̃ − c2|
1
n

∑n
i=1 Li|zi|

˜z2
︸ ︷︷ ︸

=:C

.
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In the limit n → ∞, we have A → θc by standard consistency arguments for
OLS and

B → |c1|Λ, C → |c1ξ − c2|E[|zi|Li]
π2

.

The derivation of the lower bound is symmetric.

The Final form of the Limit Bounds for θ1, θ2. Putting the lower and
upper bound together, we get the form

θc ±
(

|c1|Λ + |c1ξ − c2|E[|zi|Li]
π2

)

. (17)

Substituting c =
(

1
0

)

and c =
(

0
1

)

, we get bounds
[

θ1 ±
(

Λ + |ξ|E[|zi|Li]
π2

)]

,

[

θ2 ± E[|zi|Li]
π2

]

(18)

for θ1 and θ2, respectively.

Discussion. Recall what the bounds tell us: since we cannot observe yi, we
cannot estimate θ1, θ2 consistently. We must admit that it could happen that
the interval-generating random process (which is also unknown to us) created
the intervals [y, y] in a really awkward way; for example in a way that (15) is
satisfied with equality. (Recall that we admitted that y

i
, yi may be dependent

on the regressor.) But still, we can be sure that however we would select repre-
sentatives yi ∈ [y

i
, yi] and use OLS with them, it need not consistently estimate

θ1, θ2, but its limit (if exists) cannot be farther from the true values θ1 and θ2
more than Λ+ |ξ|E[|zi|Li]π−2 and E[|zi|Li]π−2, respectively. And, moreover, the
bounds are consistently estimable. Indeed, they depend only on the character-
istics of distributions of the observable quantities, namely the mean width Λ of
the intervals, mean ξ and variance π2 of the regressor and E[|zi|Li], which is
estimable by n−1

∑n
i=1 Li|xi − x̃|.

Remark. Observe that, in general, the bound (17) is tight. We already observed
that there exists an interval-generating process satisfying (15) with equality: it
is the process

[y
i
, yi] =

{

[yi, yi + Li] if c1 ˜z2 − zi(c1x̃ − c2) ≥ 0,

[yi − Li, yi] if c1 ˜z2 − zi(c1x̃ − c2) < 0.

Also the inequality (16) can be satisfied with equality: it suffices to choose c1 = 1,
c2 = x̃. This shows that in general, the bound cannot be improved.

A Special Case. If xi and Li are independent, then the bounds (18) reduce to
[

θ1 ± Λ

(

1 +
|ξ|ζ
π2

)]

,

[

θ2 ± Λζ

π2

]

,
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where ζ = E[|xi − ξ|] is the mean absolute deviation of the regressor.
If, moreover, xi is normally distributed, then

ζ

π
=

√

2
π

≤ 0.8,

where π = 3.14 . . . (to avoid misunderstanding, recall that π stands for the
standard deviation of the regressor). In this special case we can restate the
bounds into the form

[

θ1 ± Λ

(

1 + 0.8
|ξ|
π

)]

,

[

θ2 ± 0.8
Λ

π

]

. (19)

4 The Bounds and Set Estimators

We can also reformulate the bounds, derived in the previous section, into the
context of set estimators. Recall that set-estimators can be viewed as statisti-
cal counterparts of interval-valued statistics [5] in the finite-sample case. The
corresponding identification region then results as a limit set.

According to [1], given n-vectors x, y, y, define the OLS-set (in R
2) as

Ln ≡ Ln(x, y, y) =

{(

υ̃ − x̃υ−x̃υ̃

x̃2−x̃2
x̃

x̃υ−x̃υ̃

x̃2−x̃2

)

∣

∣

∣ y
i
≤ υi ≤ yi, i = 1, . . . , n

}

.

Clearly, if the dependent variable y were observable, then Ln(x, y, y) reduces
to the traditional finite-sample point-estimate and standard consistency argu-
ments show that Ln(x, y, y) → θ. So, the set Ln generalizes the traditional
OLS-estimator. When y

i
≤ yi, then Ln(x, y, y) is a random set which can be

shown to be a convex polytope a.s. [2]. Now the question is what happens with
the set in the limit n → ∞. If there exists a limit set L∞, then it has the crucial
property

θ ∈ L∞,

and thus it is called an identification region for θ.
The bounds from Sect. 3 show us that L∞ can be bounded to a “nice” region

(namely, that it cannot grow and cover the whole plane R
2). We state this result

as a separate theorem without a formal proof, although it can be derived along
the lines of the estimates from Sect. 3. (We apologize a reader for a “careful”
formulation of the theorem to avoid topological issues on convergence of random
sets.) For simplicity, we also use just the special-case bounds (19).

Theorem 1. Define

λn
1 = inf{λ1 | (∃λ2)

(

λ1
λ2

) ∈ Ln}, λ
n

1 = sup{λ1 | (∃λ2)
(

λ1
λ2

) ∈ Ln},

λn
2 = inf{λ2 | (∃λ1)

(

λ1
λ2

) ∈ Ln}, λ
n

2 = sup{λ2 | (∃λ1)
(

λ1
λ2

) ∈ Ln}.
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For every ε > 0, we have

lim
n→∞ Pr

[

λn
1 ≥ θ1 − Λ

(

1 + α
|ξ|
π

)

− ε

]

= 1, (20)

lim
n→∞ Pr

[

λ
n

1 ≤ θ1 + Λ

(

1 + α
|ξ|
π

)

+ ε

]

= 1, (21)

lim
n→∞ Pr

[

λn
2 ≥ θ2 − α

Λ

π
− ε

]

= 1, (22)

lim
n→∞ Pr

[

λ
n

2 ≤ θ2 + α
Λ

π
+ ε

]

= 1, (23)

where α = (2/3.14 . . . )1/2. In addition, the bounds are tight (i.e., neither of
the numbers Λ(1 + α|ξ|/π) and αΛ/π in (20)–(23) can be replaced by a smaller
value). ��

Remark. Theorem 1 can be also restated in terms of bounds on the quantities
of interest θ1, θ2, which are not consistently estimable, in terms of consistently
estimable quantities Λ, ξ, π. For every ε > 0 we have

lim
n→∞ Pr

[

λ
n

1 − Λ

(

1 + α
|ξ|
π

)

− ε ≤ θ1 ≤ λn
1 + Λ

(

1 + α
|ξ|
π

)

+ ε

]

= 1,

lim
n→∞ Pr

[

λ
n

2 − α
|ξ|
π

− ε ≤ θ2 ≤ λn
2 + α

|ξ|
π

+ ε

]

= 1.

5 Conclusions

We have studied interval imprecision in the context of linear regression. Namely,
when the interval imprecision is present only in the dependent variable, then
we can derive consistently estimable bounds for the values of regression param-
eters. In general, the parameters themselves need not be consistently estimable
from the observable interval-valued dependent variable and regressors, but—
under certain stochastic assumptions on the widths of the intervals—are at least
partially identified. The derived bounds on the identification region are tight.
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3. Černý, M., Rada, M., Sokol, O., Holý, V.: On the limit identification region for
regression parameters in linear regression with interval-valued dependent variable.
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Abstract. This article presents a general methodology of state estima-
tion by interval analysis in a dynamic system modeled by difference equa-
tions. The methodology is applied to a pineapple osmotic dehydration
process, in order to predict the behavior of the process within a range of
allowed perturbation. The paper presents simulations and validations.

Keywords: Physics model · Osmotic dehydratation
State estimation · Interval analysis

1 Introduction

When it comes to industrial processes, it is difficult to obtain a precise model
for disturbances and noise that may interfere with these processes. This paper
presents a methodology for state estimation, where the state equations for the
process are known and the disturbances are limited through intervals. Interval
algebra has diverse applications as shown in [1,2].

State estimation is fundamental for analysis, design, control and supervi-
sion of processes in engineering [3–6]. Specifically, state estimation methodology
based on intervals has received a lot of attention in the last few years and liter-
ature about this subject shows a growing progress [7–12].

This work is organized in the following manner: Sect. 2 shows an approach to
the problem statement and the process under study. Section 3 reviews the fun-
damentals of interval algebra, including the definition of interval, box, interval
matrix and inclusion function. This section also presents the state estimation
algorithm for solving differential equations according to [13]. Initially, the exis-
tence and uniqueness of the solution for the difference equations is verified, when
the initial conditions belong to an interval vector. Afterwards, the solution is cal-
culated through Taylor’s expansion. Sections 4 and 5 present the state estimation
of the studied process, with the interpretation of the obtained results. Finally,
Sect. 6 finishes the work, highlighting a few future work perspectives.
c© Springer Nature Switzerland AG 2018
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2 Theoretical Framework

2.1 Problem Statement

The unknown state x for a dynamic system is defined by:

ẋ(t) = f(x(t)), y(t) = g(x(t)), x(0) ∈ [X0] (1)

where x(t) ∈ Rn and y(t) ∈ Rm, and they denote, respectively, the state variables
and the outputs of the system. Initial conditions x(0) are supposed to belong to
an initial “box” [X0]. The concept of “box” will be described in Sect. 3. Time
is t ∈ [0, tmax]. The functions f and g are real and can be differentiable in M ,
where M is an open set of Rn, such as x(t) ∈ M for each t ∈ [0, tmax]. Besides,
function f is at least k-times differentiable in the M domain. The output error
is defined by:

v(ti) = y(ti) − ym(ti), i = 1, 2, . . . , N. (2)

We assume that v(t) and v(t) represent the lower and upper limit of accept-
able output error, respectively. These limits correspond to a bounded noise. The
integer number N is the total number of records. The interval arithmetics are
used to calculate the guaranteed limits for the solution of Eq. 1 in the sampling
times {t1, t2, . . . , tN}. Even though the studied process is a continuous dynamic
system, Eq. 2 indicates that the problem statement is applicable for a discrete
system, which is governed by difference Equations [4].

2.2 Studied Process (Osmotic Dehydration of Pineapple)

The osmotic dehydration process has highly complex dynamics, which implies
that there are a great variety of models and experimental procedures for different
kinds of fruits and foods [14–17]. Independent of the chosen model, some authors
coincide that the most significant variables of the process are identified with
the food concentration and the concentration of the solution where the food is
immersed in [18,19]. Pineapple is a completely heterogeneous, highly watery and
porous food, that when immersed in solutions with high concentration of soluble
solids (sugar), provokes two simultaneous upstream main flows. The first flow
corresponds to a transfer of soluble solids (sugar) from the solution to the food.
The second one is flow of water from the food that goes highly concentrated
to the solution. A third secondary and negligible flow of aroma, vitamins and
minerals happens, which is less intense, and occurs from the fruit to the solution.
The mass transfer mechanisms that are present in the osmotic dehydration at
atmospheric pressure and room temperature are mainly discussion (Fick’s laws
of diffusion).These mechanisms are originated by the concentration differences
between the food and the osmotic solution where the fruit is immersed in [18–
20]. Figure 1 shows the previously described flows that occur during the osmotic
dehydration.

The sugar concentrations found in the osmotic solution and the fruit are
registered by refractometers and reported in refraction indexes or Degrees Brix.
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Fig. 1. Mass transfer process between solution and fruit

Degrees Brix can be understood as a percentage from 0 to 1 or a mass fraction,
that provides the sugar mass contained in the mass of each analyzed component
(solution and fruit). The model that was studied in this paper was extracted from
[18] and it considers three state variables: concentration in fruit, concentration
in tank 1 solution and volume that enters tank 1 from tank 2. The dehydration
plant and its operation is described in [18–20]. Figure 2 shows the process.

Fig. 2. Pineapple osmotic dehydration process diagram

The model of [18] assumes that there is a perfect mix in tank 1, where the
flow is perfectly controlled and the values for concentration in fruit and in tank
1 obey ideally to mass balances. The process is modeled in a discrete manner
with a sample time of ΔT . The model is represented by difference equations, as
indicated below:

– Variation of sugar concentration for the solution:

[Y S ]k+1 = [Y S ]k − B[C]k[XS ]kΔT + ([Y S ]cte − [Y S ]k) [U ]kΔT
[V ]k

(3)
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– Variation of sugar concentration for the food:

[XS ]k+1 = [C]k[XS ]kΔT +
[U ]k[XS ]kΔT

[V ]k
(4)

where:
– [V ]k is the variation of tank 1 volume:

[V ]k+1 = [V ]k + [U ]kΔT (5)

– [C]k is the specific rate of sugar concentration in food:

[C]k = μ
[Y S ]k

KY S + [Y S ]k
(6)

– B is a dimentionless proportion factor between the concentration variation of
the solution and that of the food. This parameter is calculated using the final
(subindex f) and initial (subindex o) values of the concentrations in solution
and food during an experimental process:

B =
[Y S ]f − [Y S ]o
[XS ]f − [XS ]o

(7)

– μ is the maximum change rate in sugar growth for the food. It is represented
by:

μ =
ln( [X

S ]f
[XS ]o

)

tf − to
(8)

– KY S = 0.65 (gr. of sugar/gr. of osmotic solution in tank 1) is the saturation
constant for sugar concentration in tank 1.

The raw material associated to the presented model is pineapple (ananas
comosus in the cayena lisa variety) in a geometric shape (eighths of slice of 1 cm
of thickness without any previous treatment).

The attributes of the osmotic solution for each tank were:

– Tank 2: Constant. [Y S ]cte = 0.65◦Brix.
– Tank 1: Reference. [Y S ]ref = 0.6◦Brix.

The process was simulated for a constant lineal entry flow: [U2]k : (0 to 2.09)
L/min for 180 min. The calculation of the kinetic parameter [C]k and the kinetic
constants μ and B are assumed as known and are reported in Table 1.

Table 1. Kinetic constants for the experiment

µ (L/min) B

0.0007 0.27
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3 Methodology

3.1 Interval Analysis Fundamentals

At first, interval analysis was a response to explain quantification errors that
occurred when real numbers were represented rationally in computers and the
technique was extended to validated numerics [31]. According to [31], an interval
[u] = [u, u], is a closed and connected subset of R, denoted by IR. Two intervals
[u] and [v] are equal, if and only if their inferior and superior limits are the same.
Arithmetic operations between two intervals [u] and [v], can be defined by:

◦ ∈ {+,−,×,÷} , [u] ◦ [v] = {x ◦ y|[u], y ∈ [v]} (9)

The interval vector (or box) [X] is a vector with interval components and it
is equivalent to the cartesian product of scalar intervals:

[X] = [x1] × [x2] × ... × [xn] (10)

The vector set of real n-dimensional intervals is denoted by IRn. A matrix
interval is a matrix where its components are intervals. The set of n × m real
interval matrices is denoted by IRn×m. The classic operations for interval vectors
or interval matrices are direct extensions of the same operations of point vectors
[31].

The operations for punctual vectors can be extended to become classical
operations for interval vectors [22]. This way, if f : Rn → Rm, the range of
function f in an interval vector [u], is given by:

f([u]) = {f(x)|x ∈ [u]} (11)

The interval function [f ] of IRn to IRm is a function of the inclusion of f if:

∀[u] ∈ IRn, f([u]) ⊆ [f ]([u]) (12)

An inclusion function of f can be obtained through the substitution of each
occurrence of a real variable for its corresponding interval. Said function is called
natural inclusion function. In practice, the inclusion function is not unique and
it depends on the syntax of f [31].

3.2 Inversion Set

Consider the problem of determining a solution set for the unknowns u, defined
by:

S = {u ∈ U/φ(u) ∈ [y]} = φ−1([y]) ∩ U (13)

where [y] is known a priori, U is a search set for u and φ of an invertible non-
linear function, which is not necessarily in the classical sense. [23] includes the
calculation of the reciprocal image of φ and that is known as a set inversion prob-
lem that can be solved using the SIVIA (Set Inversion Via Interval Analysis)
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algorithm. SIVIA as proposed in [9] is a recursive algorithm that goes through
all the searching space so it does not lose any solution. This algorithm makes it
possible to derive a guaranteed enclosure of the solution of set S, that meets:
S is factible, enough to prove that φ([u]) ⊆ [y]. Conversely, if it can be proven
that φ([u]) ∩ [y] = 0, then the box [u] is non-viable. On the contrary, there is
no conclusion and the box [u] is said to be undetermined. If the box is unde-
termined, the box is bisected and tried again until its size reaches a threshold
precision, specified for ε > 0. This criterion assures that SIVIA finishes after a
limited number of iterations.

3.3 State Estimation

State estimation refers to the integration of Eq. 1. Thus, the goal is to estimate
the state of vector x in the sampling times {t1, t2, . . . , tN}, which correspond to
the times of output measurements. The box [x(tj)] is denoted as [xj ], where tj
represents the sampling time, j = 1, 2, . . . , N and xj represents the solution of
(1) at tj . For models like the one presented in (1), the sets are characterized
by not being convex and there could even be several disconected components.
Interval analysis consists of enclosing said sets in interval vectors that do not
overlap and the usual inconvenient is obtaining wider solution interval vectors
each time. This in known as the Wrapping Effect. This way, the wrapping effect
yields poor results. The poverty brought by the big width of the set can be
reduced through the use of a higher-order k for the Taylor expansion and through
the use of mean value forms and matrices of pre-conditioning [13,24].

3.4 Prediction and Correction

Prediction aims at calculating the accessibility fixed for the state vector, while
the correction stage keeps only the parts of the accessibility set that are consis-
tent with the measurements and the error limits defined by Eq. 2. It is assumed
that [Xj ] is a box that is guaranteed to contain xj at tj . The exterior aproxi-
mation of the predicted set [Xj+1

+] is defined as the validated solution of the
difference equation at tj+1. The set [Xj+1

+] is calculated using the EMV algo-
rithm (extenden mean value), defined in [24]. The set is guaranteed to contain
the state at tj+1. At tj+1, a “measurement vector”, yj+1, is obtained and it
corresponds to the upper and lower limits for measurement noise.

[yj+1] = [yj+1 − vj+1, yj+1 − vj+1] (14)

Then, the set [g]−1([yj+1]) is calculated. This evaluation is obtained by the
SIVIA algorithm. The expected solution at the sampling time tj+1 is finally given
by [xj+1] = [Xj+1

+] ∩ [g]−1([yj+1]). The procedure for the state estimation is
summarized in the following algorithm: For j = 0 to j = N − 1 do:

– Prediction step: compute [Xj+1
+] using EMV algorithm.

– Correction step: calculate [xj+1] so that

[xj+1] = [Xj+1
+] ∩ [g]−1([yj+1])
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3.5 Extended Mean Value (EMV)

The most efficient methods to solve state estimation for dynamic systems are
based on Taylor’s expansions [24]. These methods consist of two parts: the first
part verifies the existence and uniqueness of the solution, using the fixed point
theorem and the Picard-Lindelf operator. At a time tj+1, a box, a priori [x̃j ],
that contains all the solutions that correspond to all the possible trajectories
between tj and tj+1 is obtained. In the second part, the solution at tj+1 is
calculated using Taylor’s expansion, in the term that remains is [x̃j ]. However,
in practice, the set [x̃j ] often doesn’t contain the true solution [25]. Therefore,
the used technique consists of inflating this set until the next inclusion is verified
with the following expression:

[xi] + hf([x̃i]) ⊆ [x̃i] (15)

where h indicates the integration stage and [xj ] is the first solution. This method
is summarized in the Enclosure algorithm, which was developed by [26]. The
inputs are [xj ] and α > 0 and the output is [x̃j ]:

[xj ] = [x̃j ]
While ([xj ] + hf([x̃j ])) ⊆ [x̃j ] do:

[x̃j ] = inflate([x̃j ], α)

The function inflate for an interval vector [u] = [u1, u1], . . . , [un, un], operates
as follows:

[(1 − α)u1, (1 + α)u1], . . . , [(1 − α)un, (1 + α)un]

Precision depends of the α coefficient. If the set [x̃j ] satisfies the inclusion pre-
sented in Eq. 15, then the inclusion x(t) ∈ [x̃j ] is maintained for all t ∈ [tj , tj+1].
The solution xj+1 of the differential equation given in Eq. 1 at tj+1 is guaranteed,
in the interval vector [xj+1] and it is given by the Taylor expansion [31]:

[xj+1] = [xj ] +
k−1∑

i=1

hif [i]([xj ]) + hkf [k]([x̃j ]) (16)

where k denotes the end of the Taylor expansion and the f [i] coefficients are the
Taylor coefficients of the x(t) solution, which are obtained in a recursive form
by:

f [1] = f, f [i] =
1
i

∂f [i−1]

∂x
f, i ≥ 2 (17)

The application of the inflate function in the set [x̃1] leads to increase of its
width. The poor quality introduced by the wider set can be reduced through
the use of a higher order k for the Taylor expansion in Eq. 17. But the width of
the solution always increases, even for higher orders. To sort this obstacle, Rihm
[27] proposes evaluating (17) through the extended mean value algorithm, based
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on mean value forms and pre-conditioning matrices. This algorithm is used to
solve the differential equation given in (1). The inputs for this algorithm are
[x̃j ], [xj ], x̂j , [vj ], pj , Aj , h and the outputs are [x̃j+1], x̂j+1,[vj+1], [pj+1], Aj+1.
The variable x̂j is the mean point of a certain interval vj . The initial conditions
may be provided by p0 = 0, q0 = 0 and v0 = x0. Up next, the sequence of the
algorithm is presented:

1. [vj+1] = x̂j +
∑k−1

i=1 hif [i](x̂j) + hkf [k]([x̃j ])
2. [Sj ] = I +

∑k−1
i=1 J(f [i]; [xj ])hi

3. [qj+1] = ([Sj ]Aj)[Pj ] + [Sj ]([vj ] − x̂j))
4. [xj+1] = [vj+1] + [xj+1]
5. Aj+1 = m([Sj ]Aj)
6. [pj+1] = A−1

j+1([Sj ]Aj)[pj ] + (A−1
j+1[Sj ])([vj ] − x̂j)

7. x̂j+1 = m([vj+1])

In the previous algorithm, I represents the identity matrix (with the same
dimension of the state vector). J(f [i]; [xj ]) is the Jacobian matrix of the Tay-
lor coefficient, f [i], which is evaluated over [xj ]. The variables x̂j and [vj ] are
calculated in the state (tj − 1).

4 Results

The state estimation algorithm is applied to the pineapple dehydration model.
The analysis is taken to simulation level. Noise R is delimited for the state
variables [Y S ], [XS ] and [V ] respectively, as follows:

R =

⎡

⎣
−0.05 0.05
−0.05 0.05
−0.05 0.05

⎤

⎦ (18)

The initial conditions for the state variables [Y S ], [XS ] and [V ], are given
by:

x(0) =

⎡

⎣
0.135 0.145
0.600 0.610
40.45 40.55

⎤

⎦ (19)

The results of the prediction are calculated for the state variables and the
specific rate of sugar concentration in the food, which is a function of the state
variables. In Figs. 3, 4, 5 and 6, the dotted lines present the simulated values
and solid lines show the model reconstruction. The obtained results for the state
variables display that the uncertainty is adequately controlled by the estimation
algorithm, in spite of the fixed noise, which is in sync with the experimental
conditions of the process. The estimation of the specific concentration rate is a
close approximation to the model data. This proves the method’s efficiency, based
on the higher order of the Taylor expansion, to solve state equations through
center forms and pre-conditioning matrices.
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Fig. 3. State estimation and model
data for variation of sugar concentra-
tion in food

Fig. 4. State estimation and model
data for variation of sugar concentra-
tion in solution

Fig. 5. State estimation and model
data for variation of volume in tank 2

Fig. 6. State estimation and model
data for sugar concentration rate in
food

5 Discussion

The state estimation methodology complement the probabilistic methods, where
noises and disturbances are assumed as random variables and the problem of
state estimation is solved through the election and optimization of adequate
criteria [28]. However, in practice, it is often complicated to make a character-
ization of the random variables that model noise and disturbances, making it
difficult to evaluate proposed stochastic hypothesis. This way, the estimation by
intervals method offers an alternative approach that is based on the fact that the



State Estimation of a Dehydration Process by Interval Analysis 75

dynamic system is limited to a defined uncertainty, having a state estimation in
an enclosed error context. This approach allows characterizing the values of the
state vector, which are consistent with the model structure and the defined error
limits. It is important to highlight that when the dynamic system is governed
by non-linear differential equations, it is fundamental to linearize the model and
afterwards, applying the estimation algorithms presented in this work.

6 Conclusions

State estimation algorithms were applied to a fruit dehydration process, where
it was necessary to know beforehand the operation ranges of the process. The
used state estimation algorithms allowed for the process to be manipulated so
that the necessary state variables were monitored, in order to rebuild the process
based on interval analysis.

The SIVIA and EMV algorithms were experimentally validated, which
allowed for the definition of an adequate operation zone for the plant. State
estimation led to a solution that is in sync with the system’s response, which is
based on the dynamics of the process’ model.

State estimation is highly dependent of limited error. If the error is not bound
in the proper intervals, the reconstruction of the state variable may be wrong,
for when the prediction is made. The bounded noise allows finding important
relationships between input and output variables of the process.

In the future, interval analysis may allow using control techniques based on
state estimation, that may be able to complement traditional methods of auto-
matic control. The methodology used in this work is applicable to real processes
such as those shown in [29–31] and may be used for failure detection and diag-
nostics. It is possible to determine reliable intervals for the correct functioning
of the system, just as the precision of the regions. This has a direct relationship
with the level of uncertainty and the plant’s instrumentation.
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6. Ortega, F., Pérez, O., López, E.: Comparación del desempeño de estimadores de
estado no lineales para determinar la concentración de biomasa y sustrato en un
bioproceso. Información Tecnológica 26(5), 35–44 (2015)

7. Kieffer, M., Jaulin, L., Walter, E.: Guaranteed recursive nonlinear state bound-
ing using interval analysis. Int. J. Adapt. Control. Signal Process. 16(3), 193–218
(2002)

8. Jaulin, L.: A nonlinear set membership approach for the localization and map
building of underwater robots. IEEE Trans. Robot. 25(1), 88–98 (2009)

9. Jaulin, L., Walter, E.: Set inversion via interval analysis for nonlinear bounded-
error estimation. Automatica 294, 1053–1064 (1993)
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ación osmótica y microondas en la obtención de hojuelas de mango (Tommy
Atkins). Información Tecnológica 26(5), 63–70 (2015)

18. Jaller, S., Vargas, S.: Comparación de la transferencia de materia en los procesos
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Undergraduate thesis for Agroindustrial Production Engineering, Universidad de
La Sabana, Ch́ıa, Colombia (2000)
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Abstract. This paper presents some considerations about the centroid
of a fuzzy set, where the y-coordinate (or vertical centroid) is defined
and discussed. An interesting fact about the y-centroid is analyzed using
some results for Gaussian, triangular, and non-convex fuzzy sets. Some
considerations about the obtained results are provided and some recom-
mendations are given.

Keywords: Fuzzy numbers · Vertical centroid · Fuzzy distance

1 Introduction and Motivation

Fuzzy sets deal with non-probabilistic uncertainty where statistical information
is absent or incomplete, and it has been applied mostly in engineering problems.
As in probability theory and inferential statistics where averages and variances
are widely used as order statistics of a population, fuzzy sets use the centroid as
central tendency of a fuzzy granule.

This way, many works have been devoted to compute the centroid of a fuzzy
set (see Carlsson and Fullér [1], Klir and Folger [9], Klir and Yuan [10], Wu and
Mendel [15] and Mendel and Wu [11], Yager [16], Figueroa-Garćıa and Pachon-
Neira [7,8], Figueroa-Garćıa, Chalco-Cano and Román-Flores [5]).

Now, an interesting property of any function (or area between functions) is
that we can compute its moments over its axis X,Y and determine its generalized
centroid. Of course, some functions make easier its computation while others are
more complex. This property can be extended to fuzzy sets in order to locate
the coordinates of its centroid in the x, y axis using the same concepts of the
moments of a function.

This paper focuses on the vertical centroid of a fuzzy set. The paper is divided
into seven sections. Section 1 introduces the topic. In Sect. 2, some basics on fuzzy
sets/numbers are provided; in Sect. 3, a definition of the vertical centroid of a
fuzzy set is presented. Section 4 presents the concept of the (x, y) coordinates
of the centroid of a fuzzy set; Sect. 5 presents how to compute the Minkowski
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https://doi.org/10.1007/978-3-030-00350-0_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00350-0_7&domain=pdf
http://orcid.org/0000-0001-5544-5937


A Note About the (x, y) Coordinates of the Centroid of a Fuzzy Set 79

metric between the centroids of two fuzzy sets; Sect. 6 presents some interesting
results for fuzzy sets/numbers, and Sect. 7 presents the concluding remarks of
the study.

2 Basics of Fuzzy Sets/Numbers

Let P(X) be the class of all crisp sets, F(X) is the class of all fuzzy sets, F1(X)
is the class of all convex fuzzy sets, and I = [0, 1] be the set of values in the
unit interval. A fuzzy set namely A is characterized by a membership function
μA : X → I defined over a universe of discourse x ∈ X. Thus, a fuzzy set A is
the set of ordered pairs x ∈ X and its membership degree, μA(x), i.e.,

A = {(x, μA(x)) |x ∈ X}. (1)

Let us denote F1(R) as the class of all fuzzy numbers, then a fuzzy number
is defined as follows:

Definition 1. Let A : R → I be a fuzzy subset of the reals. Then A ∈ F1(R)
is a Fuzzy Number (FN) iff there exists a closed interval [xl, xr] �= ∅ with a
membership function μA(x) such that:

μA(x) =

⎧
⎨

⎩

c(x) for x ∈ [cl, cr],
l(x) for x ∈ [−∞, xl],
r(x) for x ∈ [xr,∞],

(2)

where c(x) = 1 for x ∈ [cl, cr], l : (−∞, xl) → I is monotonic non-decreasing,
continuous from the right, i.e. l(x) = 0 for x < xl; l : (xr,∞) → I is monotonic
non-increasing, continuous from the left, i.e. r(x) = 0 for x > xr.

The α-cut of a set A ∈ F1(R), αA is the set of values with a membership
degree equal or greatest than α, this is:

αA = {x |μA(x) � α} ∀ x ∈ X, (3)
αA =

[
inf
x

αμA(x), sup
x

αμA(x)
]

=
[
Ǎα, Âα

]
. (4)

It is clear that the centroid cx(A) of any symmetric fuzzy set is the same
no matter its variance is. Also cx(A) changes as its skewness does. Now, an
interesting question about the centroid of a fuzzy set is: where is it located at?.
Since cx(A) of a symmetric fuzzy set does not change, the question about how
non-symmetric shapes affect cx(A), is open. A not so widely analyzed imprecision
measure is the vertical centroid (or y-centroid) of a fuzzy set which can help to
understand how the shape of A locates cx(A). Next sections will provide some
definitions about its y-centroid and its properties.
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3 The Vertical Centroid of a Fuzzy Set

We start by using the concept of the moment of the area defined over two points
a, b (see Protter and Morrey-Jr. [12]).

Definition 2. Let f : X → R and g : X → R two continuous functions over X
where f(x) � g(x) ∀ x ∈ X. The area Λ under the region bounded by f(x) and
g(x) over the interval [a, b] ∈ R is:

Λ =
∫ b

a

[f(x) − g(x)] dx (5)

and the x, y moments Mx,My of the region bounded by f(x) and g(x) are:

Mx =
1
Λ

∫ b

a

x ∗ [f(x) − g(x)] dx, (6)

My =
1
Λ

∫ b

a

1
2
[
f(x)2 − g(x)2

]
dx. (7)

The area Λ and the moments Mx,My of the region bounded by f(x) and
g(x) are shown in Fig. 1.

My

Mx

f(x)

g(x)

x ∈ R

Fig. 1. Moments Mx and My of the area between f(x) and g(x)

Note that f(x) = μA(x) and g(x) = 0 for any fuzzy set, so the total area of
the fuzzy set A is:

ΛA =
∫

x

μA(x)dx. (8)

And the horizontal centroid (or x-centroid) of a fuzzy set namely cx(A) cor-
responds to the moment Mx and classical centroid of A (see Carlsson and Fullér
[1], Wu and Mendel [15], and Mendel and Wu [11]):

cx(A) =
1

ΛA

∫

x

x ∗ μA(x) dx. (9)
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A fuzzy set A : X → I is a bidimensional measure and its horizontal centroid
is a measure of central tendency of A which fulfills cx : A → X. Now, the vertical
centroid of A can be defined as the vertical center of gravity of A, as shown as
follows:

Definition 3. Let A ∈ F(X) be a fuzzy set, then the vertical centroid cy(A) of
A is a function cy : A → I defined as follows:

cy(A) =
1

ΛA

∫

x

1
2
μA(x)2 dx. (10)

Now, if we consider that the y-coordinate of any fuzzy set is f(x) = μA(x)
and μA(x) � 0 ∀ x ∈ X which implies that g(x) = 0, then Eq. (7) reduces to:

f(x)2 − g(x)2 = μA(x)2 − 0 = μA(x)2.

Also cy seems to be very similar to cx, the only difference lies in how they
are measured. While cx is multiplied by x ∈ X, cy is multiplied by μA ∈ [0, 1]
which makes the difference.

Definition 4. Let A ∈ F1(R) be a fuzzy number, and αA =
[
Ǎα, Âα

]
be its

α-cut, α ∈ [0, 1]. The vertical centroid cy(A) of A is as follows:

cy(A) =
1

ΛA

∫

I

α ∗ (
Âα − Ǎα

)
dα, (11)

which is equivalent to:

cy(A) =
1

ΛA

∫

x

1
2
μA(x)2 dx. (12)

4 (x, y) Coordinates of the Centroid of a Fuzzy Set

The main idea behind cx and cy comes from real-valued integration and the
mass center of a granule, so we compute cA(x, y) using classical integration (in
the Lebesgue sense). Thus, Definition 3 is the y-mass center of μA(x), and it can
be easily computed for well known membership functions. If A is a non-convex
fuzzy set, then numerical integration is required.

Now, as we can compute the (x, y) coordinates of the centroid of A then we
can define c(A) as follows:

Definition 5. Let A ∈ F(X) be a fuzzy set, cx(A) ∈ X be its x-centroid, and
cy(A) ∈ [0, 1] be its y-centroid. The (x, y) coordinate representation of c(A)
namely cA(x, y) is

cA : A → R × I (13)

where x = cx(A) and y = cy(A).

Now, Proposition 1 shows that cy(A) attaches its maximum value if and only
if A is an interval.
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Proposition 1. Let A be a fuzzy set with unitary membership function IA e.g.
μA(x) = 1∀x ∈ X, B ∈ F(X) be a fuzzy set where B ⊆ IA. Then cy(A) = 0.5
and cy(A) � cy(B).

Proof. It is easy to prove that cy(A) is 0.5 since:

cy(A) =
1
2

∫

x

μA(x)2 dx

ΛA
=

1
2

∫

x
12 dx

|X| =
1
2

|X|
|X| =

1
2
,

now, it is clear that:

B ⊆ IA =⇒ μA(x) � μB(x)∀x ∈ X,

so we have that:
∫

x

μA(x)2 dx �
∫

x

μB(x)2 dx =⇒ |X| �
∫

x

μB(x)2 dx,

which leads to the following inequality:
∫

x

μB(x)2 dx �
∫

x

μB(x) dx

∫

x

μB(x) dx,

∫

x

μB(x)2 dx � ΛBΛB, (14)

so by monotonicity we have that:
∫

x

μB(x)2 dx

ΛB
� 1 � ΛB (15)

by multiplying by 1/2 and rearranging we have

ΛB

2
� 1

2
� 1

2

∫

x

μB(x)2 dx

ΛB
, (16)

now as cy(A) = 1/2 then it reduces to:

ΛB

2
� cy(A) � cy(B) (17)

and the proof is concluded. ��

5 Minkowski Centroid-Distance Between Two FNs

The p-order Minkowski metric (a.k.a. dp distance/metric) between two objects
A,B in the Euclidean space with coordinates (x1, y1) and (x2, y2) is:

dp(A,B) =
(|x1 − x2|p + |y1 − y2|p

)1/p
.

Now, as cA(x, y) and cB(x, y) are composed by coordinates (cx(A), cy(A))
and (cx(B), cy(B)), then we can define the dp distance between the centroids of
two fuzzy sets A,B as follows.
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Definition 6. Let A ∈ F(R) and B ∈ F(R) be fuzzy sets; cA ∈ R×I, cB ∈ R×I
be its centroids. The centroid-based distance dp(cA, cB) between A,B is:

dp(A,B) =
(|cx(A) − cx(B)|p + |cy(A) − cy(B)|p)1/p

. (18)

6 Obtained Results

6.1 Convex Fuzzy Sets

This example focuses on the y-centroid of some convex fuzzy sets since they
are among the most used in practical applications (see Definition 4). For instance,
the y-centroid of a Gaussian fuzzy set G(c,m) with center m and spread m (see
Fig. 2) is as follows:

cy(A) =
√

π

2
√

2π

c

m

cA(x, y)

µA

x ∈ R

Fig. 2. Gaussian fuzzy number A

So its coordinates are:

cA(x, y) =
(

c,

√
π

2
√

2π

)

The y-centroid of a triangular fuzzy set T (ǎ, ā, â) with parameters ǎ, ā, and
â (see Fig. 3) is:

cy(A) =
1
3

So its coordinates are:

cA(x, y) =
(

ǎ + ā + â

3
,
1
3

)
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1

cA(x, y)

x ∈ Xā âǎ

Fig. 3. Triangular fuzzy set/number Ã

1

cA(x, y)

x ∈ X

µA

ā1 ā2 âǎ

Fig. 4. Trapezoidal fuzzy set/number Ã

The y-centroid of a trapezoidal fuzzy set Tr(ǎ, ā1, ā2, â) with parameters
ǎ, ā1, ā2, and â (see Fig. 4) is:

a = ā2 − ā1, (19)
b = â − ǎ, (20)
c = ā1 − ǎ, (21)

cy(A) =
2a + b

3(a + b)
. (22)

So its coordinates are:

cA(x, y) =
(

2ac + a2 + cb + ab + b2

3(a + b)
,

2a + b

3(a + b)

)

.
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6.2 Non-convex Fuzzy Set

In this example (see Fig. 5) we compute cx(A) and cy(A) (see Definition 3) of a
non-convex fuzzy set defined as follows:

μA = max
(

4
5
G(25, 8), G(50, 8),

1
2
G(75, 8)

)

.

25 50 750

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

M
em

be
rs
hi
p
de
gr
ee

x ∈ X

c(x, y)

Fig. 5. Non-convex fuzzy set A

Then, we computed cx(A) and cy(A) using Eqs. (9) and (10) whose results
are:

cx(A) = 53.435, (23)
cy(A) = 0.3107. (24)

So the coordinates of cA(x, y) are:

cA(x, y) = (53.435, 0.3107).

6.3 Computing the Distance Between Two Fuzzy Sets

In this example, we compute the centroid-based distance as shown in Definition 6
and Eq. (18). To do so, we first compute the centroids of the following two
fuzzy sets:

μA(x) = T (1, 5, 13), (25)
μB(x) = T (11.5, 3) (26)



86 J. C. Figueroa-Garćıa et al.

whose centroids are:

cx(A) = 6.3333, cy(A) = 0.3333, (27)
cA(x, y) = (6.3333, 0.3333), (28)

cx(B) = 11.5, cy(B) = 0.3535, (29)
cB(x, y) = (11.5, 0.3535). (30)

So the d1 distance is computed as follows:

d1(A,B) =
(|cx(A) − cx(B)| + |cy(A) − cy(B)|)

= |6.3333 − 11.5| + |0.3333 − 0.3535| = 5.1868 (31)

And the distance d2 is as follows

d2(A,B) =
(|cx(A) − cx(B)|2 + |cy(A) − cy(B)|2)1/2

=
(|6.3333 − 11.5|2 + |0.3333 − 0.3535|2)1/2

= 5.1667 (32)

The obtained results are shown in Fig. 6. Note that dp(A,B) measures how
far cA(x, y) and cB(x, y) using both coordinates, and how dp(A,B) decreases as
p → ∞.

11.5

Set A Set B

d1(cA, cB) = 5.1868

d2(cA, cB) = 5.1667

1 5 13

cA(x, y) cB(x, y)

µ

1

x ∈ R

Fig. 6. Centroid-based distance between two sets A,B, dp(cA, cB)

7 Concluding Remarks

We have provided some interesting results about cA(x, y). We presented a defi-
nition of the y-centroid of some well known fuzzy sets e.g. Gaussian, triangular,
trapezoidal, and non-convex fuzzy sets. We also have shown that an interval
shaped fuzzy set contains the higher possible y-centroid.

Note that for intervals, triangular, and Gaussian fuzzy sets its y-centroids
are constants while for trapezoidal fuzzy sets cy depend on its parameters. An
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easy way to compute cy(A) for any non-convex fuzzy set (intuitionistic, non-
normalized, etc.) is presented as well.

Also we have provided a definition of the Minkowski centroid-based distance
dp(A,B) between two fuzzy sets A,B as shown in Definition 6. Our definition is
based on concepts of center of mass (see Protter and Morrey-Jr. [12]) and the
classical definition of the centroid of a fuzzy set provided by Carlsson and Fullér
[1], and Chiao [2,3].

The distance dp(A,B) involves cx(A) and cy(B), but x-coordinates are which
most contribute to dp(A,B) while y-coordinates have a smaller impact over
dp(A,B). For some popular same-shaped fuzzy sets (intervals, triangular, and
Gaussian), the distance |cy(A) − cy(B)|p = 0. This is possible one of the most
important reasons for which practitioners do not pay attention to cy(A).

7.1 Further Topics

The application of our proposal to decision making problems, including fuzzy dif-
ferential equations, fuzzy linear programming, among others, appears as an inter-
esting field to be covered in the future. Also some extensions to Interval Type-2
fuzzy sets are promissory fields to be covered (see Figueroa-Garćıa, Chalco-
Cano and Román-Flores [4,5], Juan Carlos Figueroa-Garćıa, Melgarejo-Rey and
Hernández-Pérez [6], and Salazar-Morales et al. [13,14]).
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Abstract. This document shows a neuro-fuzzy control system to reg-
ulate the velocity of a permanent magnet synchronous generator. This
scheme comes up with two neuro-fuzzy systems where the first identifies
the dynamics of the plant; the second is employed for control purposes.
Subsequently, the performed training is examined to different reference
values.

Keywords: Control · Neuro-fuzzy · Generator

1 Introduction

Distributed generation systems are a remarkable alternative for energy use.
Considering energy transformation, many applications of distributed genera-
tion employ permanent magnet synchronous generators (PMSG). Both energy
demands and the increasing associated costs require new systems for economic
and no disruptive energy generation. Distributed generation (DG) has become
an appealing system for energy supply [1]. DG also allows to supply the constant
demands of energy, the improvement the reliability to preventing failures, and
to enhance energy quality through sophisticated control schemes [2]. In addi-
tion, many DG applications employ synchronous permanent magnet generators,
whereby, this is to be considered when designing control strategies in a DG
system [3,4].

Meanwhile, neuro-fuzzy systems appear as a remarkable control alternative
in highly complex systems which is given by non-linearities, parameter variation,
and saturations, among others [5]. For proper employment of strategies in neuro-
fuzzy control systems, it is necessary a prior plant identification, after control
optimization is made using this model. Consequently, this document performs
the identification and control for a permanent magnet synchronous generator.
Such identification uses data reported in [6] and the controller training is made
by Dynamic Backpropagation, including different reference values.
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2 Permanent Magnet Synchronous Generator

In generation processes, a key component is the transformation mechanism from
mechanical to electric power; this process can be carried out using different
generator alternatives; however, permanent magnet synchronous generator is
widely employed for eolian power and micro-turbines, among others [3,4].

PMSG model is derived from the referent for mobile-synchronous of two
stages d − q, where axis q is 90◦ ahead of axis d with respect to the direction of
rotation [7,8]. The equations for coordinates d − q are:

did
dt

=
1
Ld

vd − R

Ld
id +

Lq

Ld
pwriq (1)

diq
dt

=
1
Lq

vq − R

Lq
id − Ld

Lq
pwrid − λpwr

Lq
(2)

Te = 1.5p[λiq + (Ld − Lq)idiq] (3)

where Lq, Ld are the inductances in axis q and d, R resistance of the stator, iq,
id currents in axis q and d; vq, vd voltages in axis q and d, wr angular velocity of
the rotor, λ amplitude of the flux induced by the permanent magnets, p number
of pole pairs, and Te electromagnetic torque. The equations of the mechanical
system are:

dwr

dt
=

1
J

(Te − Fwr − Tm) (4)

dθ

dt
= wr (5)

where J is the inertia of rotor, F viscous friction of rotor, θ rotor angular position,
and Tm mechanical torque. Using γ = 2π/3, the current conversions form dq to
abc axis is given by (6) and the voltage conversions form abc to dq by (7).

⎡
⎣

ia
ib
ic

⎤
⎦ =

⎡
⎣

cos(θ) − sin(θ)
cos(θ − γ) − sin(θ − γ)
cos(θ + γ) − sin(θ + γ)

⎤
⎦

[
id
iq

]
(6)

[
vd

vq

]
=

2
3

[
cos(θ) cos(θ − γ) cos(θ + γ)

− sin(θ) − sin(θ − γ) − sin(θ + γ)

] ⎡
⎣

va

vb

vc

⎤
⎦ (7)

The implemented scheme for PSMG data (input-output) is shown in Fig. 1,
where the input of the generator (torque) receives a random signal obtaining
diverse output behaviors (angular velocity).
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PSMG

Tm(t) wr(t)

ABC

RaRbRc

Tm(t) wr(t)

u(t) y(t)
PSMG

Generator

Fig. 1. Scheme for obtain PSMG input-output data.

3 Neuro-Fuzzy Control System

The neuro-fuzzy control system is proposed as an alternative to identify and
control dynamic systems, using its capacity as approximator for general func-
tions [5]. A fuzzy system allows a preliminary architecture for the structure of
a plant estimator and controller; this also allows to deal with the difficulty that
neuronal networks present to establish this structure together with parameter
initialization [5]. Furthermore, plant identification is made using Backpropa-
gation algorithm. Moreover, for controller training, Dynamic Backpropagation
algorithm is employed, this algorithm integrate the fuzzy plant model together
with the controller.

3.1 Neuro-Fuzzy Control System Architecture

This architecture uses two neuro-fuzzy systems: one for the controller and the
second for the plant model. Under this scheme, a first step is to identify the plant,
then, training control is performed to achieve the system output according to
the reference. Figure 2 shows the scheme of a neuro-fuzzy control system.

Plant

Plant Model
(neuro-fuzzy)

Controller
(neuro-fuzzy)

ep

ec

ys

r[n] y[n]

+

+

−
−

u[n]

+
−

e[n]

Fig. 2. Neuro-fuzzy control system.
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As shown in Fig. 3 for the plant model, u[n] is the input signal; likewise, the
output signal is ys[n]. Consequently, the structure obtained is:

ys[n] = fp(y[n−1], y[n−2], ..., y[n−p+1], u[n], u[n−1], ..., u[n−q+1],Hp) (8)

Similarly, controller input corresponds to error signal e[n], while the output
is the control action u[n]. Then the general equation is stated as:

u[n] = fc(e[n], e[n−1], ..., e[n−m+1], u[n−1], u[n−2], ..., u[n− q +1],Hc) (9)

In these equations, p represents the output delays, q input delays, m error
delays, Hp the plant estimator parameters, and Hc controller parameters. Typi-
cally, the number of delays employed increases along with the order of the plant.
Figure 3 represents an example of the scheme employed to identification and
control.

fc( )

fp( )

u[n]

z−1

z−1

z−1

z−1

e[n]

y[n]
u[n]

Fig. 3. Example of neuro-fuzzy structure for plant identification and control.

3.2 Plant Identification Scheme

An approach for PMSG system model consists of a neuro-fuzzy structure able to
perform the same function [9]. Adaptation or training for parameters is made as:

Hp(k + 1) = Hp(k) − η
dJp(k)
dHp(k)

(10)

where Jp corresponds to the adjustment function defined as:

Jp =
1
2

(y[n] − ys[n])2 (11)

the gradient of Jp for parameter adjustment is:

dJp

dHp
=

dJp

dys[n]
dys[n]
dHp

(12)
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3.3 Controller Architecture

In this case, controller input corresponds to error variable e[n], and the output
to the action control u[n]. The Dynamic Backpropagation algorithm is employed
for control training. Parameter adaptation is made as:

Hc(k + 1) = Hc(k) − η
dJc(k)
dHc(k)

(13)

where Jc is the fitness function defined as:

Jc =
1
2

(r[n] − ys[n])2 (14)

with this approach, the variation of Jc in function of parameters is:

dJc

dHc
=

dJc

dys[n]
dys[n]
dHc

(15)

4 Neuro-Fuzzy Scheme for Plant Identification

Gaussian sets are used for neuro-fuzzy identification, an example is shown in
Fig. 4. This architecture is similar to the employed in radial neuronal networks;
a related work using a neuro-fuzzy systems is presented in [10].

y[n], u[n]

µ(y)
µ(u)

Fig. 4. Gaussian fuzzy set.

Equation (16) shows the input-output expression using the product as t-
norm, also using fuzzy Gaussian sets. Consequently, the equations associated
with the inference process are:

fp(w) =
Q∑

l=1

yl

[
P∏

r=1

exp

(
−

(
wr − δrl

ρrl

)2
)]

(16)

where,

zl =
P∏

r=1

exp

(
−

(
wr − δrl

ρrl

)2
)

(17)

fp =
Q∑

l=1

ylzl (18)
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Here, Q is the number of fuzzy rules, P is the number inputs in the system,
yl is the respective actuator, wr is the data system input; finally, δrl and ρrl

correspond to the center for the standard deviation of the Gaussian sets in
the respective antecedent. The set of parameters corresponds to Hp = hrl ∈
{yl, δrl, ρrl}.

4.1 Training for the Plant Estimator

Taking into account the Backpropagation algorithm for a neuro-fuzzy system,
and employing the gradient descent method to determine system parameters, it
is seeks to minimize the error function:

Jp =
1
2
[y[n] − fp (w[n])]2 (19)

For a time n, w[n] corresponds to the system input data, y[n] corresponds
to the actual output data. These data define the respective pairs for training
input-output. The error derivatives are calculated to parameter training:

yl[k + 1] = yl[k] − α
dJp

dyl

∣∣∣∣
n

(20)

δrl[k + 1] = δrl[k] − α
dJp

dδrl

∣∣∣∣
n

(21)

ρrl[k + 1] = ρrl[k] − α
dJp

dσrl

∣∣∣∣
n

(22)

Thus, for parameter updating the equations are:

yl[k + 1] = yl[k] − α (fp − y) zl (23)

δrl[k + 1] = δrl[k] − α (fp − y) yl[k]zl
2 (wr[n] − δrl[k])

(ρrl[k])2
(24)

ρrl[k + a] = ρrl[k] − α (fp − y) yl[k]zl
2(wr[n] − δrl[k])2

(ρrl[k])3
(25)

Figure 5 represents a neuro-fuzzy system. The first layer has Gaussian func-
tions which are used for the calculations of zl. Second layer determines the
product of consequents yl and the value of zl. Finally, the third layer determines
the inference output fp(w). The steps for parameters adaptation algorithm of a
neuro-fuzzy system are:

1. Determine the neuro-fuzzy system by establishing Q, P and parameters yl[0],
δrl[0] and ρrl[0], which correspond to the initial setup.

2. Calculate the outputs to each layer using a pair of input-output (w[n], y[n]),
n = 1, 2, . . . in the k-th training stage, k = 0, 1, 2, . . . .

3. Update the parameters yl[k+1], δrl[k+1] and ρrl[k+1], where α corresponds
to learning rate.
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4. Return to step 2 with k = k + 1 until Jp, be less than a ε defined, or when k
equals a definite number.

5. Return to step 2 with n = n + 1, namely, update the parameters using the
next input-output pair (w[n + 1], y[n + 1]).

µ11

µP1

y1

µ1Q

µPQ

yQ

w1

wP

fp

z1

zQ

...

...

...
...

...

Fig. 5. Neuro-fuzzy system used for identification.

The previous algorithm is defined for a stage in which each element of the
training group is employed only once; the parameters are then updated using
function Jp[n] which depends on a single training pair in time. Initial parameters
can also be determined in accordance with the expert linguistic rules, or be
chosen in a such a way that the corresponding set membership functions evenly
cover the input-output space [11].

5 Architecture of the Neuro-Fuzzy Controller System

Fuzzy control system employs the fuzzy sets shown in Fig. 6. Particularly, Fig. 6a
presents a fuzzy sigmoid set for modeling positive values of the universe of dis-
course; in contrast, Fig. 6b represents negative values for error e[n] and the con-
trol action u[n].

It is also considered the fuzzy sets in Fig. 6, as well as the controller gen-
eral structure given by Eq. (9), the Fig. 7 shows the proposed fuzzy controller.
Controller output can be calculated as:

u[n] =
M∑
i=1

N∑
j=1

vijμij(xi) (26)

For the implementation case is taken M = 5 and N = 2; additionally, xi ∈
{u[n − 1], u[n − 2], e[n], e[n − 1], e[n − 2], }. In this way each input xi can define
a function fi as follows:
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u[n], e[n]

µP (e)
µP (u)

µN (e)
µN (u)

)a()b(

Fig. 6. Sigmoid fuzzy sets.

fi =
2∑

j=1

vijμij(xi) = vi1μi1(xi) + vi2μi2(xi) (27)

On the other hand, the membership function μij(xi) is:

μij(xi) =
1

1 + e−σij(xi−γij)
=

(
1 + e−σij(xi−γij)

)−1

(28)

The set of controller parameters corresponds to Hc = hij ∈ {vij , σij , γij}.

µ31

µ32

v31

v32

µ41

µ42

v41

v42

µ51

µ52

v51

v52

µ21

µ22

v21

v22

µ11

µ12

v11

v12

1
z

e[n]

1
z

1
z

1
z

u[n]

u[n− 1]

u[n− 2]

e[n− 1]

e[n− 2]

Fig. 7. Neuro-fuzzy system used for control.

5.1 Controller Training

To establish the controller training equations the performance function is:

Jc =
1
2

(r[n] − ys[n])2 (29)
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The equation for error is e[n] = r[n] − ys[n]; meanwhile, the equation for the
fuzzy model plant corresponds to:

ys[n] = fp(ys[n − 1], ys[n − 2], u[n], u[n − 1], u[n − 2]) (30)

for practical a manipulation wr ∈ {ys[n−1], ys[n−2], u[n], u[n−1], u[n−2]}. Tak-
ing into account the architecture for the controller (Fig. 7), and the expressions
to fi (Eq. 27), the controller dynamics is given by:

u[n] = f1(u[n − 1]) + f2(u[n − 2]) + f3(e[n]) + f4(e[n − 1]) + f5(e[n − 2]) (31)

The variation of the plant in function of the controller parameters is:

dys[n]
dHc

=
d

dHc
fp(ys[n − 1], ys[n − 2], u[n], u[n − 1], u[n − 2]) (32)

The respective variation of error e[n] for the controller parameter Hc is:

de[n]
dHc

= −dys[n]
dHc

(33)

The derivative of ys respect to controller parameters Hc is:

dys

dHc
= y1

P∑
r=1

Pr1
dwr

dHc
+ y2

P∑
r=1

Pr2
dwr

dHc
+ y3

P∑
r=1

Pr3
dwr

dHc
+ ... (34)

reorganizing:

dys

dHc
=

(
Q∑

l=1

ylP1l

)
dw1

dHc
+

(
Q∑

l=1

ylP2l

)
dw2

dHc
+

(
Q∑

l=1

ylP3l

)
dw3

dHc
+ ... (35)

where:

Prl =
dμrl(wr)

dwr

P∏
k=1
k �=r

μkl(wk) (36)

and
dμrl(wr)

dwr
= −2e

−
(

wr−δrl
ρrl

)2 wr − δrl

ρ2rl

(37)

Using Cr from Eq. (38) allows to establish Eq. (40).

Cr =
Q∑

l=1

ylPrl (38)

Likewise, the variation of the control action u[n] respect to hij is:

du[n]
dhij

=
df1(e[n])

dhij
+

df2(e[n − 1])
dhij

+
df3(e[n − 2])

dhij
+

df4(u[n − 1])
dhij

+
df5(u[n − 2])

dhij
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As shown, the gradient parameters need to be calculated in function of the plant
and the controller as well. The equations for training parameters are:

de[n]
dhij

= − dys

dhij
(39)

dys[n]
dhij

= C1
dw1

dhij
+ C2

dw2

dhij
+ C3

dw3

dhij
+ C4

dw4

dhij
+ C5

dw5

dhij
(40)

du[n]
dhij

=
df1(x1)
dhij

+
df2(x2)
dhij

+
df3(x3)
dhij

+
df4(x4)
dhij

+
df5(x5)
dhij

(41)

In (41) using l = 1, 2, .., 5 and considering Eq. (27), if l �= i then:

dfl(xl)
dhij

=
[

d

dxl
(vl1μl1(xl)) +

d

dxl
(vl2μl2(xl))

]
dxl

dhij
(42)

Additionally, if l = i then:

dfi(xi)
dhi1

= Fhi1 +
(

Khi1 +
d

dxi
(vi2μi2(xi))

)
dxi

dhi1
(43)

dfi(xi)
dhi2

= Fhi2 +
(

d

dxi
(vi1μi1(xi)) + Khi2

)
dxi

dhi2
(44)

where:

Fvij
=

(
1 + e−σij(xi−γij)

)−1

(45)

Fσij
= −vij

(
1 + e−σij(xi−γij)

)−2

e−σij(xi−γij) (γij − xi) (46)

Fγij
= −vij

(
1 + e−σij(xi−γij)

)−2

e−σij(xi−γij)σij (47)

Kvij
= vij

(
1 + e−σij(xi−γij)

)−2

e−σij(xi−γij)σij (48)

Kσij
= vij

(
1 + e−σij(xi−γij)

)−2

e−σij(xi−γij)σij (49)

Kγij
= vij

(
1 + e−σij(xi−γij)

)−2

e−σij(xi−γij)σij (50)

Taking α as the learning rate, the equations for parameters updating are:

vij [k + 1] = vij [k] − α
de[n]
dvij

(51)

σij [k + 1] = σij [k] − α
de[n]
dσij

(52)

γij [k + 1] = γij [k] − α
de[n]
dγij

(53)
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6 Neuro-Fuzzy Control for a Permanent Magnet
Synchronous Generator

Control system implementation requires data shown in Fig. 8(a), which respec-
tively corresponds to input u[n] and output y[n] for a permanent magnet syn-
chronous generator, as previously considered in [6]. These data allow the identi-
fication of a dynamic model through the use of a neuro-fuzzy system. The results
obtained for the plant identification appears in Fig. 8(b).
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(a) Data for identification of PMSG.
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(b) Identification results.

Fig. 8. Data for identification of PMSG dynamic model and identification results.

Furthermore, considering different reference values r ∈ {160, 120, 80, 40}
takes place the training of the neuro-fuzzy controller; in that way, the results
are shown in Figs. 9(a), (b) and 10. Figure 9(a) exhibits the output after the
optimization process. Subsequently, Fig. 9(b) shows the value of control signal;
finally, Fig. 10 displays the values of the objective function.
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Fig. 9. Output response y[n] and control signal u[n].
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In Figs. 9(a) and (b) it is observable different behaviors in the system for the
reference values considered prevailing an oscillatory behavior in steady state. In
the same way, Fig. 10 also displays different behaviors in the algorithm conver-
gence during the training process.
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Fig. 10. Convergence for objective function Jc.

7 Conclusions

This document displayed the implementation of a neuro-fuzzy system to velocity
control for a permanent magnet synchronous generator. Fuzzy systems allow the
establishment of a structure to both the identification of the plant and controller.
In these systems, the parameters are first optimized for plant identification and
later for the controller adjustment.

The references here considered show different behaviors in both output signal
and the convergence for controller training. In this way it is important the data
used for plant identification.

Acknowledging the existence of different behaviors for the references con-
sidered, this control system can be accompanied including a real time adaptive
scheme for controller training.
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Distrital Francisco José de Caldas (2009)
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Abstract. This paper studies the distribution network design problem consid-
ering the uncertain information in the demand, capacities, costs and prices in a
multi-product environment and multiple periods. We consider a fractional
objective function that consist in maximize the ratio between total profit and
total cost. We use a model that integrates a facility location problem with a
distribution network problem with fuzzy constraints, technological coefficients,
and costs. To solve the problem, we use a method that transform the fuzzy linear
fractional programming model in an equivalent multi-objective linear fractional
programming problem to calculate the upper, middle and lower bounds of the
original problem.

Keywords: Fuzzy linear fractional programming
Linear fractional programming � Distribution network � Fuzzy sets

1 Introduction

The distribution network design (DND) problem seeks to meet the demand for a set of
customers using a set of available resources from a set of warehouses and supply these
warehouses from a set of available factories. The problem consists in selecting the best
raw according the distance, time, costs of freight, among other aspects, [1].

In general, the literature about this problem assumes that the information of costs,
capacities and demands are known and deterministic, however, the uncertainty of the
information is a real-world feature in many situations and consider it could be help to
deal with better decisions [2].

In this paper, we study the DNP problem considering the uncertainty in the costs,
prices, capacities and demand. In addition, we consider the maximization of the ratio
between profits and costs as the objective function. Thus, we have a fuzzy linear
fractional programming (FLFP) problem and to solve we use an equivalent multi-
objective linear fractional programming problem to calculate the upper, middle and
lower bounds of the FLFP problem.

The reminder of this paper is organized as follows: Sect. 2 presents a background
and the problem statement. Section 3 describe a brief description of FLFP model.
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Section 4 state the FLFP model to DND and an example is presented in Sect. 5.
Finally, Sect. 6 shows the conclusions and states some research lines for future works.

2 Background and Problem Statement

In the DND problem is given a set of possible locations of production factories and
warehouses (or distribution centers) with production and storage capacities, respec-
tively. Then, the problem consists in to determine the best location of a given number
of factories and warehouses to meet the demand of a set of customers maximizing the
ration between the profits and costs associated with the opening factories and ware-
houses and the distribution of products from factories to end customer’s sites. On the
other hand, it determines how many products should be and store in factories and
warehouses, respectively. In most the problems studied are assumed to be the infor-
mation of costs, profits, capacities, and demands are known and deterministic. We
consider that this information is imprecise and could be modeled as triangular fuzzy
numbers.

The DNP problem has been widely studied in the literature [3–7]. This seeks how
to set up a distribution network that consists of an integrated system of localization and
distribution considering different facilities (stages) like factories, warehouses, centers
of consumption and multiple products and periods Within a planning horizon. in a
distribution network, warehouses act as intermediary nodes between suppliers and their
points of sale, therefore in these you can store products in inventory to supply future
demands.

Similar problems have been analyzed in works such as [8–12]. The simplest
methods address the problem of logistical networks where the parameters used in the
model are deterministic and it is possible to formulate problems of whole linear pro-
gramming, given the conditions of opening of plants and warehouses. A solution
method for the discrete DC-based problem was published in 2007 [3], in the problem
the configuration of the network is made for emerging markets or new markets. To use
the DC technique Programming, is reformulated a linear problem and then, it solves
multiple linear problems until you get the right solution.

López-Santana et al. [1] developed a model that involves multiple products and
demand under uncertainty for the DND problem. They propose a fuzzy linear pro-
gramming model to solve the problem. There are several models have been proposed
for optimization under uncertainty and a variety of algorithms have been developed and
used successfully in many applications [13–16].

Similar problems with demand under uncertainty have been worked by [17] in
which the demand has a stochastic behavior described by a probability density function
and solved with stochastic programming. Bread and Nagi [18] use an approximation by
stochastic programming and a solution heuristic for this problem.

Finally there are models that involve uncertainty by using fuzzy logic given the
difficulty of programming stochastic, by applying fuzzy sets and numbers to handle
uncertainty in some parameters of a linear programming model [19].
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3 Fuzzy Linear Fractional Programming (FLFP)

We consider a linear fractional programming model with fuzzy constraints and fuzzy
objective function based in [19]. The FLFP problem may be written as:

max eZ ¼
P ecjxj þ eajPedjxj þ ebj

ð1Þ

Subject to Xeaijxj � ebi; i ¼ 1; 2; . . .;m; ð2Þ

xj � 0; j ¼ 1; 2; . . .; n: ð3Þ

We assume that, ~c; ~a; ~d; ~b; ~a; and eb are triangular fuzzy numbers. Let r 2 0; 1ð � be
the grade of satisfaction associated with the fuzzy constraints of the problem.
According with [19], the fuzzy constraints (2) are to be understood with respect to the
ranking relation. Thus, for r 2 0; 1ð �, the feasible set of the FLFP problem can be

described as Sr ¼ xjx 2 Rn; x[ 0;
P

aLijrxjr � bLir;
P

aMijrxjr � bMir ;
P

aUijrxjr � bUir ; 8i; j
n o

:

Then, a vector x 2 Sr is called r–feasible solution of FLFP problem and is an
optimal solution of the FLFP problem, if there does not exist any x 2 Sr, such thateZ x�ð Þ� reZ xð Þ.

Let x be the acceptable optimal solution of the FLFP problem. Then the corre-
sponding objective value eZ xð Þ ¼ ZL xð Þ; ZM xð Þ; ZU xð Þ½ � is called acceptable optimal
value of the FLFP problem. The method proposed by [19] are stated as follows:

1. Formulate the real-life problem as a FLFP problem as (1) to (3). We assume that all
fuzzy numbers are triangular. Any triangular fuzzy numbers can be represented by
~aij ¼ sij; lij; rij

� �
, ~b ¼ ti; ui; við Þ, ~cj ¼ kj;mj; nj

� �
, ~dj ¼ fj; gj; pj

� �
, ~aj ¼ qj1; qj2; qj3

� �
,ebj ¼ rj1; rj2; rj3

� �
for all i; j. Then the problem obtained in Step 1 may be written as:

max ~Z ¼
P

kj;mjnj
� �

xj þ qj1; qj2; qj3
� �P

fj; gj; pj
� �

xj þ rj1; rj2; rj3
� � ð4Þ

Subject to X
sij; lij; rij
� �

xj � ti; ui; við Þ; i ¼ 1; 2. . .;m; ð5Þ

xj � 0; j ¼ 1; 2; . . .; n: ð6Þ

2. To transform both the objective function and constraints into its equivalent crisp
problem (a crisp problem could be stated as a mathematical programming model
without the fuzzy information). Then the problem may be written as follows:

104 E. López-Santana et al.



max

P
kjxj þ q1;

P
mj � kj
� �

xj þ q2 � q1ð Þ; P nj þ kj
� �

xj þ q1 þ q3ð ÞP
fjxj þ r1;

P
gj � fj
� �

xj þ r2 � r1ð Þ; P pj þ fj
� �

xj þ r1 þ r3ð Þ ð7Þ

Subject to X
sijxj � ti; i ¼ 1; 2. . .;m; ð8ÞX

lij � sij
� �

xj � ui � tið Þ; i ¼ 1; 2; . . .;m; ð9ÞX
rij þ sij
� �

xj � vi þ tið Þ; i ¼ 1; 2; . . .;m; ð10Þ

xj � 0; j ¼ 1; 2; . . .. . .; n: ð11Þ

3. The FLFP problem is reduced into an equivalent tri-objective programming
(TOP) problem as:

max
P

kjxj þ q1P
fjxj þ r1

;

P
mj � kj
� �

xj þ q2 � q1ð ÞP
gj � fj
� �

xj þ r2 � r1ð Þ ;

P
nj þ kj
� �

xj þ q1 þ q3ð ÞP
pj þ fj
� �

xj þ r1 þ r3ð Þ

( )
ð12Þ

Subject to constrains (8) to (11).
4. Formulate the following model for obtaining lower bounds ZL xð Þ;ZM xð Þ and ZU xð Þ

of the objective value as follows:

LFPð Þmax ZL ¼
P

kjxj þ q1P
fjxj þ r1

ð13Þ

MFPð Þmax ZM ¼
P

mj � kj
� �

xj þ q2 � q1ð ÞP
gj � fj
� �

xj þ r2 � r1ð Þ ð14Þ

UFPð Þmax ZU ¼
P

nj þ kj
� �

xj þ q1 þ q3ð ÞP
pj þ fj
� �

xj þ r1 þ r3ð Þ ð15Þ

5. The above problems (LFP), (MFP), (UFP) are crisp linear fractional programming
problem subject to constrains (8) to (11), which can be solved by transformation of
Charnes and Cooper [20] that consists in given a linear fraction as:

max z ¼
P

cjxj þ aP
djxj þ b

ð16Þ

Subject to X
aijxj � bi; i ¼ 1; 2; . . .;m; ð17Þ

xj � 0; j ¼ 1; 2; . . .; n: ð18Þ
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The transformation x
0
j ¼ txj and

P
djxj þ b ¼ t, with a variable t� 0 transform the

problem in a linear programming model as:

max z ¼
X

cjx
0
j þ at ð19Þ

Subject to X
aijx

0
j � bit� 0; i ¼ 1; 2; . . .;m; ð20ÞX

djx
0
j þ bt ¼ 1 ð21Þ

xj � 0; j ¼ 1; 2; . . .; n:
t� 0

ð22Þ

This equivalent linear programming model is solved with traditional methods.
6. The solutions could be stated and obtain the optimal solutions of eZ ¼ ZL; ZM ; ZUð Þ.

4 A FFLP Model to Design Distribution Networks

Our model for the DND problem is based on [1] where a dedicated system to manu-
facturing of different products for which is considered some possible locations of your
production factories and a series of distribution centers where your products will be
stored before being transported to the final customers. On the other hand, you should
evaluate the type of technology for factory, which has different consumptions and
costs. Also, in the warehouse it is necessary to select the most appropriate technology
that ensures adequate storage, since the products must be subject to certain conditions
of storage. As main assumption of this problem consists in defining as initial condition
the selected factories and stores since the model proposed by [1] use binary variables,
but our approach does not consider this feature.

The sets are defined as follows:

• L is the product set, indexed in l ¼ 1. . .L
• I is the set of factories, indexed in i ¼ 1. . .I
• J is the set of warehouses, indexed in j ¼ 1. . .J
• K Is the set of sale points, Indexed in k ¼ 1. . .K
• P is the type of technology of each factory, Indexed in p ¼ 1. . .P
• Q is the type of technology of each store, indexed in q ¼ 1. . .Q
• T is the set of periods, indexed in t ¼ 1. . .T

The parameters are stated as follows:

• Mipt: Maximum capacity matrix (available hours) for the factory i with technology
p in the period t.

• Vjqt: Maximum Capacity matrix (Available hours) for the distribution center j with
technology q in the period t.
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• rlp: portion of technology consuming the product lp roduced in a factory with one of
the technology p (in hours per unit of product).

• slq: portion of technology consuming the product l stored in a distribution center
with one of the technology q (in hours per unit of product).

• gip: fixed cost associated with factory opening i with the type of technology p.
• fjq: fixed cost associated with the opening of the distribution center j with the type of

technology q.
• cijlp: Unit cost associated with product type l produced and shipped from a factory i

with a technology Q to a distribution center j.
• bjklq: Unit cost associated with product type l stored and shipped from the distri-

bution center j with a technology q to a point of demand k.
• hjl: unit cost of inventory for the product l in the Warehouse j.
• ql: Unit profit associated with a product type l.
• Dklt: demand for a point of sale k of the type of product l in the period t.

The decision variables are:

• Xijlpt: Quantity in units shipped from the factory i with technology p to the ware-
house j of the product l in period t.

• Yjklqt: Quantity in units shipped from warehouse j with technology q to the point of
sale k of the product l in the period t.

• Wjlt: Inventory at the end of the period t of the product l in the Warehouse j:

The linear fractional programming model is stated as follows:

max Z ¼ J
C ð23Þ

J ¼
X
t2T

X
j2J

X
k2K

X
l2L

X
q2Q

qlYjklqt ð24Þ

C ¼
X
t2T

X
i2I

X
j2J

X
l2L

X
p2P

cijlpXijlpt þ
X
t2T

X
j2J

X
k2K

X
l2L

X
q2Q

bjklqYjklqt

þ
X
t2T

X
j2J

X
l2L

hjlWjlt þ
X
i2I

X
p2P

gip þ
X
j2Q

X
q2Q

fjq
ð25Þ

subject to: P
j2J

P
l2L

rlp � Xijlpt �Mip 8i 2 I; 8p 2 P; 8t 2 T ð26Þ
P
k2K

P
l2L

slq � Yjklqt �Vjqt 8j 2 J; 8q 2 Q; 8t 2 T ð27Þ

Wjlt ¼ Wj;l;t�1 þ
P
i2I

P
p2P

Xijlpt �
P
k2K

P
q2Q

Yjklqt 8j 2 J; 8l 2 L; 8t 2 T ð28Þ
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Wjlt ¼ Wj;l0 þ
P
i2I

P
p2P

Xijlpt �
P
k2K

P
q2Q

Yjklqt 8j 2 J; 8l 2 L; t ¼ 1 ð29ÞP
j2J

P
q2Q

Yjklqt �Dklt 8k 2 K; 8l 2 L; 8t 2 T ð30Þ

Xijlpt � 0 8i 2 I; 8j 2 J; 8l 2 L; 8p 2 P; 8t 2 T
Yjklqt � 0 8j 2 J; 8k 2 K; 8l 2 L; 8q 2 Q; 8t 2 T
Wjlt � 0 8j 2 J; 8l 2 L; 8t 2 T

ð31Þ

The objective function (23) seeks to maximize the ration between the profit (24)
and the total costs (25) of the distribution network. The constraints (26) and (27) refer
to the fulfillment of the capacity of factories and distribution centers in each of the
periods, respectively. Constraints (28) are product balance and inventories in each
distribution center, for each product and each period. Constraints (29) are special case
of (28) when t ¼ 1, then this consider the initial inventory denoted byWj;l0. Constraints
(30) ensure that the demand for each customer, product and each period must meet.
Constraints (31) refers to the nature of the decision variables.

For the model described in (23) to (31), all parameters are modeled as triangular
fuzzy numbers in similar way of the parameters defined in Sect. 3. To solve the
problem, we apply the steps defined in Sect. 3 to obtain the optimal lower bounds
ZL xð Þ;ZM xð Þ and ZU xð Þ.

5 Example of Application

The following example is presented to show the application of the proposed model and
the solution approach. We consider 5 factories, 4 warehouses, 4 customers, 4 and 3
types of technology for factories and warehouses, respectively, 5 planning horizon
periods. A single Type of product (although it can be extended to multiple products).
The information of the parameters is described in the Tables 1, 2, 3, 4, 5, 6 and 7. The
facility is taken the capacity as constant throughout the planning horizon. In addition,
the profit is q1t ¼ 100; 200; 250ð Þ for periods in the planning horizon.

Table 1. Consumption portion of technology (Hours/unit)

Factory Store
l; p rMlp rLlp rUlp l; q sMlq sLlq sUlq
1, 1 0.969085 0.7462 1.15321 1, 1 0.918330 0.78058 1.02853
1, 2 0.389046 0.34625 0.50576 1, 2 0.913122 0.74876 1.08662
1, 3 0.858348 0.65234 1.04718 1, 3 0.994356 0.74577 1.13357
1, 4 0.928971 0.74318 1.11477
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Table 2. Capacities and fixed costs of stores

j; q VM
jq VL

jq VU
jq f Mjq f Ljq f Ujq

1, 1 4500 3735 5625 3650000 3029500 4015000
2, 1 3825 2677.5 4245.75 5600000 4480000 6160000
3, 1 4005 2963.7 4405.5 5600000 4424000 6552000
4, 1 4140 3270.6 5216.4 3400000 2958000 3978000
1, 2 3735 2950.65 4108.5 4300000 3569000 4988000
2, 2 4140 2898 4968 4200000 3276000 5166000
3, 2 3915 3484.35 4580.55 5150000 4532000 5716500
4, 2 3825 3327.75 4590 3650000 2591500 4343500
1, 3 4725 3543.75 5292 4450000 3827000 5740500
2, 3 4185 2971.35 4938.3 4900000 3724000 6125000
3, 3 4545 3636 5726.7 4800000 3792000 5568000

Table 3. Capacity and fixed cost of factories

i; p MM
ip ML

ip MU
ip gMip gLip gUip

1, 1 2000 1460 2500 3090000 2193900 3615300
2, 1 2800 2184 3388 3060000 2601000 3916800
3, 1 2250 2025 2812.5 3480000 2610000 4036800
4, 1 2475 2153.25 2846.25 3480000 2888400 4489200
5, 1 3000 2100 3810 3000000 2490000 3750000
1, 2 2000 1700 2400 2850000 2451000 3192000
2, 2 2175 1653 2414.25 3180000 2226000 3847800
3, 2 2125 1827.5 2741.25 2850000 2536500 3192000
4, 2 2400 1896 3048 3360000 2956800 4368000
5, 2 2275 1774.5 2752.75 3030000 2393700 3393600
1, 3 2225 1780 2692.25 3000000 2340000 3570000
2, 3 2000 1540 2360 3330000 2331000 3796200
3, 3 2675 1872.5 3263.5 3540000 2761200 4566600
4, 3 2250 1980 2902.5 3450000 2794500 4450500
5, 3 2900 2523 3451 3360000 2788800 4368000
1, 4 2200 1760 2596 3120000 2776800 3525600
2, 4 2975 2380 3599.75 2880000 2476800 3571200
3, 4 2475 2004.75 2747.25 3510000 2843100 4457700
4, 4 2900 2552 3654 2880000 2448000 3283200
5, 4 2225 1691 2536.5 3570000 2570400 4533900
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Table 4. Cost of shipping from factory to warehouse

i; j; l cMijlp cLijlp cUijlp
1 2 3 4 1 2 3 4 1 2 3 4

1, 1, 1 47 59 48 57 40.42 44.25 38.88 49.59 55.93 74.93 55.68 74.1
2, 1, 1 47 50 55 34 39.01 40 47.3 28.9 59.69 55.5 61.05 39.44
3, 1, 1 50 57 38 41 41.5 49.59 33.44 32.39 57 69.54 42.56 47.15
4, 1, 1 29 41 27 59 25.23 32.8 21.87 43.66 37.7 52.48 30.24 65.49
5, 1, 1 43 49 39 56 35.26 43.12 30.03 39.2 53.75 55.86 47.97 68.32
1, 2, 1 31 40 55 55 26.35 31.2 44 47.85 37.2 52 60.5 62.15
2, 2, 1 35 27 30 35 30.8 19.44 24.9 26.6 44.45 34.56 38.7 45.15
3, 2, 1 55 53 43 57 42.35 47.17 31.82 42.18 64.35 60.42 49.02 73.53
4, 2, 1 39 44 37 37 28.86 38.72 31.08 32.56 45.63 49.28 46.62 46.62
5, 2, 1 38 41 43 32 30.78 33.62 34.83 25.6 49.4 52.07 48.16 38.4
1, 3, 1 25 46 58 53 21.5 34.96 49.3 39.22 29.75 57.5 66.7 58.3
2, 1, 3 46 43 43 39 40.94 38.27 36.98 30.42 55.66 54.18 49.88 46.02
3, 3, 1 60 33 52 35 42 27.39 38.48 27.3 69 37.95 58.24 40.95
4, 1, 3 57 44 55 45 41.61 31.24 40.15 40.05 70.11 48.4 69.85 56.25
5, 1, 3 50 26 39 40 44 23.14 31.2 33.6 56 31.98 43.68 47.2
1, 4, 1 52 43 58 31 36.92 36.98 46.98 26.66 62.92 48.16 73.08 35.65
2, 4, 1 33 35 56 52 24.09 30.45 50.4 39 36.96 39.55 69.44 58.24
3, 4, 1 59 55 27 44 43.07 48.95 22.68 31.24 70.21 65.45 32.67 56.76
4, 4, 1 30 40 48 25 21.6 33.2 34.56 18.5 35.1 47.2 60.96 30.75
5, 4, 1 47 30 54 27 33.37 23.1 48.6 20.25 61.1 38.1 59.4 29.97

Table 5. Cost of shipping from warehouse to client

j; k; l tMjkl tLjkl tUjkl
1 2 3 1 2 3 1 2 3

1, 1, 1 27 23 27 21.87 20.24 20.25 30.78 25.53 34.02
2, 1, 1 38 25 40 30.4 21.75 28 41.8 31 46.8
3, 1, 1 44 46 33 36.08 40.48 27.72 50.6 59.34 39.93
4, 1, 1 20 36 32 15 27.36 28.48 24.2 43.92 36.8
1, 2, 1 21 26 38 18.27 18.98 26.98 27.3 33.28 45.98
2, 2, 1 42 46 39 33.18 33.12 30.03 54.6 58.88 47.97
3, 2, 1 28 23 24 23.8 18.86 20.88 35.56 29.67 30.24
4, 2, 1 37 46 32 28.86 32.66 23.68 44.4 58.42 36.48
1, 3, 1 40 37 23 35.6 27.75 20.47 45.6 45.88 28.52
2, 1, 3 36 27 45 27.36 22.68 31.5 39.6 33.75 52.65
3, 3, 1 22 41 27 17.6 29.52 19.17 24.42 51.25 34.29
4, 1, 3 48 25 25 39.84 20 18 54.72 31.25 27.75
1, 4, 1 36 38 40 25.92 27.36 35.2 42.84 44.46 47.6
2, 4, 1 42 36 46 37.38 25.2 37.26 52.92 42.12 57.5
3, 4, 1 30 22 46 25.5 17.38 41.4 33.6 27.06 51.06
4, 4, 1 36 47 36 29.16 40.42 27 42.48 52.17 44.64
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This problem was executed in Xpress-MP .8.4 on Windows 10 64-bit, with a
processor Intel i5 3337 (2 � 1.8 GHz) y 6 GB of RAM. Figure 1 shows the result of
the membership function of eZ xð Þ. The fuzzy optimal solution is eZ ¼ ZL; ZM ; Zuð Þ ¼
0:37382; 0:75764; 0:93456ð Þ. This result gives a lower bound of the fuzzy optimal
solutions for the DND problem and helps the decision makers to involve the uncertain
information.

Table 6. Demand in the planning horizon

k; l; t DM
klt DL

klt DU
klt k; l; t DM

klt DL
klt DU

klt

1, 1, 1 931 765 1210 3, 1, 3 1149 989 1498
2, 1, 1 987 832 1273 4, 1, 3 1468 1367 1772
3, 1, 1 806 666 1175 1, 1, 4 1933 1831 2158
4, 1, 1 830 699 1200 2, 1, 4 1115 941 1401
1, 1, 2 1155 1001 1379 3, 1, 4 1089 947 1457
2, 1, 2 1270 1121 1525 4, 1, 4 1110 967 1436
3, 1, 2 760 572 1055 1, 1, 5 2287 2148 2582
4, 1, 2 1052 909 1363 2, 1, 5 2425 2240 2686
1, 1, 3 1323 1191 1582 3, 1, 5 951 771 1270
2, 1, 3 1670 1484 2040 4, 1, 5 1572 1390 1873

Table 7. Cost of inventory

j; l hMjl hLjl hUjl
1, 1 11 9.02 12.65
2, 1 10 8.4 11.9
3, 1 10 8 11.7
4, 1 11 9.79 12.32

Fig. 1. Membership function of eZ xð Þ
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6 Conclusions

This paper reviews the DND problem under uncertain information of costs, profits,
capacities and demands. We consider a fractional objective function and solve the
fuzzy linear fractional objective function with a method to transform the problem in an
equivalent multi-objective linear fractional programming to obtain a lower bound of the
fuzzy optimal solution. In addition, our proposed approach is easy to implement than
other iterative methods that solve the similar problems in the literature.

This work generates possible futures as extended the approach to multi-objective
linear fractional programming. Moreover, it is possible to apply the approach in real-
world instances and compare with another approach likes stochastic programming.
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Abstract. Multigranulation is a new approach to the Rough Set The-
ory, where several separability relationships are used to obtain differ-
ent granulations of the universe. The Multigranulation starts from the
existence of different contexts or subsets of features to characterize the
objects of the universe. This approach has been used to develop various
learning techniques. It is usually part of the existence of these contexts.
In this paper, a method for the generation of contexts from the construc-
tion of similarity relations is proposed. The proposed method has been
tested in improving the efficiency of the k-NN method, using different
data.

Keywords: Multigranulation · Contexts
Similarity relations

1 Introduction

The complete process of extracting knowledge from databases is known as KDD
(Knowledge Discovery in Databases). This process includes various stages, rang-
ing from the obtention of data to the application of the knowledge acquired in
decision-making. Among those stages, there is what can be considered as the
core of the KDD process and that consists in the extraction of knowledge from
the data. This phase is crucial for obtaining appropriate results, and depends on
the automated learning algorithm that is applied.

Machine Learning is a branch of Artificial Intelligence, whose objective is to
develop techniques that allow creating programs that can learn in a similar way
to what humans have done, that is, to learn by themselves; able to generalize
behaviors from information stored in the form of examples [30]. It is, therefore,
a process of induction of knowledge. Usually the examples are described by a set
of features.

One of the most recent theories used for data analysis and construction of
learning techniques is the Rough Set Theory (RST) [32,34]. RST has been used
c© Springer Nature Switzerland AG 2018
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to develop methods for the uncovering of rules [11,18,27,28,31,37,41] and the
selection of attributes [8,10,12,35,44,45], among other problems of knowledge
discovery. With this theory it is possible to treat both quantitative and qual-
itative data, and in particular it is useful to deal with the uncertainty caused
by inconsistencies in the information; the inconsistency describes a situation in
which there are two or more conflicting values to be assigned to a variable [4,33].
Among the advantages of the RST for data analysis is that it is based only on
the original data and does not need any external information; no assumption
about the data is necessary [40].

An important issue in the RST is the selection of feature (attributes) based
on the concept of reduction. A reduct is a minimal set of attributes that preserves
the partition of the universe and therefore the ability to perform classifications
[25]. The use of reducts in the selection and reduction of feature has been studied
by different authors, among them [1–3,6,7,17,23–25,32,43].

The RST is defined from a decision system SD = (U,A
⋃

d), where U
denotes the universe of objects, A is the set of predictive features and d the
decision feature, and a relationship of separability. In classical RST, a relation
of equivalence is used as a relation of separability, which makes it applicable when
the domain of the feature is discrete. When there are continuous feature, two
alternatives have usually been followed: discretize the data or use an extension
of the theory. In the first case, the original information system is transformed
into another one where the classical approach is applicable [38,39]. In the sec-
ond case, the classic approach of the RST is extended by accepting that objects
that are not inseparable but sufficiently close or similar can be grouped in the
same class [42]; that is, a relation of similarity is used instead of an equivalence
relation. Any subset of features Ai ⊆ A allows to build an equivalence relation;
however, it does not happen the same with the construction of the appropri-
ate similarity relationship for an application domain. In [14,15] a method for
constructing similarity relations is proposed.

Another extension of the RST is to use more than one separability relation-
ship to perform the granulation of the universe, which is known as multigran-
ulation [29,36]. In this case, from the set of predictive features A, two or more
subsets A1, ..., Ak, Ai ⊆ A, are formed of feature that allow defining the separa-
bility relation. These subsets of features are called contexts [22]. Based on this
multigranulation approach, different techniques for the discovery of knowledge
have been formulated.

Sometimes it is natural to define contexts from the application domain. In
other cases it is not, which becomes a problem to solve to apply the techniques
based on multigranulation. In this paper, a method for constructing contexts
based on the technique for the construction of relations of similarity proposed
in [14,15] is proposed.

2 Multigranulation in the Rough Set Theory

The granulation of the universe based on a simple granulation may be insuffi-
cient in some application domains. Based on this consideration, Qian et al. [36]
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introduced multigranulation in the rough ensemble theory (MGRS) to apply
more broadly the rough sets theory in practical applications, in the lower/upper
approximations they are approximated by granular structures induced by mul-
tiple binary relations.

In Fig. 1 of the author Qian in [36], the bias region is the lower approximation
of a set X obtained by a single granulation P

⋃
Q, which is expressed by the

equivalence classes in the quotient set U/(P
⋃

Q), and the shaded region is the
lower approximation of X induced by two granulations P + Q, which is charac-
terized by the equivalence classes in the quotient set U/P and the quotient set
U/Q together.

Fig. 1. Difference between Pawlaks rough set model and MGRS.

From the point of view of the applications of the RST, the multigranulation
in the RST is very desirable in many real applications, such as analysis of data
from multiple sources, discovery of knowledge to from data with large dimensions
and distributive information systems.

Since Qian in 2006 proposed multigranulation in the RST, the theoretical
framework has been widely enriched, and many extensions of these models have
been proposed and studied.

RS approaches based on multigranulation start from the existence of different
granulations determined by the relationships A1, A2, . . . , Am ⊆ A. In all the
papers of RS + MG it is assumed that there are those Ai. But it is not clear
who the Ai are. A variant is that each Ai is contexts (subsets of features) that
can be clearly identified by the experts in the domain of application, this case
is the least common and depends on the domain of application. Another variant
would be to build them. This variant is more general, and in addition, it is
very appropriate especially for domains with many predictive features. In the
following section we propose a method with this purpose.
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3 Method of Constructing Contexts in RS for the Case
of Multigranulation

Be a decision system DS = (U,A ∪ d), where the domain of the feature in A
and the domain of the decision feature d can be discrete or continuous values,
from which the number of contexts is 30% of the total features of the dataset,
then the amount of feature by context are compute in a random way, and the
weight of the features that constitute each context is calculated with the weight
calculation method PSO + RST [13] and delete the features with a low weight
until get the number of the feature generate by a random way. Finally the equal
contexts are eliminated. Following the algorithm is described.

Algorithm 1. Pseudocode for PSO+RST+MG algorithm
1. Calculate the weights of features using PSO+RST method.
2. Generate set of contexts

C = {C1 . . . Cnc}|nc = (n ∗ 30/100)
3. For each context:

Calculate the number of feature randomly
Na = rand(n − 1) + 2
Select the subset Ac with the Na feture with the greatest weight
Ci = {Ac|Ac ⊂ A}

4. Select of different context
∀Ci, Cj |Ci, Cj∃C ∧ Ci �= Cj

To evaluate the quality of the constructed contexts, the k − NN method
is used. The purpose is to show how using the contexts allows to increase the
accuracy of the method.

Once these contexts are obtained with the weights calculated as described in
the Algorithm 2, where the contexts Ci are used to make k − NN assemblies as
shown in the Knn+PSO+RST +MG algorithm, where each object is classified
taking into account each context and the final value of the classification is the
statistical mode of classification value by context.

Algorithm 2. Pseudocode for k-NN+PSO+RST+MG algorithm
1. For each Ci

Evaluate Ci using K-nn
2. For each object Oj calculate the class for each Ci using K-nn

Cl = Clij , Clij ,.., Clnm

3. Assign the statistical mode of the Cl set as the value of the object class Oj

Where n and m is number of features and objects respectively.
Then Fig. 2 shows graphically the result once applied the proposed method.
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Fig. 2. PSO+ RST + MG method

The method for calculating the weights is the PSO + RST that is shown
below.
PSO + RST Algorithm:

Step 1: Initialize a population of particles with random positions and velocities
in a D-dimensional space.

Step 2: For each particle, evaluate the quality measure of similarity using expres-
sion 1, in D Variables.

max →

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑

∀XεU

ϕ (x)

|U |

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1)

Step 3: Compare the quality measure of the current similarity of each particle
with the quality measure of the similarity of its previous best position pBest. If
the current value is better than pBest, then assign to pBest the current value,
and Pi = Xi, that is, the current location becomes the best one so far.

Step 4: Identify the particle in the neighborhood with the greatest value for the
quality of similarity measure and assign its index to the variable g and assign
the best value of the quality measure of similarity to m.

Step 5: Adjust the speed and position of the particle according to Eqs. 2 and 3
(for each dimension)

ϑi(t + 1) = α ∗ ϑi(t) + U(0, ϕ1)(pBest(t) − xi)
+U(0, ϕ2(gBest(t) − xi) (2)

xi(t + 1) = xi(t)ϑi(t + 1) (3)
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Table 1. Datasets

Datasets Instances Feature Contexts Features average
X contexts

Car 392 7 4 5

Schizo 104 14 4 6

Soybean-small 47 35 10 24

Hepatitis 155 19 5 15

Dermatology 358 34 8 18

Lung-cancer 32 56 16 25

Biomed 194 8 4 5

Analcaa-bankruptcy 50 6 3 4

Sponge 76 45 11 22

Tae 15 5 2 4

Step 6: Verify if the stop criterion is met (maximum number of iterations or
if it takes five iterations without improving the quality measure of the global
similarity (m)), if not, go to Step 2:.

4 Experimental Setup

We will apply the proposed methods to some datasets from the UCI Machine
Learning repository (cars, schizo, soybean-small, hepatitis, Dermatology, lung-
cancer, biomed, analcaa-bankruptcy, sponge, tae). The description of these data-
sets appears in Table 1.

The training and test sets were obtained, for the first 75% of the cases and
for the second 25%, in a completely randomized way. Following this principle of
random selection, the process was repeated ten times and ten training sets and
ten test sets were obtained for each data set, in order to apply cross validation
[9] for a better validation from the results. The comparative study of the results
was performed using classification accuracy measure [26].

The parameters used in the experimentation, for the PSO + RST + MG
method were: TB = 33, NI = 100, ce1 = ce2 = 2 and the values of e1 and e2 for
the function of similarity between attributes and for the function of similarity
for the decision attribute were 0.74–0.94 and 1.0. The stop condition is: when
100 iterations are reached or when in five iterations the fitness value does not
improve (measure quality similarity quality).

It is used as a k − NN [46] classifier with k = 1 to make a comparison of
the results obtained after the creation of the contexts of the proposed method
PSO + RST + MG with Bagging [5], Random Subspace [19] and AdaBoostM1
[16], which are ensembles that use the k-NN as the base algorithm, implemented
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Table 2. Experimental setup for k-NN with k = 1

Dataset AdaBoostM1 RandomSubSpace Bagging PSO+RST+MG

Car 73.98� 78.82� 73.99� 80.9⊕
Schizo 59.45� 60.45� 58.64� 66.2⊕
Soybean-small 100
 97.5� 100
 100

Hepatitis 80.71� 82.63� 80.75� 82.7⊕
Dermatology 92.99� 95.25� 92.71� 96.4⊕
Lung-cancer 65� 68.33� 68.33� 74.8⊕
Biomed 89.71� 90.76� 89.71� 100⊕
Analcaa-bankruptcy 84� 86� 88� 92⊕
Sponge 92.32� 94.82� 93.57� 96.1⊕
Tae 61.67� 59.71� 62.33� 63.3⊕

Table 3. Average rankings of the algorithms (Friedman)

Algorithm Ranking

AdaBoostM1 3.45

RandomSubSpace 2.55

Bagging 2.9

PSO+ RST + MG 1.1

in the WEKA1 tool and using the k − NN as a classifier, in all cases. Table 2
shows the experimental results of the comparison between the algorithms.

In order to compare the results, a multiple comparison test is used to find the
best algorithm. In Table 3 the results of the Friedman statistical test are shown.
There can be observed that the best ranking is obtained by our proposal. Thus,
⊕ indicates that the accuracy is significantly better when PSO + RST + MG
method is used, � signifies that the accuracy is significantly worse and 	 signifies
that there is no significant differences. Also the Iman-Davenport test was used
[21]. The resulting p-value = 0.000012128664 < α (with 3 and 27◦ of freedom)
indicates that there are indeed significant performance differences in the group.

There is a set of methods to increase the power of multiple test; they are
called sequential methods, or post-hoc tests. In this case it was decided to use
Holm [20] test to find algorithms significantly higher. PSO+RST +MG - as the
control method- conduct to pair wise comparisons between the control method
and all others, and determine the degree of rejection of the null hypothesis. The
results reported in Table 4 reject all null hypotheses whose p-value is lower than
0.05, hence confirming the superiority of the control method.

1 Open source tool. Available under public licenses GNU in http://www.cs.waikato.
ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
http://www.cs.waikato.ac.nz/ml/weka/
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Table 4. Post Hoc comparison Table for α = 0.05 (FRIEDMAN)

i Algorithm z = (R0 − Ri)/SE p Holm

3 AdaBoostM1 4.070319 0.000 Reject

2 Bagging 3.117691 0.002 Reject

1 RandomSubSpace 2.511474 0.012 Reject

5 Conclusion

In this work, a new method of generating contexts for multigranulation is pro-
posed, this is based on the extended Rough Set Theory. The number of contexts
for a decision system depends on the number of features of the decision system,
the subset of features in each context is selected according to the weighs of the
features. The weighs are computed using the method PSO + RST , proposed
before by the authors. The contexts obtained were evaluated as ensembles using
the k−NN method as the base classifier; and these results are compared respect
other methods, with positive results.
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https://doi.org/10.1007/3-540-48912-6_64


Price Prediction with CNN and Limit
Order Book Data
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Abstract. This work introduces how to use Limit Order Book Data
(LOB) and transaction data for short-term forecasting of stock prices.
LOB registers all trade intentions from market participants, as a result,
it contains more market information that could enhance predictions. We
will be using Deep Convolutional Neural Networks (CNN), which are
good at pattern recognition on images. In order to accomplish the pro-
posed task we will make an image-like representation of LOB and trans-
action data, which will feed up into the CNN, therefore it can recognize
hidden patterns to classify Financial Time Series (FTS) in short-term
periods. Data enclose information from 11 NYSE instruments, includ-
ing stocks, ETF and ADR. We will present step by step methodol-
ogy for encoding financial time series into an image-like representation.
Results present an impressive performance, 74.15% in Directional Accu-
racy (DA).

Keywords: Short-term forecasting · Deep Learning
Convolutional Neural Networks · Limit Order Book
Pattern recognition

1 Introduction

In recent years developments in telecommunications, information technology and
computer science have helped to transform Finance into a highly sophisticated
scientific discipline capable to analyze huge flows of real time data. Large datasets
and nonlinearities, data noisiness and complexity make Machine Learning (ML)
techniques very appropriated to handle FTS analysis. As a result, vast number of
literature reports Machine Learning applications for price prediction [5,7,10–12].
Works include Artificial Neural Networks, Support Vector Machines and Deep
Learning. For this work, we use a Convolutional Neural Network to predict price
movements. We will be working with both LOB and transaction (tick) data.
As mentioned before, LOB data contains all traders intentions to negotiate an
asset at a particular price and quantity at certain time t. LOB information is
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richer than transaction data, which only records prices and quantities exchanged
at certain time t. In order to use CNN, we represent both LOB and tick data
as images. Results are very competitive when compare to other DL approaches
reported in [2,4,8,13,16], with the advantage of using the same trained model
for different assets.

This paper continues as follows: section two gives a brief summary of CNN,
section three explains how LOB and tick data are transformed into images,
section four explains full methodology from data acquisition up to image data
classification, section five shows results and section six gives final remarks, con-
clusions, and further work opportunities.

2 Convolutional Neural Networks (CNN)

CNN are one type of network topology, widely used to applied Deep Learning
(DL) principles. They have been used for Image Processing and Classification
task. A CNN is a variation of a Multilayer Perceptron, which means that it
is a feed-forward network, however, it requires less processing when compared
to a MLP, due to the mechanism used to process input data. One of its main
characteristic is to be space invariant, that is due to the convolution operator
that transforms data inputs.

CNN are biological inspired, trying to emulate what happens in mammal’s
Visual Cortex, where neural cells are specialized to distinguish particular fea-
tures. Building blocks of a CNN architecture are in charge of doing this feature
detection by activating or de-activating a set of neurons. Since market agents
decisions are mostly made from visual analysis of order changes in the LOB, we
expect that a CNN based algorithm can learn patterns in order to help trig-
ger trading decisions. In fact, [14,15] shown that a visual dictionary could be
constructed from LOB data and that dictionary has predicting capabilities.

The two main build blocks of a CNN are the convolution layer and the pooling
layer, which in conjunction with a dense layer, complete a CNN.

Convolution Layer. It is in charge of applying convolution operator to the
input matrix, in other words it applies a kernel to filter data input. Depending on
the parameters used, it can reduce or maintain input’s dimensionality. The reason
to convolve is to identify edges. That means to identify or separate features that
later on can be used to construct more complex representations in deeper layers.

Pooling Layer. It is a local operator, that takes convolution output and maps
subregions into a single number. The pooling operator can extract the max value
of the mapped subregion (Max pooling) or the average value of the mapped
subregion (Average Pooling). In other words, it gets subsamples out of the Con-
volution Layer.
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Dense Layer. Finally, the deeper convolutional layer is connected to a dense
layer (fully connected), from which network obtains its outputs. As mentioned
before, the CNN topology may have one or more dense layers.

3 Limit Order Book and Tick Data Transformation

3.1 Definitions

Limit Order Book. Order Book Data records market agents buy/sell inten-
tions. It includes a time-stamp, quantity and price to buy/sell. This data is
known as Limit Order Book (LOB). Formally, an order x = (p, q, t, s) sent at
time tx with price px, quantity qx (number of shares) and side sx (buy/sell),
is a commitment to buy/sell up to qx units of an asset at price px. Orders are
sorted by quoted price p and arrival time t. Sell orders have larger prices than
buy orders. [6,9,14] Some other useful concepts include [9,14]:

– Spread size is the difference between the best sell and buy price.
– Bid price is the highest price among all active buy orders at time t. Conversely,

Ask price is the lowest price among all active sell orders at time t. Both are
called best quotes.

– An LOB L(t) is the set of all active orders at time t.

Dynamics of LOB are complex [6,9], since it reflects interactions among mar-
ket agents with a different point of views and different trading strategies. For a
particular time t, LOB concepts are illustrated on Fig. 1.

Fig. 1. LOB snapshot, taken from [9]

When all recorded intentions are joined, they can be seen as an Image Fig. 2.
On this image representation, y-axis represent prices, the x-axis is time and each
point is a quantity willing to be traded. The darker the color the most quantity
q at certain price p. In [15], authors used this graphic representation to cluster
LOB-Patterns in order to build a classifier. Based on this work, LOB data can
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be seen as a list of tuples (prices-quantities) where agents expect to negotiate.
Numerically, this representation can be seen as a multivariate FTS1.

LOB Representation. For a set of successive timestamps, LOB data can be
represented as a matrix-like object, where column labels are timestamps, row
labels are prices and the content of each cell is the number of shares to bid/ask.
Each cell contains a quantity q, with subindex side s, time t and price line p.
Order side could be either ask a or bid b. Because there are order imbalances,
price lines subindex are k for the ask side and j for the bid side.

Table 1. LOB matrix representation

t0 t1 ... tn
AskPricek qa0k ... ... qank

AskPricek−1 qa0k−1 ... ... qank−1

... ... ... ... ...
AskPrice0 qa00 ... ... qan0

BidPrice0 qb00 ... ... qbn0

... ... ... ... ...
BidPricej−1 qb0j−1 ... ... qbnj−1

BidPricej qb0j ... ... qbnj

Normalizing each qsti between 0–255, will produce a LOB gray scale image.
However, there is a lot more information in LOB data. Because each order is
recorded individually and sorted by arrival time, it is possible to aggregate vol-
umes at the same price. By doing so you can get how many different orders
(quotes) are placed at the same price. Formally, for each unique price p adds all
quantities qk, where q = [q1, q2, ...qm], being m the last entered order at price p.

This information is very important because is different to have many distinct
agents interested at one particular price that just a few ones. However this
fact, under real market conditions, goes hand in hand with how much volume
(quantity) of the asset is available at that particular price p. In other words,
it is important to have some sense of the distribution. It is different to have a
lot volume concentrated in just one participant that distributed across many.
To introduce this information in our representation, we used maxpk

(q), for each
unique price p at line k, signaling a sense of the volume distribution.

As a result, we will represent LOB data in a 4-channel representation, which
can be seen as a RGBA image, where:

– R channel is only used for ask volumes qa, 0 otherwise.
– G channel is only used for bid volumes qb, 0 otherwise.

1 Some considerations should be done, particularly related to the dimensionality of
the FTS.
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– B channel is only used to represent total number of placed orders at a unique
price p.

– A channel is only used to represent volume distribution for a unique price p,
taking maxpk

(q).

Fig. 2. LOB as Image, taken from [15] (Color figure online)

Tick Data. Tick data records transactions, that is prices and quantities
exchanged for a particular asset. Formally, a transaction occurs when at time
t the bid price equals the ask price. At this point, a transaction T = (p, q, t)
occurs, where pT is the price, qT is the shares quantity exchanged and tT is the
transaction time-stamp [14]. Tick data is a univariate time series2.

Tick Data Graphical Representation. As mentioned before, tick data is the
most widely used data when modeling FTS. This is because is easier to obtain.
LOB data is more difficult to get and usually cost a lot, not just in money terms
but also in storage terms. Transactions are heavily influenced by the intentions
recorded in the LOB, but they do not have the richness of LOB. Nevertheless,
we expect, that in conjunction with the LOB, to yield better results. In other
to homogenize inputs, it is necessary to transform tick data into a matrix-like
representation. In [18], authors show a step by step methodology that transforms
univariate time series into an image representation. This transformation is called
Grammian Angular Field (GAF), which consists of the following steps3:

– Time series normalization between [−1, 1]

2 Bivariate if volumes are included.
3 For full details please refer to [18].
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– Time series is converted from Cartesian to Polar coordinates

φ = arccos(xt); r =
ti
N

, ti ∈ N (1)

– GAF matrix deduction, defined as:
⎡
⎢⎢⎢⎣

<x1,x1> . . . <x1,xn>
<x2,x1> . . . <x2,xn>

...
. . .

...
<xn ,x1> . . . <xn ,xn>

⎤
⎥⎥⎥⎦ ,

where <x,y>= x · y −√
I − x2 ·

√
I − y2.

Authors in [18] used for non-Financial Time Series. In this paper, we apply
the same general steps in order to obtain a graphical version of the tick data, as
illustrated in Table 2.

Table 2. Original tick data vs image representation of tick data

Tick-data line
chart

Image
representation

One advantage of this transformation is that marks peaks of the input signal,
based on intensity levels Table 2. This is useful for pattern recognition because
it helps to differentiate price variances within the original signal. On the other
hand, the transformed input can be rolled back to the original signal [18]. We
expect that on this new space, patterns could be easier to identify since CNN’s
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learning capabilities have been proven good in frequency spaces. In fact, in a
previous work we show how a wavelet transformation improve results over a
pure time-space approach [2]4. Next section will give step by step explanation
for our experiment.

4 Classifying Financial Time Series with CNN

4.1 Why a CNN for FTS Classification

– Firstly, DL models have demonstrated a greater effectiveness in both classi-
fication and prediction tasks. Its superiority is due to the fact that they are
able to learn useful representations from raw data, avoiding the local min-
imum issue of ANNs, by learning in a layered way using a combination of
supervised and unsupervised learning to adjust weights W .

– Secondly, DL applications in computational finance are limited [3,4,8,17,19]
and as long as it goes to our knowledge, there is no publication applying CNN
to FTS using LOB data for short-term periods forecasting.

– Thirdly, CNN are good for pattern recognition, real traders have told us that
they try to identify patterns by following buy/sell intentions in a numeric
form. In a previous work, [14] identified volume barriers patterns to translate
them into trading decisions and [15] identified visual patterns and cluster
them into a bag of words model to predict market movements. As a result of
these works, we decided to extend them and use a more suitable technique
for pattern recognition such as CNN on image-like representation of market
data.

– Finally, by applying input space change (from time to a frequency), we
expect that CNN will recognize patterns more effective, indeed authors in
[2] improved their results by using wavelets to represent high frequency data
of several financial assets [1]. Even tough our images are not natural ones, we
expect that CNN’s layers are capable to distinguish simple frequency changes
(edges) at lower layers in order to identify more complex patterns at deeper
ones.

4.2 Experimental Setup

– Data acquisition: Original dataset is compose of LOB and transaction data
for 11 instruments listed on NYSE, from Dec 24, 2015 to Apr 27, 2017, from
EDGX venue. Dataset includes information from US stocks (AIG, C, MSFT,
FB), ETF (SPY) ADR (EC, CIB, AVAL, AVH, RBS, DB). 4,371,945 LOB
files transformed into 1,491,240 image like representation, including LOB and
tick data totaling 6.2 GB in disk. For training and testing purposes we use a
dataset containing 350,000 and 35,000 images respectively.5

4 We used other DL topologies.
5 Data provided by DataDrivenMarket Corporation.
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– Data preparation: For each stock, data normalization was conducted, taking
into account some considerations which include handling of no orders at some
price levels in LOB data, some liquidity constrains and event of LOB. Details
are given in the next subsection.

– Data transformation: For each stock both LOB data and tick data are trans-
formed to an image-like representation, following the methodology previously
explained.

– CNN modeling: We chose a base CNN architecture. We trained and test it
with transformed data.

– CNN comparison again other DL topologies: We compare results achieved
results obtained in this work against others, which have been used for simi-
lar problems (Short-term forecasting) but different Deep Learning topologies
(RNN, LSTM, Multilayer Perceptron, DBN).

Following paragraphs will provide further details of our experimental setup.

4.3 Data Preparation

Data Normalization. For each stock, prices, volumes (quantities) and a num-
ber of orders at the same price were normalized between (0–1]. Given the fact
that LOB data may have price levels with no demand /offer, minimum values
were reduced by a small factor so that minimum values had a small value above
zero. Data normalization by stock facilitates magnitude equilibrium across all
stock data, regardless their nominal prices or volumes.

Handling of LOB events. We took an event-based approach, that is to ana-
lyze a fixed number of LOB events (10 in this case). Each event is record at
5 s interval. This means that the LOB matrix explained in Sect. 2 Table 1, was
partitioned into fixed segments of 10. We use the same window to create the cor-
responding image for tick data. Figure 3 illustrates procedure described above.

Handling of LOB Deepness. Given deepness asymmetry between buy and
sell sides, we decided to work with LOB data of 5 lines depth for each book side.
Prices start from the best quotes (down/up) side depending (bid/ask).

Additional Considerations. It is important to note the following:

– Prices with no volume will have a 0 value. This value will be always different
for the lowest volume after normalization, as mentioned before.

– For modeling purposes, we resize each image to be 10 width and 40 height.
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Fig. 3. LOB Events

4.4 CNN Modeling

Data Input. Four channel images are used, one for LOB data another for tick
data. A five dimensional tensor is used for data input, with size [n, 2, 10, 40, 4].
The first dimension is the number of samples, second one the number of images
categories (LOB/tick) an the other three, image dimensions (Width, Height,
Channels) (Fig. 4).

Fig. 4. LOB data images

Data Labeling. Data will be classified in three different classes as shown on
Table 3. Classes exhibit unbalance, which could be adjusted by reducing the
interval that determines flat movements.
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Table 3. Three class rules

Price direction Rule Class

Upward movement
(27.92%)

Last tick price above 0.015% vs last tick
of the previous window

0

Downward movement
(27.75%)

Last tick price below −0.015% vs last tick
of the previous window

1

Flat movements (44.32%) Otherwise 2

CNN Architecture. We use a standard CNN architecture, which consists of
(Input + Conv + Pool + Conv + Pool + Dense + Dropout), input images’ size
is 10 X 40. Experiments include both LOB and tick data. We used TensorFlow.

Special considerations for training size included dropout at 40% and batch
size at 100. The dataset was split into 90%for training, 10% for testing.

5 Results

5.1 Model Comparison Against Other DL Topologies

The CNNs were used to classify the three target classes (Up, Down, Flat). Table 4
shows the proposed model performance (74.15%). As observed on Table 4, pro-
posed model is very competitive against similar works, with the advantage that
one model runs for several assets. Metrics are displayed on Table 5

Table 4. Comparison against other DL topologies

DL topology Classes Data used Directional
accuracy

Multilayer Perceptron [2] 2 1-Stock, tick data 66%

Deep Belief Network [13] 2 1-Stock, LOB + Tick data 57%

Deep Neural Network +
Wavelet [1]

2 19 stocks, Tick data, one
model per stock

[64%–72%]

Proposed Model (CNN) 3 12-stocks, LOB + Tick
data

74.15%

Table 5. Metrics at different steps

Step

Metric 150,000 300,000 450,000 600,000

Accuracy 73.89% 73.99% 74.05% 74.15%

Mean class accuracy 74.73% 74.70% 74.72% 74.90%

MSE 0.642 0.640 0.634 0.629

True positives 8495 8438 8440 8501

False positives 2576 2508 2468 2497

False negatives 2399 2456 2454 2393
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6 Conclusion and Future Research

CNN for FTS prediction purpose worked well. DA shows that results are very
competitive, in fact, better than other approaches tested before [2,13,15]. As
expected, performance improves when both LOB and tick data is used in con-
junction, and the main reason is simple: there is more market information. Image-
like representation is useful and even could be extended, that is it is possible to
have more channels in the original input image (matrix).

Perceived advantages

– One network for multiple assets. It is not usually the case, given the fact that
each asset has it owns dynamics. Image-like representation homogenize inputs,
resulting in an image representing market information, finding patterns across
all image set, regardless the asset.

– Lifetime of trained model. In financial applications frequent retraining is the
norm. This approach extends the lifetime of the trained model due to the
time invariance fact associated with images.

Perceived disadvantages

– It is a data intensive technique. As there are more images for training, results
will improve.

– Preprocessing could be tricky. There are a lot of details to take into account
when transforming raw data.

It is necessary to perform out of sample test, to check DA with unseen data, as
well as possible re-training periods. For FTS it is necessary to re-train models
frequently given the fact that Financial Markets exhibit trends in both long and
short periods of times. Moreover, it is necessary to test different flat intervals.
We think that there are a lot of possibilities for improvement, including a com-
bination with other topologies such as (LSTM and CNN), and to code more
information in more channels, for example, technical information, time among
others.
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Abstract. Objective feature selection is an important component in the
machine learning framework, which has addressed problems like com-
putational burden increasing and unnecessary high-dimensional repre-
sentations. Most of feature selection techniques only perform individual
feature evaluations and ignore the structural relationships between fea-
tures of the same nature, causing relations to break and harming the
algorithm performance. In this paper a feature group selection technique
is proposed with the aim of objectively identify the relevance that a
feature group carries out in a classification task. The proposed method
uses Multiple Kernel Learning with a penalization rule based on the
�1-norm and a Support Vector Machine as base learner. Performance
evaluation is carried out using two binarized configurations of the freely
available MFEAT dataset. It provides six different feature groups allow-
ing to develop multiple feature group analysis. The experimental results
show that the implemented methodology is stable in the identification of
the relevance of each feature group during all experiments, what allows
to outperform the classification accuracy of state-of-the-art methods.

Keywords: Multiple Kernel Learning · Multimodality
Feature selection · Group LASSO · Sparsity

1 Introduction

Large data increasing of last decades has raised the emergence of many challenges
nowadays, making the use of computational systems to be strictly necessary to
process the huge amount of available information in open access datasets. In this
scenario, machine learning techniques have been implemented to design differ-
ent approaches that take advantage of this wide information quantity and per-
form tasks as regression, classification, automatic detection, among others [23].
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Although machine learning techniques allow to process large amounts of infor-
mation, they have also faced some issues that must be solved to improve the
algorithms performance and reduce the computational burden. One of the most
relevant problem is the dimensional reduction of the feature representation space,
which is directly related to model overfitting. Therefore, different techniques have
been developed to make an objective feature selection, these techniques can be
applied as a preprocessing step, like a wrapping method based on the algorithm
performance or can be embedded into the main algorithm [13,16].

Some recent approaches have studied the possibility to adapt classic fea-
ture selection techniques with the purpose of select or remove complete feature
groups, instead to eliminate features one by one, this is namely feature group
selection [16,22]. Feature group selection has many advantages in data process-
ing, especially when there is a lot of information to solve a specific problem using
computational methods, for example, to solve multimodal problems, i.e., when
there is information coming from different sources [4], since each source can be
perceived as a feature group, this type of strategies are also known as multi-view
learning. The use of multiple sources can lead to a performance enhancement
because the algorithms can obtain many information about the problem at hand,
nevertheless, it is necessary to identify the most useful information and avoid
unnecessary data that could represent an increase in cost from the financial until
the computational side.

Some of the most simple feature group selection techniques are based on
a user defined threshold. In this type of methods, the machine learning algo-
rithm is trained with each feature group to eliminate the groups that have a
lower performance than a predefined selection threshold [24]. Other methods
perform a more detailed feature analysis and select the feature groups based on
a penalization value embedding in the algorithm, it allows the machine learning
algorithm to automatically select the most relevant feature groups or simply
assign a weight to each group, which is associated to the effect they have in
the overall performance [19]. Other more specific feature group selection tech-
niques are methodologies with strategies like forward-addition and backward-
elimination [18], correlation among feature stream analysis [22] and analysis
based on graphs and subgraphs [8]. These strategies have centered their efforts
in maintain the intra-groups relationships, because a fundamental issue in all
these methods is to achieve the ability to treat the whole feature groups like
individual data representations instead of sums of individual features.

On the other hand, one methodology that has gained popularity in classifi-
cation tasks over the last decades is the Multiple Kernel Learning (MKL), this
machine learning strategy has showed to be very useful since it can achieve a
high performance in classification tasks and one of its most important property
is the capability of incorporate information of different sources within a single
algorithm, evaluating in an independent way each source contribution on clas-
sification task [11]. Some works have suggested to use this property to apply
embedded feature selection, and can be expanded to feature group selection
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owing to a whole feature group creates a single Kernel matrix that measures
non-linear similarities on data [9,11].

This work presents a theoretical and experimental study about the use of
MKL penalized with �1-norm using a Support Vector Machine (SVM) as base
learner to apply embedded feature group selection on a classification task, the
results show that the implemented methodology is stable during all experiments
and allows to improve the classification accuracy regarding to results in some
state-of-the-art classification methods. The document is organized as follows:
Sect. 2 describes the theoretical foundations of the implemented methods to
develop the proposed methodology. In Sect. 3 the dataset used and the experi-
mental setup of the performed tests are presented, providing details about the
algorithm parameters configuration. In Sect. 4 the achieved results are presented
and a detailed analysis of these is made regarding related state-of-the-art meth-
ods. Finally, Sect. 5 presents the conclusions and possibilities for future work
that can be developed as a continuation of this research work.

2 Theoretical Framework

2.1 Support Vector Machines

Support Vector Machines are discriminative classifiers proposed for binary clas-
sification problems and are based on the structural risks minimization theory.
The main property of an SVM is its categorization as a wide margin classifier [3].
Given a dataset with N independent and identically distributed training samples
{(xi, yi)}N

i=1 where xi is a D-dimensional input vector and y ∈ {−1,+1} is the
labels vector of dimension N , the SVM basically finds the discriminative line
with maximal margin M that better separates the samples in the feature space.
The classification function is given by the expression in Eq. (1).

f(x) = 〈w, x〉 + b (1)

where w is the vector of weights corresponding to the coefficients for each sample
xi, b is the hyperplane separation bias term and the 〈·, ·〉 operator represents the
dot product between two vectors.

As shown in Fig. 1, it must be fulfilled that f(x) = 1 in +1 region, f(x) = −1
in −1 region and f(x) = 0 over the decision boundary. Samples enclosed by ovals
are called support vectors. Given a scalar value r, and since w is orthogonal with
the decision boundary, it is possible to demonstrate that r and M correspond
to Eqs. (2) and (3), respectively.

r =
2

‖w‖2 (2)

M = ‖rw‖ =
2

‖w‖2 ‖w‖

M =
2

‖w‖ (3)
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Fig. 1. Representation of a dataset separated by an SVM

In this way, the SVM maximizes M , which is equivalent to minimize ‖w‖,
this is the primal optimization problem of the SVM and is expressed in Eq. (4).

w∗ = min
w

1
2
‖w‖22 + C

N∑

i=1

ξi

s.t. yi(〈w, x〉 + b) ≥ 1 − ξi

(4)

where C is a regularization parameter and ξ is the vector of slack variables, it
is known as soft margin representation of the SVM.

The main method to solve this quadratic optimization problem with restric-
tions is through Lagrange Multipliers to obtain the expression in Eq. (5), namely
dual function of the SVM.

max
0≤α≤C

N∑

i=1

αi − 1
2

N∑

i=1

N∑

j=1

αiαjyiyj〈xi, xj〉

s.t.

N∑

i=1

αiyi = 0

(5)

where α is the dual variables vector and the classification function is given by
the Eq. (6).

f(x) =
N∑

i=1

αiyi〈xi, x〉 + b (6)
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2.2 Kernels and MKL

In the dual function of the SVM (Eq. (5)) an important term appears: 〈xi, xj〉,
this term is the Kernel function and is expressed as K(xi, xj), where K : RD ×
R

D −→ R. The Kernel function is defined as a non-linear similarity measure
and it can be raised in different ways, the most common Kernel functions are
presented in Eqs. (7), (8) and (9).

KLinear(xi, xj) = 〈xi, xj〉 (7)
KPolynomial(xi, xj) = (〈xi, xj〉 + 1)q, q ∈ N (8)

KGaussian(xi, xj) = exp
(−‖xi − xj‖22

σ2

)
, σ > 0 (9)

The Kernel function is fundamental to the SVM performance, at this point
is where the MKL shows to be very useful, since this methodology basically
establish that multiple linear or non linear combinations of Kernels can be used
instead of one single Kernel, as in Eq. (10).

Kη(xi, xj) = fη

({Km(xm
i , xm

j )}P
m=1

)
(10)

The combination function fη : R
P → R is composed by P feature rep-

resentations (feature groups) of training samples. The great advantage of this
formulation is that each feature representation is independent and they can be
provided by different sources, varying the acquisition and composition nature or
the number of features in each representation. The combination function fη can
be defined as in Eq. (11).

fη = Kη(xi, xj) =
P∑

m=1

ηmKm(xm
i , xm

j ) (11)

where ηm represents the weight assigned to each Kernel function Km, which is
equivalent to assign a weight to each feature representation or feature group.

It is possible to apply a penalization to each Kernel weight, enabling that
the algorithm could determine the relevance of each feature group based in the
value assigned to each Kernel weight, providing a straightforward interpretation
of results [11]. The most common penalization methods used in this type of
problems are the �1-norm and �2-norm [9,10].

2.3 MKL-Based Feature Group Selection

MKL algorithms are frequently raised with the optimization problem presented
in Eq. (12) [25].

min
Hη

1
2
‖Hη‖2 + ζ

N∑

i=1

L(yi, f(xi)) (12)
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where L(·) is a loss function regularized by the parameter ζ, and Hη is a Kernel
function parametrized by η, this Kernel function corresponds to the Eq. (13).

Hη = K(·, ·, η) =
P∑

j=1

ηjKj(·, ·) (13)

A well known function in the literature and specially practical to this problem
is the Hinge loss function, which can be used as L(·) and is defined in Eq. (14).

L(y, f(x)) = (1 − yf(x))+ (14)

When the Hinge loss function is implemented, the dual representation of
MKL problem can be computed using Lagrange Multipliers to obtain the
Eq. (15).

min
η∈Δ

max
α∈Q

1�α − 1
2
(α ◦ y)�

⎛

⎝
P∑

j=1

ηjKj

⎞

⎠ (α ◦ y) (15)

where Δ is the domain of η and Q is the domain of α .1 is a vector with all
components equal to one and ◦ define the Hadamard (element wise) product
between two vectors. Q is usually defined as in Eq. (16).

Q =
{
α ∈ R

N : α�y = 0, 0 ≤ α ≤ ζ
}

(16)

It is clear how Q is equivalent with the Lagrange coefficient constraints of
the SVM. The most interesting analysis arises when determining the Δ domain,
because when η ∈ Δ, it correspond to a simplex condition, i.e., this domain
corresponds to the Eq. (17).

Δ =

⎧
⎨

⎩η ∈ R
P
+ :

P∑

j=1

ηj = 1, ηj ≥ 0

⎫
⎬

⎭ (17)

This Δ constraint is known as the �1-norm of the Kernel weights, this convex
sum can be solved using the Least Absolute Shrinkage and Selection Operator
(LASSO) [21], since it allows to minimize the sum of squares residual restricted
to the sum of the coefficients being equal to a constant. The main property
of LASSO method is in its constraint nature, because this method produces
coefficients exactly equal to zero, allowing a simultaneous variable elimination
during the training task, this is known as a sparse method. In this way, the MKL
algorithm penalized by �1-norm and solved by the group LASSO method, allows
to compute the Kernels relevance based on the weights η, which is equivalent to
determine the relevance of the feature groups associated to each Kernel.

3 Experimental Setup

Details of implemented tools and methods parametrization are presented below,
describing the algorithm configuration used during experiments.
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3.1 Benchmark Dataset

In this work the Multiple Features Dataset (MFEAT) was used, this dataset is
freely available online on the UCI Machine Learning Repository [7]. The MFEAT
dataset contains six different feature groups of handwritten digits since ‘0’ to ‘9’
corresponding to ten classes, this dataset composition allows to develop multiple
feature group studies specially. Each feature group was extracted from 2000 sam-
ples, corresponding to 200 samples per class. The feature groups are conformed
as follows:

– Fac: 216 profile correlations
– Fou: 76 Fourier coefficients of the character shapes
– Kar : 64 Karhunen-Loève coefficients
– Mor : 6 morphological features
– Pix : 240 pixel averages in 2 × 3 windows
– Zer : 47 Zernike moments

Aiming to evaluate the individual relevance of each feature group in MFEAT,
the number of classes was binarized since the SVM classifier is designed only
for binary classification problems, therefore, two configurations of the MFEAT
dataset were used. The first configuration was constructed by grouping the
smaller digits (0–4) in one unique class, and the larger digits (5–9) in another
class, this dataset configuration was called MFEAT-SL. The second dataset con-
figuration was constructed grouping the even digits in one unique class, and the
odd digits in a second class, this dataset configuration was called MFEAT-EO.
This dataset configurations were designed taking as reference the work presented
in [11].

3.2 Test Design

After the datasets were binarized, the tests were performed associating a
weighted Gaussian Kernel to each feature group, all the Kernels were computed
with the same parameter σ = 10, besides, the regularization parameter of the
SVM was assigned with the value C = 5, both values were empirically tuned
based on the achieved classification accuracy. Although it was sought to obtain a
high classification performance, the greatest interest of the tests was focused on
objectively determine the relevance of each feature group for the classification
task. In this sense, it was achieved by identifying in detail the behavior of ηi

weights associated to each Kernel.
For the tests development, the MKL Toolbox provided by [11] was used, a

normalization of both data and Kernels was applied, in addition, eps was set to
0.001, this is a proper parameter of the Toolbox to determine when a weight ηi

must be set to zero. Additionally, the Mosek tool was used as solver [17], this
tool is free to use only for research and educational purposes.

To obtain a suitable validation of the feature group relevance computed by
the method, a seventh feature group was added to the dataset, namely as Rand,
which contains normalized random values. This last feature group was added
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waiting for the algorithm to being able to identify it as a weak feature group
and assign it a very low relevance, i.e., a Kernel weight equal to zero. Seven
tests were performed over each database configurations in total, identifying and
manually eliminating the least relevant feature group in each of the test, and
re-training the algorithm in the next test with one less group until only the most
relevant feature group of all was hold. Cross-validation using K-folds with k = 30
was applied during each test, it was used to avoid model overfitting.

4 Results and Discussion

The test results are divided in two stages, the first stage corresponds to tests
carried out on MFEAT-SL and the second stage corresponds to tests performed
on MFEAT-EO. Table 1 contains the summary of results obtained by applying
the seven tests corresponding to the MFEAT-SL dataset configuration, in these
results is initially highlighted how the method identifies the random values group
(Rand) in the first test, assigning it a relevance equal to zero, which means that
the method is quite sensitive to this data type that does not provide useful
information for the classification task. Another important detail is the stability
that the method presents regarding the relevance assigned to each feature group
through each test, even from the first test it was possible to clearly see the
order in which the less relevant feature groups would be eliminated. Moreover,
it is noteworthy that the classification performance with respect to accuracy
was minimally affected when less relevant feature groups were removed, thus, a
considerable feature space reduction was achieved and consequently a processing
time reduction was reached maintaining a suitable accuracy performance.

Table 1. Relevance and performance results on MFEAT-SL

Trial number Accuracy (%) Feature group relevance (ηi)

Fac Pix Fou Mor Kar Zer Rand

Test 1 99.34 ± 1.24 0.441 0.356 0.076 0.064 0.048 0.015 0.000

Test 2 99.41 ± 0.93 0.439 0.358 0.076 0.064 0.048 0.015 —

Test 3 99.36 ± 0.94 0.442 0.359 0.079 0.067 0.053 — —

Test 4 99.34 ± 0.95 0.434 0.403 0.093 0.070 — — —

Test 5 99.05 ± 1.66 0.474 0.412 0.114 — — — —

Test 6 98.96 ± 1.24 0.503 0.497 — — — — —

Test 7 98.64 ± 1.51 1.000 — — — — — —

Ranking — 1 2 3 4 5 6 7

Regarding Table 2, where the results obtained by applying the seven tests
corresponding to the MFEAT-EO dataset configuration are presented, the results
show a similar behavior that the ones described in Table 1, showing that the
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method straight away identifies the random data feature group (Rand) assigning
it a relevance equal to zero. Moreover, results remain consistent regarding the
assigned relevance of each feature group and accuracy performance throughout
the tests. The results presented in Table 2 provide a more interesting detail, in
this case the best accuracy performance is obtained when only two feature groups
are used to train the algorithm (Fac and Pix), which highlights the fact that the
proposed method not only can reduce the large amount of features, but also,
the overall performance of the classifier can be improved reducing the number
of feature groups, thus achieving a double benefit and an enormous utility for
the implemented application.

Table 2. Relevance and performance results on MFEAT-EO

Trial number Accuracy (%) Feature group relevance (ηi)

Fac Pix Fou Mor Kar Zer Rand

Test 1 99.41 ± 1.01 0.676 0.161 0.102 0.056 0.003 0.002 0.000

Test 2 99.41 ± 0.93 0.676 0.161 0.102 0.056 0.003 0.002 —

Test 3 99.34 ± 0.95 0.671 0.167 0.102 0.057 0.003 — —

Test 4 99.39 ± 1.02 0.669 0.167 0.105 0.059 — — —

Test 5 99.44 ± 1.09 0.677 0.219 0.104 — — — —

Test 6 99.51 ± 0.82 0.748 0.252 — — — — —

Test 7 99.46 ± 0.83 1.000 — — — — — —

Ranking — 1 2 3 4 5 6 7

It should be noted that accuracy measures presented in Tables 1 and 2 show
their respective standard deviation, this deviation is produced when apply the
Cross-validation using 30-folds. Standard deviation of the feature group relevance
values was always less than 1.2%, whereby it was not showed in tables, this small
variation of feature group relevance shows the great method stability again.

Regarding other state-of-the-art methods, the only work that can be directly
compared with this one, is presented in [11], their classification accuracy over
MFEAT-SL using a nonlinear MKL classification algorithm was 98.64 ± 0.25%
using only four feature groups (Fou, Kar, Pix and Zer) and 98.82 ± 0.2 using
the six feature groups, and over MFEAT-EO the classification accuracy using a
localized MKL classification algorithm was 98.94±0.29% using only four feature
groups (Fou, Kar, Pix and Zer) and 99.24±0.18 using the six feature groups, this
results show that the methodology proposed in this paper not only outperforms
all the results in [11], but it also prove that the elimination of irrelevant feature
groups is useful to improve the classification accuracy as it is shown in the results
obtained over MFEAT-EO.

Several studies have been developed over the MFEAT dataset, but most of
them have implemented different dataset configurations in their tests. Although
those studies are not directly comparable with the results of this work, their
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classification accuracies can be taken as a reference point to analyze the pro-
posed method performance regarding classification accuracy showing its effec-
tiveness. Some works have implemented the six feature groups and all the classes
in MFEAT, e.g., in [12] a Self-organising fuzzy logic classifier was proposed
achieving 93.66% in classification accuracy, [20] propose a classification method
based in Multi-View Laplacian Eigenmap (MV-LEM) attaining 94.6% in classi-
fication accuracy and in [1] the ensemble learning method namely Learn++ with
a multilayer perceptron classifier as base learner was used, obtaining 97.71% in
classification accuracy as best result.

Other proposals have used a reduced feature group number, e.g., [14] use a
linear regression classification method over a single feature group (Fou), their
best result is 81.5 ± 2.85% in classification accuracy, in [15] the ensemble learning
method namely Global Mapping Block with a Bayesian network classifier as base
learner over five feature groups (Fac, Fou, Kar, Mor and Zer) is used and they
achieve 97.7 ± 0.6% in classification accuracy and in [5] MKL with a Bayesian
classification method is implemented over four feature groups (Fou, Kar, Pix
and Zer), their best result is 97.8 ± 1% in classification accuracy.

Finally, other authors use all the feature groups but apply one by one fea-
ture selection methods, e.g., [6] use a multilayer perceptron classifier and apply
a genetic-algorithm-based feature selection technique keeping 233 relevant fea-
tures and achieving 98.38% in classification accuracy in their best results, and
in [2] a Random Forest classifier and a ranking-based feature selection technique
was used achieving 98.89% in classification accuracy keeping only 147 relevant
features.

5 Conclusions

In this work an experimental analysis which sought to identify objectively the
individual feature groups relevance in a classification task was presented. The
proposed method consisted in the use of MKL over an SVM, applying a sparse
penalty by means of the �1-norm to restrict the weights assigned to the Kernels
computed per feature group, given that this weights represent the relevance that
each feature group has for the classification task. Obtained results show that
proposed method is consistent along experiments and correctly evaluates the
feature groups relevance, even allowing in some cases the accuracy performance
to be improved while considerably reducing the excessive use of data provided
by different feature groups, additionally, the method allows to improve the accu-
racy performance regarding other state-of-the-art classification methods and the
achieved results have an straightforward interpretability and are fully replicable
and reproducible.

As future work it should be implement auto-tuning methods to select the
best Kernel types and the Kernel parameters to be associated to feature groups,
besides, to propose a strategy that allow the method to automatically eliminate
the less relevant feature group by means of a threshold applied to the Kernel
weights and extend the base learner to a multi-class SVM model.
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Abstract. Computer-aided diagnosis (CAD) systems have allowed to
enhance the performance of conventional, medical diagnosis procedures
in different scenarios. Particularly, in the context of voice pathology
detection, the use of machine learning algorithms has proved to be a
promising and suitable alternative. This work proposes the implementa-
tion of two well known classification algorithms, namely artificial neu-
ral networks (ANN) and support vector machines (SVM), optimized by
particle swarm optimization (PSO) algorithm, aimed at classifying voice
signals between healthy and pathologic ones. Three different configura-
tions of the Saarbrucken voice database (SVD) are used. The effect of
using balanced and unbalanced versions of this dataset is proved as well
as the usefulness of the considered optimization algorithm to improve
the final performance outcomes. Also, proposed approach is comparable
with state-of-the-art methods.

Keywords: Voice pathology · Computer-aided diagnosis
Optimization · Classification

1 Introduction

Today, computer-aided diagnosis (CAD) systems are increasingly gaining impor-
tance due mainly to the technological advances. Indeed, last decades have allowed
the medicine to take a new level of precision, enabling the most modern CAD
systems to be sufficiently reliable to be taken into account in real medicine appli-
cations [8,20]. CAD systems offer support to experts in different areas of research,
it allows to make decisions with a high confidence level reaching reliable and true
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diagnoses being a very important issue when dealing with diseases, whose timely
and appropriate treatment may drastically affect the patients’ life [5,19].

Since the incursion of engineering in medicine, a lot of works have been devel-
oped while different specialized areas of medicine have emerged. For instance,
the use of medical images to develop CAD systems is currently one of the most
relevant methods on research [23,26]. Likewise, there are many works that pro-
pose CAD systems to use signals and time series to support the diagnoses made
by the specialists in medicine [1,12]. A specific area that uses the information
contained in signals measured from the human body, is the area that studies the
human voice signals, this type of signals are widely used for voice recognition
tasks, which are useful at present [4,9]. Within the medicine area, there are also
research approaches in which CAD systems based on the human voice are pro-
posed, this type of systems are used to determine if a person presents a type of
voice pathology, furthermore, it can be used to classify between different voice
diseases that a patient could present [15,25].

In recent years, there has been an exponential growth of the amount of data
that is available to the scientific community from all research areas, thus, the
medical area has not been unaware of this trend, the number of datasets available
to perform research works in medicine has increased considerably [7,13]. This
large increase in data has focused the interest of new research works towards the
implementation of analysis and diagnostic support techniques using computa-
tional tools to improve the performance and efficiency of the proposed methods.
One of the areas that has been contributing significantly to solve this need, is
the use of machine learning methods to develop automatic systems [29].

Some recent works have developed different methods to detect voice patholo-
gies obtaining a variety of results regarding the performance of the classi-
fiers designed in each proposal. This research works has implemented bal-
anced [2,3,11,17] and unbalanced [14,18] datasets versions showing that the use
of unbalanced data causes a considerable reduction in the performance of classi-
fication algorithm. Other works aim to take advantage of the huge information of
some datasets and use alternative signals to the speech like electroglottography
(EGG) signals [16] or recordings of complete sentences instead of only vowels
pronounced in different intonations [24], and also try to apply a very recent
technique known as Deep Learning [10].

In this work, the implementation of two different and well known machine
learning algorithms, namely artificial neural networks (ANN) and support vector
machines (SVM), optimized by particle swarm optimization (PSO) algorithm is
proposed to classify voice signals from a public dataset into healthy and patho-
logical subjects. Obtained results show the effect of using balanced and unbal-
anced data as well as the usefulness of the considered optimization algorithm to
improve the final performance outcomes. Furthermore, achieved results with the
proposed approach are comparable with state-of-the-art methods.

The rest of this paper is organized as follows: Sect. 2 describes the dataset
used, the features generation techniques implemented and the machine learn-
ing algorithms used in this work. Section 3 presents the experimental setup
of the developed tests, providing details about the configuration and selected
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parameters of the algorithms. In Sect. 4 the obtained results are presented and a
detailed analysis of these is made regarding related works of the state of the art.
Finally, Sect. 5 presents the conclusions and possibilities for future work that can
be developed as a continuation of this research work.

2 Materials and Methods

2.1 Benchmark Dataset

In this work was used a German open access dataset called “Saarbrucken voice
database” (SVD) [6]. Consisting of a total of 2225 sessions, of which 1356 cor-
respond to pathological subjects and the remaining 869 correspond to healthy
people, the database is conformed both with examples of male and female voices.
Each of the sessions is made up as follows:

– Recordings of vowels [i, a, u] in four different intonations [neutral, high, low,
ascending-descending]

– Recordings of the sentence “Guten Morgen, wie geht is Ihnen?”, which in
English translates “Good morning, how are you?”

On doing so, each session contains 13 different recordings, although some
of them are incomplete or simply some of the recordings were excluded due to
quality issues. Recordings of the vowels also contain the EGG signals, which were
also used for this study. All recordings were taken with a sampling frequency of
50 kHz and a resolution of 16 bits.

2.2 Feature Generation

With the aim of generating a discriminative representation from the data at
hand, three different types of features were generated from each signal, namely
common signal features, acoustic features and noise features. Such generation
was done over both the speech signal and the EGG signals, achieving two feature
vectors, which were concatenated to form a single feature vector.

Common Signal Features: This type of features are widely used for different
kind of signals, are based on the time information and also on the frequency
information of the signal [10,11,27], the latter generally by means of Fourier
transform. The main purpose of generating common signal features is because of
their outstanding representation of each signal with a low computational cost,
also since they are well known and are easy to implement [22]. The features
generated at this stage are:

– Fundamental frequency.
– Mean frequency.
– Median value of signal.
– Standard deviation.
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– Variance.
– Smallest element in signal.
– Largest element in signal.
– Maximum to minimum difference.
– Peak magnitude to RMS ratio.
– Root mean square level.
– Root sum of squares level.
– Period of sequence.

Acoustic Features: These features seeks specific information of the human
voice signals, in comparison with the previous features, acoustic features are
implemented only for voice signals, specially for voice recognition tasks and
in some cases for pathology detection [11,14,29]. Specifically, at this stage the
Mel-Frequency-Cepstral Coefficients (MFCC) were extracted from each signal of
the database [30], such coefficients are widely used in the state-of-the-art, given
that they provide information that takes advantage of the main components of
a human voice signal, ignoring environmental and frequency factors with low
importance or which prevents a correct generation of features. The MFCC were
computed from the signals by using the following parameters, the configuration
used by [14] was mainly taken into account:

– Analysis frame duration AFD = 40 ms.
– Analysis frame shift: AFS = 20 ms.
– Preemphasis coefficient: PC = 0.97.
– Number of filterbank channels: NFC = 30.
– Number of cepstral coefficients: NCC = 10
– Cepstral sine lifter parameter: CSLP = 22.
– Lower frequency limit: LFL = 300 Hz.
– Upper frequency limit: UFL = 3400 Hz.

Aiming to obtain the most relevant information of the MFCC and considering
the huge amount of generated data, from each Cepstral Coefficient, the following
measures were extracted: Median value, Standard deviation, Variance, Smallest
element, Largest element, Maximum to minimum difference, Peak magnitude to
RMS ratio, Root mean square level and Root sum of squares level. Finally, a
total of 90 acoustic features are obtained for each signal.

Noise-Based Features: Some related studies have been developed under the
assumption that voice signals that present pathologies contain more noise than
the voice signals belonging to healthy people [14,29], therefore, allowing some
measures of noise in the signals to be good descriptors to be able to identify
when a person has any speech pathology. In this study, three noise measure-
ments which synthesize the proportion of noise that is present in each signal
were implemented. The measures generated were the ratio of signal to noise
(SNR), which measures the relationship between the power of the fundamental
content and the power of the entire non-harmonic content of the signal. The
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second measure was the total harmonic distortion (THD), which is measured
from the fundamental frequency and the first five harmonics of the signal. The
last noise-based-feature was the signal to noise and distortion ratio (SINAD),
which measures the power ratio between all harmonics and the noise content in
the signal.

2.3 Considered Classifiers

As a result of the feature generation stage, a matrix representation of the data
corresponding to the speech and EGG signals was obtained, this new represen-
tation of the data allows to train two well known classifiers for machine learning
tasks due to their high performance and excellent ability to generate nonlinear
decision boundaries, namely, artificial neural network [21] and a support vector
machine [28], whose basic configurations are explained below:

Artificial Neural Network – ANN: It was intended that the architecture
implemented for the neural network to be simple to minimize the computational
cost in the classification task, so that the predictions made by the classifier
were both accurate and fast. From this criterion, it was decided to implement
a fully connected neural network architecture with a single hidden layer [21].
The number of neurons in the input layer is defined by the number of features
extracted from the signals, and the number of neurons in the hidden layer was
selected through an architecture analysis of the neural network, evaluating its
classification performance from a single neuron to 100 neurons in the hidden
layer, the results of this network architecture selection test can be seen in Sect. 3.

Support Vector Machine – SVM: Considering that the results when using
an SVM depend directly on the selected kernel and its parameters, the tests were
performed using three different kernels, the first one being the linear kernel which
is the one with the lowest computational cost, but at the same time, it does not
allow the estimation of complex decision boundaries to perform the classifica-
tion task [28]. The second kernel used was the polynomial kernel, which slightly
increases the computational cost in exchange for being able to obtain more com-
plex decision boundaries that better fit to the data. The last kernel used is of
the most implemented in classification tasks because it allows to obtain decision
boundaries that fit adequately to the training data, thus obtaining an accuracy
generally higher than the previous kernels, this is the Gaussian or Radial Basis
Function (RBF) kernel. The mathematical definition of the implemented kernels
is as follows:

KLinear(xi, xj) = 〈xi, xj〉
KPolynomial(xi, xj) = (〈xi, xj〉 + 1)q, q ∈ N

KGaussian(xi, xj) = exp
(−|xi − xj |22

2σ2

)
, σ > 0

where 〈·, ·〉 represents the dot product between two vectors.
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2.4 Validation and Optimization

K-Fold Cross-Validation: In classification tasks, it is very important to be
able to correctly evaluate the obtained results, ensuring that the classifier gener-
alizes adequately predictions on unknown examples. Considering this, different
methods and evaluation measures has been proposed allowing to make a rig-
orous analysis of the performance of the learning algorithm. One of the most
well-known evaluation methods used in the state of the art is K-Fold Cross-
Validation. This method consists on dividing the entire database into K eval-
uation subsets, thus training K times the considered classifier so that in each
training a subgroup (Fold) is excluded from the database, and used at the end
of the training stage as a test set, after executing the K-Fold Cross-Validation
evaluation method, a prediction is obtained for each example contained in the
database, so that it can be evaluated with any performance measure to verify
that the results are not overfitted to the database at hand.

Particle Swarm Optimization (PSO): Both neural networks and SVMs have
input parameters that must be selected by the user that directly affect the result
of the classification, an improperly selected parameter can lead the classifier
to not fit well the data or get overfitted. To avoid the manually selection and
tuning of these parameters, one of the most used and broadly known optimization
algorithm in the state of the art is the PSO, which is widely implemented because
it uses stochastic a cooperative methods to find the optimal working point of
the function to be optimized, which in this case corresponds to the classifier
performance. Furthermore, we choose to use the PSO algorithm since is generally
able to find a global optimum because it is less likely than other algorithms to
fall into local optimum.

3 Experimental Setup

3.1 Preprocessing

A preprocessing step was performed over each one of the signals of the database,
aiming to suppress atypical values of the signals and enhance the feature gener-
ation step by making it more efficient. At preprocessing stage, as a first step the
original sample frequency was reduced from 50 kHz to 25 kHz, it is a common
practice in this type of studies aiming to simplify the computational process-
ing demand and to bring near the data to the normal human speech frequency
at same time [14]. Then, a 5th-order median filter was applied on each signal,
allowing to attenuate atypical values contained on the signal due to the effect of
instruments used to acquire such signals and environmental noise perturbations.

3.2 Dataset Configuration

For this work, the complete database was not used because the results obtained
by [14] were mainly taken into account, this work showed that the best vowel to
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perform a classification between healthy and pathological subjects is the vowel
‘a’ in neutral intonation, so it was decided to use for this analysis only such vowel
with neutral intonation, but unlike the aforementioned work, it was decided to
use the signals of the sentence “Guten Morgen, wie geht is Ihnen?” and the EGG
signal to obtain more information from each example.

Only the sessions corresponding to subjects older than 18 years were selected
from the database, by selecting only the ‘a’ vowel in neutral intonation a total
of 1333 examples of pathological subjects and 668 healthy subjects were down-
loaded, these were used to create the first configuration matrix (X1) of dimen-
sions 2001× 210, where the rows correspond to the number of examples and the
columns correspond to the concatenated characteristics of the speech and EGG
signals. Additionally, the sessions corresponding to the sentence “Guten Morgen,
wie geht is Ihnen?” of subjects older than 18 years were also downloaded, in this
way, 1333 examples of subjects with pathologies and 615 healthy subjects were
used to create the second configuration matrix (X2) of dimensions 1948 × 105,
this matrix has half of the features than the first one, because the EGG signals
corresponding to the sentences are not found in the original database. Taking
advantage of the large number of examples, in the sentences dataset was decided
to take the 615 examples of healthy subjects and the 615 longest files regarding
the duration of the recording of the pathological subjects, with the purpose of
working with a balanced dataset allowing to compare the obtained results with
other works that also implement a balanced version of the benchmark dataset,
in this way, the third configuration matrix (X3) of dimensions 1230 × 105 was
created.

3.3 Artificial Neural Network

The ANNs architecture consists of three layers of fully connected network type,
each dataset (X1, X2 and X3) has its own ANN architecture. The test to
select the number of neurons of the hidden layer was carried out changing the
number of neurons between 1 and 100, this range was selected because archi-
tectural tests showed that after 100 neurons in the hidden layer, all the ANNs
suffered from overfitting, thus decreasing the overall performance and increasing
the computational burden. A 20-Fold Cross-Validation was applied, with a fixed
regularization parameter λ = 0.5 and 300 as the maximum number of iterations.
The results of the architectural analyzes are shown in Fig. 1, obtaining finally
80, 57 and 30 as the best numbers of neurons in the hidden layer for X1, X2

and X3, respectively.
Once the ANN architectures are defined, it was used the PSO algorithm to

optimize both the number of iterations to fit the ANN and the regularization
parameter λ. A total of 100 particles were used with a maximum of 50 itera-
tions in addition to a 20-Fold Cross-Validation algorithm applied to avoid the
overfitting issue. The results of this final test for the ANN classifier are shown
in Table 1.
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Fig. 1. Analysis for setting the number of neurons in the hidden layer

3.4 SVM

The tests for the SVM classifier were performed in the same way as in the neural
network, where the PSO algorithm was employed to optimize the regularization
parameter C and the kernel parameters used in the SVM, 100 particles were
used and a maximum of 50 iterations with a 20-Fold Cross-Validation obtaining
the results shown in Table 2.

4 Results and Discussion

The results shown in Table 1 demonstrate how the PSO algorithm not only
improved the overall performance of the ANN designed for each database, but
also significantly reduced the number of iterations required to train each classi-
fier. The achieved performance improvement can be noticed when comparing the
final classification results respect to those obtained in the architecture analysis
shown in Sect. 3. In addition to calculating the algorithm accuracy, other evalu-
ation measures were calculated in Table 1 to obtain more information about the
behavior and performance of the classification algorithm.

Table 1. Classification results of ANN

Dataset Average

accuracy

Standard

deviation

Sensitivity Specificity Geometric

mean

Optimal parameters

Iterations λ

X 1 76.06 % 3.34 % 84.85 % 58.53 % 70.47 % 31 10.4131

X 2 79.63 % 4.44 % 87.77 % 61.95 % 73.74 % 49 5.8104

X 3 93.27 % 2.32 % 95.61 % 90.89 % 93.22 % 264 2.1403

The results shown in Table 2 demonstrate how the classification accuracy
over each configurations of the dataset can vary considerably depending on the
selected kernel. The final performance results allow to identify that polynomial
Kernel adjusts X1 and X3 in a better way, while the Gaussian Kernel shows
better performance in X2. In addition, when analyzing the results presented
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in Tables 1 and 2, it is possible to determine that the ANN is the classifier that
shows a better performance over the three database configurations, regarding
that both classifiers (ANN and SVM) were configured in simple ways looking for
a low computational cost during training step. Furthermore, The results show
that third dataset configuration matrix (X3) highly improves the results over the
other two, the main reason of that is the use of a balanced version of the dataset,
it show that the SVD dataset contain several samples that contains recording
fails and quality errors, this analysis is supported by the results presented in the
state-of-the-art methods.

Table 2. Classification results of SVM

Dataset Kernel Average

accuracy

Standard

deviation

Sensitivity Specificity Geometric

mean

Optimal parameters

C Kernel

param.

X 1 Linear 74.76 % 3.66 % 84.62 % 55.09 % 68.28 % 8.194 —

Polynomial 75.36 % 4.11 % 85.60 % 54.94 % 68.58 % 0.442 q = 2

Gaussian 75.32 % 4.02 % 84.92 % 56.14 % 69.05 % 10.830 σ = 24.647

X 2 Linear 77.83 % 3.75 % 87.02 % 57.89 % 70.97 % 16.031 —

Polynomial 77.70 % 3.62 % 86.42 % 58.86 % 71.32 % 0.253 q = 3

Gaussian 78.51 % 4.45 % 86.20 % 61.79 % 72.98 % 8.398 σ = 9.899

X 3 Linear 92.47 % 2.87 % 96.10 % 88.78 % 92.37 % 1.351 —

Polynomial 92.77 % 2.99 % 95.94 % 89.59 % 92.71 % 3.958 q = 1

Gaussian 92.62 % 4.37 % 96.42 % 88.78 % 92.52 % 12.151 σ = 39.281

In some recent works the SVD dataset has been implemented in different
ways and configurations, obtaining a variety of results regarding the perfor-
mance of the classifiers designed in each proposal. The results of those works
have allowed to deduct that this dataset is composed by several samples with
corrupted information and incomplete recordings. Therefore, the research works
developed around the SVD dataset has implemented balanced versions of this,
for example, the works that have used the ‘a’ vowel in normal intonation are: [17]
obtaining 93.2% ± 0.01% of accuracy with 262 healthy and 244 pathologic sam-
ples, [2] obtaining 98.94% of accuracy with 266 healthy and 263 pathologic sam-
ples, [3] obtaining 99.68% of accuracy with 262 healthy and 244 pathologic sam-
ples and [11] obtaining 100.0% of accuracy with 705 healthy and 705 pathologic
samples. Besides, a work that have implemented a very recent technique known
as Deep Learning used a balanced version of the dataset with 583 healthy and
583 pathologic samples obtained 71.36% of classification accuracy [10].

Some other works, try to take advantage of the huge information of the
dataset and implement the alternative signals to the speech, in [16] uses the
EGG signals of the ‘a’ vowel in normal intonation achieving 99.87% of accuracy
with approximately 400 samples of the dataset. On the other hand, in [24] uses
the sentence “Guten Morgen, wie geht is Ihnen?” pronounced by 632 healthy and
101 pathologic subjects, obtaining 67.2% of sensibility and 70.3% of specificity,
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showing that the use of unbalanced data causes a considerable reduction in the
performance of classification algorithm. Only two works have used the complete
dataset in the experiments, [14] achieved 67.0% of accuracy when using only the
‘a’ vowel in normal intonation making the base line of studies in this dataset, and
in [18] were implemented all the useful samples corresponding to the ‘a’ vowel in
normal intonation of the SVD, obtaining 94.7%±0.21% of accuracy in their best
results, the features generated were based on vocal tract area irregularity and
applying PCA to reduce the number of features implemented for the classification
task.

Although the classification accuracies in all these state-of-the-art methods are
not directly comparable with the achieved results of this work, given that they
use different database configurations and change the number of examples used for
the classification task, all those results can be taken as reference points to prove
the great change in accuracy when change the number of examples, showing that
the SVD database represent a great challenge regarding the sessions acquisition
quality.

5 Conclusion

In this work a voice pathology detection framework was presented, three different
configurations of the SVD dataset was designed to apply two well known classi-
fiers (ANN and SVM) to detect pathologies in voice signals. This is the first work
that uses a optimization algorithm (PSO) to automatically tune the parameters
of the classifiers aiming to achieve the best performance. Three different dataset
configurations and the use of different classifiers allowed to identify the benefit of
using the optimization algorithm to enhance the classification results and reveal
that the SVD dataset contain several samples that represent a challenge mainly
because it contains recording fails and quality errors, showing the best results
over the third dataset configuration matrix (X3) because it was balanced allow-
ing to avoid some fail examples from the original dataset. Besides, the results
show that the use of a complete sentence pronounced by the subjects could be
more relevant to the classification task, since the use of the sentence “Guten
Morgen, wie geht is Ihnen?” achieved best performance in all the experiments.
As future work, the use of new descriptors will be taken into account and a
feature selection algorithm will be implemented to reduce the dimension of the
representation space.
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Abstract. Computer vision has a wide and diverse range of applications
nowadays. A particular one is automatic detection of parking lot occu-
pancy, where a computer has to identify whether a parking lot space
is empty or occupied. As in any visual classification problem, detect-
ing parking lot spaces relies on the existence of a representative visual
dataset. This problem of binary classification is commonly approached
using features with adequate level of invariance to changes in illumina-
tion or rotation, that allow feeding these features into classifiers such
as the SVM. Most used approaches are based on the use of convolu-
tional neural networks, some times based on pre-trained models which
in general have quite high performance. however several of these meth-
ods are tested with common experiments that do not take into account
the variations that occur when training with different combinations of
angles, lighting variations, and weather types. That is why in this paper
we present a comparison between two approaches to solve the problem of
parking lot classification with two methods: Convolutional Neural Net-
works and Bag of Features. In this paper we show how to use the standard
Bag-of-features model to learn a visual dictionary, and use it to classify
empty and occupied spaces. Results are compared with CNN approaches,
emphasizing on accuracy, sensitivity analysis, and execution time.

Keywords: Images processing · Invariance · Parking lot
Convolutional Neural Networks · Bag of features

1 Introduction

One common application of computer vision is automatic surveillance. In this
area, a camera, in most cases fixed in an environment which is desired to be
a lookout in search of particular objects, persons, threats among other visual
objects. A particular case of automatic surveillance is parking lot occupancy
automatic detection; where a computer has to identify whether a parking lot
space is empty or occupied.
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Parking lot spaces classification relies on the existence of a representative
visual dataset as any visual classification problem. Recent papers focused on the
same problem has successfully used the PKLot dataset [6] created in the Federal
University of Parana and the Pontifical Catholic University of Parana.

This problem of binary classification is commonly approached using extrac-
tors of characteristics that have properties of invariance to changes of illumina-
tion or rotation that can later be fed into classifiers such as the SVM (support
vector machines). the most common solutions are based on the use of CNN
(convolutional neural networks) either based on pre-trained models, sometimes
modified for reducing training time. However, several of these methods are tested
with common experiments that do not take into account variations that occur
when training and testing with different combinations of sets doing an com-
paring them at running times, accuracy and precision. That is the reason why
in this paper we present a comparison between two approaches to solve the
problem of parking lot classification: Convolutional Neural Networks and BoF
(Bag of Features). Is fine-tuned the VGG16 CNN and compared our own results
against several state-of-the-art results. Later, is used Bag-of-features model to
learn a dictionary of visual words and used it to classify empty and occupied
spaces. The results were compared emphasizing accuracy, sensitivity analysis,
and time performance. This comparison also theorizes some of the reasons why
both approaches fails on false positives and false negatives.

This document is organized as follows: In Sect. 2 it’s present a short review
of several approaches to solving the problem of parking lots classification. Sec-
tions 3 and 4 describe the general approach we used to solve the binary classifica-
tion problem. Section 5 shows the results of applying our approach and the one
that uses neural networks with various combinations and tests to each method.
Finally, the Sect. 6 provides some remarks about this work and present some
discussion and future work.

2 Previous Work

A still open discussion in computer vision is to determinate whether the algo-
rithms of parameters selection or the hand selection of features are suitable for
a visual classification problem. The algorithms of parameters selection solve the
problem to create an informative set of feature adequate. They have proved to
obtain good results but require a large data set in order to train the models. On
the other way, hand selection of features are fast and also achieve good results.
However, it takes time to design an optimal set of feature to a specific prob-
lem. In this short review, it’s present some examples of both approaches and
highlights some of their advantages and weaknesses.

Several studies on the stated problem based on hand selection of features can
be found in recent literature [2,8,9]. In those works, authors use a wide variety
of feature sets of which a large proportion exploits the color of information of
the images through several color spaces. As an example in [4] used the HSV
color space and establish as features the histogram of the hue (H) channel. This
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channel was selected because of its invariance to rotation and low computational
cost. In [1] the authors used the LUV color space. The magnitude of the gradient
of the image that indicates the intensity of the change in color space at each
point and six channels of quantified gradient as the features for determining
the parking lot availability. In [12] only the a* and b* from La*b* color space
were used because of their invariance to illumination. All these works use classic
classifiers such as SVM or KNN (k-nearest neighbors) to determinate the state
of the parking lot with successful results of about 90% of accuracy.

There are also some studies in literature based on Deep Learning and CNN
aiming to solve the problem of classifying empty/occupied parking lot spaces.
Within this approach, the use of pre-trained models is recurrent. As an example
in [3] used LeNet-5 model, and AlexNet model. quoting the reference has two
convolutional layers followed by max pooling and two fully connected layers. The
first layer (conv1) takes a 224× 224× 3 input from the original image. Layers
conv2 and fc4 have a reduced number of filters and neurons to better suit a binary
classification task without over-fitting. Within fc5, the last Gaussian RBF (radial
basis function) layer is replaced with a classical inner product layer acting like
a 2-way soft max classifier. They also stated that the detection of free spaces
is still an open problem because in most cases the developed solution only fits
specific environments and are very difficult to generalize. These models are the
base for the construction of a less complex net which could Achieve a more
robust solution to changes in lighting and perspective.

In [13] the authors used the VggNet model that is designed to recognize over
1000 classes. The model was fine-tuned to solve the binary problem of the iden-
tifies free/occupied parking spaces. In addition, they develop an application for
smartphones in order to inform users of the availability of parking spaces. In [5]
the authors develop own model of CNN. Unlike other related works, discrimina-
tion was made in the tests by the type of climate present in the PKLot Dataset.
Better performance is obtained in comparison with the original PKLot paper
[6]. In most of the related studies with CNN approaches, the authors argued to
have better results than the methods that use other classifiers like SVM.

Finally, found two alternative methods [7,10]: In [7] the parking spaces are
presented as a set of surfaces to build a 3d cube for later training a set of weak
classifiers that are later merged and ponder to solve the problem. On the other
side, in [10] surveillance cameras were used to obtain a binary map of the park-
ing space. As features for classification, they used local entropy average and the
standard deviation of the average of the local entropy. The reason for this choice is
because they related the state of the parking spaces with the local entropy Which
is quantified from the uniformity of the grayscale values of the region.

3 Materials and Methods

3.1 Dataset

For testing and validation of the proposed methods for development of the solu-
tion is used the PkLot dataset. PKLot is a robust parking lot occupancy dataset
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that has visual information about three different parking lots with several cam-
era angles, the images are taken at different day hours, and different weather
conditions. PKLot image acquisition was done in two parking lots. One of them
uses two cameras with different angles but in different periods of time as shown
in the Fig. 1(a) and (b). The other parking lot is bigger, an has a different point
of view. The images were taken during a period of 30 days excluding the noctur-
nal hours arguing the low quality obtained during this hours. PkLot images are
classified into three types of weather: sunny, cloudy, and rainy. it’s were taken
in a range of 8 to 25 days. Every single image were segmented by parking spaces
and labeled by the availability of spaces. Table 1 show the distribution and the
total segmented images for testing with the proposed methods, additionally, the
dataset provides the completely segmented images of the three parking lots for
all the days and hours in which the test was made and rotates the parking
spaces so that they are left with an orientation of 0 or 90 degrees depending on
the angle that has the camera for the parking lot. Based on these images is make
the training and testing process for the classification of the parking space.

(a) Parking 04 rainy. (b) Paking 05 sunny.

(c) Parking PUC cloudy.

Fig. 1. Pklot Dataset

3.2 Methods

For the solution of the parking spaces problem, were implemented two methods
in order of compared his performance. The first one is CNN, technique that
has already implemented in solving this kind of problem. The second one is the
method of Bag of Features, an alternative algorithm to the mentioned in the
state of art.
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Table 1. PKLot Dataset

Parking lot Weather condition Occupied spaces Empty spaces

UFPR04 Sunny 32166 26334

(28 parking spaces) Cloudy 11608 27779

Rainy 2351 5607

UFPR05 Sunny 57584 42306

(45 parking spaces) Cloudy 33764 23202

Rainy 6078 2851

PUCPR Sunny 96762 111672

(100 parking spaces) Cloudy 42363 90417

Rainy 55104 27951

Convolutional Neural Networks. This method is based on the principle of
operating of the visual cortex of a biological brain, due to its characteristics poses
an advantage for image processing and especially for the comparison process,
previously observed the modification of networks such as AlexNet, LeNet and
VggNet To work the classification of parking spaces. In this paper, the network
Vgg16 is used. That aims to classify 1000 different classes but is modified to
become a binary problem (busy, empty) see Fig. 2(a). And a fine-tuning is made
modifying the weights of the last layer of the neural network for the specific task
of sorting the parking spaces.

Bag of Features. The method consists of creating a set of parking spaces
descriptors that will be used as the source of information of a classifier. These
descriptors are extracted from the points of interest in the image, such as color
changes, corners, edges, among others. Use is made of the SIFT algorithm to
extract both the keypoints and the characteristics. These characteristics are
extracted for each image resulting in a vector of dimension n x 128 (n is the
number of keypoints found in all the images).

With vector of visual words, it’s performed a clustering by the method of
Euclidean distance for converting the number of clusters selected in the dictio-
nary of visual words. Once the representative points are obtained, it takes new
images from the parking lots for compared the “visual words” to the dictionary
and so the word recurrence histogram is formed for each image supplied. The
histogram has a number of bings equal to the number of clusters. The process
described above is done for each class separately, occupied and empty. Later this
information is used for the training of an SVM classifier. This process described
in the scheme of the Fig. 2(b).
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(a) CNN. (b) BoF.

Fig. 2. Flowchart

4 Methodology

To applicate, the CNN is used the python library Theano to evaluate mathemati-
cal expressions and the API Keras, also, is used the pre-trained model Vgg16 and
the algorithm of Vgg16 [5] is loaded to do the fine tune of the classes. This algo-
rithm used the categorical cross-entropy as a metric for error minimization and
the Adam optimizer to reduce the learning rate during the epochs.The results
were compared with the works of the state of art, valid his performance to use
as a comparison criterion with the BoF method.

For the Bag of features method, it’s use 10000 images that combine all
weather types and all the parking lots. Then an iterative algorithm is performed
to finding the number of clusterings where is presented best performance. The
results of this test determined that the number of clusters more adequate was K
= 800 that obtained a performance of 92.04%. The classifier SVM implemented
was the Toolbox Balu [11], where is used a Radial Basis Kernel.

With the number of clusters obtained, the tests performed as follows: both
methods are exposed to three types of test, one discriminated by the type of
parking, climate types are combined and proved to be successful. In the second
one test are combined to types of parking and tested the performance of the
methods related to climatic variations. Finally is develop an integration of all
types of climate and parking using 50% of the images as training and 50% for
testing.
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5 Experiments and Results

For the compilation used a computer with the next characteristics:

– RAM: 30 GB
– CPU: 8 Cores
– GPU: 8 GB
– HD: SSD

Several experiments are done to test the algorithms. in the first place, the all
data base is divided into 70% of the images for doing the training and 30% to do
the testing. The Table 2 show the accuracy, precision, and recall obtained for the
methods.The better results were for the algorithm CNN. tested in the parking
lot PUCPR, with an accuracy, precision, and recall of over 99%. For another
side with the results of the BoF method, gets an percents that varies a lot with
the type of parking. The worst results are in the parking UFPR04 and the best
in the PUCPR which has a fairly high top view that favors the classification.

Table 2. Results of CNN/BoF with all type of weather and parking 70 for train and
30 to test

Parking Lot Accuracy Precision Recall

– CNN – – BoF – – CNN – – BoF – – CNN – – BoF –

UFPR04 (28 parking spaces) 99.39 76.82 99.60 63.62 99.32 93.11

UFPR05 (45 parking spaces) 99.11 80.84 98.59 63.09 99.24 86.86

PUCPR (100 parking spaces) 99.77 92.04 99.74 92.10 99.84 93.11

All (173 parking spaces) 99.55 85.77 99.46 79.51 99.65 92.11

After performing the test with the total set of images, tests develop dis-
criminated between types of parking and the types of weather. This to find the
situations where the algorithms do the task with better performance identifying
the invariance versus some changes and identifying the images that represent a
challenge.

It trained with each set of parking lots and with the total set of all types of
climate, and each trained group is tested with the same training set and with
the other parking spaces. Table 3 show the results of the Convolutional Neural
Network where obviously the best results are presented when testing with the
same set of training and especially when testing with all the set of images. On
the other way where there is a considerable decrease in accuracy, it is due to the
variations in the parking UFPR04 and UFPR05 that is the same but have very
different observation points and angles. The results of the test with the UFPR04
and train with UFPR05 was 94.11%. Also, a possible over-training observed
when training with all the images and testing with the parking UFPR05 with
an accuracy of 82.2%.
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The same proof is made with BoF, the results show a considerable difference
with the CNN, the accuracy, and the precision are very low. In the training with
the UFPR05 and testing in UFPR04 a precision of 65% and a precision of 38%
is presented. This indicates that this parking lot as a reference for training is not
very adequate and the alternative method does not achieve a good performance
with the small information that is obtained from the parking lot UFPR05.

Table 3. Testing on different parking lot on all type of weathers

Training Testing CNN BoF

Accuracy precision Accuracy precision

UFPR04 UFPR04 99.15 99.95 95.26 92.28

UFPR05 99.68 94.21 90.35 78.63

PUCPR 97.28 96.74 85.32 77.83

All 98.05 97.94 88.18 80.67

UFPR05 UFPR04 94.11 98.06 65.10 38.72

UFPR05 98.98 99.81 89.91 75.95

PUCPR 93.24 94.89 75.19 57.58

All 94.77 96.44 76.93 57.09

PUCPR UFPR04 96.72 98.97 71.63 52.63

UFPR05 90.37 77.71 77.52 51.91

PUCPR 99.78 99.92 91.95 91.07

All 97.11 95.55 85.34 77.07

For the proof with CNN, the same configuration is taken with the training
set but for the test is analyzed with each of the types of weather presented in
the dataset. This determines with which parking lot presents a better invariance
in the face of weather changes and which of the types weather represents a
challenge. However it is not a big difference and the precision remains above
90%. the results are observed in the Table 4. For the BoF method, show that the
results in accuracy drop considerably obtaining an average of 83.9%.

Once obtained the results with a set of training determined by the three types
of parking, we proceed to perform the same tests using the type of climate for
the training. For the first experiment with CNN of Table 5, it is obtained that
the results of the exactitude stay quite high when training with the weathers
and test with each parking lot. the average of the results is 98%, with the best
ones being those that were performed with the training of Cloudy tested with
each type of parking lot.

The BoF presents on average an accuracy of 81.5%. the type of cloudy
weather generates very low precision performance reaching 36% this indicates
that many of the parking spaces that were full were identified as empty. While
training with the rainy type generates high results over 96% as seen in the
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Table 4. Testing different parking lots on different weathers

Training Testing CNN BoF

Accuracy precision Accuracy precision

UFPR04 Cloudy 98.99 99.02 86.63 80.62

Rainy 96.67 95.97 89.51 80.48

Sunny 97.80 97.71 88.72 80.61

UFPR05 Cloudy 97.67 99.45 71.09 54.27

Rainy 92.51 98.45 82.29 56.74

Sunny 93.62 93.73 79.54 61.08

PUCPR Cloudy 97.39 96.38 84.18 77.73

Rainy 98.89 98.08 88.19 77.44

Sunny 96.41 94.39 85.23 76.30

Table 5. Testing on different weathers on different parking lots

Training Testing CNN BoF

Accuracy precision Accuracy precision

Cloudy UFPR04 98.51 99.73 63.86 36.88

UFPR05 99.10 98.52 76.63 48.52

PUCPR 99.59 99.70 87.91 79.72

All 99.29 99.45 81.54 65.83

Rainy UFPR04 98.73 99.62 75.15 97.93

UFPR05 98.35 96.39 67.01 98.03

PUCPR 99.55 99.33 87.13 96.77

All 99.20 98.89 80.43 97.11

Sunny UFPR04 98.57 99.88 86.66 84.22

UFPR05 98.65 99.37 88.29 87.50

PUCPR 99.67 99.88 92.54 93.27

All 99.29 99.75 90.59 90.71

Table 5. This method presents some difficulty in recognizing the parking spaces
of the different parking lots using only one type of whether to train.

For the last test, the training and test are climate type. With this it is
verified which method presents a better invariance to the changes of illumination,
brightness and other effects that generate the three types of climate captured in
the dataset. In Table 6 observed how distributing the training of the CNN with
the types of climate the best results are obtained among all the tests carried out.
The average is 99% in accuracy and precision, considering that comparisons are
made with rainy days and tested on sunny days these results are quite good and
check the effectiveness of the network in the face of changes present by lighting
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Table 6. Testing on different weathers on all parking lots

Training Testing CNN BoF

Accuracy precision Accuracy precision

Cloudy Cloudy 99.76 99.84 80.65 69.46

Rainy 99.44 99.61 84.63 60.63

Sunny 98.99 99.14 81.58 65.53

Rainy Cloudy 99.56 99.49 83.40 97.37

Rainy 99.69 99.61 85.71 96.83

Sunny 98.80 98.25 77.24 97.18

Sunny Cloudy 99.51 99.88 90.66 90.93

Rainy 99.28 99.65 90.16 86.85

Sunny 99.12 99.70 90.79 91.41

and the previously mentioned factors. In the case of BoF, a result similar to that
of the network is obtained, on average an accuracy of 85% is given and at the
87% precision these being the best results as see in Table 6.

6 Conclusions

In each of the proposed methods, there is a small decrease in performance when
tested in a different parking lot of which it was trained. however, the results show
an improvement in both methods when are trained with the set of the weathers,
because despite not having information about variations in lighting it contains
information on all types of angle an distances in the PKlot.

The convolutional neuronal network presents a better overall performance
against the BoF method; Although the computational cost for training is high,
it is a procedure that is performed only in the initial stage, so it is considered
that the most appropriate method to implement it is the CNN.

Considering the results obtained in this work, we propose, as future work, to
perform practical tests in a real parking lot where a comparison can be made to
determine if the computational cost and the execution time inherent to the of
the CNN method justifies its implementation by the performance achieved and
its advantages over the BoF alternative method.
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Abstract. Artificial neural networks are being used in diagnosis support sys-
tems to detect different kind of diseases. As the design of multilayer perceptron
is an open question, the present work shows a comparison between a traditional
empirical way and neuroevolution method to find the best architecture to solve
the disease detection problem. Tuberculosis and appendicitis databases were
employed to test both proposals. Results show that neuroevolution offers a good
alternative for the tuberculosis problem but there is lacks of performance in the
appendicitis one.
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1 Introduction

Nowadays with the increasing volume in data, different fields have been advantage
beneficiaries with the advances of the computational intelligence. More techniques and
methods are employed in big data, knowledge extraction and support of decision
making in diverse applications. One example of this can be encountered in medical
purposes, where a better management of data, faster performance and improvement of
the level of accuracy detection in diseases have made evident [1].

Different proposals from the computational intelligence have been employed to
support problems in medical and biomedical applications. Learning systems as artificial
neural networks (ANN) are commonly used in different applications such as image
analysis and pattern recognition, biochemical analysis, drug design and diagnostic
systems mainly [2–4]. In this last field, ANN have been used as support assistance for
diagnosis of appendicitis in patients presenting with acute right iliac fossa [5], and
comparisons with traditional medical models as the decision trees also have been
implemented [6, 7]. Exploring different proposals of these learning systems, a database
from 801 patients was applied to distinct proposals of ANN as radial basis function,
multilayer network and probabilistic networks with results that reached rates of 99% in
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accuracy [8]. Other study to regard is related with analysis of data from a rural location,
based on information collected in a period of 12 months from 156 patients, which also
employed an ANN [9]. For the tuberculosis case, ANN have been widely used in
diagnosis support systems. Proposals with different input information have been
exposed, having results with sensitivity values upper than 80%, reaching rates of 100%
in some cases. For specificity, results have been less satisfactory, with registered values
that have dropped to 40%, in the worst case [10–13]. All those results show differences
according to available information used in each study. Some studies just used a couple
of variables, and a very few cases used all medical data of patients. It also depends on
the quality of the information system used for such studies.

Neuroevolution of augmenting topologies (NEAT) is a technique to evolve ANN
based on genetic algorithms. It was proposed in the beginning of the present millen-
nium and is based on modifications of the weights and structure of the network
synapses. Meanwhile the balance between the fitness of the evolved solutions and their
diversity is maintained, crossover among topologies is developed, applying speciation
[14–16].

Present work establishes a comparison between two different techniques to obtain
the best architecture of an ANN to solve the disease detection problem in diagnosis
support systems for tuberculosis and appendicitis. First technique is based on a tradi-
tional empirical mode to find the number of nodes in the hidden layer of a multilayer
perceptron (MLP), which consists in to modify the number of nodes and test the
network performance. Second method is based on NEAT technique to find the nodes
and connections to solve the mentioned problems.

2 Methodology

Two databases were used for our comparison due to its similarities in number of
examples, proportion of positive cases and number of variables to be considered. Both
databases are detailed in this section. Then, aspects about the implementation of the
ANN for disease detection will be explained.

2.1 Databases

First database was obtained from the TB Program at Hospital Santa Clara (HSC) in
Bogotá D.C. - Colombia. Information from people under suspicion of pulmonary
tuberculosis in the period from January 2008 to March 2011 was considered. The
Ethics and Research Committee of the HSC approved this study. An informed consent
was not needed because all data were obtained in a retrospective and anonymous mode.
Only data from subjects with confirmed diagnostic were considered (using culture and
individuals that finished the anti-TB therapy). At the end, information of 105 subjects
was used: 83 subjects (79%) with TB confirmed and 22 subjects (21%) that were
determined without the disease using diagnosis of exclusion. Confirmation of the TB
cases was achieved using a culture test. For TB negative cases, tests did not have a
positive culture test, other disease was found meanwhile the treatment, and as men-
tioned, a diagnosis of exclusion was used.
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Features were extracted from different information. A first examination of signs and
symptoms was performed by medical personnel, and a clinical suspicion diagnosis was
determined. This variable was represented in an input variable named “Clinical
information”, which takes a “1” value when just the medical report was considered, and
“0” when other test result or additional information lead the subject to start the treat-
ment. Other included variables were extracted from sex, age, homeless, diabetes status,
and HIV (human immunodeficiency virus)/AIDS (acquired immunodeficiency syn-
drome) status. This last was determined using the study of clinical suggestion and
confirming the status with exams, but without complementary information as CD4 cell
or viral load. All variables were coded with zeros and ones according to negative or
positive presence, respectively (Table 1). Age variable was maintained as numeric,
with its original information, and a normalization given by the maximum value was
achieved. This procedure was developed to avoid saturation of values in the synaptic
weights of network and to avoid a wrong representation of the information in training.

Second database represents seven medical measures with information from labo-
ratory tests to confirm the diagnosis of appendicitis [17]. A total of 106 patients admitted
to the emergency room during a three-month in 1980 and a six-month period of 1981–
1982 were included with 85 with confirmed diagnostic by biopsy analysis with a his-
tologic examination of the removed appendix. The age range was from two to 81 years
with a mean age of 25. Fifty-five patients were males and 51 were females [18].

Variables were extracted from information from temperature and an admission
blood sample. Then, total white count, manual differential count, cytochemical dif-
ferential, and C-reactive protein quantity were taken into account. All values were real
and then when normalized to be in the interval [0–1], according with the previous
works reported in [17, 18]. Information about these variables can be seen in Table 2,
where ‘Yes’ means subjects with confirmed disease.

Table 1. Variables used in the Tuberculosis diagnostic problem.

Variable Quantity

Sex Male 72 (69%)
Female 33 (31%)

Age Mean + std 40.8 + 17.7
Clinical information Yes 30 (29%)

No 75 (71%)
HIV/AIDS Yes 28 (27%)

No 77 (73%)
Homeless Yes 33 (27%)

No 72 (72%)
Diabetes Yes 2 (2%)

No 103 (98%)
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2.2 Models Determination

For estimating the statistical error and generalization of the models, using the explained
dataset, cross-validation technique was employed [19]. In this case, the dataset was
divided into three sets ensuring that data from people without and with the disease are
equitable distributed. This is performed to assess the generalization of the trained
model, preserving a portion of data that was not used in training. Table 3 shows these
sets and the number of its members.

Commonly, one hidden layer and one output layer are enough to solve classifi-
cation problems, regardless of the type of input variable [20]. The ANN used in this
work had an input layer composed of seven units, each one for each variable, and one
output layer composed just of one neuron. Values of +1 and −1 were used to represent
if input data corresponds to a patient with TB or not, respectively. Neurons in the
hidden layer were established in an experimental way, testing from two to ten neurons.
All neurons had a hyperbolic tangent function as activation function.

Between different algorithms to train the ANN, resilient backpropagation was used
because its speed and low computational cost [21]. In training, also a cross-validation
strategy was considered. In each case, training was performed with two sets (see
Table 3) and results for validation were computed with the left out set, maximizing the
classification rate between TB and no disease. To avoid overfitting, an early stopping
procedure was implemented. Performances of the obtained models were evaluated
using sensitivity and specificity. The different trainings were performed employing
MATLAB 2017a (The MathWorks, Inc, Natrick, MA) through its Neural Networks
Toolbox [22].

Table 2. Variables used in the appendicitis diagnostic problem.

Variable Mean + std

Temperature (°F) Yes 100.2 + 1.4
No 99.2 + 1.1

Total White Blood Count (WBC) Yes 13.8 + 3.7
No 9.2 + 4.8

Neutrophils count (%) Yes 79.9 + 8.0
No 68.3 + 11.4

Neutrophils count (x109/L) Yes 11.0 + 3.3
No 6.6 + 4.5

Manual differential count (%) Yes 16.7 + 14.3
No 8.3 + 10.6

Manual differential count (x109/L) Yes 2.2 + 2.1
No 0.7 + 0.8

C-reactive proteins Yes 4.0 + 4.3
No 2.2 + 4.4
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In the development of the NEAT approach, a proposal begins with a network in a
similar way that a MLP feed-forward network of only input neurons and output neu-
rons. As evolution progresses through discrete steps, the complexity of the network
grows, inserting more nodes into a connection between input-output path and creating
new connections within the actual nodes. For this, parameters of the network are
represented into a phenotype of genetic algorithms, encoding the schemes that means
every connection and neuron in an explicit representation. In this way, the NEAT
method attempt simultaneously the learned weights and an appropriate topology for the
MLP.

For this case, a cross-validation was used and 100 initializations were implemented
to compute statistical measures of the results and to see the coherence between them.
Fitness computation was based in the error given by the distance of the output from the
correct answer summed for all patterns included in the training set. The resulting
number was squared to give more proportionally more fitness the closer a network was
to a solution [14]. First generation was formed by networks without hidden nodes with
one output and a number of inputs according with the number of variables in each
database. Also, a node with bias information was settled as one. There were connec-
tions corresponding with these initial nodes, representing the genes in each genome,
and each connection with a random weight.

One hundred runs were developed by each fold considered in the database for
training. Each run was composed by 200 as maximum number of generation for a
generational loop, and the population size was of 150. The population with best results
was save as more representative of each run. Finally, the results were collected to study
the generalization of the network in front of new patterns taken from the fold left out.
The NEAT tool for Matlab © was employed to developed the experiments [16].

3 Results

First, results with comparison for both databases when the NEAT method was applied
are presented. Then, results for each disease are shown in terms of sensitivity and
specificity. Figures 1 and 2 show the results for the three used folds, visualizing the
average of nodes in the hidden layer found by the NEAT method. It is possible to see
that the tuberculosis detection, architectures between two and six nodes were obtained
to do the classification. Meanwhile, the Appendicitis problem shows that between ten
and twelve nodes, in mean, are necessary to perform the classification.

Table 3. Dataset division for training and validation.

Fold Tuberculosis Appendicitis
Positive Negative Total Positive Negative Total

1 28 7 35 29 7 36
2 28 7 35 28 7 35
3 27 8 35 28 7 35
Total 83 22 105 85 21 106
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Other comparison can be visualized in the number of connections in the hidden
layer (Fig. 2), where the appendicitis problem seems to be more difficult to classify.
This can be indicated by the higher numbers for nodes and connections, compared with
the tuberculosis case.

Fig. 1. Results for average of number of hidden nodes found for the NEAT method in both
databases.

Fig. 2. Results for average of disabled connections found for the NEAT method in both
databases.
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Neuroevolution results were compared with the empirical method to find the
number of nodes in the hidden layer in a MLP between two and ten, according as
mentioned before. The best values of each fold were taken into account to compute the
comparative results. Table 4 resumes these corresponding results. For this, the best
value in each fold was taken into account and mean and standard deviation were
computed for these measures. In empirical cases, the model to detect appendicitis had
three nodes in the hidden layer for all folds. The model to detect tuberculosis had two,
five and nine nodes in the hidden layer, respectively.

Figures 3 and 4 show the ROC curve for the used folds. It is possible to see that
best results were reached with the empirical method (Fig. 4). Therefore, the NEAT
method reached comparable results for the detection (Fig. 3). In a similar way, Figs. 5
and 6 show the results for appendicitis detection, allowing to observe similarities in
both methods, but with best results for the empirical one (Table 4).

Fig. 3. ROC curve for three folds in the tuberculosis problem using NEAT method.
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Fig. 4. ROC curve for three folds in the tuberculosis problem using the empirical method.

Fig. 5. ROC curve for three folds in the appendicitis problem using the NEAT method.
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4 Discussion

First observation is given by the complexity of models for both diseases. Tuberculosis
diagnosis problem come from an easier problem compared with the appendicitis
problem, this can be seen according with the number of hidden nodes and the con-
nections in the network when NEAT method was used (Figs. 1 and 2). There is
possible to note that tuberculosis problem can be solve with between three and six
nodes, while appendicitis problem needs between ten and twelve nodes in mean to
detect the disease.

After the comparison with the empirical technique, it is possible to observe that the
results are equivalent for the tuberculosis detection (Table 4). NEAT offers best results
for this particular problem, finding a better sensitivity and specificity. At the same time
a smaller architecture also is found. This because the results are for architectures
between three and six nodes in the NEAT method compared with three, five or nine
nodes for the empirical way. This, in terms of number of connections is more efficient
because for NEAT method this number can be in the interval 15 to 25 in mean. Instead

Table 4. Comparison results for both employed techniques.

Measure (%) Tuberculosis Appendicitis
Neuro-evolution Empirical Neuro-evolution Empirical

Sensitivity 88.09 + 7.43 96.42 + 3.57 91.86 + 11.03 96.51 + 3.44
Specificity 90.47 + 8.24 100 + 0 68.45 + 5.15 71.43 + 0

Fig. 6. ROC curve for three folds in the appendicitis problem using the empirical method.
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the model with six nodes in the hidden layer for the empirical method produces around
50 connections.

In the case of appendicitis detection, the values for sensitivity and specificity were
not so good. It is notable the results for the specificity when the empirical way was
implemented, but sensitivity was not well succeeded as in reported works, where
reached rates of 89% [18] and 97% [9]. However, the results are comparable and the
scope of this work was to compare two different methods to obtain ANN architectures.
In this case, a NEAT method offered comparable results as regards to measures of
sensitivity and specificity, and size of the architecture related with nodes and
connections.

Differences in the results can be explained by the type of used variables. For the
tuberculosis case, most of variables are binary inputs, manifesting existence or absence
of the variable. Meanwhile the used variables in the appendicitis problem were all real,
making more difficult the classification. In spite of ANN can be deal with any type of
input variable, for the present case, this could manifest a problem. This supposes a
future work to do by the light of these results.

5 Conclusions

Two methods to obtain networks architectures were compared for the disease detection
problem. A neuroevolution of augmenting topologies and traditional empirical way
were employed to detect diseases based on different input variables. Results show that
for tuberculosis case, the NEAT method offered better results and for appendicitis case
the results are comparable in terms of sensitivity and specificity, but for architecture
size represent a bigger network.
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Vı́ctor Hugo Medina Garćıa2, and Duván Cardona Sánchez3

1 University of Seville, Seville, Spain
edgbarver@alum.us.es

2 University Distrital Francisco José de Caldas, Bogotá, Colombia
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Abstract. This paper introduces a model based on set theory and mod-
ern algebra that formalizes sentences and their context. The model aims
at dividing sentences in cores which will be mapped into sets of an alge-
braic space; some of these cores have a type of context called strictly lin-
guistic context . These sets along with an operation form algebraic struc-
tures are capable to generate new members starting from the elements
mapped. In Addition, the model defines a function that can restore part
or the whole of the original sentence from these sets by guaranteeing its
structure and meaning. All of these processes can be used for several
applications, but our main interest is the dynamic creation of small the-
ories such as microtheories; this could be accomplished through queries
that compare contexts and activate the restoring of sentences. The use
case scenario has been limited to the Spanish language.

Keywords: Algebraic structure · Abelian group · Context
Nominal phrases · Verbal cores · Small theories

1 Introduction

The study of the context, its formalization and its influence on language produc-
tion, decision making, automatic reasoning, among others, have been studied by
many disciplines: pragmatics [15], neuroscience [7,14,21], psycholinguistics [2],
and computer science [5,8,9,12,13,18,20]. All of them have delivered models to
answer questions like “what is the context?” or “how to use it?,” sometimes from
different points of view. Our main goal is to model a sentence and one type of
context named strictly linguistic context [17,23] which is contained inside of the
sentences and provides the environment necessary to understand their message.

Building ontologies [11] for large amounts of data is a task that can involve
applications such as Text2Onto [6] or OntoLearn[22] which are capable to convert
c© Springer Nature Switzerland AG 2018
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texts into ontologies. The microtheories [12] are another alternative; they are
small theories that can coexist with others that they contradict them [16] because
each one of them requires a different context to complete its semantics. The
common trend is to build theories based on a whole text, and to store them in a
monolithic knowledge base. The novelty of our approach is the organization of a
text in modules that can be selected, manipulated, matched, etc., conveniently,
and without losing of its meaning, through operations created in the context
of algebraic structures. Hence, Ontologies, theories or small theories could be
built dynamically from sections of the text or by linking part of several texts.
This paper introduces some objects that can drive the dynamic creation of small
theories. One of these objects, called nominal cores, is an expression without
verbs, but with meaning; they are embedded in the sentences and contain strictly
linguistic context. The nominal cores could be a starting point to compare topics
or to establish relationships inside the same sentence, among different sentences,
or even with other texts. Although the study of these elements is part of our
research, this paper will only present a formalization of sentences based on these
cores.

The document will be organized as follow, the first section will introduce the
model by explaining its components and roles. The second section will analyze a
heuristic for the Spanish language that is capable of dissociating texts in verbal
and nominal cores to fill the sets of the model. In the third section, the results
of experiments will be also exposed. Finally, conclusions will be drawn on the
overall work and future work will be discussed.

2 A View of the Model

In this section, the basics of the the algebraic model will be defined. The exposi-
tion will contain an explanation of basic concepts, and some axioms, definitions,
and theorems required to formalize the model will be introduced. The use case
scenario discussed in this model includes only the sentences in the Spanish lan-
guage, therefore, some concepts and processes will be aimed at that context.

2.1 The Context of a Sentence

The context involved in the sentences belongs to an explicit category named
strictly linguistic context [17,23] which is the set of all factors that accompany a
word by affecting its interpretation, its consistency, and its meaning [1]. Nominal
phrases are sequence of words that contain this type of context [10,19].

2.2 Sets and Processes

A general view of the model is shown in Fig. 1. The dynamic of the system
starts with a process called dissociation that divides a sentence into linguistic
categories using a parser [3]. Subsequently, a set of heuristics re-processes the
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Fig. 1. Processes and sets of the model

parser’s output to obtain two types of clusters nominal cores and verbal cores;
these will be defined latter.

Each time a nominal core or a verbal core is generated, it is inserted into a
set Kn or Kv respectively. As soon as the sentence has been processed entirely,
the Cartesian Product Kv

⋃ {λ} × Kn

⋃ {λ} takes place, and new elements are
added inside of Pvn. These processes are repeated for each sentence in a text.
Table 1 illustrates the result of all these processes carry out over the sentence:
“Toda clase de establecimientos comerciales podremos encontrar en las calles
Velásquez y Tetúan”. For this implementation, all sentences are expected with a
verb starting the expression, and the verb v0 is missing. Formally, the sets and
their elements are defined as follows:

Table 1. Cores and Cartesian product of a sentence

Word Category

Toda, clase, de, establecimientos, comerciales n0:nominal-core (pron, n, p, n, adj)

podremos, encontrar v1:verbal-core (v, v)

en, las, calles, Velásquez, y, Tetúan n1:nominal-core (p, a, n, N, c, N)

Cartesian Product

<λ, λ>, <λ, n0>, <λ, n1> <v1, λ>, <v1, n0>, <v1, n1>

Axiom 1. There is the empty sequence of words (null) and it will be denoted
λ.

Definition 1 (The set Kn). Let us denote Kn the set that contains nominal
cores. In this model, a cluster of words that contains a nominal phrase will
be named nominal core.
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Definition 2 (The set Kv). Let us denote Kv the set that contains verbal
cores which are non-null sequences of words belonging to a sentence which
does not contain nouns, and contain at least one verb; they express an action,
an existence, an achievement, or a state.

Definition 3 (The set Pvn). Let Pvn be the Cartesian product Kv

⋃ {λ} ×
Kn

⋃ {λ}.

2.3 The Algebraic Space

The set Pvn contains elements that are not good candidates for representing
in whole or in part the original sentence, e.g., the couple <v1, n0> in Table 1
reproduce: podemos encontrar toda clase de establecimientos comerciales, which
does not correspond with any part of the original sentence and, what is even
worse is that the meaning could be changed. Hence, Pvn should be mapped to
other space where the cores can be manipulated without loosing its consistency
regard to the original sentence. One set and one mapping will be defined for this
purpose.

Definition 4 (The set Ōv). Let us denote Ōv as the set of all couples of
sequences in the form:

�X� = �[v0 : v1 : · · · : vk], [n0 : n1 : · · · : nk]�

Each vi belongs to Kv

⋃ {λ}, each ni belongs to Kn

⋃ {λ}, and i is an index
indicates the order how the element was dissociated from the sentence. The fol-
lowing combinations are possible: �[v], [n]�; �[v], [λ]�; �[λ], [n]�; or �[λ], [λ]�.

The notation �Xi� will be introduced to refer to a member of Ōv. Additionally,
�Xa/b�, where a < b, means that a member has λ elements before the subscript
a and after the subscript b in both components; the notation �[Va/b], [Nc/d]� or
�[va/b], [nc/d]� specifies the same in each component of a member. In addition,
the expression �[vi], [nj ]� means that the couple has one member with an only
element in each component, each one in two different positions.

On the other hand, an expression λa/b means that there are λ-elements
between the positions a and b, both included. Additionally, if an element such as
λk appears, this means that the λ-element exist in the k position. A couple of
sequences with only λ-elements can be modelled as �[λ0/∞], [λ0/∞]� and it will be
called Γ .

Definition 5 (Function Fvn). Let us define Fvn the injective function that
maps a subset of pairs <vi, ni> ∈ Pvn in pairs �[vi], [ni]� ∈ Ōv.

Figure 2 shows an implementation of the Fvn function applied to a sentence.
The left box is a subset of Pvn and the right box correspond to the range of the
mapping in Ōv; the superscript indicates the cardinality of the sets. The subsets
of Pvn must accomplish the following characteristics:
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1. All members must have strictly linguistic context. Hence, the set does
not contain elements of type <vi, λ>, but elements such as <λ, ni> can be
accepted.

2. Elements of type <vi, nj> must to have the same subscript (i = j). The
same subscript means that the verbal core is found immediately before of the
nominal core in the sentence.

Fig. 2. The figure shows the mapping of a sentence into the algebraic space

2.4 The Algebraic Structure

An algebraic structure composed by a set that has closure under an operation
will be introduced. The closure property is convenient because the operation
can generate new members in Ōv without connection to the subset of the Pvn.

Definition 6 (Operation ©±v). By natural way, a binary operation ©±v for
couples belonging to Ōv and its functionality will be defined. The subscripts used
have the following order relation: 0 < i < j < k < m.

Positional and Dual. The operation is dual and positional. Dual means that
if two members belonging to Ōv are operated, the operation occurs in verbal
vector and nominal component separately. Positional means that if and only
if two operands have the same subscript, they can be operated. For example:

�[λ0 : v1 : λ2], [λ0 : n1 : λ2]� ©±v�[λ0 : λ1 : v2], [λ0 : λ1 : n2]�

⇒�[λ0 : v1 : v2], [λ0 : n1 : n2]�

Gamma Cases. An operation between λi and xi, with xi characterizing a verbal
core or a nominal core, will produce xi. Hence, an operation between �Xi� and
Γ behaves as follows:

�Xi� ©±vΓ = Γ ©±v�Xi� = �Xi�
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Null Cases. If two members of Ōv are operated and they have elements in their
components with the same subscript, the result of the operation in this position
is λ. The following cases are possible:

1. �Xi/k� ©±v�Xj/m� = �[vi/j−1 : λj/k : vk+1/m], [ni/j−1 : λj/k : nk+1/m]�

2. �Xi/j� ©±v�Xi/j� = �[λ0/j ], [λ0/j ]� = �[λ0/∞], [λ0/∞]� = Γ

Abelian Group <Ōv ©±v>. The set Ōv along with the binary operation ©±v

form an Abelian Group structure finite and no cyclic, its means that the set for
Ōv is closed under the operation ©±v, that it is associative, that the neutral and
symmetrical elements exist, and that it is commutative. The proof will not be
presented in this paper due their extension, instead, the contribution of each
property to the model will be explained.

Firstly, The closure property guarantees that an operation between two mem-
bers of Ōv always yields a member of Ōv. In this model, the operation will gen-
erate new members in Ōv by reducing or expanding the context in the couples.
Secondly, the Associative property states that the result of several operations
executed sequentially is not affected by the order of their execution two-by-two,
and, thus, their products will contain the same context and the same mean-
ing. Thirdly, Abelian groups are endowed with a symmetrical element providing
richness to the operations, e.g., it is possible to delete or replace cores inside of
vectors due the symmetrical element. Furthermore, if the neutral element does
not exist, the symmetrical either. The symmetrical element of a member of <Ōv

is itself and the neutral element is Γ . Finally, Commutativity property states
that if two elements of the set Ōv are operated, the final context and meaning
will be the same.

2.5 Restoring Sentences

The Spanish language has been classified as a language with a SVO structure
(Subject-Verb-Object) [4]. The S and O are cores closely related with nominal
categories, whereas the V core is associated to verbal categories. Hence, for
simplicity and without loss of generality, the SVO structure can be seen as
a NVN sequence where N corresponds to a sequence of nominal cores and V
corresponds to an verbal core. In this subsection, a function capable of restoring
well-formed sentences structurally from the algebraic space will be defined.

Definition 7 (Well-formed Spanish sentences structurally [WFSSS]).
Let us denote WFSSS the sequences NVN or any of these variants: N, NV,
VN, and NVN. Some examples of this type of sequence are: NVNV, NVN-
VNVN, VNVNVN, etc.

Definition 8 (Function FŌv
). Let FŌv

be a function that maps members of Ōv

into WFSSS. Table 2 shows the mapping. The blank space will be represented
by the symbol ă.
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Table 2. Function FŌv

�X� FŌv
(�X�)

�[λ0/m][N0/m]� λ0ăn0ă · · · ăλmănm

�[V0/m][λ0/m]� λ0ăλ1ă · · · ăλm

�[Vi/m], [Ni/m]� viăni · · · vjănj · · · vmănm

�[λi/j : Vj+1/m], [Ni/m]� λiăniăλi+1ăni+1 · · · vj+1ănj+1 · · · vmănm

Special cases

�[λi/j : Vj+1/k], [Ni/k−1 : λk]� λiăniăλi+1ăni+1 · · · ăvj+1ănj+1 · · · ăvkăλk

�[Vi/k], [Ni/k−1 : λk]� viăniă · · · ăvkăλk

Theorem 1. All expressions in the set Θ̄ are WFSSS.

Proof. If an expression in Spanish language meets Definition 7 then it is consid-
ered WFSSS. Table 3 shows the structure of a sentence by applying the function
FŌv

. Each one of these possibilities meets the requirements of a WFSSS. Q.E.D.

Table 3. Structure of a sentence by applying the FŌv
mapping

FŌv
(�X�) Sentence structure Type

λ0ăn0ă · · · ăλmănm n0 n1 · · · nm N

λ0ăλ1ă · · · ăλm λ null

viăni · · · vjănj · · · vmănm vi ni · · · vj nj · · · vm nm VNVN

λiăniăλi+1ăni+1 · · · vj+1ănj+1 · · · vmănm ni ni+1 · · · vj+1 nj+1 · · · vm nm NVNVN

Special cases

λiăniăλi+1ăni+1 · · · ăvj+1ănj+1 · · · ăvkăλk ni ni+1 · · · vj+1 nj+1 · · · vk NVNV

viăniă · · · ăvkăλk vi ni · · · vk VNV

Hence, an implementation of the function FŌv
can rebuild well-formed sen-

tence structurally from the algebraic space.

2.6 Semantics and Sub-groups

The meaning of a sentence generated by FŌv
must be secured, but this function

FŌv
can not guarantee it completely, e.g., if the elements e1 and e4 in Fig. 2 are

operated to generate a new member, the result will be:

�[v1], [n1]� ©±v�[λ4], [n4]�= �[v1 : λ2/4], [n1 : λ2/3 : n4]�

Now, by applying FŌv
, the sentence generated would be: “programada para el

próximo 26 de marzo la Paz y la justicia” whose meaning is confusing, although
it is syntactically correct.

The problem can be solved by dividing the set Ōv in sub-groups and estab-
lishing a hierarchy among them through mappings. Figure 3 shows a possible
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Fig. 3. A sentence mapping with the organizations inside of the set Ōv

reorganization in Ōv. The mapping among sets works in a cascade way from
the core selected toward the root. Each function inserts λ-elements to the left
hand for each member mapped, thenceforth, the operation ©±v is applied between
the mapped element and a key-element which is the only verb belonging to the
codomain and that we will call head-v. Additionally, the only elements mapped
are those embedded in the dashed box. For example, if the function F 4

21(e5) is
applied the procedure would be the following:

e5 = �[v50 ], [n50 ]� ⇒ e215 = �[λ0/3 : v21
50 ], [λ0/3 : n21

50 ]�

⇒ e215 ©±ve1−k = �[v10 : λ1/3 : v21
50 ], [n10 : λ1/3 : n21

50 ]�

⇒ (e215 ©±ve1)
10 ©±ve0−k = �[λ : (v10)

10 : λ2/4 : (v21
5 )10], [n0 : (n10)

1 : λ2/4 : (n21
5 )10]�

The superscript over the functions means the number of λ-elements to insert,
and the superscript over the ei-elements indicates the function that mapped
them. The final result would be: “La marcha programada, para el próximo 26
de marzo, recib́ıa cŕıticas”. It is noteworthy that all source text of the sentences
must be consistent, this is convenient because if a sentence is restored, it is also
consistent.

3 Implementing the Model

The implementation has been focused on finding the limits of the cores and to
build the algebraic space. First of all, a framework was built with a layered archi-
tecture which was instantiated to process texts in Spanish language. The most
relevant framework layers are following: recognition of the language, planning,
and reaction. The first one was designed to identify the language of the text
and to divide it in sentences which will be sent to the next layer one by one.
The second one chooses the applications that should be executed to dissociate
a sentence and to initialize the sets of the model. The last one executes the
applications chosen by the planner. The framework also has a main module for
control and instantiation of the layers.

The reaction layer executes several heuristics to process only texts in the
Spanish language; it was divided in three phases. In the first phase, each sentence
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is processed by a linguistic tool, commanded by the parser VISL [3]1. The second
phase, named classifier, receives from the parser output a very extensive word-
classification for compacting in a new set of categories more reduced. In the third
phase, called packer, are created the cores, this process involves a loop where
neighboring words (or clusters) are operated for packing them in an only one
class of the following: nominal cores, determinants, and verbal cores. The cores
are saved in a database by creating the sets of the model.

A verbal core category introduces a sequence of cores that ends where a
new verbal core starts or when the sentence ends. The verbal cores are used to
establish hierarchies among subgroups where each one of them has a verbal core
as their head-v (see Subsect. 2.6). The hierarchy among subgroups depends on
the characteristics of the head-v which are as follows: main verbal-core (main-
v), subordinated verbal-core (subord-w), and optional verbal-core (opt-V). The
main-v-subgroups are arranged in a vector which is ordered by the head-v -
subscripts; the vector is the root of the hierarchy and any other category or
subcategory will be subordinated to any one of its elements.

The opt-V subcategory introduces a sequence of cores that is considered
optional, i.e., if a subgroup contains a head-v with the opt-V subcategory, its
information is considered no essential to the restoring sentence process. The
opt-V category scope in a sentence ends where a new verbal core with category
subord-w or main-v starts.

The subord-w class introduces a sequence of cores subordinated with regard
to the immediately following main-v-subcategory in the sentence. Additional,
If several subord-w groups appear before the main-v group, they will form
a subord-w-vector subordinated. The combination subord-w + main-v is
grouped as a special unit because where all information embedded inside of
them is essential to its meaning.

The determinants separates 2 nominal cores or, introduces a nominal-core
sequence after a verbal core. As well as the verbal cores, they have a subclassi-
fication: preposition determinant (prep-d), conjunction determinant (conj-d),
disjunction determinant (comma-d), and optional determinant (opt-d). The
(prep-d) and (opt-d) introduce a nominal-cores sequence, but the sequence
introduced by the second one is optional (see opt-V above). The (conj-d) is
a determinant that suggests to combine the nominal-cores sequence introduced
by it with the previous nominal-cores sequence for understanding. On the other
hand, the comma-d determinant suggests separation, i.e., the nominal core
introduced starts a new sub-sentence inside of the sentence. The sub-sentence
ends when a new (conj-d) or a (opt-d) starts, or the sentence ends. An example
of this implementation is shown in the Sect. 2.6. The group G2 is subordinated
with regard to G1, and the group G3 contains optional information.

1 The parser VISL, from the University of Southern Denmark has been used in this
work under the permission of this institution.



An Algebraic Model to Formalize Sentences and Their Context 191

3.1 Results of the Sentence Dissociation and Generation of the Sets

The dissociation and generation of the sets processes were tested with three
types of corpora: Entertainment, Tourism, and News. Table 4 shows the statistics
of the creation of the subsets belonging to the Cartesian-product which will
be mapped to the algebraic space and their errors in the process. The <v, n>
column represents the number of subgroups that are created in the algebraic
space without regard their type inside of the hierarchy neither the sentence
where it comes from. The second and third columns show two types of nominal
cores; the first one is the set whose subject is explicit inside of the core, while
in the second one corresponds to an anaphoric subject. The analysis of the
implementation is focuses on terms of three types of errors that can occurs in
the execution of the layers, these errors are following: parsing error, compacting
error, and false-positive error.

Table 4. Statistics related to the creation of cores

The parsing error is generated by the syntactic parser when it does not
classify adequately the words in the sentence, its errors were minimal because
this tool is very powerful and it has been tested exhaustively. The compacting
error is associated with the effectiveness of the classifier heuristic, the heuristic
can be influenced by the parsing error. The false-positive error represents the
errors occurred in the dissociation process and the generation of sets, and it
is the type of error more significative. The generation of cores depend on the
parsing and the classifier processes. The measure of the false-positive error is
lightly superior with regard to the previous errors which shows a great success
in the heuristic. The worst case scenario occurs in a small corpus and it is a 9%
error, this little loss of sentences is not enough significative to compromise the
main idea of the text, because the rest of the sentences can support it fully. In
general, the dissociation process and the generation of the sets delivered good
results.
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4 Conclusions and Future Work

The main goal underlying this research is to generate a space where query-
answer processes will be performed in natural language, and the decision-making
could be carried out by creating small theories based on sentences restored from
several sources along with the query sentence. Our approach would produce a
reduction in the performance in the selecting and the decision. Firstly, because
the searching is improved by making possible the creation of nets both inside of
a sentence and among sentences (hierarchies), and even among texts. Secondly,
although there are several tools to convert texts into theories or ontologies,
the process of restoring sentences would reduce the number of those sentences
suitable to form a small theory with regard to a query; this contributes to tasks
such as the building of the theory which could be created dynamically, and the
performance of decision-making process.

This paper introduces two main processes that could be useful for gener-
ating of small theories free of inconsistencies. The use case scenarios was the
sentences in in the Spanish language. The first process divides sentences in cores
for mapping them into an algebraic space where they can be manipulated and
re-processed; an implementation was made with good results. The other process
refers to the restoring of the whole or part of a sentence by mapping elements
from the algebraic space to a linguistic space by ensuring syntactically well-
formed sentences structurally, and the meanings can be guaranteed with some
rearrangements of the sets in the algebraic space. Regarding future works on
this line, the anaphora could be implemented to establish links between cores of
different sentences.

Summarizing, a new model based on mathematical foundations with an
opened use was introduced, and an implementation of the dissociation and gen-
eration of the sets was presented with good results. The repository generated
contains several sets that form Abelian groups. Finally, A rearrangement of the
groups for the Spanish language was suggested which guarantee the structure
and the meaning of the sentences restored from the algebraic space. This app-
roach might have several applications in fields such as search engines because
the information is saved in its original format (text), and the decision regard-
ing a topic would be generated by satisfying small theories created dynamically
through the interaction between the repository and the queries.
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Abstract. AdaBoost is an Artificial Intelligence algorithm widely used
in classification problems with outstanding results in low complexity
models. In this article, the prediction of the COLCAP series is carried
out through the AdaBoost.RT algorithm with self-adaptive ϕ. Firstly,
the COLCAP index time series is analyzed in order to verify its sta-
tionarity by the unit root test. Exogenous information is used based
on five time series of financial character, which were selected after per-
forming a grey relational analysis and principal component analysis. To
find optimal values of the algorithm, the variation of each value was
executed. The results show that it is possible to predict the COLCAP
index through AdaBoost using 48 weak classifiers resulting in MAPE =
1.247% and RMSE = 17.87. With a less complex model that uses two
weak apprentices the results were MAPE = 1.403% and RMSE = 22.56.

Keywords: AdaBoost · COLCAP · Boosting · Forecasting

1 Introduction

The analysis and financial time series forecasting has been studied through clas-
sical econometric or statistical models. There are linear methods such as Box-
Jenkins, Kallman Filters, ARIMA, segmented regression or non-linear methods
such as False Neighbors nearby, Taken’s Theorem; that in spite of having a
strong statistical support has not shown a high effectiveness in the prediction
of the future values of the stock market [1,2]. Classic statistical methods do
not integrate the uncertainty inherent in financial time series into their models,
which in many cases are not explicitly represented [3,4]. Models based on com-
putational intelligence for the financial time series forecasting, such as neural
networks or fuzzy systems, include within the structure of the model, the ability
to deal with noisy or vagueness in information and in the Neural Networks case,
can determine non-linear relationships between the output and the inputs [5,6].

However, Neural Networks present drawbacks such as local convergence of
learning algorithms, selection of an optimal architecture for the prediction model
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and slow training speed, which restrict their development in practice [7]. A com-
putational model not explored in the prediction of financial series and that par-
tially solves the disadvantages of Neural Networks, is the AdaBoost algorithm.
AdaBoost is a Boosting method widely used in classification problems, which
has demonstrated its efficiency and good generalization results in this type of
problems [8,9]. However, its applicability to regression problems has been limited
because the original algorithm was not designed to be used in continuous output
spaces. Some approximations in regression problems are presented in [10,11].

This work develops a methodology based on the AdaBoost algorithm for
a time series forecasting. The time series chosen for analysis is the COLCAP
series, which is the main index of the Colombian stock market and which reflects
the variations of the 20 most liquid stocks on the Colombian Stock Exchange
[12]. COLCAP has been previously modeled using a neural network in [13]
and through the GARCH statistical model [14]. The methodology presented
is divided into three phases: input analysis, where the series is studied and
the input characteristics necessary for the AdaBoost model are chosen. In the
second phase, the training process of a strong classifier is developed using the
AdaBoost.RT algorithm, where AdaBoost.RT’s own parameters are performed,
such as the weight of the samples, the adjustment weight of the mean square error
and the adaptability factor. In the third phase, the effectiveness of the algorithm
is quantified using the MAPE, RMSE and the correlation factor indicators.

This document is organized into six sections: in Sect. 2 the AdaBoost.RT
explanation is presented. The prediction methodology with AdaBoost together
with the description of the experiments carried out is described in Sect. 3.
Section 4 shows the results of the prediction made for the use of AdaBoost,
highlighting the strong returns of the best approximation based on the MAPE,
RMSE and the complexity of the regressor indicators. Finally; Sects. 5 and 6
concludes on the discussion of the experiences and results.

2 AdaBoost.RT

Originally, the AdaBoost algorithm was developed to solve binary classification
problems [15] and the algorithm was extended to multi-class algorithms [16].
AdaBoost has been widely used to solve classification problems and showed to
have decent performance in these type of problems [8,9,17]. Its breakthrough lies
on including a distribution of the training database and there are several meth-
ods to do this. The way in which the training database distribution is updated
depends on the Boosting method that is being used. The original method is based
on boosting with filters, but it needs a large amount of training data, which in
most cases is not possible. There are multiple versions of AdaBoost that are
differentiated according to the way that the training data is redistributed [16].

Due to AdaBoost’s popularity in classification problems, the algorithm was
extended to regression problems with the AdaBoost.R algorithm, where the
regression problem is reduced to a binary classification problem. However, this
extension has two inconvenients. Firstly, each example in the regression sample
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is expanded into multiple classification examples and then the number of Boost-
ing iterations is linearly increased. Secondly, the iteration error function changes
and even this function differs between samples of the same iteration [15]. After-
wards, several methods have been proposed to reduce the regression problem
into a classification problem, where the AdaBoost.RT is highlighted due to its
performance and it is easier to implement than AdaBoost.R [18].

Algorithm 1. AdaBoost.RT Algorithm
Inputs : Sequence of m examples

(x1, y1), (x2, y2), · · · , (xm, ym) where y ∈ R;
Weak Learner Algorithm;
Integer T ; // Number of algorithm itertions

Threshold ϕ (0 < ϕ < 1) ; // Demarcate correct samples

Initialize: Dt(i) =
1

m
∀ i ; // Probability Distribution Function

while t ≤ T do
Train the Weak learner, providing Dt;
Build the regression model: ft(x) → y
Calculate the Absolute Relative Error (ARE) for each training sample

ARE(i) =
ft(xi) − yi

yi

Calculate the ft(x) error rate:

εt =
∑

i:AREt(i)>ϕ

Dt(i)

Set βt = εn
t ; // n=1,2,3 (Linear, square or cubic)

Update the distribution Dt

Dt+1(i) =
Dt(i)

Zt
∗ {

{
βt if AREt(i) ≤ ϕ

1, otherwise

end
Output : Calculate the Strong Learner

SL(x) =

∑T

{(
log

1

βt

)
ft(x)

}

∑T

(
log

1

βt

)

The AdaBoost.RT algorithm with self-adaptative ϕ modifies the
AdaBoost.RT algorithm (described in Algorithm 1) to change the value of ϕ
into a self-adaptive one according to the evolution of the models error through
every iteration. The value of ϕ will increase, while the error rate (εt) of the cur-
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rent iteration remains higher than the error rate of the previous iteration (εt−1).
If the error (εt) is smaller than (εt−1), the value of ϕ will decrease.

3 Methodology

To assess the performance and effectiveness of the AdaBoost.RT algorithm in the
prediction of financial series compared with feed-forward neural network predic-
tors, the COLCAP time series is selected due to its relevance in the Colombian
stock market. COLCAP is the main index in the Colombian stock exchange since
it represents the variation of the 20 stocks with more liquidity and serves as a
reference point for national and international investors alike [14]. For this work,
the COLCAP sequence is studied between January 4 of 2008 and December 16
of 2016 [19]. The behavior of the COLCAP serie in the interest period is shown
in Fig. 1.

For the analysis and prediction of the COLCAP index, three phases are
proposed for the development of this work which include the input analysis, the
predictor’s modelling and the assessment of the results, as shown in Fig. 2

Fig. 1. COLCAP stock from January 4, 2008 to December 16, 2016 [20]

Fig. 2. Methodology



198 L. Reyes Fajardo and A. Gaona Barrera

3.1 Input Analysis

In this phase, the stationary component analysis is carried out for the COLCAP
series and the input parameters are chosen for the forecasting model.

Stationary Test. The search of trends and stationary components is executed
to verify the stationarity of the COLCAP series, since their presence requires its
elimination. For the long-term trend analysis, the KPSS (Kwiatkowski-Phillips-
Schmidt-Shin) test is used where the null hypothesis of stationarity is sought
involving a trend against the alternative of unit root [21]. To discard unit roots,
the Augmented Dickey Fuller test is used [21].

Characteristics Selection. The COLCAP forecasting is made using series
exogenous information, so the behavior of other actions in the Colombian stock
market and the economic indicator of the exchange rate between the dollar and
the peso. Therefore, is developed a history log of the stocks that have been a
part of COLCAP since it began to be quoted, assessing the rebalancing and
restructuration that are included in the estimations of the indexs [12]. After-
wards, a grey relational analysis is put in place to determine the influence of the
chosen features with the time series, where the influence can be divided into:
Marked, Relatively Marked, Noticeable, Relevant or Negligible [22] and Princi-
pal Component Analysis (PCA) that offers the variance percentage of each series
[23].

3.2 Predictor Modelling and Training

Crossed validation is used to divide the sample data into training subset going
from January 4, 2008 to December 14, 2015 and a subset for testing the year-
based prediction from December 16, 2015 to December 16, 2016. The parameters
used for training and validation of the AdaBoost.RT algorithm are shown in
Table 1. Since the initial synchronization values (ϕin, r and β) are unknown
a-priori. These values are varied and assessed during the training phase to
choose the best behavior regarding the MAPE and RMSE performance met-
rics explained in the Output Analysis section.

Variation of the Weight Update on Correct Samples βt. As seen in
Algorithm 1, the update of the sample distribution Di depends on the βt factor,
by calculating εnt where n = 1, 2 or 3 (linear, quadratic or cubic) and where ε is
the error of the weak learner from iteration t. In the literature, it is is not defined
the most effective update method. Therefore, tests were carried out for each case
where the initial value of ϕ = 0.2 and r = 0.5 remain constant according to
the conclusions presented in [24].

Variation of ϕ Initial Value. The main advantage of the AdaBoost.RT algo-
rithm is based on the adaptability of ϕ depending on the RMSE error in each
iteration t, but the initial value of this parameter is not considered. In [24], it
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Table 1. Parameters of AdaBoost.RT algorithm with self-adaptative ϕ

Parameter Value

Weak learner algorithm Perceptron

Number of weak learners (nWL) 1–50

Assessment criteria MAPE, RMSE, Prediction

ϕinitial 0.1–0.5

r 0.3, 0.5, 0.7

β = errorn n = 1, 2, 3

is recommended that ϕ is initialized between 0.2 and 0.4, since a value higher
than 0.4 turns the algorithm into unstable. Hence, the initial value of ϕ will be
varied to find the optimal one for the COLCAP forecast.

Variation of r Parameter. The last parameter that can be varied and that
depends on the problem is r, an adjustment factor of RMSE exchange rate used
to update the weights on the samples of AdaBoost.RT algorithm. In [24], it is
suggested that r = 0.5 but it is indicated that it can be selected depending on
the application.

3.3 Output Analysis

A qualitative and quantitative assessment is established from the obtained pre-
dictors AdaBoost.RT, considering the performance metrics and the complexity
of the resulting models. The performance metrics are calculated using MAPE
and RMSE, additionally, the Pearson correlation coefficient is considered when
the predictions are compared both for AdaBoost and neural networks, since it is
an index that can be used to measure the relation degree between two variables.
Finally, the complexity of the model is assessed through the number of weak
classifiers.

RMSE =

√
√
√
√

1
m

m∑

i=1

(ŷi − yi)2 (1)

MAPE =

√
√
√
√

100
m

m∑

i=1

|ŷi − yi|
|ŷi| (2)

4 Results and Analysis

4.1 Input Analysis

When applying the KPSS test to the series, the stationary hypothesis was
rejected, which indicates that the time series does not have long-term trends
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and leads to the need to apply another unit root test to discard the presence
of unit roots in the time series. The Augmented Dickey Fuller test rejected the
unit root hypothesis and the rejection of the presence of trends with the KPSS
test, conclude that the COLCAP series is stationary.

To determine the input characteristics of the model, a history log of the
stocks that have been included in the COLCAP index since its quotation began.
In this time period, the index suffered 36 rebalancing operations and 8 restruc-
turations constituted by 46 stocks that have had different percentages on each
rebalancing operation. To visualize the frequency of stocks showing up in the
index, a histogram of stock appearance in the COLCAP index in the chosen
timeslot was made. Only 7 stocks have been a part of the index between 33 and
36 occasions.

Analyzing the total percentage of the stocks included in the calculation of
the index more than 32 times, can be seen that the stocks of ECOPETROL
and PFBCOLOM bring in together 29.06% of the COLCAP index in the chosen
timeslot. It was also observed that ISA, EXITO, ISAGEN and CORFICOLCF
had a constant contribution but not that relevant. Although BVC was a stock
present in more than 90% of the index’s quotation, its contribution was lower
than 0.5% so is not considered for the prediction of the index. The CORFI-
COLCF stock was not quoted in the market during two timeslots, in which the
rebalancing and restructuration operations of COLCAP were made. This ren-
ders the CORFICOLCF time series discontinuous, affecting the accuracy of the
model, so it was also discarded.

Therefore, the stocks chosen for the prediction of the index due to their
permanence and importance in its calculation are: ECOPETROL, PFBCOLOM,
ISA, ÉXITO and ISAGEN. Additionally, keeping in mind that COLCAP is the
most significant economic index in Colombian economy [13], it was decided to
include the exchange rate of the Colombian peso (COP) in terms of the dollar
(USD). Each series used as an input parameter has the same size than the
COLCAP series (2184 samples).

Table 2. Grey relational and principal componentes analysis

Stock Grey relational ratio Influence Variance(%)

PFCOLOMB 0.866 Marked 18.02

EXITO 0.822 Marked 19.81

ISA 0.742 Relatively marked 14.39

ECOPETROL 0.742 Relatively marked 17.51

ISAGEN 0.653 Notable 11.71

USD 0.555 Relevant 18.56

Gray relational analysis was carried out to determine the relationship
between each of the input parameters with the COLCAP series, presented in
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Table 2 (Grey Relational Ratio and Influence). It can be seen that none of the
parameters has a negligible influence, therefore, we proceed to make principal
component analysis to determine the percentage of variance of each of the input
parameters.

Based on the principal component analysis, presented in Table 2 (Variance),
it was seen that ÉXITO is the parameter with the largest variance percentage
with approximately 20% and the one that has the lowest variance is ISAGEN
with 11%. It can be stated that the variance share of the parameters is in a close
range and that no parameter is negligible, which is why the prediction is carried
out with the parameters ECOPETROL, ISA, PFCOLOMB, ÉXITO, ISAGEN
and USD.

4.2 AdaBoost.RT Predictor Results

After analyzing the results from the variations of parameters β, ϕin and r, it
was determined that the best model was obtained with β = error, ϕin = 0.4
and r = 0.5 (Fig. 3).
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Fig. 3. Comparison between original series and forecast with the best AdaBoost model
(48 WL)

Based on the results of the variation of the weights from the correct samples
βt, the best performance for this problem was seen in the linear case (n = 1),
although the models designed with other types of updates (quadratic and cubic)
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Table 3. Performance parameters of the prediction models

Model MAPE RMSE Correlation coefficient Complexity

AdaBoost2 1.403% 22.56 0.84 2 WL

AdaBoost14 1.353% 20.54 0.89 14 WL

AdaBoost48 1.247% 17.87 0.99 48 WL

have prediction errors lower than 2%. The biggest difference among the update
methods lies in the number of weak learners of the model.

The variation of the initial value of ϕ has no marked influence in the mean
error of the models when varying the number of weak learners. In terms of the
results, the best joint model was obtained with ϕin = 0.4 and an error of 1.247%.
As in the previous case, the other models do not show errors above 2%.

The overall variation of r has no marked influence in the mean error of the
models when varying the number of weak apprentices. Furthermore, the results
in the variation of the parameter r show no relation between such parameter
and the performance of the models.

5 Discussion

The results obtained showed the need to implement the proposed variation since
the search space is not simple and it is not possible to establish a priori the
parameters (β, ϕin, r) of the algorithm as a unique and particular condition at
the moment of initializing AdaBoost. Furthermore, the variation of the initial
value of the limiting factor of correct samples (ϕin) leads to lower error in the
model with 48 weak learners. Additionally, an error higher by only 0.15% was
detected and it reduces the model to only two weak learners. This also happened
with the variation of the adjustment factor r, where the number of weak learners
can be reduced from 48 to 14 with an increase in error of 0.1%.

The AdaBoost.RT algorithm with self-adaptive ϕ considers that the best
model has the lowest error even if it has the highest complexity given that the
complexity is not a selection criteria. In case it is necessary to implement a
model in physical system or a simple model with good performance, the model
with two weak learners can be chosen as the best one since it does not imply a
significant reduction in performance (lower than 0.2%). However, the comparison
of the level of complexity is directly made between the number of neurons in the
hidden layer and the number of weak apprentices with a network that has 6
input neurons, 1 output neuron and the synapses that come with it. Therefore,
the model with 14 weak apprentices is less complex than the neural network
with 8 neurons. Currently, the only parameter to determine the stronger learner
is based on the prediction error and, according to the previous discussion, it is
necessary to include a parameter related to the complexity of the model (nWL)
in the selection process of the best strong learner.
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Fig. 4. Dispersion diagram of the AdaBoost forecasts and the original series

In Fig. 4, the dispersion diagram of the COLCAP series estimated through
the differents AdaBoost models can be seen. According to the parameters shown
in Table 3, the best AdaBoost model is AB48, because has the best performance
in each indicator except in Complexity, but it can be seen that MAPE and
RMSE are slightly lower than the model with only two WL.

6 Conclusions

The AdaBoost.RT algorithm with self-adaptive ϕ is an Artificial Intelligence
model capable of satisfyingly solving prediction problems for the time series,
such as the one presented in this work for the COLCAP series with a MAPE of
1.247%.

The selection parameter of the stronger learner must not be based solely on
the MAPE of the model. It must include the complexity in order to have both,
a low complexity model with good performance as seen in the models with 48
and 2 weak apprentices in which the complexity is very different, yet their index
values are similar.

The performance of the AdaBoost model relies on the algorithm parameters
(β, ϕin, r), since it is not possible to establish them a priori. Therefore, it is
necessary to design an autonomous method for parameter selection so that it is
not necessary to perform “trial and error” experiments to find the optimal value
for problem solving. Instead, the problem’s characteristics must be used to find
the optimal value which would require an automatic tuning mechanism of the
algorithm’s parameters.
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Within the experimentation on how to generate the model, abrupt changes
were identified in the strong classifier since the self-adaptive ϕ method only
takes into account the error from the current iteration. Therefore, a self-adaptive
method should be implemented that includes the current error and its gradient
so that it considers the error of consecutive iterations.
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Abstract. In this paper is made a proposal of a recommendation system
based on multi-agents, showing the architecture designed, the server used
for the development of the multi-agent system, as well as the communi-
cation between necessary agents to carry out a tour recommended. The
implemented proposal allows to make suggestions to users about movies.
By means of neural networks it is determined if the proposed route for
the user is correct or if it is necessary to improve the suggestion for fol-
lowing recommendations. In order to generate the recommendations, the
free dataset of MovieLens was used, where a database was created to
allow the analysis of them; and also to obtain a response to new recom-
mendations for users.

Keywords: JSON · Multi-agent · Agent · System
Neuronal network · Recommendation · SPADE

1 Introduction

The use of information has created a new stigma on how to analyze data from
individuals, through the implementation of recommender systems, it has been
developed a new way to publicize relevant elements to users. Recommender sys-
tems are filtering technology that can predict items that may be of interest to
users. These systems use technology that helps users to find items of interest,
such as books, movies, songs, etc. [1].

Multi-agent systems are the union of several intelligent agents that interact in
a shared environment coordinating actions. These agents interact with each other
allowing to have goals and motivations for a response [2]. Smart Python Agent
Development Environment (SPADE) free platform systems, developed at the
Polytechnic University of Valencia, allow to develop multi-agent systems through
its platform, also allowing interaction and communication between agents to
reach a common goal.

Multi-agent recommender systems are able to solve problems when a large
amount of data are used. The paper [3] shows these issues also representing the

c© Springer Nature Switzerland AG 2018
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idea of improving the experience of students with an effective learning model,
which through recommendation system improves the learning experience of peo-
ple. This encourages the improvement of human-system relation when recom-
mending items or documents.

In this document, the implementation of a prototype of a recommender sys-
tem based on multi-agent, developed using platform exposed SPADE, using
neural networks to make a suggestion shaped the path about films that may
be pleasing to the user. For recommendation system the MovieLens dataset is
used, these data help to obtain general information for a recommendation to
the user with the prototype. Throughout the document are shown the document
class diagrams and databases used, in addition to the visualization of the neural
network created and the output obtained.

2 Framework

2.1 Neural Networks

One branch of artificial intelligence widely applied by the scientific community
is that corresponding to artificial neural networks (ANNs), describing them as
those networks that consist of information elements whose local interactions
depend on the behavior of the entire system [4].

The main purpose of the neural systems is to centralize the control of biologi-
cal functions, some of them are in charge of energy supply; the neuronal system is
connected to metabolism, cardiovascular control and breathing. However, when
discussing the subject of neural computation it only takes into account the sen-
sory and motor functions, as well as an internal process that is suggested to be
called “thought” [5].

One definition of neural network is like a massively parallel distributed pro-
cessing that has a natural tendency to store empirical knowledge and make it
available for use [6]. Two important aspects are:

1. Knowledge is acquired by the network through a learning process.
2. Interneuronical connections, known as synaptic weights are used to store

knowledge.

An artificial neural network is the one that simulates the inputs, weights and
output of an activation function [7] where each input is assigned a weight that is
subsequently added to use the activation function; in this way the neurons have
the ability for pattern recognition [8].

There are several types of neural networks that can be classified as forward
or backward. In networks, going forward means that the signals move forward,
but in self-recurrent networks connections can go back. A clear example of clas-
sification of neural networks is given by the number, as these can be monolayer
or multilayer [9]. Moreover, an example of a multilayer neural network is shown
in Fig. 1.

The development of new information technologies is now a trend that allows
people play all these phases of thoughts of artificial neural networks. However,
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Fig. 1. Neural network multilayer.

the implementation of artificial sensory functions to make the machines can see
and hear is possible to create a new extension to a new learning technique on
computers.

Currently, many projects on neural networks can be found; for example,
the USB memory Movidius, which is designed by Intel has the ability to run
a neural network by simply connecting the USB to a computer [10]. Moreover,
Deep Mind, which is another company of software, opened a training platform
for building neural networks in a practical and efficient way for the development
of this technology [11]. These projects are in addition to new business practices
to offer autonomous driving vehicles by the use of neural networks together.

2.2 Intelligent Agent

An agent is a computer system that demonstrates that is able to perceive its
environment with the help of sensors and acting on such environment through
effectors. A rational ideal agent should make every effort to maximize the perfor-
mance of its shares, based on the evidence provided by its sensors and knowledge.
An agent is autonomous as long as its actions and choices depend more on its
own experience that the knowledge about the environment introduced by the
programmer [12]. Figure 2 shows the diagram reference SPADE agent.

2.3 Multiagent

The multi-agent system is a collection of multiple autonomous agents (intelli-
gent), each acting toward their goals while all interacting in a shared environment
and can possibly communicate and coordinate their actions.

Set of autonomous, usually heterogeneous and potentially independent
agents, working together for solving a problem. A multi-agent system consists
of distributed nodes or elements of an artificial intelligence system, where the
conduct of these results produces a result of an intelligent whole system.

A multi-agent system is a computer system composed of multiple agents that
interact with other, each agent has its own goals and motivations and success of
the interaction requiring cooperation, coordination and negotiation among them
[5]. The example of multiagent system is shown in Fig. 3.
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Fig. 2. Diagram of a reference SPADE agent [13].

Fig. 3. Modeling of a multiagent [14].

2.4 SPADE

Smart Python Multi-agent Development Environment (SPADE) is a free plat-
form multi-agent systems, developed in Python and based on XMPP instant
messaging technology developed in 2005 at the Polytechnic University of Valen-
cia [13]. The platform was born as a proof of concept to test the technology of
instant messaging as the transport protocol for intelligent agents. Since then,
the project has continued to grow and adding new features taking advantage
of the flexibility of instant messaging protocol based on XML, and the number
of extensions developed for it which are usable within the framework of multi-
agent systems. The SPADE platform is based on a set of standards, the most
noteworthy FIPA and XMPP/Jabber [13], this model is shown in Fig. 4.
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2.5 Recommendation System

According to [1] “A recommender system is a filtering technology personalized
information used to predict whether a particular user likes a particular item
(problem prediction), or to identify a set of N items that may be of interest to
certain users (problem recommendation top-N)”.

Considering [15] “Recommender systems are a series of mechanisms and tech-
niques applied to information retrieval to try to solve the problem of data over-
load on the Internet. These help users to choose the objects that may be useful or
of interest; these objects can be any type, such as books, movies, songs, websites,
blogs, etc”.

In these definitions it can be seen that a recommendation system is a set of
tools and techniques used to retrieve information to try to predict the solution
to a problem of recommendation.

Recommender systems are characterized by liken relevant user information,
but are distinguished as follows:

– Frequency of use: The systems are targeted for extended and long lasting use.
– Representation needs: These systems are expressed in the form of questions

to analyze information from user profiles.
– Objective: The recommendation systems eliminate information that is not

important according to user profiles.
– Social Scope: The relationship with the user is important to analyze the tastes

and preferences in the system.

Recommendation Techniques. Recommender systems user profile contrast
with the necessary features for accurate recommendation where there are three
filtering techniques that identify the type of system that can be used:

1. Explicit Feedback: For explicit feedback, through a survey process the user
gives a rating of content. This feedback accurately allows meet user prefer-
ences allowing to give a rating of content.

2. Implicit Feedback: The implicit feedback evaluates, without user intervention,
possible options for recommendation, whether through movies, web articles,
books, TV shows, and others. These events allow us to analyze and under-
stand the tastes and preferences of the user.
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Recomendation Engine
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Implicit dataFeedback system

Database Explicit data

Web Client

Fig. 5. Model recommendation system for e-books [16].

3 Prototype

For the development of this prototype a multi-agent architecture is implemented
as seen in the Fig. 6. This project is developed with this architecture due to the
need to cover in a different way the process of recommendation of elements for
a person, thus, this system is created allowing the choice of the different agents
that exist in the prototype. In this case, the system agent, the verification officer,
and the feedback agent, are responsible for analyzing the users’ qualifications
to verify if the route was liked. Aditionally the recommendation and the search
agent, have as objective the search for accurate information to reach the objective
of the recommendation. This was the reason why this type of multi-agent system
was developed, due to the need of another solution for this problem.

Database

Web Client User Agent System Agent

Search Agent

Feedback Agent

Recommendation Agent

Recommendation Neuronal network

Fig. 6. System diagram.

The user agent is in charge of entering the system to ask for a recommenda-
tion from the user. In the SPADE development platform, the intelligent agent
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is appointed with an ID, and the IP address of the machine that is working, in
this case “usuario@127.0.0.1”. These data allow to know the user required to
make the recommendation and the name of the agent that reaches the system.
Once the recommendation user agent obtains a JSON file format, it is show the
output determined by the system.

System agent is responsible for handling all connected entities and handles
the references of all agents besides communication system; moreover, the proper
functioning of this is generated as a recommendation. The agent of the system
is type-reactive that has the function of obtaining the identifier of the user that
requires a recommended route. Through the stimulus this agent contributes to
the interaction of the other agents in their environment.

The search agent is the one responsible for obtaining the necessary param-
eters to make a recommendation to a user. The agent of recommendation is
reactive with a module of consultation that allows the data-analysis obtained
by the search agent, it processes the information reaching the measurement to
conclude with the recommended route for the user. This agent processes the data
of the user agent verifying new coincidences regarding the tastes and preferences
of other users, delivering a response of the recommendation in a file with JSON
format.

The feedback agent is a learning entity composed of a self-teaching module
and formed by a neural network, where by having the interaction of the movies
user ratings; this network allows to feedback their learning to improve their
behavior. This agent reads the ratings provided by the user in a list of recom-
mendations. All data are presented with a score of 1 to 5, where 1 represents
the lowest value and 5 the highest. These results verify that the recommending
agent has made recommendations to a user, managing corrections and repairs
to improve further recommendations. These architectures of the main agents of
this prototype can be seen in Fig. 7.

Query Module Decision Module

Filtering Module

Answer Module
Comunication

Module

Recomendation Agent (RA)

Neuronal Network
Learning Module

Translator Module

Data Module
Comunication

Module

Feedback Agent (FA)

Search Module
Query Module

Text Data Module

Answer Module
Comunication

Module

Search Agent (SE)

Fig. 7. Agent architecture.
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Communication is a vital importance part in the system; thus, the entities
of this multiagent system communicate each other using the XMPP commu-
nication protocol. Through a type of ontology, conversation identifier, shipping
address and content, these agents can interact with each other. This type of com-
munication allows to engage the predetermined behavior of each agent to solve
incoming problems. Figure 8 shows the relations of three of the most impor-
tant agents of the prototype, whose communication allows to identify a possible
recommendation.

This prototype multi-agent system was created with the MovieLens dataset
[17]. Using this information allowed to analyze the qualifications that users of
that platform have given to films that have been watched, which has been help-
ful when testing the system. The system is designed with intelligent agents to
communicate with the environment, where the primary objective is the recom-
mendation for a user. The operation of the system is the arrival of a new user
agent, which can stimulate the system, creating a request to the system agent,
allowing the creation of the recommendation to the user.

In Fig. 8 is observed the system database design, where movie data tables and
user ratings are taken from MovieLens dataset. These data obtained from this
source served to meet the qualifications that users of the platform have and which
are useful for analyzing the behavior of the system when a recommendation is
created.

To check whether a route satisfies the recommendations for a user, a neural
network that identifies the time that a user has watched the film, as well as the
valuation given to it was created. This network verifies data and verifies whether
the recommendation given by the system is relevant to the tastes of a user. In
Fig. 9 the design of the neural network with two inputs and one output is shown.
All data are analyzed by the network, giving a score from 1 to 5 in response to
analysis.

PK PK

PK PK

PK

User Ratings Movie

Recommendation Route

idUser
gender
age

idReco

idMovie

idRoute
system

valoration

idrating
rating
timestamp

idMovie

title
type

Fig. 8. Diagram database.
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Fig. 9. Neural network diagram.

4 Results

To design and train the neural network were considered different activation func-
tions. In all cases, the neural network has three different layers of customization.
In the first case, the network configuration with two first layers using logsig,
and the last with satlin. In the second case, the two first layers configuration
with logsig, and the third purelin as activation function was performed. In the
third case of a layer configuration, it was performed with purelin, followed by
two layers of logsig. For the final case is used in the first layer a logsig activation
function, the second is satlin and the third function is purelin.

The training process is performed 10 times for each case, the stats of data
obtained during this development are in Table 1, where is shown the maximum
and minimum value obtained, in addition to the mean and standard deviation.
This table shows the best performance value in each case considered, case 4
is chosen for handling the neural network in the recommendation system (best
minimum value). The record of training process (best run) for each network
configuration is shown in Fig. 10.

Table 1. Neural network training results.

Case Max Min Mean Standard deviation

1 1,8205E-06 7,8464E-17 4,52E-07 7,62215E-07

2 3,8011 1,1961E-09 5,53E-01 1,33040547

3 0,64175 5,3245E-08 1,60E-01 0,32087485

4 0,0010988 2,8237E-20 3,67E-04 0,00063346

Cases 2 and 3 show the worst configurations that can be performed for the
neural network considering de minimum value. It is also considered that case 1 is
a valid option for testing with that configuration because it has a better average
value than the other 3 cases.
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(b) Best Performance of case 2.
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(c) Best Performance of case 3.
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(d) Best Performance of case 4.

Fig. 10. Cases performance.

After completing the tests of the neural network, the recommender system
test was performed with MovieLens dataset and a random user who allow to
check the recommendation. To be connected with the system is used a web
server enabling communication of another web service, obtaining the result of
the request made. Table 2 shows a summary of the recommendation for the user
test, which obtains identifiers, movie name and path identifier created by the
system.

These data are obtained from the table ratings database where Table 3 shows
the decoding result obtained by the agent system feedback. This path identifier
give the recommendation and the score associated. In this case the assessment
provided by the system is 4 points.
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Table 2. Decoding the recommendation file.

User ID Recomendation ID Movie Id Movie name

1 121 7153 Lord of the Rings

1 121 1080 Monty Python’s Life of Bryan (1979)

1 121 6874 Kill Bill: Vol 1 (2003)

1 121 356 Forrest Gump (1994)

1 121 4973 Amelie Poulain

1 121 593 Silence of the Lambs

1 121 318 Beautiful Mind

1 121 16 Wall-E

1 121 1213 Godfather

1 121 5418 Casino (1995)

Table 3. Decoding output feedback agent.

Recommendation ID Route ID System valoration

121 12 4

5 Conclusions

From the analysis of the information obtained using the dataset, it is possible
to create a recommender system based on multi-agent, which allows tours to
movie recommendations. These recommendations are based on the ratings of
MovieLens users platform. Based on data analysis, intelligent agents interact for
response to request a route to a user. This route, as shown in Fig. 10(d), consists
of 10 films which are tested to verify if they can be ideal to the tastes of users.

This test allowed to know the importance of managing large volumes of data,
for the recommendation algorithm used in the system had to be efficient to
respond to the request; however, to obtain the output data has not been verified
if the recommendation is consistent with users requirements, because the web
server cannot connect to the primary server that has provided the information.

The stats of the neural network training enabled to analyze the performance
obtained for the considered cases, choosing the configuration of case 4 to imple-
ment the system, also the case 1 is an option to be considered. Additionally cases
2 and 3 are with poor performance on tests.

Use of multi-agent system through the SPADE platform makes possible to
analyze the prerequisites for creating this system using the communication pro-
tocol XMPP for the communications among agents. This development is satis-
factory and is expected to be use in recommendation systems on various topics
like arts and historical collections.
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Abstract. This document evaluates works related to game theory applied to
IPS (Intrusion Prevention System) in networks and proposes a game theory
model that allows optimize expenditure of resources in detection of intrusions in
networks.
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1 Introduction

The internet of things every day is being introduced more into our daily lives due to the
access that people have both to internet and new technology, with the increase of
everyday devices connected to the internet also increases the amount of sensitive
information transmitted wirelessly [1].

The increment of devices connected to Internet and the sharing of a big amount of
sensitive information and the intrinsic vulnerabilities of wireless communications,
made the infrastructure of the Internet of Things networks a point of interest for
criminals. For that reason it is necessary to ensure the privacy, available and integrity of
this information through security adaptive mechanisms to different types of attacks [2].

The simplicity required in the Internet devices of the thing makes impossible the
implementation of internally security systems in these. Because the creation of devices
has been increasing to a greater extent than the development in network security with
IOT devices, these devices have become a gateway to networks for attackers. Among
the different attacks suffered by Wi-Fi networks connected to IOT devices we have:
low password exploitation, reverse engineering hardware, remote code execution, man
in the middle and hidden monitoring functions. The most common use of remotely
controlling IOT devices by cybercriminals is DoS, due it is easy to achieve if the
devices have not been configured with basic security measures and allows them to
obtain money by preventing access to a server or website [3].
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The sensitivity of information and the failures in the security of wireless networks
have led the research community to undertake research and development efforts
simultaneously in new IOT devices and security mechanisms for wireless networks. An
important point is the need for real-time processing and reaction to attacks because IOT
devices transmit information constantly [4].

In this document, a model based on game theory will be created to establish the
intrusion detection criteria of an IPS (Intrusion Prevention System) for networks, based
on the review of previously developed related works.

2 Related Works

In 2016 Wang, Du, Yang, Zhu, Shen and Zhang propose an attack-defense game model
for detecting malicious nodes in Embedded Sensor Networks (ESN) using a repeated
game approach, where they define the function of rewards that attackers and defenders
will receive for their actions [5]. To solve errors and absences in detection use a game
tree model. They show that the game model does not have a pure Nash equilibrium but
mixed strategy, where the nodes are changing due to the strategies of attackers and
defenders so that they are in dynamic equilibrium, where limited resources are used and
provided Security protection at the same. Finally, they perform simulations where they
show that with the proposed model they can reduce energy consumption by 50%
compared to the existing model All Monitor (AM) and improve the detection rate from
10% to 15% compared to the existing model Cluster Head (CH).

In 2013 Manshaei, Zhu, Alpcan, Bacar and Hubaux carry out a review of the
investigations in privacy and security in communication and computer networks that
have a game theory approach [6]. In their content they have a section of Intrusion
Detection Systems where they present the different works found in the review of the
literature; the way in which the IDS are configured; Networked IDS, where different
IDSs operate in the network independently and the security of each subsystem that they
individually protect depends on the performance of the other IDS; Collaborative
Intrusion Detection System Networks, in this case in the network operate different IDS
in collaborative way, that is, they share the knowledge of the new attacks they detect,
but the system can be compromised if the control of an IDS is taken by an attacker and
finally the response to intrusions, where they expose an intrusion response system
based on Stackelberg stochastic game called Response and Recovery Engine (RRE).

3 Game Theory Models

The prevention of intrusions can be understood as an attack scenario - defense, in
which the person in charge of the security of the network decides whether it is nec-
essary or not to put in operation the system of prevention of intrusions, because this
operation has a cost that would not be necessary if the network is not being attacked.
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The defender has two strategies (UD): defend or not defend and in the case of the
attacker (UA): attack or not attack. The realization of these strategies has rewards and
costs that will determine the way the two actors act. These costs and rewards are
defined below:

– Cost of starting the IPS Cm
– Average loss when the system is attacked Ci
– Cost to attack by the attacker Ca
– Cost of not attacking by the attacker Cw
– Payment to the defender for taking an action strategy defensive Ui
– Payment to the attacker for taking an action strategy offensive Ua

Now you can understand that the reward of the attackers Pa is equal to average
losses when the system is attacked, that is:

Pa ¼ Ci ð1Þ

It is necessary to define when it is profitable for the attacker to carry out the attack:

Cw\Pa � Ca ð2Þ

The above equation means that the attacker will perform an attack when its reward
minus the cost of attacking greater than the cost of not attacking.

On the other hand, the attacker will not make an attack when the cost of starting the
IPS is much lower than the loss average when the system is attacked, because in this
case surely the defender would have started the IPS, therefore this will be in operation
and the attack will be detected and the attacker isolated from the network.

From this it is possible to define the reward matrix as:

Pa � Ca; Ui � Ci �Ua; Ui � Cm

Cw; Ui Cw; Ui � Cm

� �

Where the columns correspond to the strategies of the defender, that is, not defend
and defend; and the rows do reference to the attacker’s strategies, that is, attack and not
attack.

They determine that there is no pure Nash equilibrium, therefore they analyze if the
game model is in mixed Nash equilibrium.

Analyzing the mixed Nash equilibrium for the game they found the probability that
the attacker attacks r and the probability that the defender defends d.

From Eq. (10) it is possible to find d

d ¼ Pa � Ca � Cw

Pa � Ca þUa
ð3Þ
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From Eq. (11) it is possible to find r

r ¼ Cm

Ci
ð4Þ

With these rewards depending on the probability of taking the strategy of attacking
and defending, they found the rewards of not attacking and defending as (1 − r) and
(1 − d) respectively. Therefore, the strategies of the attackers under a mixed Nash
equilibrium are:

d; 1� dð Þ ¼ Pa � Ca � Cw

Pa � Ca þUa
;

Ua þCw

Pa � Ca þUa

� �
ð5Þ

r; 1� rð Þ ¼ Cm

Ci
;
Ci � Cm

Ci

� �
ð6Þ

To analyze the Nash equilibrium by mixed strategy, it is possible to start assuming
that the probability of attacking sigma is high, so that Cm � Ci, that is, the attack
occurs when it is not profitable to start the IPS, which makes the defense probability
low.

In case the probability of defense is high, it means that the IPS has probably been
launched because the losses to be attacked are greater than the cost of having the IPS in
operation, that is, Cm � Ci which indicates that the attack probability must be low.

In conclusion, the probabilities of attack and defense are inversely proportional and
the system will be in mixed Nash equilibrium when:

r ¼ d ð7Þ

Now Manshaei [6] explains a two-player Bayesian game, a defense node and a
malicious or regular one. The malicious node can choose between attacking and not
attacking, while the defense node can choose between monitoring and not monitoring.
The security of the defender is quantifiable according to the property that protects w,
therefore, when there is a security failure the damage is represented by −w. Then the
payoff matrix is presented:

1� að Þw� Ca; 2a� 1ð Þw� Cm w� Ca;�w
0; bw� Cm 0; 0

� �

In this matrix the columns represent the behaviors of the defender (monitor and not
monitor) and the rows attacker behaviors (attack and not attack), Ca and Cm are costs of
attacking and monitoring, a and b are the detection rate and the false alarm rate of the
IDS respectively and l0 the probability that a player is malicious.

Finally they show that when l0\
1þ bð ÞwþCm
2aþ b�1ð Þw the game supports a strategy of pure

balance (attack if it is malicious, do not attack if it is regular), do not monitor, l0 and

when l0 [
1þ bð ÞwþCm
2aþ b�1ð Þw the game does not have a pure strategy.
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4 Proposed Model

From the model described by Manshaei and establishing that the two players are
intruder and defender, since the intruder is ready to carry out the attack because has
done a vulnerability study and has planned the different strategies to follow in order to
enter authorized to the network, the time when no attack represents a Cw cost (waiting
cost) because the network can change and the investment mentioned above both of time
and of resources can be lost. Therefore, the payment matrix is:

1� að Þw� Ca; 2a� 1ð Þw� Cm w� Ca;�w
�Cw;�bw� Cm �Cw; 0

� �

The following explains each of the possible scenarios and the respective payments
for the intruder and the defender:

– When the intruder attacks and the defender monitors: Reward of the attacker, the
times the system fails of detection for the good that protects less the cost to attack;
the defender’s reward, the times the system works less the times it fails for the good
that protects, all this except the cost of monitoring.

– When the intruder attacks and the defender does not monitor: the reward of the
attacker, the good that one wants to obtain minus the cost of attacking; the
defender’s reward, in this case is the loss of good.

– When the intruder does not attack and the defender monitors: reward of the attacker,
in this case it is the loss for waiting to perform the attack; the reward of defender,
false alarm rate degrades the good and its It also has the cost of monitoring.

– When the intruder does not attack and the defender does not monitor: reward of the
attacker, in this case it is the loss wait to perform the attack; the reward of the
defender, in this case it is null since it does not spend on monitoring and it is not
attacked.

Depending on the strategy that the other actor takes and the respective payments
they obtain, it is possible to determine if there is a Nash equilibrium.

When the defender does not monitor, the attacker has two possible strategies:
Attack, with gain w� Ca; and do not attack, where he gets �Cw, therefore you will
always choose to attack.

When the defender also monitors the attacker can choose between attacking and not
attacking, assuming a detection rate greater than 90%, attacking would lose the cost of
attacking, while not attacking would lose the cost of waiting.

Generally the deployment of an attack to take control of the network or the
information it contains is more expensive than carrying out a recognition and learning
of the network and its vulnerabilities, therefore the attacker will choose not to attack.

�Cw [ � Ca

Now it is necessary to fix the behavior of the attacker and analyze the possible
strategies that the defender will perform.
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First, when the attacker decides to attack and assuming a detection rate greater than
90%.

2a� 1ð Þw� Cm [ � w

This means that the defender will choose to monitor.
Second, when the attacker decides not to attack

�bw� Cm\0

Then, the defender will always choose not to monitor.
After analyzing the different strategies, it is clear that in neither scenario will both

actors be satisfied with their reward. Which prevents that pure Nash equilibrium exists
in the proposed game.

5 Model Evaluation

Because there is no point in the rewards matrix in which both the defender and the
attacker feel comfortable with the situation, it is necessary to determine if the model is
in mixed Nash equilibrium, for this the probability that the attacker attack r and the
probability that the defender defends d.

The mixed strategy of the attacker is:

UA ¼ 1� að Þw�Ca½ �drþ w� Ca½ � 1� dð Þrþ �Cwð Þd 1� rð Þþ �Cwð Þ 1� dð Þ 1�rð Þ
ð8Þ

The mixed strategy of the defender is

UI ¼ 2a� 1ð Þw� Cm½ �drþ �wð Þ 1� dð Þrþ �bw � Cm½ �d 1� rð Þ ð9Þ

Using the extreme value method to solve the strategy of the Nash mixed model, the
equations are derived (17) and (18) regarding d and r respectively and are equal to
zero.

@UA

@r
¼ �dawþw� Ca þCw ¼ 0 ð10Þ

@UI

@r
¼ 2raw� bw� Cm þ rbw ¼ 0 ð11Þ

From the Eq. (19) its possible find d:

d ¼ w� Ca þCw

wa
ð12Þ
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From the Eq. (20) its possible find r:

r ¼ bwþCm

2awþ bw
ð13Þ

To analyze the Nash equilibrium by mixed strategy, you can start assuming that the
probability of attacking d be high, for this to be Cm � 2aw, this means that the attacker
could attack comfortably when the goods that protects the defender are not so valuable
to him, which is why I will not have activated the IPS. In the case where you come
from protect are valuable the defense probability will increase and the probability of
attack will decrease.

Therefore, it is found again that the probabilities of attack and defense are inversely
proportional and the system will be in mixed Nash equilibrium when:

d ¼ r ð14Þ

Additionally, in case the probability of defense be high, this situation occurs when
the cost of waiting for attacker is greater than the cost of attacking, that is, when it is
more profitable for the attacker to effect his attack than to follow waiting for the right
moment.

Below is presented a graphical function analysis that defines the probability that the
attacker attacks vs the cost of monitoring under certain parameters.

Initially, the good that seeks to protect (w) was set up as 100 and the cost of
monitoring varied from 0 to 100 per 1, this was established because it is illogical to use
more resources protecting a good than the value for the defender. The alpha value was
also set at 95% and different beta values were used to analyze the behavior of the
probability that the attacker attacks based on the false alarm rate, this behavior is
presented in Fig. 1.

Fig. 1. Probability attacker attacks vs monitoring cost with: w = 100, alpha = 95%, beta = 20%
(red), beta = 10% (blue) and beta = 2% (green) (Color figure online)

224 J. F. Mojica Sánchez et al.



When analyzing Fig. 1 it can be observed that by decreasing the false alarm rate
(beta) the probability of the attacker attacking is diminished, which is because if the IPS
is more efficient the attacker will tend not to carry out an attack until you are sure that it
will not be detected.

Second, w = 100 and beta = 2% were set to observe the behavior of the probability
of the attacker attacking with different values of detection rate, this can be seen in
Fig. 2.

Figure 2 shows that by decreasing the detection rate the probability that the attacker
will attack will be greater, this happens in the same way as in the previous case,
because if the system becomes less efficient it will be more profitable for the attacker to
make an attack, therefore, the probability that the attacker will attack will increase.

Third, alpha = 98%, beta = 2% was set and the value of w was varied to analyze
how the probability that the attacker attacks with respect to the variation of the cost of
the desired good is affected. opt to make the attack. Said analysis was carried out
starting from Fig. 3.

Fig. 2. Probability attacker attacks vs monitoring cost with: w = 100, beta = 2%, alpha = 98%
(red), alpha = 95% (blue) and alpha = 90% (green) (Color figure online)

Fig. 3. Probability attacker attacks vs monitoring cost with: alpha = 98%, beta = 2%, w = 100
(red), w = 200 (blue) and w = 300 (green) (Color figure online)
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Figure 3 shows that increasing the cost of the good that the attacker wants to
obtain, the likelihood that the attacker attacks is reduced, this seems to go against the
logic but it is because if the good is much more valuable than the cost of monitoring,
the defender will always want to protect said good by starting the IPS and therefore it
will be more complex for the attacker to violate the security of the system.

Below is a graphical function analysis that defines the probability that the defender
defends vs the cost of attack under certain parameters.

In a similar way to the previous case we started by initially establishing the good
that we want to protect w as 100 and varying the cost of attack from 0 to 100 every 1,
this was defined in that way because it was assumed that the attacker has an idea of
how Valuable is the good that you expect to obtain when making an attack and is not
willing to spend more than the value of said good.

The value of alpha was also set at 95% and different values of Cw were used to
analyze the behavior of the probability that the defender defends with respect to the
cost of waiting to carry out the attack, this behavior is presented in Fig. 4.

Figure 4 shows that by decreasing the value of the waiting cost to carry out the
attack, the probability that the defender defends will also decrease. This is because the
attacker is so clear about the vulnerabilities of the network that it is very cheap for him
to wait for the attack, therefore the defender must activate the IPS as soon as possible to
correct the failures in network security.

Second, w ¼ 100 and Cw ¼ 10 were set to observe the behavior of the probability
that the defender defends with different values of detection rate, this can be seen in
Fig. 5.

When looking at Fig. 5 it is understood that when the detection rate of the IPS
decreases the probability that the defender defends increases, this behavior is due to the
fact that when the IPS is less efficient the defender must have it active for a longer time
in order to detect the intrusions and therefore the probability that the defender defends
will be greater.

Fig. 4. Probability defender defends vs attacking cost with: w = 100, alpha = 95%, Cw = 10
(red), Cw = 5 (blue) and Cw = 1 (green) (Color figure online)
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Finally alpha ¼ 98% and Cw ¼ 10 were set to see how the cost of the good that
protects the defender impacts the probability that the defender defends, this was done
by variations in w and can be seen in Fig. 6.

6 Discussion

The presented model is based on the model described by Manshaei [6] but this does not
have a pure Nash equilibrium because in this new model it is defined that there are two
players: a defender and an attacker, while in the presented by Manshaei it is possible
that the attacker is not malicious in which there is a pure balance and is not to attack
and not monitor.

Regarding the model presented by Wang [5] the same conclusion was reached that
the system will be in equilibrium when the probability of attacking:

Fig. 5. Probability defender defends vs attacking cost with: w = 100, Cw = 10, alpha = 98%
(red), alpha = 95% (blue) and alpha = 90% (green) (Color figure online)

Fig. 6. Probability defender defends vs attacking cost with: alpha = 98%, Cw = 10, w = 100
(red), w = 200 (blue) and w = 300 (green) (Color figure online)
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r ¼ bwþCm

2awþ bw
ð15Þ

Equal to the probability of defending:

d ¼ w� Ca þCw

wa
ð16Þ

And in case these are not equal the model is regulated to over time until you reach
this balance even though you in this case the detection rate and false are taken into
account IPS alarms, which is raised in the model described by Manshaei [6] and makes
the model closer to reality.

The analysis of the probability functions that the attacker attacks and that the
defender defends allows to obtain a clearer view of the decisions that the players of this
game can take and the reasons to act in a certain way.

7 Conclusions

– This model of game theory adds a new feature to intrusion prevention systems,
where you can evaluate how complex it is to perform a vulnerability analysis on the
network that is defending itself. Because if it is much less expensive to perform the
analysis than the attack, it will be more profitable for the attackers to launch their
attack plan and therefore the IPS must be in operation to prevent such attacks and
avoid loss of information, money and reputation.

– The proposed model is regulated over time until reaching the equilibrium point at
which the probability of attacking r is equal to the probability of defending d.

r ¼ bwþCm

2awþ bw
¼ w� Ca þCw

wa
¼ d

– Decreasing the false alarm rate (beta) the probability of the attacker attacking is
diminished.

– Decreasing the detection rate the probability that the attacker will attack will be
greater.

– Increasing the cost of the good that the attacker wants to obtain, the likelihood that
the attacker attacks is reduced.

– Decreasing the value of the waiting cost to carry out the attack, the probability that
the defender defends will also decrease.

– When the detection rate of the IPS decreases the probability that the defender
defends increases.

– When the cost of the good that the defender protects increases, the probability that
the defender defends also increases.
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Abstract. A simulation model is presented for the attention to users in emer-
gency situations in Bogota. This system is vital importance for the development,
security and stability of the city. The simulation process begins with an intel-
ligence model that allows acquiring the knowledge of complex process of
attention of users and understanding relationships among resources which attend
emergencies. This system is managed by Emergency Regulatory Center
(ERC) assigned to the District Health Secretary. Within the results achieved, it is
possible to obtain an improvement in measures of performance such as average
time in the system and the average time blocked which show an inadequate level
service because they are result of excessive time in waiting calls and the sub-
sequent system exit. Different scenarios were proposed in order to increase
reception capacity of the incidents in the activation system’s phase, which is
equivalent to increase the technicians auxiliaries of regulatory medical (TARM)
and of the regulatory doctor (RD).

Keywords: Attention of users � Emergencies � Simulation

1 Introduction

The International Labor Organization [1] states that the service of public urgencies
(SPU) deals of exceptional situations that occur in society and stand a threat for life.
The institutions that provide this service have common characteristics such as rescuing
people who need external help, protection of property to avoid destruction or damage,
and on the other hand, periods of quiet work interrupted by periods of great psycho-
logical stress and physical activity. These organizations, called dispatch agencies, are
responsible for responding to citizens’ requests through the allocation of resources or
mobile units such as ambulances, police cars, and fire trucks, among others.

The creation of Unique Number of Security and Emergencies (UNSE) is justified
by low level of coverage in the Capital District, in 2015 of 779,087 calls only 281,140
were served with dispatches of resources, which is equivalent to 36%. The most
frequent incident was calls from the residence with 24.5% and followed by calls of
incidents on public roads with 25.6% [2]. The agencies that are part of UNSE are the
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Emergency Prevention and Assistance Fund (EPAF); the ERC, the Unit of Fire
Department, the Mobility Secretary and the Metropolitan Police.

For the presented model, the data was taken from the ERC, as proposed by the
World Health Organization (WHO), emergency is considered as a pathology whose
evolution is slow and not necessarily fatal and that must be attended in a maximum of
six hours, to avoid major complications and the urgency as that urgent situation that
puts in immediate danger the life of the patient or the function of an organ. Likewise
this study realized refers to emergencies type 1 or 2 where one or two operative entities
are worked and where they have two hours to attend the request (level 1) at maximum
or in the case of level 2 up to eight hours; that is to say that they are not considered
disasters or great calamities that are classified as level 3, 4 and 5 emergencies; also last
two categories receive international cooperation but are less frequent. For example,
Bogota’s emergencies in 2015 reached just over 280,000 incidents in level 1 and 2 and
those in level 3 and 4 only reached a little over 30,000. The above reasons motivate us
to work emergencies type 1 and 2.

The rest of the paper is organized as follows: Sect. 2 presents a background and
states the problem. Section 3 shows the simulation model with the validation process.
Section 4 presents some results over a set of scenarios. Finally, Sect. 5 concludes this
work and state some lines as future works.

2 Background and Problem Statement

One of the factors that most affect the performance of this emergency system is eco-
nomic resources allocation [3, 4], with more resources, it increasing incidents pre-
vention such as traffic accidents or home emergencies are improved, also response time
is also improved [4]. In contrast, the budget for the Federal Emergency Management
Agency of the USA in 2016 was 13.900 million dollars while for the National Unit for
Disaster Risk Management which is a similar agency in Colombia for same year this
was only 26.7 million dollars. Likewise, the amount of ambulance or emergency
service vehicles is approximately 35% less, in terms of ambulances per inhabitant
compared with London [5]. Another aspect to consider is the coverage of this service
when population increase; for example, Bogota has presented a greater growth com-
pared to other regions of Colombia, in 2010 Colombia had a projected population of
45.5 million people, for 2015 of 48.2 million and in 2020 of 50.9 million; while in
Bogota had an estimated population of 7.4 million in 2010, 7.9 million in 2015 and 8.4
million for 2020 [6]. In accordance with above, it is observed that in the city of Bogotá
demand of telephone calls requesting attention to incidents has increased by 82% for
period from 2010 to 2015, but in the same period it had a percentage decrease in
dispatch of operating center by 5% [2].

2.1 Literature Review

Over last few years, citizens have expressed dissatisfaction with the response times of
emergency and in general with emergency services; the WHO indicates that there is
one ambulance for every 25 thousand inhabitants; nevertheless, in Bogota there is a
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service vehicle for every 90,000 people. Another cause of discomfort is failure to
dispatch sufficient resources when they are required; approximately these situations
represent 30% of the incidents handled by the ERC [5]. It is clear that quantity and
quality of resources along with response time are key factors in the survival of people,
that is, deaths that are not direct result of primary damages are result of delay in rescue
[7, 8]. The time that elapses between moment of the accident and treatment time of the
shock is what is known as the Golden Hour [9] and should be as lower as possible [9].

The application of quantitative techniques, especially of the simulation, for health
services improvement has had an increasing acceptance, not just to evaluate the per-
formance estimating real population coverage; but also, to use resources adequately,
i.e., to reduce population waiting because ambulances are busy [10, 11]; or increasing
the speed to attend to emergency requests and provide transportation between home
care to hospitals through the simulation of discrete events, [12]. Simulation has also
been used to evaluate the efficiency of emergency call centers in France [13], or to
calculate sizing of the ambulance fleet and the location of the base station thereof in
order to increase the survival probability of patients [14]. In addition, it is used to
calculate time to rapid response to medical emergencies as function of fleet size and
ambulances location [15].

2.2 Methodology

In addition to the basic methodology of simulation, it was necessary to implement a
procedure for knowledge acquisition in order to understand how the ERC serves its
users. Firstly, we describe briefly the traditional simulation methodology, which has the
following stages: (1) Definition of the system, where the object of the system, the main
components and processes are defined, as well as the restrictions, environment and
main resources. (2) Definition of the problem, determine one or more performance
measures and other indicators that show system results. (3) Collection and processing
of information. This stage, in detail, is explaining later due to system complexity.
(4) Model formulation which the endogenous and exogenous variables, the functional
relationships and the parameters are established, as well as the randomness treatment
required, balancing the accuracy and reliability of the model versus its complexity.
(5) Translation of the model to a programming language that in this case is used one of
specific purpose. (6) Validation to verify that simulation model does represent the real
system under study. (7) Experimentation, where different scenarios are established to
improve the performance measures, in other words, it consists in analyzing different
solution alternatives. (8) Interpretation, stage necessary to study other impacts of dif-
ferent alternatives or scenarios, and after that make the best decision.

Activation phase in ERC’s Operational Center uses a protocol; this is an instrument
which contains the most frequent types of incidents, their conceptual definition, a
questionnaire that must be used with user to find level of incident priority (high,
medium or low), The purpose of this protocol is to standardize information request; as
pertinent and complete it, as possible. Another aspect to take into account are the
resources, these are located in strategic points that are defined in four zones in which
the city is divided (North 1, 2 and South 1, 2). But the most important understands how
the system runs; Fig. 1 shows the functional model in which it is observed how the
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regulatory physician is responsible for the medical decisions that are taken to care of
patients. He analyzes incidents and their priority assigned before and he acts corre-
sponding its importance level.

Activation: Starts from the moment the incident arrives at the Operative Center and is
initially attended by the Medical Regulation Assistant Technician (MRAT) or the
Psychologist depending on incident. He is responsible for receiving, updating and/or
validating the incidents information in the system. After that, the MRAT consults with
RD the type of incident, priority and medical indications. According to priority, if it is
high or medium incidents are sent to the Dispatch phase and if priority is low, incidents
are attended and closed in this phase.

Dispatch: Dispatcher first responds to high priority incidents, he register the incident’s
data, and the analysis of RD to assess the need to allocate resources according to the
patient’s clinical status and defines the type and amount of resource needed. Dispatcher
is in charge of verifying the availability of the mobile units, at the same time registering
the resource(s) to the incident and communicating to the mobile the assigned incident,
its place and priority.

Arrival at the Site of the Incident: It is the time between ambulances begin dis-
placement and arrive at incident’s site reporting the time of arrival to Dispatcher. In this
phase is identified if incident is failed (the resource is sent but not used on the site due
to a false alarm, address dose not exists or patient was not found, or the patient was
carried by other means or incident was canceled) or not failed (the resource was used in

Fig. 1. Model of emergency attention type 1 and 2.

236 G. Mendez-Giraldo et al.



the incident’s scene or site). In the case of failed incidents, the Dispatcher closes the
incident and releases the resources in system.

Incident Service: It is the medical care of incidents on site. When ambulance has a
doctor, the decisions are made at the site of incident; these medical determinations must
be reported by the Mobile to the Dispatcher. On the other hand, if the ambulance does
not have doctor, the Dispatcher presents incident’s information to the RD who is in
Operating Center, to receive the medical indications and to define if the incident
requires transferring to a hospital. Subsequently, the Dispatcher explains to ambu-
lance’s personnel the decisions and orientations of the RD. Those incidents that do not
require transfer to hospital are closed and changed the state of the resource in the
system by the Dispatcher; while incidents which need transferring to hospital, per-
sonnel report to Dispatcher the departure time from the incident’s site.

Relocation/Demobilization: This stage starts when the Mobile leaves with the patient
from the incident site and arriving to the hospital or in general to the Healthcare
Institution (HI). It is possible that ambulance is retained or not, depending on whether
the patient is immediately received or he should wait.

Incident Closure: At the moment in which the hospital receives the patient, personnel
report departure time from the hospital to the Dispatcher, who is responsible for making
the closure and changing the state of the resource in the system.

Monitoring: The follow-up of the incidents is carried out in parallel with the devel-
opment of the previous stages; frequency of each time a monitoring call must be made
is defined by the priority of the incident. The other follow-up is done in the dispatching
stages until the incident is closed in system; it is a monitoring between ambulance’s
personnel and the Dispatcher and its frequency depends of priority too.

3 Proposed Model

Table 1 lists the variables that are identified in each of the phases of the methodology
and that constitute a main part of the simulation model.

Arrival information of incidents, 201,508 data were analyzed, corresponding to
94.6% of all registers for selected year; while for variables associated with dispatch,
189,483 data were taken corresponding to 92.4% of the available data. It was found
incidents considered as failed near to 59.303 corresponding to 37.4% and real incidents
about 99.306 which correspond to the remaining 62.6%. Main incidents were: Traffic
accidents, common sick, unconscious by respiratory failures, respiratory distress,
injured, missing persons, cerebral event convulsions, gastrointestinal symptoms,
accidents on the way, chest pains, gynecology-obstetrics, suicide attempts, abuses,
mental disorders, sexual violence, natural death, natural death on public road, rescues
and burns.

All these incidents were represented by random variables as well as their corre-
sponding priorities (high, medium or low). On the other hand, there were several
combined incidents that arise in same case. A variable of special interest was area in
which incident happens; it can be north and south, each of them has own resources but
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Table 1. Variables used in the model

Activity Variables

Activation Demand of the incident
Time in which you enter the incidents in the system
Time to validate the incident data
Priority of incidents
Medical attention time of the incidents that do not require
dispatch
Type of server that attended the incident that does not
require dispatch

Dispatch Time in which the incident enters Dispatch (by type of
incident)
The time in which recourse to incidents is assigned
(Dispatch time)
The type and amount of resource that is assigned by type of
incident
The medical attention time of the incident in the dispatch
area
Type of server that attended the incident with the user online
by type of incident
Time of beginning and/or dispatch of the displacement of
the resource to the site of the incident
Incidents that are in dispatch and that do not require recourse
by type of incidents

Monitoring Prioritization of incidents to follow up
Frequency of follow-up calls by type of incident
Time of follow-up calls by type of incident
Update the type of incident and its priority

Arrival at the site of the
incident

Time of arrival of the resource to the incident site
Recognition time of the scene of the incident
Resources that were not used per incident
Causes of resources not used in the incident

Incident service Emergencies that installed the stabilization and classification
module (MEC)
Time in which the crew of the mobile reports the data of the
patient of the incident to the Dispatch area
Time in which the Regular Doctor determine how the
incident will be treated
Attendance time of the resource at the incident site
Incidents that require transfer to an IPS
Start time of displacement of the resource from the incident
site to the IPS
Incidents that request more resources from incident site
resources

(continued)
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if it is required can share them between areas. The historical values taken as measures
of performance (in minutes) are: Time of dispatch of resource (TDR), time of arrival at
place of the incident (TAS), time of attention at the place of the incident (TAI), time of
arrival at the hospital (TAH), and time of retention of the resource in the hospital
(TRH), these data are listed in Table 2.

Likewise, these incidents have resources associated to attend them; these include
mobile units belonging with each geographical area. The main resources are: Basic
ambulances team (BAT), medical ambulance team (MAT), psychiatric ambulance
(PSIQ), rapid response vehicle (motorcycles) and command team (ECOM). There are
also human resources such as dispatchers, medical regulation technician auxiliaries

Table 1. (continued)

Activity Variables

Time in which the resources are requested from the mobiles
to the dispatch area (type of incidents)

Type and amount of resources requested by the mobile
phones that are on the site (type of incident)
Type and amount of resource that is assigned in the dispatch
area against the requirement of mobile
Time when requested resources arrive from the motives of
the incident

Relocation/demobilization
and incident closure

Time of arrival of the resource to the hospital unit per
incident
Number of follow-up calls in the transfer of the patient to the
hospital unit by type of incident
Time of recourse in the hospital unit per incident
Exit time of the hospital unit resource per incident
Time of arrival of the resource to the base
Number of follow-up calls for the mobile phone that is
withheld in the hospital unit by type of incident
Time of demobilization of resources in the area of impact in
emergencies
Time of closure of incidents
Type of closure of the incident

Table 2. Real system performance measurement

Performance measure TDR TAS TAI TAH TRH

Real data 16830 13332 8021 6469 6741
Out of control points 2354 312 355 378 830
Average 5.97 13.43 31.47 18.62 81.62
Standard deviation 6.46 9.09 16.16 11.39 91.11
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(MRTA), psychologists and regulatory doctors (RD), each one with specific functions
within the process of attention of incidents. The analyzed system had similar resources
both northern and southern areas as follows: 20 BAT, 7 MAT, 1 PSIQ, 1 ECOM, 3
MARTA and 1 RD.

Finally, there are some aspects that affected data homogeneity, then it was neces-
sary grouping according their patterns to guarantee different probability density func-
tions, increasing complexity of modeling. The most important factors were: Month, day
and time of occurrence of the incident, the availability of non-human resources, the
experience of officials, variables associated with traffic of the city, location of the
incident place, location of the HI, availability of beds, among others. It is important to
mention that secondary transfers and the activities of the follow-up phase of the
Operating Center were not contemplated in the simulation model due to complexity
and little information available. The model was developed in a specific simulation
language; the preliminary version was made in ProModel® 4.2 and was updated to the
ProModel® version 7.0. Since the input analysis showed that the north and south zones
are statistically identical, their modeling was developed separately.

3.1 Validation

The validation of the results of the simulation model is done by comparing real and
simulated mean and deviation, analysis is made for each of the output variables
mentioned before: TDR, TAS, TAI, TAH, and HRT. The simulation model was exe-
cuted with the following run parameters: Run length of 720 h, number of replicas equal
to 38 and warm-up time of 50 h, in Fig. 2 and in Table 3. The results of this validation
process according with a confidence level of 95% let to accept the simulation model.

Fig. 2. Results of the model run.
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4 Experimentation

Given that simulation model is statistically accepted, main results are as follow: Of the
total incidents that the operational center receives, 96% corresponds to urgencies, being
the traffic accident (30.85%), unconscious and/or respiratory arrest (13.06%) and res-
piratory difficulty (11.13%), the main three types of incident. On the other hand the
remaining 4% belongs to emergency incidents where the most frequent are the traffic
accident (63.64%), the structural fire (14.32%) and intoxication (6.82%). Another
aspect is the failing incidents with a value of 38%, in which they represent unfavorable
situations for the attention system; false alarms, not found patient, canceled, among
others, are main causes. The remaining 62% of the incidents are true; of which, 17%
corresponds to valuation without transfer at hospital and the remaining 83% belongs to
valuation with primary transfer due to the severity of the patient. The utilization per-
centages of resources are as follow: TARM with 98% and RD with 90% are currently
having a fairly high utilization, which may be symptoms of possible bottlenecks in the
system.

4.1 Scenarios

For the design of scenarios, we consider just northern zone. The main system condi-
tions were studied such as: Inputs, average times in the system and waiting, and a
variable that indicates the blockage, in other words the number of incidents that are not
attended to immediately, all information in Table 4. The most important resources are
also analyzed (see Table 5), and finally, the different performance measures are showed
for each scenario in Table 6. The scenarios were simulated with 38 replicas and a warm
time of 50 h and a run time of 720 h. The proposed scenarios were as follows:

• Scenario 0: Actual situations
• Scenario 1: Increase a MRTA in each of the zones
• Scenario 2: Increase a MRTA and an one RD in each of the zones
• Scenario 3: Increase one MRTA and two RD in each zone
• Scenario 4: Increase two MRTA and one RD in each zone
• Scenario 5: Increase two MRTA and two RD in each zone.

4.2 Results

As shown in Table 4, as the MRTA and RD resources are increased, the number of
incidents in the system and the blocking times are decreased. Both variables indicate

Table 3. Results of the validation process.

Performance measure TDR TAS TAI TAH TRH

Real average 5.97 13.43 31.47 18.62 81.62
Simulated average 6.98 12.71 25.95 17.8 79.5
Real standard deviation 6.46 9.09 16.16 11.39 91.11
Simulated standard deviation 6.557 7.535 10.275 9.946 47.729
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low compliance with adequate service levels. Clearly, in real situation, calls do not
accumulate and therefore are lost, for that it is necessary an immediate attention and
greater agility of system with more operators are required. It is important to note that
scenario 4 in theory is good, where these indicators are improved, as well as the
average waiting times of the incidents with and low cost. However, scenario 5 is even
better because there is a better possibility of growth of service demands.

Table 5 shows utilization of resources MRTA and RD. In the current scenario as in
the first three, a level of utilization in these resources of more than 90%, this is risky,
because the model does not contemplate possible capacity losses. The best scenario in

Table 4. Results of service system indicators for different scenarios

Scenario Statistical Total
entries

Current
qty in
system

Avg. time
in system
(min)

Avg. time
waiting
(min)

Avg. time in
operation
(min)

Avg. time
blocked
(min)

0 Average 7944.78 708.83 976.72 2.99 66.94 906.79
Std. dev. 81.25 95.15 135.69 0.04 1.07 135.74

1 Average 7924.72 486.11 727.61 3.17 67.79 656.65
Std. dev. 96.84 111.60 134.81 0.04 0.97 135.16

2 Average 7882.83 40.94 106.26 5.28 70.23 30.75
Std. dev. 83.97 10.96 7.70 0.17 1.13 7.49

3 Average 7901.50 33.61 98.41 6.40 70.02 22.00
Std. dev. 95.41 8.29 5.60 0.22 0.86 5.24

4 Average 7887.11 42.22 103.40 5.48 70.01 27.91
Std. dev. 65.32 13.02 11.59 0.10 0.65 11.35

5 Average 7899.56 36.39 100.63 6.81 70.13 23.70
Std. dev. 95.69 13.64 7.47 0.28 0.85 6.73

Table 5. Percentage of use of the main resources in each scenario

Scenario Statistical BAT MAT PSIQ ECOM MARTA RD

0 Average 45.76 88.54 39.8 29.74 99.97 93.84
Std. dev. 1.2 0.34 1.71 1.74 0.14 0.29

1 Average 52.36 88.90 60.82 69.57 99.97 99.56
Std. dev. 1.16 0.24 2.17 2.43 0.12 0.10

2 Average 52.37 88.39 38.61 31.61 86.88 79.99
Std. dev. 1.40 0.29 1.75 2.57 1.98 2.15

3 Average 53.35 87.87 38.26 31.56 83.07 67.70
Std. dev. 1.18 0.28 2.23 1.83 2.62 3.02

4 Average 52.13 88.12 38.63 32.19 80.85 82.56
Std. dev. 0.95 0.26 2.66 1.90 2.71 2.22

5 Average 52.62 87.76 38.20 32.19 76.14 72.43
Std. dev. 1.67 0.28 2.54 1.96 3.55 3.84
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this case would be 5 with the best use of these two resources. Also in the same Table is
evidenced that the potential neck of the bottle are the ambulances with medical service
(MAT), since in some scenarios they reach levels higher than 80%. The basic ambu-
lances have idle capacity, but it is worth mentioning that in simulation model, pre-
ventive and corrective maintenance programs of these vehicles were not contemplated.
Since these resources are now available, they are sufficient and should be adjustment to
balance the service.

Table 6 shows how these performance measures are regulated by the system and is
due to the elimination of calls that wait and therefore are not improved by the increase
of resources since the system is stable itself. If we want to improve the system, we have
to make structural changes.

5 Conclusions

The present research offers the design of a simulation model that represents the
operation of the subsystems that works in the attention to the users. The model allows
to evaluate the system performance and helps for the decision-making process. The
results show a high number of calls waiting as well as a large time in the system. In real
process, this indicates that many calls are failed and the emergency’s service has not
made. The critical variable of the system is the retention time of resource in hospital,
with an average of 80.48 min; In terms of ambulance travel times, it is determined that
arrival time at hospital is greater, than arrival time at the incident place, the first one is
17.88 and the second one is on average of 12.79 min. It is very difficult to reduce these
displacement times, because both depend of incidents’ places and hospital location.
About the sending time has increased respect to previous years going from 7.26 to
25.98 min on average.

The arrivals or unsatisfied demand were identified in the system, which has already
been confirmed and analyzed by previous investigations; it was characterized by

Table 6. Performance measures for each scenario

Scenario Statistical TDR TAS TAI TAH TRH

0 Average 7.26 12.79 25.98 17.88 80.48
Std. dev. 0.1 0.16 0.27 0.25 1.03

1 Average 7.33 12.79 26.10 17.89 80.31
Std. dev. 0.01 0.14 0.17 0.23 1.03

2 Average 7.58 12.82 25.95 17.84 80.02
Std. dev. 0.13 0.11 0.21 0.16 1.03

3 Average 7.64 12.78 25.99 17.86 79.34
Std. dev. 0.13 0.10 0.25 0.24 0.97

4 Average 7.54 12.84 25.87 17.88 79.76
Std. dev. 0.10 0.11 0.18 0.24 0.87

5 Average 7.67 12.81 26.04 17.86 79.99
Std. dev. 0.13 0.11 0.16 0.22 1.23
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waiting times of resources and unoccupied locations of system. These were improved
both in scenarios 4 and 5 in which waiting time of the total calls of the system was
reduced by about 90%.

6 Future Works

It is identified that it is necessary to increase the reception capacity of incidents in the
activation phase, which is equivalent to increasing in two TARMs for each of the
zones. It is also identified that RD is a limited resource that generates damming and
waiting for incidents. Therefore, it is proposed to increase one RD in each of the zones,
with them it can be attended efficiently even with an increase of 10% of the incidents,
without affecting the waiting times of the incident within the system. With bigger
increments it is necessary to increase to two RD. The other resources, although seem
sufficient, are not; if the demand for services increases, ambulances with medical
services should be expanded, since they are at the limit of their level of occupation.
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Abstract. The problem of FFSP (Flexible Flow Shop Problem) has been suf-
ficiently investigated due to its importance for production programming and
control, although many of the solution methods have been based on GA
(Genetic Algorithm) and simulation, these techniques have been used in
deterministic environments and under specific conditions of the problem, that is,
complying with restrictions given in the Graham notation. In this paper we
describe an application of these techniques to solve a very particular case where
manual work stations and equipment with different degrees of efficiency,
technological restrictions, recirculation process are used. The nesting of the GA
is used within a simulation process. It is showed that the method proposed in
adjustment and efficiency is better compared with other heuristics, in addition to
the benefits of using different techniques in series to solve problems of real
manufacturing environments.

Keywords: Flexible workshop programming � Genetic algorithm
Simulation � Parallel machines � Process re-entry

1 Introduction

The problem of flexible flow programming better known as FFSP (Flexible Flow Shop
Problem) is a particular problem which derives from a more general problem called
workshop programming FSP (Flow Shop Scheduling) in which an operation is allowed
to be performed by a machine chosen from a finite subset of machines. This results in
two chained problems. The first is the assigning of each operation to a machine, and the
second problem is to define the sequence; that is, the order of operations in the
machines. FFSP provides a more realistic approach, but the combination of the
assignment problem and its subsequent sequencing against what happens in the classic
FSP makes it a hard NP-problem [1]. In particular, it is assumed that the FFSP work
with serial stages and a number of identical machines that are located in parallel in each
stage, however this model is not reflecting the real conditions of the system since it
works with a manual operation in where the operators work with different speeds,
giving rise to a case where there are machine problems in parallel with different
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processing speeds, they have a speed vi and the processing time pij that reflects the time
it takes to process a job j in machine i. Subsequently in the next stage there is a baking
process where there are also different efficiencies.

In the third stage, recourse should be done in order to use again the operators who
performed the tasks in the first station, becoming a model of recirculation that obeys to
problems of the flexible shop type in which a job visits a work center more than once.
The objective function proposed in this model is the Makespan ðCmaxÞ and it is defined
as the completion time of the last job that leaves the system. Given the complexity of
the system it is observed that it is neither a pure FFSP nor a system of machines in
parallel, it also presents a recirculation process. It is concluded that the best repre-
sentation technique a modified FFSP.

2 Background and Problem Statement

2.1 Literature Review

In the case of the FFSP there are multiple approaches to address its solution, although
not as extensive as in the case of the problems of the Job-Shop type that are more
complex in nature than the first ones, among which stand out the colony of ants [2],
genetic algorithms [3, 4] and simulation among others [5]. However, the techniques are
varied and multiple, then a small sample that validates the afore mentioned is related.
Authors such as Hong and Wang, modify the Palmer algorithm used in FFSP with two
work centers, incorporating for this the fuzzy logic rules where the process times vary
from center to center and that is based on the Longest process time (LPT), with these
modifications, the assignment based on Fuzzy Rules is improved and then sequencing
with Palme’s rules, in this way they ensure that the problem is approached in a better
way to reality [6]. There are also reviewed heuristic techniques based on the algorithms
of Sriskandarajah & Sethi used for two work centers, modifying them using the Gupta
algorithm to extend their use to more work centers. The authors seek to improve the
efficiency of this algorithm in large numbers of works; however its largest instance is
for 8 tasks [7].

Many other works use genetic algorithms (GA) in a simple or complex way to solve
the problems of the FFSP as the problem of sequencing based on LPT rules for the
selection of the machines, then compare their efficiency with the Workload Approxi-
mation (WLA) heuristic which reuses efficient small scales of work [8]. A little more
complete is the comparison of different heuristic dispatch techniques such as FIFO,
SPT, LPT, SDD by using the programming procedure of the bottleneck SBP (Shifting-
Bottleneck-Procedure), for this a GA is used and the results show that the techniques
SPT and SDD are substantially better than FIFO and LPT individually evacuated, but
when evaluating with the GA the LPT and the SPT generate better (minimum) values
for the Makespan and the maximum delay [9]. A proprietary and slave genetic algo-
rithm (Master-slave genetic algorithm) technique is proposed to solve FFJS problems
with flexible resources in which resource selection and sequencing are worked
simultaneously to avoid a double GA. Its ability function is to minimize the maximum
early and late deliveries, being superior to manually worked heuristics [10]. As well as
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this modification to GA is the work in which the hybridization of GA techniques with
simulated annealing using variable and adaptive genetic operators, where the proba-
bilities of cross-over and of mutation change compared to the results obtained between
two successive populations. This method when compared to conventional GAs gives a
better performance [11].

Most of these works are based on optimization techniques in static environments,
without considering the conditions of uncertainty and complexity of production plants.
Some of the conditions are not always considered as breakdowns of the machines,
stochastic processing times, and change in delivery dates, difficulties with materials
among many others. All of these conditions increasing the gap between the theoretical
models and those that actually occur in real operations given by the uncertainty.
Although these techniques have demonstrated their theoretical value, they are fare from
reality where complexity increases in both the number of tasks and machines and
stochastic aspects are introduced, which generates variability. The results are not
efficient, that is why a nested model of two tools is proposed. Both have demonstrated
their value for FJSSP (Flexible Job Shop Scheduling Problem), first the simulation as a
representation technique and second, the genetic algorithms for finding solutions.

2.2 Proposed Model

The FFSP was raised in the 1990s [12] as a modification of the traditional problems of
the Flow Shop [1], this problem FJSSP can be formulated as follows: Let the setW of n
tasks W ¼ W1;W2; � � �Wnf g; which can be executed by a set of m identical serial
machines M ¼ M1;M2; � � �Mmf g. Each task Wi ¼ 1� i� nð Þ consists of a sequence of
ni operations; Oij ¼ j ¼ 1; 2; . . .; nið Þ. Each route has to be executed in order to com-
plete each task. The execution of operation j of taskWi requires a resource from a set of
available machines. The assignment of the operation Oij to machine Mq �M 1� q�Qð Þ
implies the occupation of the latter during the process time denoted by pijq. The
problem consists in determining a sequence of assignment of the operations to all the
machines with the objective of minimizing the Makespan denoted by Cmax, which is
subject to a set of constraints: (i) the precedence of the operations in each task must be
respected (ii) once the machine starts processing an operation it cannot be interrupted
and each machine can process at maximum one operation at a time; (iii) all machines
are available at time zero. Solving the FJSSP is traduce into assigning a machine for
each operation and deciding the sequence or order of operations on each machine. This
is that each operation is assigned to a certain machine; the problem of flexible work-
shop programming could be represented in this case as a workshop programming
problem (JSP).

2.3 Modification of the Model

For real manufacturing environments are assumed changes in each period t; where
t ¼ 1; 2; . . .Tð Þ and T represents the programming period. In this case for each t there is
a set W of task of different types. The tasks can be assimilated as production orders of
product type k where k ¼ 1; 2; . . .;Kð Þ. This set W has a number of jobs n that change
randomly with each period t, likewise the type of products k also varies in each period

248 G. Mendez-Giraldo et al.



t. The number of jobs and the type of products are random variables with f.d.p. known
and independent. In the particular case, all W jobs require processing of the same
sequence of operations by three stations each with different resources (operators and/or
machines) denoted by Mz where z ¼ 1; 2; 3ð Þ is the number of resources that varies
from process to process, but remains constant for the complete simulation process.
Each resource has a different efficiency for each stage when executing the different type
of product. Then we have an efficiency vector C denoted by C ¼ CMZf g that becomes
an array of random variables with known and independent probability density
functions.

This efficiency affects the execution of the processing times that are now denoted
by a random variable pijkMz which represents the processing time of operation i for job j
of product type k and is executed in the resource Mz. The problem also involves
determining the allocation of resources and defining the operational sequence for each
random instance. The objective is to minimize the makespan Cmax; which is subject to a
set of restrictions: (i) the precedence of the operations in each task must be respected
being the same; (ii) once a unit of a stage begins to process an operation, it cannot be
interrupted, and each unit can process one operation at a time; (iii) all resources are
available at time zero. There is an operational sequence composed of three processes,
the first and the third are manual and they should use the same resources and the second
is a baking process that has different technologies and therefore different processing
times. It is necessary to have a resources assignment for the type of operation to be
executed, in other words a set M ¼ Wi;Ek;W

0
l

� �
where Wi represents the workers of

the stage i that execute the operations Oij while Ei refers to the set of resources that they
process in the stage k executing the operations Okj and finally W

0
l are the workers of the

station l executing the operations Olj: Both equipment and operators have different

efficiency, then an efficiency vector C denoted by C ¼ CWi ;CEk ;CW 0
l

n o
. On the other

hand, the process time denoted by pijk now also becomes a random variable.

3 Proposed Model

This model conceptually can be seen as the integration of two different and comple-
mentary techniques, simulation and the GA, see Fig. 1. When there is a scheduling
problem, different modules or stages must be considered for their solution [13, 14],
these are: first the selection of the order of processing and second, the selection of
productive means to use. The novelty of the research consists in the development of a
module that performs the simulation in which the measure of aptitude is the Makespan
and after that, it feeds the AG. Additionally, a stage for the generation of representative
problems is proposed, which is executed in the simulation module and allows under-
standing the phenomena that occur in these flexible job shop environments with par-
allel processors and recirculation processes.
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When using GA in a problem, is very important to define the genetic structure of
individuals, in particular it is recognized that flexible job shop scheduling problem is
characterized by requiring information of the sequence to be scheduled, and selection
of the technologies (manpower and machines) to be used. It is also important to decide
the aptitude measure that is intended to be evaluated in order to select the best pro-
duction program. See Fig. 2.

Fig. 1. Integration of genetic algorithms and simulation

Fig. 2. Description of the general model
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The parameters used in the development of the GA are: (1) Size of the population in
this case of 100 individuals; (2) number of chromosomes that make up each individual,
in our case equal to three chromosomes. First represents the order of processing, the
second is used to define the operator resource used and the third chromosome is used to
define the oven resource; (3) number of populations to be generated, in this problem it
is a parameter that is modified according to convergence criteria; and (4) Genetic
operators, these are: elitization where is taken the 20% of the best solutions, cross-over
of 20% of the population to obtain another 20% of individuals and repopulation of 40%
in order to obtain new solutions.

3.1 Description of the System

Within the modeling process it is required to simplify the production system that has
three major tasks, the first is the design of the piece, which requires several operations
as defined in the upper part of Fig. 3, the second is the Baking process in which the
foundry takes place. The third process is polishing, but this requires to be done by the
same operator who developed the design process, this is the reason to consider a re-
entrance process system. As it can be deduced, in this case all the products go through
the same sequence of operations that makes it of the job shop type, but with the
particularity that both the workers as well as the ovens have different efficiencies for
each type of product, see Table 1. On the other hand, it is a manufacturing system
under request (make to order), each patient defines the design of the piece for this
reason, production system cannot have inventories; in addition, because they are
sometimes necessary for emergency surgeries therefore, products require the least
possible delay. These characteristics are the reason why the production plan needs to be
carried out in the shortest time possible; therefore, the main measure of performance to
be used in the AG is the Makespan. Finally, ovens used as well as the operators
involved in the process have different degrees of efficiency which makes it a flexible
job shop problem.

The biweekly demand does not present trends or seasonal cycles and when the
orders are analyzed, understanding these as the different orders to be manufactured
from the same specific product reference, it was found that it is a random variable with
parameters of average and deviation of orders biweekly equal to 48.6 and deviation of
2.88 orders. The participation by type on average corresponds to 35%, 30%, 25% and

Table 1. Sample values of the process times given in minutes

Product type Modeling Baked Polished
Mean Deviation Mean Deviation Mean Deviation

I 180 11.5 75 8.7 70 5.8
II 205 8.7 105 8.7 75 5.8
III 220 11.5 135 8.7 80 5.8
IV 225 8.7 165 8.7 70 5.8
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10% for each type I to IV. On the other hand, Table 2 shows the different operators’
efficiency when processing different types of products. For the baking process the
ovens’ time correspond to the technical conditions of this equipment.

3.2 Validation and Analysis of Results

For validation analysis, number of orders per fortnight was analyzed as well as the
composition of the different types of product. These analyses are presented in Table 3.

Fig. 3. Description of the general model

Table 2. Percentages of efficiency for different resources

Resource Efficiency of the resource by type of
product family in %
Type I Type II Type III Type IV

Operator 1 86 106 114 85
Operator 2 96 118 101 114
Operator 3 102 89 98 90
Operator 4 98 82 83 80
Operator 5 91 87 100 92
Operator 6 90 93 112 113
Oven 1 96 90 103 106
Oven 2 84 102 91 113
Oven 3 109 92 102 91
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It is concluded that both the number of orders and the simulated types each year are
valid. Likewise, the data of a quarter was taken to compare the times in the different
processes for each of different kind of products, these analyses are summarized and
presented in Table 4.

Once data validation is used in the simulation and GA modules, the runs were
carried out, to compare the results of FCFS and SPT heuristic rules with output of
nested simulation and GA model. The measure of performance used was Makespan and
24 fortnights were run with 50 orders each one. The acceptance values are presented in
Table 5 and in Fig. 4.

On average, results of FCFS Rule are almost the same as the SPT, in this instance
of 30 runs the value for the first rule is 6727.4 min versus 6752.2 min of the SPT rule;

Table 3. Validation test of the demand variable

Average Desv. P(T � t) C. V. Hypothesis

Orders processed Real 48.95 3.071 0.11 2.07 Accept
Simulated 50 0

Product type I Real 23.04 2.578 0.70 2.02 Accept
Simulated 22.79 1.793

Product type II Real 12.16 1.372 0.48 2.01 Accept
Simulated 12.45 1.444

Product type III Real 9.62 0.969 0.00 2.01 Accept
Simulated 10.83 0.916

Product type IV Real 4.12 0.679 0.33 2.01 Accept
Simulated 3.91 0.775

Table 4. Mean difference test of the times by process and product

Product Process Real Simulated P(Z � z) C. V. Hypothesis

Type I Modeling 180.4 179.16 0.47 1.96 Accept
Type II 203.8 204.55 0.68 1.96 Accept
Type III 217.5 220.7 0.2 1.96 Accept
Type IV 226.5 225.64 0.8 1.96 Accept
Type I Baked 74.8 74.37 0.7 1.96 Accept
Type II 104.5 104.55 0.99 1.96 Accept
Type III 134.8 135.52 0.48 1.96 Accept
Type IV 163 165.64 0.34 1.96 Accept
Type I Polished 70.4 69.58 0.29 1.96 Accept
Type II 74.9 74.7 0.83 1.96 Accept
Type III 80.2 80.35 0.89 1.96 Accept
Type IV 68.8 70.42 0.38 1.96 Accept
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in any case the GA is better with an average of 4745.3 min that represents an average
saving of 29.5%.

4 Conclusions

As mentioned, there is a set of difficulties in the conventional process of scheduling
such as generation of sequences not always adequate due to the variability of the
system and because it is a non-polynomial problem, which causes increasing of
computational execution. The GA has showed its value for production scheduling, but
the novelty is the use of simulation module to track the programming, since it allows

Table 5. Values of the FIFO-SPT Rules versus AG

Run FCFS SPT GA Run FCFS SPT GA

1 6644.2 6630.1 4913.5 16 6113.3 6796.1 4670.4
2 6644.2 6630.1 4155.0 17 6434.3 6813.7 4614.1
3 8156.5 5048.6 4781.9 18 7641.9 5484.7 4506.5
4 5760.8 7202.0 4613.0 19 6144.8 5918.1 4839.1
5 7742.2 7408.1 4893.3 20 6723.0 7109.2 4758.8
6 6665.1 7138.8 4657.7 21 6524.2 6249.4 4620.9
7 7160.1 6227.4 4496.9 22 6884.1 6066.5 4869.0
8 6933.7 6218.5 4809.2 23 6383.1 7299.9 4796.2
9 6780.6 7551.0 4632.7 24 6788.6 7566.1 4732.5
10 7183.0 8037.2 4901.1 25 5787.0 6076.4 4878.6
11 5535.7 6800.0 4819.1 26 7222.0 7537.3 4977.0
12 7216.4 7238.0 4552.7 27 6064.9 6891.0 4940.8
13 7752.5 7588.8 5058.0 28 6497.2 7176.5 5100.4
14 6924.2 6452.9 4763.0 29 5959.5 6109.8 4715.3
15 7315.1 6243.1 4445.0 30 6240.7 7056.6 4846.6

Fig. 4. (a) Comparison of FCFS and SPT heuristics versus simulation, (b) improvement
percentage

254 G. Mendez-Giraldo et al.



evaluating the performance of system by entry parameters generation for system and its
subsequent execution of productive schedule. The quality of output will depend both
input analysis as the validation of simulation’s and GA’s modules.

The fact of improving the solution by crossing three individuals through the
exchange of complete chromosomes is highlighted, in this particular case, this crossing
guarantees better results in measures of fitness function and execution time, allowing
with less population to achieve good sequences of operation. This can be a new field of
research in order to test in other instances and cases within the production scheduling.

It is highlighted the differences on performance, when using the combined heuristic
SPT-FCFS rules, and use of GA. Since there is a significant improvement of the
combined heuristic versus the actual performance of the system, but this is less than
when GA is used. This is explained because the heuristic only analyzes the jobs’
arrivals and shorter processing times of them, while the GA, in addition to analyzing
these factors, takes efficiencies both operator and oven in order to be chosen.

The results of nested simulation and GA in addition to finding a better sequence of
jobs, also allow manufacturing decision maker to level the use of operators and ovens,
which avoids recharging the work to those workers of better performance, in contrast
with real system. Likewise, the use of the ovens is improved, which allows for addi-
tional activities, and to be carried out maintenance in a better way.
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Abstract. The fresh fruit and vegetables sector is competitive and dynamic,
with uncertainties related to supply and quality. These uncertainties generate
challenges in food safety and food security issues for developing countries.
Researchers have studied the supply chains (SCs) of perishable products from
different perspectives of modeling. However, there are few studies that con-
template the dynamics and Supply Chain Design (SCD). This paper present a
model based on system dynamics for SCs of fresh foods. The model evaluates
different SCD and their impact on food security and logistics. Unlike the studies
found in the literature, the model includes the loss derived from the life cycle of
the food and from logistic operations. From the application of the model to three
SCs of fresh fruits in Colombia, it was found that a combination of the design
structures is required to achieve performance measures for food security and
performance of logistics.

Keywords: Supply chain design � Fresh food � Food security
Logistics

1 Introduction

The Supply Chains of Food (SCF) consist of networks covering production, process-
ing, distribution and even elimination [1]. They are very different from other SCs [2],
because in the SCF there is a continuous change from the time it leaves the cultivator
until the food reaches the consumer; there is variation of product quality that changes
with time, even under optimum distribution conditions [3, 4]. The perishable nature of
food generates losses; an estimated one-third of world production is wasted or damaged
[5], placing food safety at risk.

Food security means sufficient and stable food supply availability and the ability to
acquire or access food timely and permanently in reasonable quantity and quality [6].
FAO argues that food must be available at all times and that people must have access to
it. The concept of availability is related to non-food scarcity, the conditions of suffi-
ciency, stability and sustainability of the aggregate supply [7]. The global growth of
food consumption presents several problems of supply and distribution in the cities of
developing countries [8]. There are many factors that influence consumer perceptions
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of food safety hazards and influence buying behavior [9]. Food security and food safety
has been studied under different approaches: assessing consumer demand and food
safety from the perception of risk, quality and price and its relation to food choice [10]
and studied the ways in which small-scale fruit and vegetable producers in Kenya and
India face increased food safety demand from their major export markets [11].

Regarding the analysis of food security with dynamic models, the food security has
been studied taking into account the growth of food consumption, the production, the
market, the price and budgets [12]. These results show that availability and access are
the main limitations of consumption and food security. Also, others studies shows the
complexity of the socio-ecological food system in food security, using a feedback
perspective [13]. A system dynamics analysis concerning the vulnerability and resi-
lience of food systems in developed countries is proposed by [14]. They discuss the
differences in food systems between less developed and highly developed countries.
Others studies structure the Food Supply and Distribution Systems (FSDS) method-
ology to evaluate food problems in urban environments, under a systemic approach, as
a tool to define food policies [15]. A study of food SCs (SCF) should consider bio-
physical and organoleptic characteristics, shelf life, production time, transport condi-
tions and storage. In this sense, the infrastructure of roads and food demand related to
food security in a metropolis is analyzed and evaluated by [19], also analyze the
dynamics of intermodal transport in the fruit chain, look at the influence of external
integration on the logistic performance of the Mango SC [20] and study the losses
derived from storage and transport in the mango chain [21]. There are no studies
evaluating the flexible and resilient structure in CSF. From the context above, there is a
clear need to evaluate the impact of the type of structure on the performance of CSF
and food safety. This research determines how the SCF structure affects food safety and
food security, using a model based on system dynamics. The model differs from those
found in the literature, determining the dynamic impact of the structure of the per-
ishable food chain and logistics, on food safety and food security.

2 Theoretical Overview

2.1 Some Characteristics of Perishable Foods

Perishable foods have specific characteristics due to their life cycle [26]. After the
slaughter process, animal meat decays until it is no longer suitable for consumption [27,
28]. The elements of the fruit and vegetables life cycle suggested by [29] demonstrate
the importance of the postharvest. In post-harvest, climactic fruits such as mango
continue to mature as they continue their breathing process [30]. Non-climacteric fruits
decompose at a faster rate; this is the case of blackberry and strawberry [31]. Both
types of fruits begin a process of decay after harvest, changing their physical-chemical
and organoleptic characteristics: loosing weight, firmness, external color, pH, acidity
and soluble solids content [32]. Consumers demand better sensory properties, greater
variety and food safety [16]. Therefore, it is essential that at the time of harvesting of
fruits or vegetables, each fruit have a suitable level of maturity, depending on whether
it is climacteric or not. In order to delay the process of post-harvest decay of climacteric
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fruit, modified or controlled atmospheres are used which reduce the rate of respiration
[33]. In fresh foods, on the other hand, refrigeration is used to avoid loss of liquid and
decay due to fungal or bacterial contamination [19] as well as correct packaging [21].

The deterioration of quality of perishable foods is commonly modeled with
exponential functions that represent the process of birth-death. An effort to model the
life cycle of foods is found in [34]. Also, others studies include functions of quality
decay over time, using a differential equation to determine activation energy and
temperature, which include first-order equations for the case of decay of food quality
[35].

With regard to logistics in SC, different studies consider models whose objective is
to minimize SC costs in terms of inventories for SCs of products with deterioration,
taking into account the functions of decay over time [36, 37]. In relation to FSC, also it
is consider functions of decaying quality through a mixed-integer linear programming
model for production and distribution decisions that allows a calculation of costs of a
FSC [38]. Others research proposes a multi-objective vehicle routing problem
(VRP) model that minimizes distribution costs and maximizes the freshness of deliv-
ered food [39]. They examined the trade-offs between the distribution scenarios and
cost-freshness trade-off.

2.2 Structure of the Supply Chains

This article evaluates different types of SC structures and combinations of these. The
Lean structure targets low cost [40], focusing on the basic processes and eliminating all
that does not generate value [41]. The Lean SC (SCL) is used for functional products
with low variety and predictable demand such as processed foods [42]. These foods
with long life cycles generate competition, resulting in low margins. A guide for the
construction of an SCL can be found in [43] and for its implementation in [44].

The Agile SC structure focuses on rapid reconfiguration and responsiveness [45].
This structure is used for products with innovative and volatile demand, creating the
need to be able to respond quickly [45]. It must understand and respond to an
unpredictable and oscillating flow of demand [40], perishable products must have rapid
and regular flows. The structure combines coverage and responsiveness [46].

The flexible structure is directed towards the ability to respond to changes without
increasing operations, cost and without delay in response time [47]. Thus, this allows
an increase in security and stability without sacrificing efficiency. Flexibility applies to
labor costs, equipment technology and transportation, as a response to changes in the
market, demand or prices [47]. Flexible SCs require a network that can adapt quickly to
changes, for which the SC actors must be aligned and integrated [48]. Regarding
flexibility in SCFs is considered inherently inflexible as quality reduces flexibility [49].
However, the seasonality of some fruits generates the need for flexibility in sowing.
Agro-industries require the capacity to process all types of fruits. The flexibility of
suppliers and industry are contemplated principles of flexibility in others studies [47].

The responsive SC structure, also called the “Sensitive Supply Chain” or “Con-
tinuous Replenishment”, combines the characteristics of the agile and lean SCs. This
structure is defined how a network of companies with rapid response ability and cost
effectiveness. The operation of a responsive chain requires collaboration or integration
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of different actors [46], an evaluation of the effects of integration in fruit chains can be
observed in [20].

3 Dynamic Hypothesis

The dynamic hypothesis considered is: “the flexible SC structure will improve the
FSC’s logistic performance, with special emphasis on producers and agribusiness,
which will result in improved food safety and food security as availability and access
increase”. Thus, the causal loop diagram (CLD) represents the dynamic behavior of the
factors influencing food flows and food security and safety, as illustrated in Fig. 1.
There are two cycles of feedback, food security as well as food flows, which are
described below:

Food Security and Safety: This cycle comprises three aspects related with the FSC,
such as availability, food supply and food losses. They are affected by three feedback
loops. Availability: First, the food production is determined by demand, which is
connected with the food availability affecting food security, creating the reinforcing
loop R1: Food Demand (FD) – Food Production (FP) – Availability (A) – Food
Security (FS) – FP. The food production affects the inventories and logistics operation
performance along SC. This situation comprises food losses caused by delays of
logistical operation (e.g. transport and storage) that affect the food availability creating
a balancing cycle B3: FD – FP – Postharvest Perishable Food (PPF) – Logistics
Operations (LO) – Food Losses (FL) – A – FS – FD. Access: represents the dynamic
behavior related with logistics operation performance that affects access to food supply.
The cycle creates the balancing loop B1: FD – FP – PPF – LO - Efficiency (E) – Access
(AC) – FS – FD. Losses: comprises two auto-balancing cycles. For fresh foods B2: FD
– FP – PPF – LO – FL – SF – FD and for processed foods B4: FP – PPF - Processed
Food (PF) – FL – FP.

Food
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Logistics
Operation

Food Losses
Responsiveness

Production
Food

Postharvest
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+
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Availability
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Security
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Fig. 1. CLD for represents the dynamic of food flows, food safety and food security.
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Cycles of Food Production Rate and Logistical Operation: This cycle represents
the interaction between production and logistical operation. Comprised by two cycles
of reinforcement. The interaction among these activities is reflecting in the respon-
siveness, which impact on food demand, as represented in reinforcing loop. Losses R2:
FP – FPF – LO – FL – FP and the cycle. Responsiveness: R3: FD – FP – PPF – LO –

Responsiveness (R) – FD.

4 Dynamic Model for Perishable Food Chains

4.1 Stock and Flow Diagram

The proposed stock and flow diagram allows the analysis of the dynamics of a generic
FSC considering the commercial relations between the agents and production flows
through the different states. The simulation model represents downstream food flows
and information associated with upstream orders. A simplified model structure is
presented in Fig. 2; it includes the echelons of farmer, wholesaler of fresh and pro-
cessed food, retailer of fresh and processed food as well as the consumer.

The model of logistics and fresh FSC was made based on different structures [17–
25], it can be considered multi-objective and multilevel or multi-echelon. The designed
model includes losses derived from food handling practices, such as packing changes,
damage from each actor’s loading and unloading, as a constant flow output (blue box in
simplified model structure). By being a dynamic model, it is possible to calculate the
losses from storage and transport over time by including the Eq. (1) proposed by [35]:

Fig. 2. Simplified model structure. (Color figure online)
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Qt ¼ Q0 þ f0 Qð Þ ¼ Q0�kt; ð1Þ

Where Qt is the quality at the time t, Q0 at the time of harvest and the first order
function @Q=@t ¼ k is the decay rate of quality, k is the reaction rate Ae (−E/RT),
dependent on the temperature T, gas constant R and the activation energy E. When the
order reaction is zero f0 (Q) = −kt and have order 1 is represented by Eq. (2).

f1 Qð Þ ¼ e�kt ð2Þ

The quality decay function has an exponential component, the quality Qt at the time
t can be written as Q0 and the quality loss function represented by Eq. (3):

Qt ¼ Q0f1 Qð Þ ¼ Q0e
�kt ð3Þ

4.2 Performance Measures

The performance measures are suggested, in accordance with the purpose of this
research, and presented in Table 1. Food security will be measured as a result of
availability and access. The availability is influenced directly by the logistic and pro-
cessing operations times, but also the loss of food and quality of food throughout the
chain. Access would also depend on the income of the population, but this factor is not
contemplated in the model. Another factor that influences food security in the model is
the logistics operation. If the inventory level is too high and too much is transported,
more losses are generated.

4.3 Case of Study

In order to evaluate the hypothesis and validate the designed model, three chains of
highly perishable fruits were selected: blackberry, strawberry and lulo. From these a
survey was developed for the agents of each supply chain. The survey included

Table 1. Performance measures.

Measures of Performance

Availability

Supply time

Access

Inventory 

Cost

Logistics Operation 

Efficiency

Inventory Level

Transformation 

Process time

Transport 

Cost

Amount of Food 

Transported

Delivery Compliance
Preparation 

Cost

Warehouse Storage 

Time

Quality
Losses by Inventory

Acquisition 

Cost
Transportation Time

Losses By Transport Cost of Decay
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logistical variables associated with procurement, inventory, transportation and distri-
bution, as well as variables of trade, forms and frequency of negotiation. By means of
non-probabilistic snowball sampling, 72 producers, 152 retailers (marketplaces and
shopkeepers), 12 agroindustry, 28 wholesalers, 7 hypermarkets and 25 transporters
were surveyed.

The fruits are sown in the department of Cundinamarca and sold in Bogotá, the
capital of Colombia, which has a population of 7,000,000 inhabitants. Once harvested
the fruits are transported from the farms in non-refrigerated vehicles of average
capacity, between 3 and 10 tons, during a time of between one and three hours
depending on the location of the farms. Fruits are sold mainly to wholesalers in
“Corabastos”, the most important market place in the country; occasionally agro-
industries buy fresh fruit directly from the farmers. The fruits are sold from Corabastos
to the retailers (e.g. hypermarkets); the agribusiness also buys from Corabastos. On the
farms, fruits are packed in wooden boxes (blackberry) or plastic baskets (strawberry
and lulo). In Corabastos they are sold in wooden boxes, cartons or plastic bags,
resulting in a change of packaging. Fruits are supplied to Corabastos every day, but
retailers usually buy two or three times per week. Agroindustry sells its processed fruits
directly to retailers.

The stock-and-flow diagram integrates the chains of the three fruits in order to
simulate the flexible chain. Five simulations were carried out for each integration
scenario, each simulation uses a different seed value. The simulation time was
3,650 days, 10 years. To evaluate the effect of the long-term structure change, a
DT = 0.25 was used. With the purpose of establishing the structure of the FSC fruits,
scenarios were created. A first scenario models the current chain; the others simulate
the other six structures. Table 2 shows the variables used and the change in each
scenario.

Table 2. Proposed scenarios structure.

Variables Chains Current
chain

Agile Responsiveness Lean Flexible Flexible/
agile

Flexible/
lean

Adjustment of
production

Blackberry 1 1.19 0.81 0.81 1.19 1.19 1.19
Strawberry 1.15 0.85 0.85 1.15 1.15 1.15
Lulo 1.29 0.71 0.71 1.29 1.29 1.29

Type of vehicles
farmer

All 2 1 1 3 2 2 2

Type of vehicles
wholesaler

2 1 1 3 2 1 3

Use of the
machines

1 1.5 1.5 0.5 1 1 1

Order processing
farmer

1 0.5 0.5 2 0.5 0.5 0.5

Order processing
wholesaler

1 0.5 0.5 2 0.5 0.5 2
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The change of the production yield was made assuming normal distribution. The
capacities of the vehicles change according to the structure: type 1 is 1 ton, type 2 is 5
tons and type 3 is 10 tons. For the current supply chain the machines work 2 shifts and
change to 0.5 shifts or to 1.5 shifts. The order processing time also changes. For the
current structure processing time 1 is assumed (representing 100%). For the other
structures the time changes, increasing and decreasing in comparison to that percent-
age. The changes in these parameters were made based on the characteristics of each
structure as shown in Table 3.

5 Simulation Results

The results are presented according to the performance measures, in order to establish
the level of impact that the change structures have on food security. Runs for seven
scenarios were carried out. The averages obtained from the simulations are presented
with the changes of the 5 seeds; the tables show the 10-year run.

5.1 Food Security

Availability: Table 4 shows the results for the three fruit chains. The compliance of
demand and lead-time are also shown. It was observed that the performance measures
of the Agile and Flexible supply chains are very good especially in fresh fruit, this was
one of the reasons that led to simulation the combined structures. These results show
the structures with the best level of demand compliance for fresh fruit: Flexible-Agile
(FA) and Flexible-Lean (FL). While the structure for fruit changes depending on the
fruit, the best performance measure has been highlighted in grey.

Table 3. Units of performance measure.

Measure Units

Quality Biophysical and organoleptic
characteristics

Color, brix, pH, %acidity and
texture on the shell

Average losses of fruit, per
warehouse and per transport

Fruits Losses
Total Fruits � 100%

Logistics
operations

Average fruit inventory tons=day
Amount of average fruit transported tons=day

Responsiveness Storage time
Transport time Días
Fullfillment of demand Fruit sales

Fruit demand � 100%

Efficiency Costs: logistics, acquisition,
production and loss

Colombian pesos

264 J. Orjuela-Castro and W. Adarme-Jaimes



Quality: The loss of quality was measured by losses in inventory and transportation.
The structures that had the largest losses of inventory were the current and the agile
structures, while the ones with the least losses were the Lean and Responsive ones. The
flexible-agile and flexible-lean had average losses. Regarding losses during trans-
portation, the chains that presented the biggest losses were the Lean and Flexible
chains. The one with least losses were the Agile and Responsive ones. The combined
chains had average losses. The results show that the quality losses due to inventory and
transport, different combinations must be used. The quantities lost in transport are
inversely related to those lost in inventories, for example less inventory is lost with the
Lean structure but the loss during transport is significant. The case of the agile structure
is the reverse, the inventory loss is higher but the losses during transport are low. This
shows the need to study the trade-offs of this issue, possibly through a multi-objective
approach.

5.2 Logistic Operations

Results are reported for logistic operations, the changes of these performance measures
in relation to the performance of the current chain are presented. For this reason the
changes are presented as percentages, if the value is negative it means that it has
decreased in relation to the current chain, if the value is positive it means that it has
increased.

Inventory Level: The Table 5 shows the results of the simulation of fresh strawberry
and strawberry pulp. The results show the largest decrease of inventory per actor and
for the chain is indicated in grey, the largest average inventory is indicated in blue. The
performance depends on the interest of the agents of the chain, if their strategy is a
rapid response to the market a greater inventory (grey) is required. However, if a cost
reduction is prioritized, a smaller inventory (blue) is required. Note that for all actors as
well as for the chain the structure to select is the same. Except in the case of the fresh
fruit retailer of strawberry.

Table 4. Demand fulfillment and lead-time for the simulation scenarios.

Blackberry (%) Strawberry (%) Lulo (%) Lead Time (day) 

Fresh Pulp Fresh Pulp Fresh Pulp C1 C2 C3

Current 42.27% 15.88% 83.24% 10.07% 83.02% 19.06% 0.79 0.52 1.12

Agile 42.34% 15.38% 83.24% 11.85% 82.88% 18.53% 0.55 0.29 0.68

Responsiveness 42.34% 15.38% 66.57% 21.47% 82.88% 18.53% 0.55 0.29 0.68

Lean 42.17% 16.08% 83.24% 8.31% 66.53% 15.40% 1.27 0.98 1.99

Flexible 42.34% 15.38% 83.24% 11.85% 82.88% 18.53% 0.58 0.31 0.7

Flexible - Agile 45.24% 15.38% 83.24% 11.85% 82.88% 18.53% 0.57 0.31 0.7

Flexible - Lean 45.24% 15.38% 83.24% 11.83% 82.88% 18.54% 0.6 0.31 1.33
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Amount of Food Transported: There should be a change of transport towards the
structure that was able to transport more food, as illustrated in Table 6. This table
shows that the best performance (more transport) for the fresh fruit chain is the Flexible
structure, although for the producer-wholesaler segment the best is Flexible-Lean and
for the wholesale-retailer segment the agile structure is the best one. The result for
processed fruit is different.

6 Conclusions

The model surpasses the models previously presented by other authors through
including equations of loss of quality, associated with the life cycle of fresh food and
the logistics operations of a supply chain. This model, using a multi-product, multi-
level and multi-chain approach, can be used in order to evaluate several foods pro-
duced, processed and marketed by different agents of several food chains.

Table 5. Improvement of inventory strawberry (percentage over current).

Strawberry Fresh Strawberry Pulp

Farmer Agroindus-
try Wholesaler Retailer Chain Agroindus-

try 
Wholesal-
er Retailer Chain

Agile 34.03% 11.46% 56.99% 1.59% 26.02% 20.68% 20.32% 18.83% 19.94%
Responsive -16.00% -31.77% -67.45% -20.18% -33.85% -23.24% -23.74% -25.47% -24.15%

Lean -29.90% -18.43% -70.28% -11.64% -32.56% -29.93% 2.36% -36.57% -21.38%

Flexible 50.77% 19.71% 82.64% 1.72% 38.71% 30.15% 29.59% 28.06% 29.27%
Flexible -
Agile 47.55% -6.57% 45.71% 0.08% 21.69% -2.48% -2.99% -3.02% -2.83%

Flexible -
Lean 20.87% 1.28% 12.36% -9.92% 6.15% 0.22% 31.95% -8.51% 7.89%

Table 6. Improvement of transport strawberry (percentage over current).

Strawberry Fresh Strawberry Pulp
Farmer Wholesaler Chain Agroindustry Wholesaler Chain

Agile 44.51% 0.03% 44.54% -2.83% -2.98% -5.81%
Responsive -44.83% 0.01% -44.82% -2.57% -3.11% -5.68%
Lean -47.21% 0.02% -47.19% 3.28% -27.08% -23.79%
Flexible 44.61% -0.02% 44.59% -2.52% -2.59% -5.11%

Flexible-Agile 45.80% -1.26% 44.54% -2.83% -3.11% -5.94%

Flexible- Lean 45.94% -1.80% 44.14% -2.31% -50.54% -52.85%
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Abstract. Most countries aim at the generation of electric power through
renewable sources. The most developed countries have made great investments
pursuing this goal. Photovoltaic energy is one of the options available even to
domestic users. However, costs, radiation conditions and average household
energy consumption won’t make it a good option everywhere. In this article a
model based on system dynamics is proposed, studying the viability of the use
of photovoltaic systems at home. In the article, the Colombian case is reviewed
90% of the energy in Colombia is generated through hydroelectric plants and
due to its high climate dependence, in times of drought the country is forced to
import energy. We figured the number of photovoltaic systems necessary to
avoid this importation and calculated the investment required by Colombian
households to fulfill their energy needs.

Keywords: Electric power � Solar panels � Renewable energy
Demand � Imports � Consumption

1 Introduction

The demand for energy increases to support the growth of economies, per capita
income and in general, the needs of the population, becoming a resource of great
importance and therefore a concern for many countries. It is projected that the total
energy consumption in the world will grow from 549 trillion BTUs in 2012 to 815
trillion BTUs in 2040, which represents an increase of 48% (U.S. Energy Information
Administration (EIA), 2016).

This is an interesting occurrence in terms of global demand, since most of the
growth of the world’s energy consumption will occur in countries that are not part of
the Organization for Economic Cooperation and Development (OECD). An increase of
71% is expected between 2012 and 2040, compared to an 18% increase for the OECD
member countries. Between 2007 and 2012, non-OECD countries accounted for 57%
of total energy consumption in the world, but by 2040, almost two-thirds of the world’s
primary energy will be consumed in economies that are not members of the OECD (US
Energy Information Administration (EIA), 2016). Energy consumption is usually
proportional to economic growth.
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The richer the country the higher the energy demand [1]. All around the world, the
events in the energy sector are placing more and more emphasis on renewable energies,
because it is possible to reduce not only the impacts of climate change, but also the use
of dispensable fossil fuels. More importance is being given to development strategies
and the application of the principles of environmental transformation [2].

Currently, one of the renewable energy alternatives is solar photovoltaic systems,
where solar radiation is captured in photovoltaic cells to generate electricity. This is
achieved by panels with cells containing silicon (a semiconductor that is easily excited
by light) thus producing a direct current which is then transferred to a bank of batteries
where it is stored and derived to the inverter and finally transformed into alternating
current (12 volts) [3].

The feasibility of implementing photovoltaic systems in Bogotá, Colombia will be
determined through system dynamics, given that the solar generation capacity
increased 26% in 2015, especially due to a reduction in the cost of production and the
photovoltaic revolution that is taken place in Latin America, led by countries such as
Chile 2015 where more than 362 MW and 873 MW are under construction and
planning.

Green Tech Media (GMT), points out that Latin America was the region that
showed the highest growth in solar energy in 2014, generating 625 MW, which is
equivalent to a growth of 370% in relation to the previous year [4].

The cost of production of solar energy has become cheaper, approaching the costs
of gas and coal. The primal factor in the reduction of the costs of production is mainly
the decrease in the cost of solar panels, which, according to the International
Renewable Energy Agency (IRENA), has been reduced by 80% since 2010 and it is
expected to continue decreasing until it becomes one of the cheapest choices by 2040.
Also, an important factor, are the new policies, implemented by the International
Energy Agency (IEA).

2 Power Generation Analysis and Power Generation
in Colombia

In Colombia, one of the main problems in the implementation solar technology is the
frequent changes in climate. The average daily multiannual radiation is only
4.5 kWh/m2. La Guajira could be the best area for this solar resource with a radiation
close to 6 kWh/m2 [5]. In [6], the development of solar energy in Colombia until 2008
is presented, emphasizing the need to formulate a program of development based on
FENR (New and Renewable Sources of Energy). This program must integrate three
essential elements: policy, capacity for development and project development. Only a
coherent program can ensure the expansion of the FENR in the country and the use of
its resources.

The difficulty in taking conventional electric power to geographically distant sec-
tors, has encouraged the installation of photovoltaic panels, in some rural areas of
regions such as Cundinamarca [5]. Of the 78,000 solar panels installed in Colombia,
which produce around 6 MW, 57% are used in rural areas, and 43% for communication
towers and traffic signage. It also highlights the importance that Silicon production has
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both in the execution of the projects and especially in the costs of the facilities. This
production is instrumental in the development of photovoltaic solar energy. The
capacity of production of silicon for photovoltaic panels would provide greater control
and autonomy in the sector [7].

On the other hand, other variables have been taken into account in order to model
the power sector using system dynamics. An approach has been used to model changes
in energy intensity in the residential sector in Iran using simulation. They are trying to
introduce some policies to make a constant improvement of energy intensity in the
future [8]. Additionally, the city of Santa Fe, Argentina, is analyzed by system
dynamics models that highlight the behavior of energy efficiency, which is directly
affected by the production of renewable energy and state policies. An increase in
energy efficiency will produce a drop in consumption and price, and together with the
use of renewable energy they will make the energy model sustainable [9].

In general, a causal diagram is show in Fig. 1, using aggregated variables and their
relationship, in order to be used as a base to model the dynamics of electrical power
consumption.

The situation of the energy sector in Colombia is not the best, due to the crisis at the
end of 2015 and in the first months of 2016, caused mainly by the decrease in the
capacity of electric supply caused by El Niño, combined with the lack of forecasts by
the Colombian government.

El Niño caused droughts throughout the country affecting the levels of hydro-
electric dams, thus decreasing their production capacity. The power plants that produce
electricity using gas, thermoelectric power plants, were forced to compensate for the
increased demand. All this caused a deficit in the production of energy in the country.

Fig. 1. Causal diagram of electrical power consumption. Source: The authors
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On the supply side, the most serious problems are related to: (i) lack of incentives to
substitute energy from the interconnected system for alternative energies (including
sugarcane bagasse or the incorporation of wind power, despite Law 1715 of 2014); and
(ii) lack of vigilance-control in the use of resources from the “Reliability Charge” paid
to thermoelectric power plants [10].

This is how the increasingly depleted reserves of traditional sources of energy, such
as fossil fuels, have revealed the need for alternative solutions to energy production,
taking value from sources of energy that are more environmentally friendly, in such a
way that they reduce the environmental impact [11].

Although the Colombian State Law 1715 of 2014 promotes the use of renewable
resources, alternatives of high quality and efficiency that support the energy demand, it
is important to consider the great benefits of further diversifying energy production,
keeping in mind the great potential of both the country and the region, both for
environmental and economic reasons. In certain cases, not only pollution could be
reduced, but also periods of price increase would be less frequent [11] Reducing costs
and decreasing energy imports could also result.

It is interesting to analyze the economic viability of roof mounted photovoltaic
systems in urban areas, comparing their total investment cost with the cost of the
energy that is currently being imported and the government subsidies to the different
economic strata.

2.1 Photovoltaic Systems

The efficiency of conversion of solar radiation into electrical energy is the most critical
point for the photovoltaic industry, being an aspect of competitiveness, since, by
increasing the efficiency per unit area, the same amount of kWh is generated in a
smaller area. In addition, performance depends, among many other factors, on the
ambient temperature and the wind speed. Table 1 shows the efficiency of commercially
available modules.

Inverter. The inverter is the element that interconnects the electricity production of the
solar panels with the electrical system (distribution network or island with the net-
work). In addition, the inverter must regulate the current and voltage for the system to
work at the maximum power point.

Table 1. Efficiency of commercially available modules. NREL. 2010, solar technologies market
Report

Technology Efficiency

Monocrystalline silicon 14%
Silicio multiocristalino 14%
CdTe 11%
Amorphous silicon 6%
CIGS 11%
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Maintenance. Normal maintenance consists of cleaning the glass panels from time to
time. You can learn how to keep the batteries (dry or gel) and monitor the good
condition of the system. Most equipment, such as regulators or inverters, have status or
performance indicators [16].

Total Cost. For international systems, the total costs of a photovoltaic system in June
2011 ranged between US $ 3,300/kWp and US $ 5,800/kWp for ceiling mounting
systems. In Colombia, the cost is 16.5 USD/Wp on average. That is, up to three times
more than what it costs internationally [17].

In the proposed model, we consider the behavior of the costs of the panels in other
countries (see Fig. 2), taken into account the average annual reduction of 7.7% (during
the years 2010 to 2014 31% reduction).

3 Data

Electric power generation in Colombia was 55,965.6 GWh in 2009, 2.9% higher than
in 2008 (54,395 GWh). This positive evolution can be explained by the increase in
demand and exportation of electricity to Ecuador and Venezuela; hydraulic generation
decreased 11% because of El Niño and in 2014 the variation compared to 2013 was
only 0.8% (see Table 2) [12, 13].

Electric power generation in Colombia was 55,965.6 GWh in 2009, 2.9% higher
than the registered in 2008 (54,395 GWh). This positive evolution was due to the
increase in demand and exportation of electricity to Ecuador and Venezuela; hydraulic
generation decreased 11% because of the El Niño phenomenon and for 2014 its
variation compared to 2013 was only 0.8% (see Table 2) [12, 13].

As part of the prospective modeling, the UPME (Unidad de Planeación Minero
energética) found that between 4,208 and 6,675 MW of expansion are required for the
next decade, highlighting Scenario 12 with a total of 4900 MW and with the greatest
resilience, understood as the ability to adapt to events of hydrological extremes, good

Fig. 2. Drop in costs for PV modules (1976–2010). International Energy Agency.
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behavior in terms of low generation costs, lower capital requirements and one of the
lowest greenhouse gas emission [14]. On the other hand, the projection demand for
electric power was based on the data of the Ministerio de Minas y Energia of Colombia,
who has projected for a high, medium and low scenario for the next 15 years.

The total energy imported since 2003 amounts to 361 GWh corresponding to
exchanges with Ecuador and Venezuela at a total cost of USD 18,713.3 thousand [13],
as shows Table 3.

The Congress of the Republic, through different laws, in particular the Tax Reforms
and the last two Development Plans, has been modifying the validity and use of the
sources of government funds created with specific destination for the normalization of
networks (PRONE), energization of Interconnected Rural Areas (FAER) and non-
Interconnected (FAZNI) and coverage of the consumption of users located in special
zones (FOES) [15].

According to the above, and to determine the average annual investment value by
the Government, the money destined for the FOES (subsidies) and the Solidarity Fund
for Subsidies and Redistribution of Income (FSSRI) was taken into account, as well as
the items that will apply from the budget of the Ministry of Mines and Energy - 2016.

Table 2. Energy Power generated in Colombia 2008–2015.

Year Generated power (GWh)

2008 54395
2009 55965
2010 56897
2011 58616
2012 59990
2013 62197
2014 64327
2015 66548

Table 3. Imported power in Colombia 2007–2015.

Year Imported power (GWh) Power cost

2007 38.4 1336
2008 37.5 2309.4
2009 20.8 1118.3
2012 6.5 243.2
2013 28.5 1682.5
2014 46.9 2935.7
2015 45.2 4658.9
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4 Proposed Model

A system dynamic model was developed using IThink tool to simulate the power sector
in Colombia on a planning horizon of 14 years (see Fig. 3). Given the average con-
sumption of 1,700 kWh per year of energy per home, it was identified that panels of
2 kW are needed, given that in Colombia they can generate from 2500 to 3000 kWh
per year depending on the geographical location where they are installed. [18].

Taking into account the annual variability, it is known that this is not inherent in the
random behavior of the incidence of solar radiation in many regions of the world. For
this reason, it is a general feature that is not specific of a geographic area or a given
climate regime [19]. It does not exceed 11%.

To determine the amount of photovoltaic systems needed to supply the amount of
energy imported into the country, a trial and error test was carried out, resulting in a
total of 11’226.892 units which is equivalent to 1’403.361 panels approximately,
taking into account that its useful life is 25 years and the companies that produce these
systems guarantee its operation for a period of 10 years. The cost per system amounts
to US $ 5639 according to quotes made with domestic suppliers.

5 Estimated Results

The total power generated through photovoltaic systems exceeds the amount of energy
imported after 11 years, as shows in Fig. 4.

Fig. 3. System dynamic model of electrical power consumption in Colombia
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The total investment required for the proposed photovoltaic system amounts to US
$ 27,429,454,521.68 with an average annual investment rate of US $ 3,064,984,633.35
and an investment return of US $ 712.6, corresponding to the average cost of current
electricity consumption. If the investment of the government funds is taken into
account, it is concluded that the highest investment per household is US $ 350.71, and
its behavior over time decreases (Fig. 5) given the reduction in the price of the panels.

6 Conclusions

In this paper, we evaluate the technical and economic feasibility of the massive use of
solar panels in Colombia using the theory of system dynamics and researching on
photovoltaic power generation. We identify the main variables that affect solar energy
generation and the impact of investment performance on power generation.

With the total investment projected by the state (78428851 USD) and by the private
sector (41103214 USD) (based on information from the Ministry of Mines and Energy
MinMinas) in 10 years the photovoltaic generation would have a participation of 9,
82% of the country’s total energy generation.

10:22 a. m   mar, 28 de Jun de 2016

Untitled

Page 1
1,00 4,25 7,50 10,75 14,00

Years

1:

1:

1:

2:

2:

2:

0

100000

200000
1: IMPORTACION 2: GENERACION PROPIA

1

1

1

1

2 2

2

2

Fig. 4. Imported energy behavior vs energy generated through photovoltaic systems

11:55 a. m   mar, 28 de Jun de 2016

Untitled

Page 1
1,00 4,25 7,50 10,75 14,00

Years

1:

1:

1:

2:

2:

2:

0

1e+013

2e+013

0

1000000

2000000

1: tasa inv ersion priv ada 2: Inv ersion por hogar

1

1

1

1

2

2

2

2

Fig. 5. Investment behavior needed to implement photovoltaic systems vs. investment per
household

System Dynamics Modelling of Photovoltaic Power Generation 277



With the subsidies projected by the State (78428851 USD) it would be possible to
surpass the import after 11 years, and the electric system would not depend on imported
energy. Without such state investment the system would continue to depend on
importation.

Without the implementation of solar panels, an average of 386.44GWh-year would
be imported in seasons of extreme drought, while when using panels there is a 39.14%
observed reduction in imports during the first 10 years.

Without solar panels an average of 111738 USD per year would be imported during
the first 10 years.

Although the price of solar panels decreases over the years, it remains a very
expensive and uncompetitive alternative, as the country is not willing to invest in this
sector. However, an even more detailed study by region, (where the type of system is
more specifically established according to solar radiation conditions) should be con-
ducted. As costs decrease there will be more incentives to implement interconnected
photovoltaic systems.
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jjaen@udea.edu.co

Abstract. Patient flow is at the core of hospital healthcare planners,
managers and medical staff faced with the challenge of providing quality
service. If patient flow is constrained at a downstream level, the hospital
occupancy rises as well as the risk for adverse events and infections among
patients. In this paper we introduce a methodology that both models
patient flow in a hospital setting and determines the required downstream
bed capacity that matches a desired target of hospital occupancy rate.
The model uses a fundamental mode of dynamic behaviour known as
goal-seeking that bridges the gap between the desired and the actual
state of the system. Using the data provided by Hospital León XIII, an
acute third level hospital in Medelĺın, Colombia, we illustrate a practical
application of this methodology. The results let us conclude that the use
of a goal-seeking structure withing the system dynamics (SD) modelling,
enhances the reach of the SD methodology for dealing with the hospital
bed capacity planning problem.

Keywords: Hospital bed capacity planning · Patient discharge
Patient flow · Hospital occupancy rate · System dynamics
Goal-seeking

1 Introduction

After the law 100 was passed in 1993, it changed the way health care was con-
ceived and practiced in Colombia. A new model, for-profit insurance-based,
replaced the former National Health System marking the end to a subsidies
to supply approach, and the beginning of a subsidies to demand approach [1].
The reform brought autonomy to public and private hospitals and shifted their
hierarchical relationship with health authorities, to a contract-based relationship
with the insurance companies. This new arrangement has shown incentives for
efficiency and quality, along with considerable increases in coverage [4]. However,
the system still has many challenges. The accessibility and quality of the service
are far from being universal. Hospitals operate facing cash-flow problems partly
due to a set of regulatory adverse incentives generated by a for-profit insurance
health care industry that delays or impedes billing [9].
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In this scenario of limited cash-flow and an increasing demand for health
care services, Colombian hospitals are being pressured to both reducing costs
and fulfill a high quality standard of patient care. The hospital capacity, in
terms of beds and patient discharge, is at the core hospital operations issues for
hospital staff to manage and a public health concern. Since the practice of oper-
ational research methods has become more common in health care institutions
worldwide, including Colombia [3], in this paper we present a system dynamics
(SD) approach [8] to assess the problem of hospital bed capacity planning [10]
considering the flow of patients and a given target hospital occupancy rate.

The model uses the data provided by Hospital León XIII, a large acute third
level hospital in Medelĺın, Colombia. The research presents a methodology for
modelling the hospital patient flow and its causal influence between the emer-
gency department (ED) and the downstream wards. As a result, this research
provides an aggregate SD model-methodology that incorporates a goal-seeking
structure able to estimate the number of beds that the hospital wards need for
identifying and unclogging bottlenecks, increase inpatient discharge, and adjust
the level of occupancy rate to its desired target.

Traditional SD approaches aid the bed planning capacity problem by per-
forming a successive process of scenario testing [15,18,25]. This process can
be tedious, subjective, hardly exhaustive and in some cases impossible, if the
number of values to determine is large. The advantage of using a goal-seeking
structure as an integral feature allows the model itself to determine the required
number of beds, while the amount of values to be found does not delay the pro-
cess. Thus, this aids bed capacity planning without omitting its main sources of
complexities in terms of variability and non-linearities (delays and feedbacks).

2 Background: System Dynamics as an Operational
Research Tool for Assessing the Flow of Patients
and Determining Bed Capacity

In recent time, most of the SD health care applications use it as a tool for visual-
izing and conceptualizing a problematic situation in a aggregated system [3]. In
several works, SD is introduced as a methodology to guide policy makers, hospi-
tal managers and researchers for suggesting pathways of policy and the system
redesign [11,19,26,27]. This confinement to this niche of strategic problems was
strongly supported by the idea that the use of SD, commonly perceived as a
deterministic methodology, is inadequate for modelling complex stochastic sys-
tems to the operational level [14,17]. However, recent SD literature [6,13,18,23]
has been moving towards the analysis of hospital operational and tactic prob-
lems usually managed by the discrete event simulation (DES) and stochastic
approaches as Markovian models [5,15,17]. The reason of this transition might
be due to DES models do not generally attempt to determine the causes for
variability in service rates [23]. They accept that service distributions exist and
attempt to determine the best way to manage demand within the context [23].
However, from a system-wide perspective, the context is subject to be changed,
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re-designed, providing ample opportunities for improvement beyond the addi-
tion of servers and the minimization of service rates. Also, there is an increased
awareness that health systems are complex and dynamic in nature, where SD is
shown as an alternative for eliciting such behaviours [6].

The benefits of using SD as a tool for strategic planning in the health care
systems are a recurrent topic in old and recent publications [11,12,19,26]. One of
the first works [19], evaluated the use of SD as a tool for planning and managing
policies in health care. The authors found that SD approach allowed a relatively
rapid modelling that clarifies in a generally intuitive manner the complexities of
the system. Wolstenholme [26], also used the SD methodology for planning health
care policies at a strategic level. However, this work finds that flow oriented
policies have more leverage than stock oriented ones. This contribution is among
the first addressing the problem of hospitals in terms of the link between the flow
of patients and the number of health care facilities or beds. A similar approach
is taken by the work of increasing demand in Nottingham, England [2]. The
use of SD helps then identifying the system bottle-necks and its possible future
behaviour if remaining with no intervention. This work has inspired a recent
similar application [24] where SD makes visible a possible future in the Canadian
health care system. Also, Lane and Husemann [11] focused in addressing the
flow of acute patients through the UK health care system. In their approach,
they acknowledge the pertinence of the SD methodology for mapping the flow of
patients in a way that the client can understand it and become an active partner
in the process of policy making. Also, they exposed the role of patient discharge
as a condition that allows throughput.

Specifically to the operational problem of patients flow within hospitals, a
system-wide approach seems to be a useful perspective as well. Proudlove, Black
and Fletcher [16] remark that for streaming the flow of patients, hospitals must
view the problem in terms of an interdependent system rather than individual
departments. Marshall, Vasilakis and El-Darzi [14], point out that patient flow
can be seen as the interaction of staff, patients and facilities. Proudlove, Black
and Fletcher [16] noticed the complexity of the flow of patients caused by the
interaction of several factors. Vanderby and Carter [23], acknowledged the need
of a broad view of the hospital as a complete system when studying the flow
of patients. As example, their work represents a novel approach to modelling
patient flows in the hospital maintaining the quantitative foundation and indus-
trial application of SD [8].

In this case, the authors provide a Paretian approach to limit the scope of
the model by focusing on the seven primarily services which capture 69% of ED
admissions. The second one element involves the concept of length of stay (LoS).
Vanderby and Carter [23] show how, given the purpose of the model, the creation
of stocks of homogeneous patients affected by the average LoS of the cohort in
a given stage of their treatment can be an alternative and useful outcome that
provides trust to the stakeholders and acceptance of the modells outputs. Demir,
Lebcir and Adeyemi [6] present a different approach by defining LoS as the
clinical needs and regulations related to treat patients. However, the model also
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implements the industrial use of SD. In a recent work [18], the quantitative SD
approach to the bed capacity planning was implemented by studying the Irish
healthcare system. It simulates the dynamics of the elderly inpatient pathways
through the system identifying the bed blockages in post-acute services and,
finding, through several simulations and scenarios the required amount of beds
for temporarily unclogging the inpatient flow.

The present paper rests on several of the main modelling strategies men-
tioned in the former review. However, its approach tries to simplify the process
of bed planning by adding a goal-seeking structure in the model. Traditional SD
approaches aide the bed planning capacity problem by performing a successive
process of scenario testing [15,18,25]. This process can be tedious, subjective,
hardly exhaustive, and in some cases impossible, if the number of values to deter-
mine is large. At last, the required number of beds can be inferred accordingly
with the simulation results. Then, a new round of scenario testing is performed
to evaluate the robustness of the chosen values. The use of a goal-seeking for-
mulation (GSF), can overcome some of the main limitations and enhances the
potential of the SD methodology for addressing the bed capacity planning prob-
lem [10]. The aid of a GSF diverts the model to determine by itself the required
number of beds to guaranty the inpatient flow, while the amount of values to be
found does not delay the process. This suggests that it is proposed a methodology
that makes a more efficient use of SD for bed capacity planning.

3 Model Equations

In the Hospital Leon XIII, the flow of patients begins with their arrive to the
emergency department (ED). For the purpose of the model the ED was subdi-
vided in three states (stocks) representing where the patient is in the process of
being attended in the ED area. Figure 1 illustrates the hospital flows and stocks
structure.

The admission to the ED is performed in the EDA. There, the decision about
the patient discharge or hospitalization, based on its medical condition, is made.
If the patient is discharged it abandons the EDA and enters EDR where it has
to wait until the paperwork and billing process is done. If the patient needs to
be hospitalized it abandons the EDA and enters EDW , where it has to wait for
an available bed in the hospitalization area H.

However, patients in the EDW do not wait for any available bed, but one in
an specific ward, of w wards, according with their medical condition. For this
reason the model establishes that patients in EDWi, demand an available bed
in the i ward.

The first equation corresponds to EDA (Eq. 1). It is measured in patients,
and the flows connected to it are: patients admitted, a(t), discharged, d(t), and
referred to be hospitalized, h(t). All of these flows are measured in patients
per hour. In Eq. 2 the flow a(t) uses the GRAPH function [21], and it returns
the value of the number of patients admitted (aj) at each Δt during the time
horizon to−t. In Eqs. 3 and 4, d(t) and h(t) depend on the proportion of patients
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Fig. 1. Hospital flows and stocks structure.

to be discharged dED, and the EDALoS , which is the period of time between
the moment of the patient admission and the decision about its discharge or
hospitalization.

EDA(t) =
∫ t

to

[
a(t) − (d(t) + h(t))

]
dt + EDA(to) (1)

a(t) = GRAPH(t, to,Δt, {at0 , a2, ..., at}) (2)
d(t) = EDA(t)dED/EDALoS (3)
h(t) = EDA(t)(1 − dED)/EDALoS (4)

The flow d(t) is the incoming flow for the stock EDR. The out flowing flow
is the amount of patients discharged l(t). The GRAPH function in Eq. 6 returns
the lj proportions of patients to be discharged per hour, which varies with the
hour of the day.

EDR(t) =
∫ t

to

(d(t) − l(t))dt + EDR(to) (5)

l(t) = EDR(t)GRAPH(t, to,Δt, {l1, l2, ..., l24}) (6)

The sum of all w EDW (t)i stocks correspond to the stock EDW (t). The
inflow of each EDWi is h∗(t)i which is obtained by multiplying h(t) and the
proportion dHi, which is the proportion of h(t) patients demanding a bed in a
given ward i.



A Goal-Seeking System Dynamics Methodology 285

EDW (t) =
w∑
i=1

[ ∫ t

t0

(h∗(t)i − r∗(t)i)dt + EDW (t0)i
]

(7)

h∗(t)i = h(t)dHi, where
w∑
i=1

dHi = 1 (8)

The out flowing flow of each EDWi is r∗(t)i. It corresponds to the number
of patients obtaining an available bed in the ward Hi. The flow r∗(t)i depends
on the number of patients in EDWi, and the available number of beds in the
ward Hi, Bi. Additionally, it is considered a period of time rLOS , in the process
of transferring patients from EDWi to the ward Hi.

r∗(ti) = MIN(EDw(t)i;B(ti))/rLoS (9)

B(t)i is the available number of beds in the ward Hi, and is determined by
Eq. 10, where βi corresponds to the installed capacity of beds in the ward i, and
H(t)i is the number of patients lying in bed, in the same ward.

B(t)i = βi − H(t)i (10)

The sum of all w H(t)i stocks corresponds to the stock H(t), which is the
number of hospitalized patients lying in bed. The inflows of each H(t)i are r∗(t)i
and tin(t)i, where it corresponds to the incoming inpatients arriving to ward i
due to the internal transfers. The outflows tout(t)i, and dis(t)i, correspond to
the inpatients to be transferred out and discharged from ward i, respectively.

H(t) =
w∑
i=1

[ ∫ t

t0

(r∗(t)i − tout(t)i + tin(t)i − dis(t)i)dt + H(t0)i
]

(11)

The incoming patients transferred to ward i, tin(t)i is the sum of all the
outgoing patients from the w wards. The transition matrix T contains the pro-
portion of patients transferred from ward i to ward j.

tin(t)i =
w∑
i=1

tout(t)jTij , where

w∑
i=1

Tij = 1 (12)

The time for a patient to be discharged or transferred from ward i depends
on the ward lenght of stay, hLoSi

. The percentage ki determines the ratio of
patients to be either discharged or transferred from a given ward i.

tout(t)i = H(t)iki/hLoSi (13)
dis(t)i = H(t)i(1 − ki)/hLoSi (14)

The outflow of patients discharged dis(t)i is accumulated in the stock of
inpatients waiting to be released from the hospital HL(t). The flow of patients
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per hour released from the hospital is hl(t), which varies according to the hour
of the day.

HL(t) =
w∑
i=1

[ ∫ t

t0

(dis(t)i − hl(t)i)dt + HL(t0)i
]

(15)

hl(t)i = HL(t)iGRAPH(t, t0,Δt, {hl1, hl2, ..., hl24}) (16)

Finally, the model incorporates the goal-seeking structure which is a result
of a first-order negative feedback system. It is a self-correcting mechanism, that
once is incorporated into the model, it forces the system to correct the deviations
from the set goal [21]. The implementation in the model is attained by redefining
βi, which now is the number of beds required to match demand in terms of the
gap between the current (O(t)i) and the desired (Ti) occupancy rate in the ward
i.

β(t)i =
∫ t

t0

(
β(t)i(O(t)i − Ti)

AT
)dt + β(t0)i (17)

The Ti values are defined by the hospital policies. The adjustment time (AT ),
determines how fast the response of the model should be to the narrow the gap
and reach the desired target Ti.

4 Validation

The process of validation was guided by the tests performed on the model struc-
ture, behaviour and policies [7,21]. The validation of the structure (components,
relations, limits and dimensional consistency) was performed in a workshop
where the model was presented and discussed with a group of the hospital staff
members. The validation of the behaviour was performed on 51 output variables
representing the state of the system in a given moment.

One group of variables (25) corresponds to the average occupancy rate per
ward during the simulated year 2017. The summary results of the overall test of
goodness of fit and statistical analysis between the actual (A) and the simulated
(S) results are the following: R2 0.99945, MAE -0.00203, XS Mean 0.934, XA

Mean 0.931, SS 0.5154, SA 0.05143 and MSE 1.8608E-05. These results illustrate
that the model is able to reproduce the average occupancy rate per ward.

The second group of variables corresponds to the two main output variables
of the model: ED and hospitalization discharge of inpatients per hour. The first
variable represents the number of inpatients discharged from the ED, and the
second variable, is the sum of the number of inpatients discharged from the 25
different hospital wards. The measures of goodness of fit on these variables were
performed on these variables according to the test suggested by Sterman [20,21].
A graphical comparison between the actual and the simulated discharge rate of
patients from the ED (EDR in the model) and hospitalization, is depicted in
Figs. 2 and 3.
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Fig. 2. Graphical comparison between simulated and actual ED discharge.

Fig. 3. Graphical comparison between simulated and actual hospital discharge.

The model simulates 8,640 h (1 year) of which Figs. 2 and 3 only illustrate
300. The comparisons show how the model is able to recreate the overall trend
of the ED and hospital discharge behaviour. The summary results of the overall
test of goodness of fit and statistical test for both output variables are presented
in Table 1.

In Table 1, UM, US and UC reflect the fraction of the mean-square-error
(MSE) due to bias, unequal variance, and unequal covariance, respectively [22].
In both cases, the majority of the error is concentrated in unequal covariation
UC, while UM and US are small. This indicates that the point-by-point values
of the simulated and actual series not match even though the model does a good
job at capturing the average value and dominant trends in the actual data [20].
A large UC indicates the presence of noise or cyclical data not captured by the
model, however, this error is unsystematic and is not considered a criteria for
rejecting the model [20].

5 Results: Required Bed Capacity

After determining that the model is valid and able to reproduce observed data,
Eq. 17 incorporates the goal-seeking formulation. For the purpose of illustrating
the use of the model-methodology, the chosen target for each ward was 85% [10].
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Table 1. Summary statistics for assessing simulated fit to actual data.

R2 ED discharge: Sim vs Actual 0.555 R2 Hosp. discharge: Sim vs Actual 0.79

MAE ED discharge: Sim vs Actual 1.379 MAE Hosp. discharge: Sim vs Actual 1.73

XS Mean 2.674 XS Mean 3.5

XA Mean 2.607 XA Mean 3.18

SS Mean 1.216 SS Mean 4.28

SA Mean 2.146 SA Mean 4.18

MSE ED discharge 3.20 MSE Hosp. discharge 7.83

UM 0.00141 UM 0.013

US 0.27093 US 0.001

UC 0.72766 UC 0.985

Sum 1 Sum 1

The demand variable is the main source of variability in the model. The cor-
relation time derived from the demand variable is 7 days and could be used as
the value for the AT parameter. A larger AT value delays the adjustment of the
hospital occupancy rate.

Figure 4 depicts the simulation of the hospital average occupancy rate per
hour and the accumulative average occupancy rate in the year. The simulation
shows how from the initial value of 0.97, the model reaches the target given the
implemented changes in the number of beds per ward shown in Table 2.

Fig. 4. Hospital average occupancy rate after determining bed capacity.

According to Table 2, the results illustrate that the main hospital bottle-
necks are located in following wards: Orthopedics, general surgery and internal
medicine. Also, the model makes evident the leftover capacity in the especial
care unit and hematology. On average, the hospital bed capacity should increase
up to 7.3% if 15% of the capacity is spared to attend contingencies and jumps
in demand.
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Table 2. Required number of beds after matching the target.

Ward Initial Required % Change

General 29 31.24 8

Pediatrics 20 21.29 6

Internal medicine 30 33.39 11

Transplants 31 33.52 8

Nephrology 31 32.42 5

Internal medicine 30 32.8 9

Internal medicine 30 32.04 7

Internal medicine 29 33.18 14*

Internal medicine 31 33.78 9

Neurology 26 28.54 10

Internal medicine 24 26.08 9

Hematology 21 19.68 −6

Internal medicine 26 28.41 9

Internal medicine 26 25.02 −4

General surgery 18 20.62 15*

General surgery 31 35.17 13*

Orthopedics 30 34.88 16*

Orthopedics 33 35.54 8

Surgical neurology 32 35.66 11

Urology 29 30.9 7

Especial care unit 30 29.53 −2

Especial care unit 12 10.74 −11*

Intensive care unit 10 9.95 −0.465

Intensive care unit 12 12.51 4

Intensive care unit 10 10.57 6

Sum 631 677.42 7.3

6 Conclusions

This paper has introduced a different approach to the use of SD as a tool for
assessing the problem of bed capacity in hospitals. The implementation of a
goal-seeking formulation within a SD model, enhances the potential of the SD
methodology and provides new pathways for future research. Also, this approach
offers an alternative to current approaches where bed planning is performed
under several assumptions that ignore important aspects of reality. By handling
the problem under a SD methodology, the analysis is able to introduce delays
and feedbacks, which are key in understanding hospital complexity.
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Given the process of validation on the output variables, the analysis shows
that the modelling captures the average value and dominant trends in the actual
data. However, the point-by-point values do not match. The output of the EDR

is especially inaccurate in this regard if compared with the HL output. This result
may be due to the fact that the ED is closer to demand than the hospitalization
area, and thus it is influenced by it. Further modelling is necessary to incorporate
these sources of variability in the model.

The approach can be adapted to any different hospital structure regardless
of the number of wards. It is susceptible to the size of the time horizon of the
model. Even though the model reaches the target after 855 periods of 8,640
(Fig. 4), the solution is more reliable if it has been tested under several scenarios
of change in demand, especially if it has a seasonal component.

The results shown in Table 2 demonstrate how given a demand and a desired
target, the León XIII hospital needs to increment its bed capacity by 7.3%. The
methodology also reveals which wards are more demanded and congested, giving
managerial staff ample opportunities to improve patient flow there.

The GSF was implemented to determine the required bed capacity to reach a
desired target. However, under the same principle, it can be adapted to determine
the required LoS in each ward in order to fulfill the same objective. This is espe-
cially important since such as Rashwan, Abo-Hamad and Arisha [18] acknowl-
edge that increases in bed capacity are not a long-term solution for patient
overcrowding.
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Abstract. The agricultural sector is a strategic source for the sustenance of the
population worldwide, however, given the lack of a favourable environment that
guarantees its sustainability and growth, this sector is exposed to multiple
conflicts and needs, which affect its performance and even causing desertion of
the producer. In this research, we model and analyse the agricultural sector of
the potato in the Colombian context, which in addition to being a strategic food
to respond to food crisis, represents the needs of the agricultural sector, where
about 90% of producers are classified as small because of their low participation
in land tenure and where, in addition to the low level of technology, the situation
of armed conflict and climate change which negatively impacts their results.
This paper deals with the simulation of the agricultural sector of the potato,
projecting its results for the post-armed conflict where an improvement in its
performance is expected, however it is contrasted with the conditions of climate
change to determine the real impact in the sector. Since previous studies address
the problem separately, here we propose a dynamic and comprehensive analysis
with scope on the production, the intermediation for the marketing of the pro-
duct and its financial performance, which allows us to understand the real impact
on the performance of the sector.

Keywords: Agricultural sector of the potato
Dynamic performance management � Climate change � Post conflict
System dynamics

1 Introduction

The rural area in Colombia represents 94% of the extension of the national territory [1],
where about 24% of the population lives, being the scenario of multiple problems that
affect the country, such as the armed conflict of more than five decades, the presence of
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illicit crops and social inequality; proof of this is that 0.4% of the agricultural producer
units own 41.1% of the total rural area registered by the National Administrative
Department of Statistics DANE [1], that is, it is the property or responsibility of a
single natural or legal producer. The concentration of land, leads to inequality factors,
where for Colombia in the rural area, 41.4% of the population lives in poverty and 18%
in extreme poverty [2].

These factors deteriorate with the unproductive, where about 36 million hectares
are dedicated to livestock production and could have agricultural or forestry use,
generating speculation in prices and a greater concentration of land and wealth. In
Colombia, of the total rural area, only 6.3% is destined to crops, that is, approximately
7.12 million hectares have agricultural vocation (compared to 113 million total rural
hectares), and whose production meets the food needs about 70% of the total
Colombian population [3], mostly from small and medium-sized farmers.

According to the Food and Agriculture Organization FAO [4], the world needs to
produce at least 50% more food for 9 billion people estimated for the year 2050,
considering aspects such as climate change that can affect crop yields up to 25% [5],
and increase the volatility of prices that can lead to higher rates of poverty, malnutrition
and school dropout, among other factors, and given the background of the agricultural
sector in Colombia, the world food safety concern is relevant.

Climate change generates direct impacts on crops and plants, given its incidence on
rainfall and temperature, aspects that are not unrelated to potato cultivation, which can
generally reduce yields on cultivated areas as result of the rise in temperature, thermal
and water stress, shorter growth seasons and the presence of pests, among other aspects.

The FAO and the Colombian Ministry of Agriculture through the Institute of
Hydrology, Meteorology and Environmental Studies IDEAM [6], using the AquaCrop
model, have simulated the productivity of the potato crop under the scenario of vari-
ability and climate change in the areas of Cundinamarca and Boyacá, based on the
Special Report on Emissions Scenarios (SRES) prepared by the Intergovernmental
Panel on Climate Change (IPCC), projecting a decrease in the yield of tuberous pro-
duction, which oscillates between −2% up to −50%, varying in each semester and
according to the location.

The yields in crops, particularly potatoes, have been the subject of research, seeking
to counteract the difficulties generated by climate change, studying levels of irrigation,
soil type and territorial effects, such as Woli and Hoogenboom [7], Adabi and Moradi
[8], Dua and Sharma [9], Raymundo and Asseng [10], Deguchi and Iwama [11],
Kleinwechter and Gastelo [12].

For its part, the Colombian National Planning Department DNP [13], indicates that
after the signing of the peace treaty and as a result of the post-conflict, Colombia may
perceive significant results in the economic dividends, due to the extrapolation of the
analysis carried out over 36 countries that have ended their armed conflicts, of which
18 are similar to the Colombian case. Among other benefits, the per capita GDP growth
is estimated at 71%, the investment rate would go from 29% to 35%, higher foreign
investment up to 176%, and an increase of up to 75% in exports.

Several authors address the sectorial impact and the quantification of the benefits
after the post-conflict, such as Santa Maria, Rojas and Hernández [14], Álvarez and
Rettberg [15], Ibañez and Velásquez [16] Authors such as Hewitt and Gantiva [17], Bell
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and Méndez [18] and Llosa and Casas [19] study the repercussions of the armed conflict
on the mental health of the population and its possible effects during the post-conflict.

Several studies have been carried out separately in terms of climatic change and
armed post-conflict, and it is in the interest of this work first to analyse the predicted
effects together, since on the one hand it is stated that climate change decreases the
yield of crops and in turn the post-conflict generates benefits in the productivity of the
sector, and second to integrally simulate the dynamic performance of the sector through
a multidimensional measurement that covers the incidence on variables such as crop
yield, costs, tons harvested, the sale price among others.

2 Dynamic Performance Management

Dynamic performance management of resources to achieve higher returns is a complex
task, even more when the decision maker is confronted with scenarios where the
dynamic interaction of the elements of a system is intertwined with external and
internal factors, generating difficulty to identify and predict relationships (Fig. 1).

This is how System Dynamics (SD) has been complemented with Dynamic Per-
formance Management (DPM) to support the decision maker in the measurement of
performance management and strategy design [20].

Dynamic performance management is approached from three complementary
views, an objective, an instrumental, and a subjective [20]. The objective view defines
the object of performance management, the instrumental view defines how to affect the
object, and the subjective view defines who is responsible for carrying out the activities
to achieve the desired impact. The instrumental vision allows us to understand how the
allocation of strategic resources affects performance and these in turn influencing the
final results [21].

On the other hand, the sustainable growth of organizations is analysed through the
institutional and inter-institutional levels. This paper studies the agricultural sector of
the potato, through the inter-institutional perspective, whose system is composed by
producers in different sizes and contributing through the yield of their crop to the

Fig. 1. General structure of dynamic performance management (DPM) [20]
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supply that is commercialized in the market. The strategic resources are represented in
planted areas, harvested tons, product supply, price variation, and financial benefit.
These all affect the performance drivers, such as the yield achieved in the crop, the
level of intermediation for the commercialization of the product, the price differences
between periods, and the financial gross margin ratio, generating changes in the final
results of sowing, harvest, price and financial profit (Fig. 2).

Starting from the analysis of the causal relationships, we model the potato agri-
cultural sector taking into account the effect of climatic change, and post-conflict,
through three macro processes: production, market and intermediation and financial
performance, allowing the simulation of the system and the valuation of its performance
with the multidimensional measurement of the variables of interest, in this case the
yield, the cost of production, the financial benefit, the harvested hectares and tons sown,
results that in a particular way have an impact on the producers (institutional level), the
aggregation to the agricultural sector (inter-institutional level) and therefore customers.

3 Modelling the System

Identified the strategic resources, the performance drivers and the final results, in this
session the agricultural sector is modelled, considering the effects of climate change
and post-conflict.

3.1 Causal Loop Diagram

Through causal loop diagrams, the relationships of the system are presented, associated
with the loops of financial performance, market and intermediation, and production.
These feedbacks influenced by external factors such as climate change and the post-
conflict. The feedback loops are presented in the Fig. 3.
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The dynamic behaviour of the system and its effects are analysed through the
feedback loops explained below:

Production
The reinforcing feedback loop R1 is given by the behaviour of the sowing that allows
to obtain the harvest that will be offered in the market, generating the income of the
producer, however additional elements such as the post-conflict situation positively
encourage the process of sowing due to an environment with more favourable char-
acteristics for the development of the rural sector, but in the face of the climate change
situation and the high dependence on rainfall on the crop, the tons harvested decrease.

Market and Intermediation
Once the harvest is obtained, the product is offered to the market with a natural
condition in the sector and is the accumulation of product at certain times of the year,
generating an environment encouraging the proliferation of intermediaries for the
retailing of the product, with a direct effect on the price paid to the producer, which
ends up affecting the next sowing decision. This is a balancing loop, represented as B1.

Financial Performance
The yield of production (tons obtained per hectare sown), impacts the production costs,
which in turn determines the economic benefit perceived by the producer and that
allows to improve the level of investment on the crop in order to improve the yield in
the next period. The reinforcement loop R2 seeks the increase of the producer’s profits
with the effect of oscillation due to the delays that occur in the decision making process
and the time required by the crop.

Given the interest of understanding the possible impacts of climate change and the
post-conflict on the performance of the potato agricultural sector, the objective is to test
the hypotheses defined in Subsect. 4.4.
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3.2 Stock and Flow Diagram

The stock and flow diagram associated with the feedback loops and the processes
described in the dynamic management of performance, is presented in the Fig. 4.

Production
This sector represents the production in different phases of the crop until harvest,
according to the type of producer, its size and the performance associated with its
characteristics. The type of producer (i) is given by its size, where i, is 1 = small,
2 = medium and 3 = large. The equations of the strategic resources in this sector are
given by:

• Hectares cultivated by each producer type i according to their size:

HSiðtÞ ¼ HSiðt � dtÞþ ðRHCi � RLHiÞdt 8i ¼ 1; 2; 3 ð1Þ

• Tons cultivated by each producer type i according to their size:

TSiðtÞ ¼ TSiðt � dtÞþ ðRTSi � RHi � RSSi � RSCiÞdt 8i ¼ 1; 2; 3 ð2Þ
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Market and Intermediation
This sector represents the relationship between supply and demand which determines
the accumulation of the product in the market, affecting the sale price, which is also
sensitive to the level of intermediation and production costs. The equations of the
strategic resources in this sector are given by:

• Supply of the Product (SP):

SPðtÞ ¼ SPðt � dtÞþ
Xn

i¼1

RTHi � RHI � RHF

 !
dt where i ¼ 1; 2; 3 ð3Þ

• Price Variation (VP):

VPðtÞ ¼ VPðt � dtÞþ ðRCP� RLPÞdt ð4Þ

Financial Performance
This sector represents the behaviour of the revenues, general costs, logistics and
financial margin resulting from production and demand served, which affects the
performance of the next production. The equations of the strategic resources in this
sector are given by:

• Total Profit

PFðtÞ ¼ PFðt � dtÞþ ðRPFÞdt ð5Þ

• Profit for each producer type i (PFi):

PFiðtÞ ¼ PFiðt � dtÞþ ðRPFiÞdt 8i ¼ 1; 2; 3 ð6Þ

3.3 Verification and Validation of the Model

Verification
The logical behaviour of the model is verified through the simulation of the variables of
total cost, total yield, supply, price and sowing. For the case of the cost of the product,
an inverse relationship is presented in the Fig. 5, dependent on the yield of the crop.

Regarding the sowing process (Fig. 6), the producer makes decisions based on the
price perceived in the previous harvest, presenting a delay associated with the flow of
information, to subsequently influence the physical process of cultivated hectares.
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Validation
The validation process is carried out through the analysis of mean absolute percentage
error (MAPE), comparing the historical data of time series between 17 and 24 years
and the data obtained through the simulation of the dependent variables of the model,
such as hectares harvested, tons produced, price and cost, reported by FAO [22].

In the case of hectares planted, the mean absolute percentage error is 14.61%, on
the tonnes produced it is 13.52%, on the price and the cost the absolute average
percentage error it is 20.14% and 20.33%, respectively, showing acceptable behaviour
that adequately represents the system (Figs. 7 and 8).

4 Results

The results of the model were analysed through the simulation of scenarios on climate
change and post-conflict, to jointly determine how they affect the performance of the
sector.

4.1 Climate Change Scenarios

The possible effects of rainfall on variations in product yields under climate change
scenarios are projected by the Food and Agriculture Organization of the United Nations
[23], based on these studies, in this research we consider the following scenarios
(Table 1):
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4.2 Post-conflict Scenarios

According to the National Planning Department (DNP) [13], after the armed conflict
experienced by Colombia for approximately 50 years, and as a result of the peace
treaty, a significant improvement in the performance of the national economy is
expected, particularly in the performance of the agriculture sector. Based on the above,
the following scenarios are considered in the model (Table 2):

Given the interest of studying the performance of the system including the pre-
dicted effects by climate change and by the armed post-conflict in Colombia, we start
from the premise that the system does not present mechanisms of associativity and
collaboration, being producers dependent of the intermediation for commercialization
of their products and subject to the accumulation of production in certain periods due to
the effect of climatic precipitations in the absence of technification in the irrigation
systems. The simulation considers 18 years, as aggregate planning of the production
(yearly), in order to identify the behaviour towards the medium-long term.

4.3 Multidimensional Analysis

In order to determine the performance of the system and the development of the sector,
it is analysed from 3 dimensions, cost, yield of the crop and financial margin perceived,
with the different combinations of the proposed scenarios (Fig. 9).

The highest costs of the product are projected in the scenarios where post-conflict is
not considered, with estimated yields between 16.84 and 17.37 tons per hectare planted
and with the financial gross margin perceived by the producer decreased in conditions
of climate change due to the concentration of the product and decrease in crop yields.
When considering the system in post-conflict conditions, the performance measures of
cost, yield and gross financial margin improve, however when analyzing the post-
conflict scenario with climate change it shows a financial margin of 18.6%, that is, an

Table 1. Climate change scenarios

Scenario Description

E1 Baseline scenario, without additional considerations of climate change
E2 Scenario considering climate change in a very heterogeneous world with

continuous increase of the global population; with regionally oriented, fragmented
and slow economic growth (according to FAO A2)

Table 2. Post-conflict scenarios

Scenario Description

P1 Baseline scenario, without affectation of the post conflict
P2 A scenario that considers the post-conflict based on an analysis of 38 countries

that have experienced peace processes and extrapolating these results to the
national reality
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increase of 1.6% compared to to the base scenario (not post-conflict and without
changes in climate change), which highlights the need to develop actions that intensify
the performance of the sector and its producers to a greater extent.

4.4 Hypothesis Testing

To contrast the hypotheses proposed, the statistical software SPSS was used, analysing
the results of crop yield, cost per tonne produced and gross financial margin with the
model applied for the evaluation of the effect of climate change and post conflict armed
in the agricultural sector, particularly the potato. Null hypotheses and the alternative
hypothesis are shown below:

Contrast Hypothesis

H0 = Despite a more favourable environment in the agricultural sector after the
armed conflict, climate change conditions, particularly in the potato sector, does not
allow a significant improvement in the performance of the tons produced1, the cost
performance of the product2 and the performance of the financial rewards perceived
by the producer3.
H1 = Despite a more favourable environment in the agricultural sector after the
armed conflict, climate change conditions, particularly in the potato sector, does
allow a significant improvement in the performance of the tons produced, the cost
performance of the product and the performance of the financial rewards perceived
by the producer.

• With a significance level a ¼ 0:05 F� F0;05;1;78 ¼ 3; 96[ Fc ¼ 1:021, F� F0;05;1;78
¼ 3; 96[ Fc ¼ 0:2932, F0;05;1;78 ¼ 3; 96[ Fc ¼ 2:533

• Decision: To accept the null hypothesis.
Conclusion: The expected positive effect of the post-conflict in the agricultural
sector of the potato is counteracted by climate change, without a significant
improvement over the yields produced, in the cost performance of the product and
in the performance of the financial rewards perceived by the producer.
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5 Conclusions

The agricultural sector in Colombia must face a new panorama, which encompasses
social, economic and environmental factors, with great potential at the level of its own
development and contribution to the resolution of global problems, such as food
shortages. Potatoes are one of the most widely consumed foods in the world and easily
accessible to the poorest, being a key product to meet the increasingly growing food
needs, where the agricultural producer is the central axis to achieve this purpose,
however, the reality of the sector shows a great dispersion in the favourable conditions
for the farmer, where the small-sized producer predominates, sensitive to both market
and environmental variations, given the low level of investment and technification
constraining sustainable growth.

Among the multiple factors that surround the potato sector, the effects of climate
change and the condition of armed post-conflict are analysed simultaneously, with the
expectation of opposite behaviours, where climate change threatens to reduce the yield
of the crop, and after the armed post-conflict a growth of the sector is projected, as a
consequence of a lesser desertion of the field, greater investment, better social condi-
tions and a greater presence of the state. When analysing the conjugation of these
factors and after the multidimensional evaluation of the performance of the producers
and the sector, it is observed that the actions that are unleashed at the level of the armed
post-conflict represent an important contribution on the development of the sector,
however it is counteracted by the effect of climate change, indicating that for a true
boom in the sector, strategies with specific focus should be developed, obeying a
central development plan.

The multidimensional analysis reveals the most adverse situation for the sector,
which is presented under a scenario of armed conflict and with climatic change, with a
fall in crop yield of 0.6 tons per cultivated hectare, a decrease of 14.6% on the gross
financial margin, a growth of 2.1% of the hectares planted as a result of the low yield of
the crop and an increase in the cost per ton of 3.17%, which impacts the consumer
price. The best performance scenario is presented as a post-conflict armed situation
without climate change, with an increase of 3 percentage points of the financial gross
margin, a greater yield of 0.8 tons per hectare planted, a 6.5% decrease in cost per ton,
plus conservation of cultivated hectares.

When analysing the scenario with the highest probability of occurrence, presence of
climatic change and armed post-conflict conditions, it shows a slight rebound in the
variables of interest, 1.2% increase in crop yield, a 1.4% decrease in the cost per ton, an
increase of 1.3 percentage points in the gross financial margin, plus stability in the
hectares planted. Although this scenario shows a better behaviour in contrast to the
scenario without climate change and armed conflict, the results show a fairly moderate
growth when compared with countries such as China, India and the United States,
reaching unfavourable deviations for Colombia. For example, higher product prices
between 50% and 65% and lower yield in tons harvested per hectare up to 15%, that is,
low performance persists in comparison with other markets, highlighting the need to
promote actions of both the public and private sectors, which leverage real development
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of producers and the sector in general, making it more competitive and with the faculty
of addressing challenges of greater globality, even surpassing the national context.
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Abstract. Colorectal adenocarcinoma is one of the carcinogenic dis-
eases that most affects the health of the world population. This disease
is manifested biologically by the segregation of biomarker substances in
the human system. This paper presents the development of a numerical-
mathematical model for the study of the diffuse behavior of particles
segregated by this type of cancer. Flow conditions, characteristics and
properties of the diffusive medium are determined, and the study domain
is defined. A mathematical description is elaborated to represent the
behavior of the phenomenon by means of constitutive laws of the biosys-
tem. A numerical-computational algorithm is constructed that makes
possible the analysis of the different behavioral conditions; in this paper
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tation is done using Taylor series defined by finite differences with a
refinement of the grid that can be controlled by the user. In addition,
a structural element is incorporated with which it is intended to eval-
uate the level of concentration in the structure-substance contact zone.
As a platform for the implementation of the algorithm, Matlab program
is used. The results have been plotted by surface curves. Concentration
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1 Introduction

Worldwide, colorectal cancer (CRC) is one of the most frequently diagnosed
degenerative diseases in the population [22,25]. Despite the fact that some
countries have improved their preventive systems for the detection of the dis-
ease, a high morbidity and mortality rate persists due to late detection factors.
[9,28,30,34]. In Colombia, for the year 2012, the CRC ranked fourth (7.8%) in
the estimated number of cases of incidence, being also the third cause of death
(8.5%) associated with cancer for both sexes. Globally, however, the CRC ranked
third (9.7%) in the estimated number of incident cases and fourth (8.5%) in the
estimated number of death cases [31].

A great problem once the disease is presented, is the low probability of dis-
covering at an early stage the substances that indicate the appearance of ade-
nocarcinoma, a condition that, if solved, would allow the application of more
effective treatments, less invasive procedures and reduce the harmful advance
of cancer development [2,4,6,9,10,18,22,25,26,28–30,34]. It is due to this that
biomarkers and biosensors are being developed that allow CCR early detection.

Several research groups have developed mathematical modeling and compu-
tational simulations specifically to predict the growth of the advanced middle
stage tumor, as well as to study the generation of metastases during different
periods of the disease in the patient [1,3,7,12,15,20,21,23,24,33].

Also, the propagation of malignant cells in the blood is being studied mod-
eling the events of intravasation [2,4,6,22,28], which is why mathematical mod-
eling and computational simulation of the diffusive behavior is necessary.

CRCs generally develop as a result of neoplastic progression from adenomas
into adenocarcinomas, which are defined as neoplasia derived from the lining of
the gut. It is widely accepted that this transformation is triggered by the accu-
mulation of both genetic and epigenetic alterations. The progression from an
adenoma to carcinoma may take decades, which provides a window of opportu-
nity for early CRC detection. Mass screening would therefore greatly contribute
to the early diagnosis and timely treatment of CRC [16].

On account of that it is known that CRC develops from the accumulation
of genetic and epigenetic changes in the epithelial cells of the colon, molecular
markers directed to genetic alterations in tumor tissues and peripheral blood
have been evolved [17]. For this reason, the American Society of Clinical Oncol-
ogy (ASCO) has been exploring several biochemical substances to determine
CRC, such as: carcinoembryonic antigen, DNA ploidy, microsatellite instabil-
ity (MSI/hMSH2 or hMLH1), CA 19-9, thymidine synthase, dihydropyrimidine
dehydrogenase and thymidine phosphorylase, but several of these substances
have been declared as markers that do not predict CRC early [2,25,28–30,34].

In the present paper, the diffusion of a particulate substance in the blood-
stream is studied, leaving open the possibility of characterizing the particles in
a specific way through the parameterization of their physical properties.

Through mathematical modeling and computational simulation, data are
obtained that respond to different conditions of the domain of study, changes
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in boundary conditions, the presence or absence of geometric structures in the
domain and variations in the parameters of the governing equation.

The results obtained in the disposition of the particles and the levels of
concentration will be used to give continuity to the research of biosensors for the
detection of colorectal cancer.

2 Materials and Methods

2.1 Mathematical Model

The diffusive behavior is produced by the Brownian movement of the biomarker
particles through the blood fluid, establishing a concentration gradient between
the two substances that come into contact. The mathematical model used cor-
responds to the first and second Fick’s law.

The two-dimensional differential equation used to model the diffusion phe-
nomenon transiently is defined as follows:

∂C

∂t
= DAB∇2C, (1)

where DAB is the diffusive coefficient of solute A in solvent B and C is the
concentration ( kg

m3 ).
(1) It can also be presented as:

∂C

∂t
= DAB

(
∂2C

∂x2
+

∂2C

∂y2

)
, (2)

which is the diffusion equation in transient state for two dimensions.
The diffusive flow through a continuous and homogeneous medium can be

described by the first law of Fick:

J = −DAB∇C, (3)

where J is the mass flow ( kg
m2s ) along the concentration gradient ∇C with a

diffusion coefficient defined as the Constant DAB(m
2

s ). This equation could be
used to establish the boundary conditions of the Ω domain.

2.2 Study Domain, Flow Condition and Properties of the Medium

Study Domain and Flow Condition: Cell-free circulating DNA (cfDNA)
is defined as extracellular DNA present in the blood. The amount of circulat-
ing cfDNA in serum and plasma seems to be significantly higher in patients
with tumors than in healthy controls, especially in those with advanced-stage
tumors than in early-stage tumors. Several studies aimed at correlating rear-
rangements in matched tissue and plasma samples were conducted to confirm
that circulating cfDNA analysis can be used as a diagnostic tool [27]. cfDNA
can be detected in plasma or serum samples not only in patients suffering from
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Fig. 1. Hypothesis for circulating free DNA development. The primary tumor releases
cells into the bloodstream or intestinal lumen. In healthy individuals, apoptosis and
necrosis are the main pathways linked to cell degradation and, consequentially, to
DNA fragmentation. In cancer patients, in addition to the aforementioned necrosis
and apoptosis, there would seem to be abnormal mechanisms of DNA degradation
or secretion that increase levels and fragmentation of DNA. CTC: Circulating tumor
cells. [5]. The broken line represents the portion of the blood vessel used for the present
study.

cancer or other destructive diseases but also in healthy individuals. It has been
suggested that cfDNA in healthy people is primarily of hematopoietic origin,
nevertheless, cfDNA in cancer patients additionally results from apoptotic and
necrotic processes characteristic of tumor cells with high cellular turnover. Both
mechanisms simultaneously contribute to cfDNA production in cancer patients
because the typical apoptotic low molecular weight DNA fragments as well as
the high molecular weight DNA molecules characteristic of cell death processes
has been detected in serum and plasma. Apoptosis results in DNA fragments of
about 180 base pairs (bp) or corresponding multiples, while necrosis produces
much larger fragments [5,11,13,27].

According to a study conducted by J. Xu et al., of a total of 70 individuals,
70 individuals, including healthy controls (N = 38) and CRC patients at stage
I (N = 7), stage II (N = 10), stage III (N = 7) and stage IV (N = 8), the average
concentration of cfDNA for both sexes, with an age range between 34 and 72
years is 4.38 ng/ml.

Genome instability, especially copy-number variation (CNV), is a hallmark of
cancer and has been proved to have potential in clinical application. J. Xu et al.
determined the diagnostic potential of chromosomal CNV at the arm level by
whole-genome sequencing of CRC plasma samples (n = 32) and healthy controls
(n = 38). Two methods including regular z score and trained Support Vector
Machine (SVM) classifier were applied by them for detection of colorectal cancer
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and their results showed that the specificity of regular z score analysis for the
detection of colorectal cancer was 86.8% (33/38), whereas its sensitivity was
only 56.3% (18/32). Applying a trained SVM classifier (n = 40 in trained group)
as the standard to detect colorectal cancer relevance ratio in the test samples
(n = 30), a sensitivity of 91.7% (11/12) and a specificity 88.9% (16/18) were
finally reached [32].

According to Jung et al., It was estimated that in colon cancer patients with
tumor sizes of 100 g, about 3.3% of the tumor DNA is released into the blood-
stream daily, Fig. 1 shows the behavior through a blood vessel and intestinal
lumen [13].

Based in the J. Xu et al. results, the average concentration in MKS system
is: 4.38 ng/ml ≡ 4.38 ∗ 10−6 kg/m3.

In the present research, a piece of the blood vessel illustrated at Fig. 1 is
studied in order to know how is the behavior and concentrations values of cfDNA.
It is assumed a blood vessel diameter of 30µm, which is located in the mucous
plexus of the colon [14]. In accordance with Martnez et al. results [19], the mass
of a cell taken as reference is 3 ng, thus, if tumour descripted by Jung have a
mass of 100 g, then 3.33 ∗ 1010 cells are necessary to conform that tumor.

It is commonly accepted an average molecular weight of each base pair (bp)
of DNA of 1.02 ∗ 10−24 kg [8] and a cell contains 6 ∗ 109 bp. So, the amount of
DNA present in the 100 g tumour can be calculated as:

6 ∗ 109 bp
cell ∗ 1.02 ∗ 10−24 kgDNA

bp = 6.12 ∗ 10−15 kgDNA
cell .

6.12 ∗ 10−15 kgDNA
cell ∗ 3.33 ∗ 1010 cell = 2.0380 ∗ 10−4 kgDNA.

If the release of cfDNA is assumed to be continuous during a day (86400 s)
and about 3.3% of the tumor DNA is released into the bloodstream daily, then:

2.0380 ∗ 10−4 kgDNA ∗ 3.3% ∗ day
86400 s = 7.7840 ∗ 10−11 kgDNA

s .

The circular base area of the blood vessel chosen is 7.068 ∗ 10−10m2, thus,
diffussive flux J = 7.7840∗10−11 kg/s

7.068∗10−10 m2 = 0.1101 kg
ms2 , which is the left boundary

condition as is illustrated in Fig. 2.

Properties of the Medium: The diffusion coefficient DAB , which relates the
characteristics of the blood with the biomarker particles, allows defining the ease
with which these are diffused in the bloodstream. The Einstein-Stokes equation
(4) allows finding the value of this coefficient by relating characteristics of the
two elements that interact and whose values can be consulted in Table 1.

DAB =
KBT

6πμr
(4)
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Table 1. Properties of the medium.

Element Type Value Description

r Constant 3.06 ∗ 10−8 m Particle radius

µ Constant 3.70 ∗ 10−3 kg/ms Blood viscocity

T Constant 311.15 ◦K Blood mean temperature

KB Constant 1.3806504 ∗ 10−23 kgm2/Ks2 Boltzmann constant

DAB Constant 2.01 ∗ 10−12 m2/s Coefficient of diffusion of the
biomarker particles (A) in the
blood (B)

Fig. 2. Discretization of the domain by grid of 34 × 34 nodes dimensions.

2.3 Numerical Model

Domain Discretization: The blood vessel is represented by a longitudinal cut
consisting of four borders defined as follows: two closed to represent the inner
surface and two open borders for the transit of blood flow, Fig. 2.

It is possible to perform a discretization through a grid, as can be seen in
Fig. 2, where a structural element is also added on the wall vascular inferior. For
practical purposes, it is decided to use a grid of 34× 34 nodes. In the same grid,
it was decided to monitor for all time step of the simulation, 3 points of interest
whose coordinates in terms of rows and columns of nodes in the grid are: (17, 1),
(31, 17) and (17, 34) and their real coordinates, according to dimensions of the
section chosen to simulate are P1 ≈ (0, 1.5 ∗ 10−5); P2 ≈ (1.4 ∗ 10−5, 2.6 ∗ 10−6)
and P3 ≈ (3 ∗ 10−5, 1.5 ∗ 10−5).

Formulation of the Finite Difference Method: The Taylor series develop-
ment centered at point a, of a concentration function C(x) is:

C(x) = C(a) + C ′(a)
(x − a)

1!
+ C ′′(a)

(x − a)2

2!
+ C ′′′(a)

(x − a)3

3!
+ ... (5)



Mathematical Modeling and Computational Simulation 311

If h = x − a, then the previous expression is equal to

C(x) = C(a) + C ′(a)
h

1!
+ C ′′(a)

h2

2!
+ C ′′′(a)

h3

3!
+ ... (6)

It is convenient to rewrite the last expression in its alternative forms:

C(x + h) = C(x) + C ′(x)h + C ′′(x)
h2

2
+ C ′′′(x)

h3

6
+ ... (7)

C(x − h) = C(x) − C ′(x)h + C ′′(x)
h2

2
− C ′′′(x)

h3

6
+ ... (8)

If h is small, the terms involving h4, h5 can be neglected. Actually, if all
terms are ignored with h2 and above, and solving (7) and (8), respectively, for
C ′(x) The following approximations are obtained for the first derivative:

C ′(x) ≈ [C(x + h) − C(x)]
h

. (9)

C ′(x) ≈ [C(x) − C(x − h)]
h

. (10)

Subtracting (7) and (8) also yields:

C ′(x) ≈ [C(x + h) − C(x − h)]
2h

. (11)

On the other hand, if the terms with h3 and above are ignored, then when
adding (7) and (8) an approximation of the second derivative C ′′(x) is obtained:

C ′′(x) ≈ [C(x + h) − 2C(x) + C(x − h)]
h2

. (12)

In particular, (9) is called forward difference, (10) is a difference backwards
and both (11) and (12) are called central differences.

Using the implicit method for the solution of parabolic partial differential
equations, and makes use of the Eqs. (11) and (12) to solve the system of equa-
tions in the subsequent iteration (k + 1) from the system solved in the previous
iteration (k), the following numeric expression is obtained from (2):

1

DAB

Ck+1
i,j − Ck

i,j

ht
=

Ck+1
i+1,j − 2Ck+1

i,j + Ck+1
i−1,j

hx2
+

Ck+1
i,j+1 − 2Ck+1

i,j + Ck+1
i,j−1

hy2
. (13)

After clearing the previous temporal component (k), we arrive at the equa-
tion:

− Ck
i,j

DABht
=

Ck+1
i+1,j − 2Ck+1

i,j + Ck+1
i−1,j

hx2
+

Ck+1
i,j+1 − 2Ck+1

i,j + Ck+1
i,j−1

hy2
− Ck+1

i,j

DABht
(14)

The Eq. (14) will then be the one that will allow to perform the numerical
algorithm for the computational simulation of the diffusive behavior of colorectal
adenocarcinoma indicator particles (cfDNA).
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Fig. 3. Activity diagram for the diffusion algorithm.

2.4 Numerical Algorithm

Object-oriented programming using the Matlab software allows creating algo-
rithms with reusable functions, considerably reducing the number of lines of code
and establishing an organized structure for the implementation and maintenance
of the algorithm. Figure 3 allows us to understand the different sequential activ-
ities performed by the numerical algorithm implemented. This algorithm, once
defined the dimensions of the grid and the location of the elements contained
in the domain, allows a mesh refinement that preserves the proportions of the
object of study and its different components. The Fig. 3 also shows the strategy
implemented with the implicit method, which requires a previous solution on
which the subsequent iterations are based to calculate the solution for the next
time step.

3 Results

In Fig. 4, section (a) shows the highest concentration values because the mea-
surement point is located on the left border, where the diffusive flow originates
and is at the highest intensity. During the first 4 seconds it presents a consider-
able growth, however in the later seconds there is a clear tendency to maintain
the concentration in values close to 1 ∗ 10−6 kg

m3 indicating that it approaches a
stationary behavior as time progresses to 20 s of simulation.
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Fig. 4. Concentration for each control point in logarithmic scale.

Section (b) corresponds to the measurement point located on the surface of
the hypothetical biosensor and describes the level of concentration that comes
into contact with its surface with values that could be sufficient to emit a sig-
nal indicating the existence of the disease if the biosensor is also made with
nanostructured material that allows a better capture of the particles, such as a
graphene surface.

Section (c) represents the behavior of the particles at the exit of the study
region, which of course starts with the lowest values because in the first seconds,
the particles have not yet advanced sufficiently in their diffusive process. It is
important to note that as in the other control points, approximately in the
second 4, the accelerated increase in concentration levels begins to decrease,
however, when overlaying the graphs (b) and (c) it is possible to notice that
approximately in the second 5 the concentration values in the biosensor and in
the output are equalized, this is due to the height at which the measuring point
of the output is located, which registers values even higher than those registered
by the measuring point located in the sensor surface. This indicates that the
height plays an important role in the amount of concentration collected since as
can be seen in Fig. 5, where the contour lines indicate that the distribution of
particles is not completely uniform but correspond to the characteristic shape
of the profile of blood velocity.
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Fig. 5. Contour lines of behavior of cfDNA particles.

4 Conclusions

The concentration values found in the computational simulation are coherent
with the scale of values obtained in other studies present in the references of this
paper, which implies results that make sense from the behavior in situations
presented in an experimental manner. The present study has a special relevance
in the investigation of the early diagnosis of colorectal adenocarcinoma, since it
can simulate different configurations in the study domain, allowing in a faster
way to represent different boundary conditions and internal geometries in the
study domain due to the construction of an algorithm capable of supporting
different parameterizations. This investigation contributes to the incorporation
of computational models to the study of the behavior of the biomarker particles
of colorectal adenocarcinoma from the diffusion, later studies could incorporate
convective components in the model, being able to simulate much more complex
situations as possible turbulences in the behavior of the cfDNA through the
blood.
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Abstract. The use of numerical methods such as the Montecarlo model
make possible development software for simulate heterogeneous catalyt-
ics processes in secuencial systems or multiprocessing-based architec-
tures. The objective of this work is to develop an implementation pro-
posal in FPGA logic devices as an alternative of the simulation for pro-
cesses catalytics in a parallel way. By using purposed implementation, it
is obtained the development of the processes in parallel of the mechanism
of Langmuir-Hinshelwood in a FPGA hardware platform.

Keywords: Heterogeneous catalysis · Parallelizable model
Digital system · FPGA

1 Introduction

The present work has its origins in a hardware proposal to simulate the process
of heterogeneous catalytic reaction by means of a parallel processing structure
that allows to represent the interactions of the atoms of platinum (Pt) with the
molecules of carbon monoxide (CO) and oxygen (O2) through the mechanism
of Langmuir-Hinshelwood. Develop and implement the parallel model on FPGA
of the catalytic oxidation process of CO in a rectangular array of N × N that
allows the study of the low dimensionality in the kinetics of the catalytic process
in works in this area and achieving the development of new a tool. Next, the
development of this work will be presented in each of the phases established, the
conceptual development of the discretization of the mechanism and its imple-
mentation model of the hardware parallelization through FPGA, the validation
of the implemented model and the data collection of processes of simulation for
various partial pressure conditions for CO and O2.

2 Kinetic Model of the Catalytic Reaction

The kinetic model of the catalytic reaction was taken from Rodŕıguez [1] in his
study the low dimensionality of the catalytic reaction, the fundamental theoret-
ical aspects are presented next.
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2.1 Kinetic Equations of the Catalytics Processes

The development of the kinetic model that describes the mechanism of Langmuir-
Hisnhelwood for an oxidation reaction of CO focuses on the crystalline structure
of the catalytic surface, which for the particular case is that of platinum in the
orientation [100], the structure of the surface corresponds to the type centered
on the faces - FCC, with a neighborhood of order four that defines a structure
type 5, a center and four neighbors. With FCC crystal structure, the surface
can be modeled as a structure of size N × N and periodic border, the points of
intersection of the net are modeled as solid spheres and each face of the crystal is
formed by a center and four sites of net. This structure allows to use the discrete
model of a surface where each active center available to perform the reaction
corresponds to the intersection of the net of N × N . The separation distance
between each center corresponds to the network constant a that is proportional
to the size of the centers of the net and their separation between nodes [4]. Within
the structure of the surface and its model of net for N × N , the kinetics of the
reaction establishes elementary steps for the reaction on each active center, Ziff-
Gulari-Barshad (ZGB) model [4], which describes the Langmuir-Hisnhelwood
mechanism using the following kinetic equations:

Z + A −→ AZ (1)
AZ −→ Z + A (2)
2Z + B2 −→ 2BZ (3)
AZ + BZ −→ 2Z + AB (4)

The Eq. 1 describes the adsorption on the surface of the adsorbate in the gas
phase, 2 the desorption of the adsorbate on the surface, 3 the adsorption of
the adsorbate that dissociates on the surface, and, 4 the catalytic reaction in
the surface. In the previous equations Z is an active center on the catalytic
surface, A corresponds to the dissociatless adsorbate and B2 corresponds to
the dissociated adsorbate. The particular kinetic equations for the Langmuir-
Hisnhelwood mechanism were derive from the Eqs. 1, 2, 3 y 4 and, in function
of the two precursors, carbon monoxide (CO) and oxygen (O2) was described as
follows:

COg + ∗ k1pco−−−→ COads (5)

The Eq. 5 corresponds to the adsorption phase of CO, here the COg cor-
responds to the carbon monoxide in the gas phase, {∗} the free places on the
surface, COads the carbon monoxide in the adsorption phase, k1 the adsorption
rate of carbon monoxide, pco the partial pressure of COg.

COads
k−1−−→ COg + ∗ (6)

The Eq. 6 is the desorption phase of COadsCOads corresponds to the carbon
monoxide in the adsorption phase, COg the carbon monoxide in the gas phase,
{∗} the free places on the surface, k −1 the desorption rate of carbon monoxide.
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O2g + ∗ k2pO2−−−−→ 2Oads (7)

The Eq. 7 is the adsorption phase of O2 in the gas phase, O2g corresponds to
the oxygen in the gas phase, {∗} the free places on the surface, 2Oads the oxygen
in the adsorption phase, k2 the oxygen adsorption rate, po2 the partial pressure
of O2g.

2Oads
k−2−−→ O2g + 2∗ (8)

The Eq. 8 is the desorption of Oads if the temperature of the process is dif-
ferent to 500 K, 2Oads corresponds to the oxygen in phase of assortment, O2g

to oxygen in the gas phase, {2∗} the free places on the surface, k−2 the rate of
desorption of oxygen.

COads + Oads
r−→ CO2 + 2∗ (9)

The Eq. 9 is the oxidation reaction of COads on the platinum surface, COads

corresponds to the carbon monoxide in the adsorption phase, Oads the oxygen
in adsorption phase, CO2 the carbon dioxide in the reaction phase, {2∗} the free
places on the surface, r is the speed of the reaction.

The behavior of the adsorbates on the surface establishes a relationship
between the empty active centers and the active centers with a particular type
of adsorbates defined as a covering factor, 0 ≤ φx ≤ 1. The ligation equation
describing the kinetics corresponds to φE + φCO + φo = 1. Here φE is constant
and represents the total of available active places. The kinetics of the adsorption
process [3] is established by the law of velocities as follows:

dφCO

dt
= k1pCO(φE − φCO − φo) − k−1φCO − rφCOφO (10)

dφO

dt
= k2pO2(φE − φCO − φo)2 − k−2φ

2
O − rφCOφO (11)

The Eq. 10 corresponds to the variation of the coverage factor of COads,
where k1 is the adsorption rate, pCO is the partial pressure of the CO in phase
of gas, k−1 is the desorption speed of CO and r is the reaction speed of CO with
O. The Eq. 11 corresponds to the variation of the coverage factor of Oads, where
k2 is the adsorption velocity of O, pO2 is the partial pressure of O in the gas
phase, k−2 is the desorption speed of O and r is the reaction rate of CO with O.

2.2 Transition Probabilities of Kinetic Equations

The kinetic previous equations present a stochastic behavior determined by the
phase in which the process is presented, in this section the probabilistic model
used in the model for each phase of the process will be developed.

The dynamics of the catalytic reaction is conditioned by the probabilities
of the occurrence of a process state for an active center and its neighborhood,
therefore the probabilities of the process are modeled as P (α|β) and it is the
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probability of the state α, given the occurrence of the state β. By definition,
given a probability space (Ω,F,P) and two events α, β ∈ F with P (β) > 0, the
conditional probability of α given β is defined as:

P (α|β) =
P (α ∩ β)

P (β)
(12)

Where Ω is the sample space of the possible results of the process, F is σ-
algebra, (Ω,F) is the measurable space, and P is a probability function that
assigns a probability to every event fulfilling the axioms of Kolmogórov [3].
The probability space (Ω,F,P) for the model of the oxidation kinetics of CO
corresponds to:

Ω : {∗Hex, ∗1x1, COads, Oads, CO2} (13)
F : {{∗Hex, COads}, {∗Hex, COg}, {∗Hex, ∗1x1},

{∗1x1, ∗Hex}, {∗1x1, COads}, {∗1x1, COg},

{∗1x1, Oads}, {∗1x1, Og}, {Oads, COads}}
(14)

P : {P [1x1 → Hex], P [Hex → 1x1], P [COads],
P [Oads], P [COdes], P [COdif ], P [CO2]}

(15)

The probability function P (15) defines a set of probabilities according to the
phase of the catalytic reaction in which the process is found, where the prob-
abilities {P [1x1 → Hex], P [Hex → 1x1], P [COdif ]} correspond to processes
that are not defined by a kinetic equation. Its model is based on the particu-
lar characteristics of the surface and the corresponding adsorbate. Each of the
{P [COads], P [Oads], P [COdes], P [CO2]} probabilities is associated with a kinetic
equation (5, 6, 7, 9), the general equation as a function of these probabilities is
defined as:

P (α|β) = p1(α)δβ1,α1+1δβ2,α2 + p2(α)δβ1,α2

+ p3(α)δβ1,α1δβ2,α2+2 + p4(α)δβ1,α1δβ2,α2−2

+ p5(α)δβ1,α1−1δβ2,α2−1

(16)

The probability p4 is equal to zero for temperatures equal to or greater than
500 K. The remaining probabilities are determined as follows:

p1(α) =
{

k1(m − α1 − α2), si α1 + α2 < m,
0, si α1 + α2 ≥ m,

(17)

p2(α) = α1k−1 (18)

p3(α) =
{

1
2
k2(m − α1 − α2)(m − 1 − α1 − α2) (19)

p4(α) =
1
2
α2(α2 − 1)k−2, (20)

p5(α) = α1α2r (21)

Where k1 = k1pCO, k−1 = k−1, k2 =
m

m − 1
k2po2, r = r.
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3 Simulation Using Cellular Automata

The simulation of the heterogeneous catalysis with the mechanism of Langmuir-
Hisnhelwood carried out by Rodŕıguez [1] was based on the Monte-Carlo method
for cellular automata and probabilistic transition rules. One option to this imple-
mentation is to use asynchronous blocks of cellular automata [6] as an efficient
method of parallelization in its implementation. The main model corresponds
to the asynchronous cellular automaton (ACA), from which the structure of
synchronous blocks of cellular automata is derived.

3.1 Model of Cellular Automaton for the Oxidation of CO on Pt

The Langmuir-Hisnhelwood mechanism for heterogeneous catalysis is described
by [3]. The simulation of the reaction by ACA is defined by ℵ = (A,X, Θ),
where A are the possible states of the cell, X is the set of possible cells, Θ is the
transition rules [6]. The possible cell states are defined by:

A : {∗1x1, ∗Hex, CO1x1
ads , COHex

ads , O1x1
ads , COHex

ads } (22)

The set of possible cells X = {(i, j) : i = 1, . . . , Mi, j = 1, . . . ,Mj} corre-
sponds to the set of integer values that are coordinates of a discrete space of
the catalytic surface. A cell is represented by the pair (u, (i, j)), where u ∈ A
is the state of the cell, (i, j) ∈ X it is a coordinate of the cell. The next neigh-
bors are determined by the function ϕ(i, j) : X −→ X, T(i, j) is the set of
neighboring cells next to cell (i, j) that for the particular case is defined as
T5(i, j) = (i − 1, j), (i, j), (i + 1, j), (i, j − 1), (i, j + 1).

4 Proposal for a Parallel Model of the Mechanism of
Langmuir-Hinshelwood

The proposed parallelizable model is based on the geometry of the crystalline
structure of the platinum - pt[100] explained in the work of Rodŕıguez [1] where
the net is an array of N × N cells and each center of the network corresponds
to a free active center. In each active center is carried out the processes of the
Langmuir-Hinshelwood mechanism described in 5, 6, 7, 8 and 9.

4.1 Parallel Model for N×N Active Centers

The model of the crystal structure centered on the faces for the platinum can
be represented as a closed surface by means of an arrangement of N × N active
centers and periodic limit, the developed proposal consist of an arrangement of
an array of N× N and coordinates in two dimensions of the following way:

LN×N =

⎛
⎜⎜⎜⎜⎝

(1, 1) (1, ..) (1, N − 1) (1, N)
(2, 1) (2, ..) (2, N − 1) (2, N)
(.., 1) (.., ..) (.., N − 1) (.., N)

(N − 1, 1) (N − 1, ..) (N − 1, N − 1) (N − 1, N)
(N, 1) (N, ..) (N,N − 1) (N,N)

⎞
⎟⎟⎟⎟⎠
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where (i, j) corresponds to an active center such that 1 ≤ i ≤ N, 1 ≤ j ≤ N ,
and the neighborhood of the Von Neumann type corresponds to:

T5 =

⎛
⎝ (.., ..) (i − 1, j) (.., ..)

(i, j − 1) (i, j) (i, j + 1)
(.., ..) (i + 1, j) (.., ..)

⎞
⎠

obtaining the arrangement T5 ⊂ L. The limits of the L arrangement corre-
spond to the periodic type where

L(periodic)N×N =

⎛
⎜⎜⎜⎜⎜⎜⎝

(N,N) (N, 1) (N, ..) (N,N − 1)
(1, N) (1, 1) (1, ..) (1, N − 1)
(2, N) (2, 1) (2, ..) (2, N − 1)
(.., N) (.., 1) (.., ..) (.., N − 1)

(N − 1, N) (N − 1, 1) (N − 1, ..) (N − 1, N − 1)
(N,N) (N, 1) (N, ..) (N,N − 1)

⎞
⎟⎟⎟⎟⎟⎟⎠

where the first row and the first column of L(periodic)N×N correspond to the last
row and the last column respectively, in this way it is obtained the periodic limit
of LN×N . Now each active net center is associated with a unique net identifier
from its coordinates in such a way that the ∗(i, j) corresponds to the identifier
m = ((i−1)∗N)+j) for 1 ≤ i ≤ N, 1 ≤ j ≤ N . The generation of neighborhoods
of the Von Neumann type for the arrangement LN×N

m correspond to:

T5m(i, j) =

⎛
⎝ · · · ((i − 2) ∗ N) + j · · ·

(i − 1) ∗ N) + (j − 1) (i − 1) ∗ N) + j (i − 1) ∗ N) + (j + 1)
· · · ((i) ∗ N + j) · · ·

⎞
⎠

4.2 Parallel Model of the Active Center

The parallelizable model of the active center is based on the 5-tuple
{Q, Σε, δ, q0,F} where Q is the set of finite states, Σε is the set of transition
probabilities of states, δ : Q× Σε −→ P (Q) is the function transition, q0 ∈ Q is
the start state and F ⊂ Q is the set of end states. In the particular case for the
active center (i, j) the 5-tuple corresponds to:

1. Q : {∗1x1, ∗Hex, CO1x1
ads , COHex

ads , O1x1
ads , CO2}

2. Σε : {p∗1x1 , p∗Hex
, pCOads

, pCOdes
, pOads

, pCO2}
3. δ : Q × Σε −→ P (Q)
4. q0 : ∗Hex

5. F : {CO2}
To define δ the transition matrix is established

Additional to the transition matrix δ it is necessary to establish the diffusion
matrix for the neighborhood T5m(i, j) depending on the probabilities and the
corresponding μi (Tables 1 and 2).
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Table 1. Transition matrix for the probabilities of the catalytic process

State p∗1x1 p∗Hex pCOads pCOdes pOads pCO2

∗1x1 ∗Hex CO1x1
ads O1x1

ads

∗Hex ∗1x1 COHex
ads

CO1x1
ads COHex

ads CO1x1
ads CO1x1

ads

COHex
ads CO1x1

ads COHex
ads COHex

ads ∗Hex

O1x1
ads CO2

CO2 CO2

Table 2. Von Neumann neighborhood diffusion matrix

Von Neumann neighborhood µ0 µ1 µ2 µ3

((i − 2) ∗ N) + j CO(i,j)

((i − 1) ∗ N) + (j − 1) CO(i,j)

((i) ∗ N) + j CO(i,j)

((i − 1) ∗ N) + (j − 1) CO(i,j)

4.3 Proposed Model for Active Center

The Fig. 1 presents the functional architecture for an active center ∗(i, j), the
proposal focuses on the interaction it must have with its neighbors and the
operations defined in the parallelizable model of the active center. The model
combines the processes described in 5, 6, 7, 8, 9 and the spread over the surface
of the COads and the interaction with the Von Neumann neighborhood.

The fundamental states of the model correspond to the phase of the surface

{∗, COads, Oads, CO2} (23)

and for the gas phase the defined states are

{COg, Og, COdes, ∗1x1, ∗Hex} (24)

In the Fig. 1 the states of the surface are represented in the block {R1R0}
where to each state is assigned a binary value ∗ : {00}, CO : {10}, O :
{01}, CO2 : {11}, the value of R1 is modified by the inputx selected accord-
ing to the probability of p(x) obtained by the random number generator, that is,
if R1R0 : {01}∪{00}. If R1R0 : {10}∪{11} is written in the inputx the value of
R1 according to the probability p(x) obtained by the random number generator.

The gas phase block evaluates the state in R1R0 in addition to the recon-
struction phase of the surface {∗1x1, ∗Hex}, if it is in ∗1x1 and R1R0 : {00} it
is possible to write in R1R0 : {01} according to the probability p(Oads), in the
state ∗Hex and R1R0 : {10} it is possible to write in R1R0 : {00} according to
the probability p(COdes), in the state (∗1x1) ∪ (∗Hex) and R1R0 : {00} it is pos-
sible to write in R1R0 : {10} according to the probability p(COads), in the state
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Fig. 1. Proposed model for active center

∗Hex ∪R1R0 : {10} and the next four neighbors are in COads the reconstruction
of the surface and write ∗1x1, in state ∗1x1 and probability p(∗Hex) is written
∗Hex.

In the Fig. 1, the block Random number generator generates a random num-
ber between 0 and 1, R1R0 is a two-bit register, Control logic and selection
performs the selection of the inputx/outputx according to the value of the ran-
dom number generator and the value in the register R1R0. The inputx and the
outputx are connected to the neighbors for the Von Neumann neighborhood.
The current status of the active center corresponds to the value of R1R0.

5 Results Implementation Proposed Parallel Model

The proposed parallelizable model was implemented on a board DE2 with an
Altera FPGA of the family CycloneII EP2C35F672C6N.

5.1 Simulation Results Using the Proposed Parallel Model

The results of the simulation of the heterogeneous catalysis using the proposed
parallelizable model of the mechanism of Langmuir-Hinshelwood implemented
on FPGA correspond to two classes, the first is the spatial-temporal evolution
and the second is the response of the surface coverage in function of φCO, φO, φE

and the Langmuir isotherm for the catalytic reaction.
For the first case, through the visualization module in a VGA Monitor for

the 640 × 480 standard, shown in Fig. 2, it was possible to check the evolution,
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Fig. 2. Simulation image seen a the VGA 640 × 480 interface

adsorption, desorption, diffusion of COads and the reaction by means of the rep-
resentation in two dimensions of the catalytic surface. Each rectangle represents
an active center (state of the automata catalysis instance) and its correspond-
ing color is explained as: red is COads, blue is Oads, green is CO2 and white is
a free active center. The Fig. 2 presents an image of how the simulation is seen
by means of the proposed parallelizable model implemented in FPGA, the card
is connected through an Arduino interface to a Matlab script, every change in
the monitor is synchronized with each new value of φCO, φO, φE received.

In the second case, the partial covering behavior of the surface as a function of
φCO, φO, φE is a graph constructed using the MATLAB script, the values taken
from Rodŕıguez’s work for the Sticking coefficient are SCO = 0.1 and SO = 0.9
and variation of the partial pressure 0.1 ≤ yco ≤ 0.98 [1].

In the Fig. 3 the results of the simulation are represented by the proposed par-
allel model, this model agrees with the results obtained in the works of Rodŕıguez
[1] and Kovalyov [4], here the graph of the average value of φCO crosses the graph
of the average value of φO in yco = 0.9 where the oscillatory response reported
in those jobs occurs.

In the Fig. 4 the behavior of φCO and φO on the surface is presented, the
oscillatory behavior is typical at this point of the reaction and corresponds to
the stability point from the point of view of the Langmuir Isotherm at the point
of intersection between the curve of φCO and φO. The previous results are in
line with the results obtained by Rodŕıguez [1].
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6 Conclusion

After the development of the parallelizable model proposed for the Het-
erogeneous catalytic process simulation using the mechanism of Langmuir-
Hinshelwood, the following can be concluded:
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– The field of implementation of parallel systems using platforms based on
FPGA is a field that allows the development of hardware solutions as pro-
posed, in the particular case it was possible to develop a proposal of a parallel
model using simple logical operations and without the use of external memory.

– The results of the simulation of the heterogeneous catalytic reaction obtained
by the proposed parallelizable model were compared with the results pre-
sented by Rodŕıguez and other authors, in such a way that it could be deter-
mined that the simulated reaction was consistent with that established in the
experiments carried out. The cut-off point between phiCO and phiO cor-
responded to the value where the oscillations described in Rodŕıguez’s work
were presented.
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Abstract. The traceability and recovery plays a main role in the competitive-
ness of the food supply chain. The quality control of fruit manufacturing mainly
depend of the traceability technologies used. In this sense, the quality control
policies aimed at the traceability of products cause impact to production capacity
and recovery. In the closed-loop supply chain (CLSC), wastes recovery and
control in manufacturing contributes to improvement of the quality, as well as
sustainable production. This article presents a dynamic behaviour analysis of
production capacity, traceability and recovery on the peach-supply chain.
Consequently, the study shows a simulation model based on system dynamics
(SD) methodology. Results of simulation model explain why the delay in the
waste recovery and traceability processes affect on the supply chain and its
demand. The case of study is the peach supply chain, due partly to its great
market potential for food industry.

Keywords: Traceability � Simulation � Closed-loop supply chain
Recovery

1 Introduction

The importance of the environment with respect to products and processes for sus-
tainable manufacturing is increasingly recognized. One of the environmental problems
that appear in the production processes is the waste of food, which is becoming a global
problem; an important part of the cultivated food is not consumed in the last instance.
According to the Food and Agriculture Organization (FAO), approximately one-third
(by weight) of global food production is lost or wasted every year [1]. Such level of
inefficiency has serious sustainability implications [2] increasingly important due to its
impact economic, social and environmental impact [3], that food comes from agriculture
and ends up as waste consumes energy during the life cycle stages [4]. The increase of
waste in the food supply chain has involved new recovery processes, new quality
standards and the need to generate additional control measures to avoid this waste [5].
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The recovery processes modelling allows understanding the flows and resources
such as information and material. Hence, CLSC management has emerged to address
the waste recovery. In recent years, the formal modelling framework in CLSC has
started to increase [6]. Different authors have measured sustainable supply chain
management in a variety of ways [6–9]. Li et al. [10] examined the impact of corporate
social responsibility on the sustainable supply chain through the perspective of gov-
ernance policy and stakeholders. Also, Wang et al. [11] analysed the impact of subsidy
policies on the development of the recycling and remanufacturing auto parts industry.
This studies shown an active role of the investment incentives on recovery processes
through industry policies. Despite the governance policy aimed at investment and
competitiveness, the analysis of capacities in recovery and traceability to the sustain-
able supply chain management is needed. The traceability processes in CLSC allows
measure the quality of products and their impact on customers. In this sense, the design
of quality policies applied to improvement of supply chain allows increase the com-
petitiveness of recovery industry, also mitigating food waste, positively impacting the
three dimensions of sustainability (economic, social and environmental) [12].

The waste has a relationship with the processes of traceability and quality, which
depend on the control instruments or the quality policies of the Colombian government,
despite the fact that the government has been playing an important role in the pro-
motion of waste recovery, the lack of waste control and traceability processes in the
food supply chain limit the development in the recovery industry. The peach supply
chain generated a significant amount of solid waste that reduces the quality of products
and production capacity, according to the Ministry of Agriculture in the year 2017
Colombia produced 28,252 tons of peach, of which 8,729 were used for consumption
national and only 4 tons were exported, this gives us as a result that only 31% of the
total production is being consumed.

The insufficiency in the instruments of control for the industry affects the quality of
the products and diminishes the capacity of competitiveness that have the products in
the international market. This is evidenced in the production of the peach since in spite
of having 69% of the available production, production that is not consumed nationally;
the amount of imports is very high [13]. Figure 1 shows that peach is the fruit with the
largest amount of imports in Colombia, presenting a market opportunity for national
consumption and to grow competitively in the international market, therefore, it is
necessary to improve the processes of control and traceability of waste to increase the
quality of the internal product.

Fig. 1. Behavior of imported fruit vs. harvested area according to its production capacity
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The simulation model provides experimental tools, which can be used to evaluate
alternative sustainable policies. The SD methodology is one of the more practical ways
of reproducing the behaviour of the system targets, as well as an adequate analysis tool
[14, 15]. Among the different approaches available to assess the sustainable supply
chain management problem [16, 17], SD methodology contribute to feedback mod-
elling. Some studies have used SD modelling in reverse logistics and production
recovery [11, 18]. Also, some researches on SD modelling in supply chain manage-
ment focused on capacity planning of the remanufacturing networks and CLSC with
recycling [19]. This study presents a SD model that allows understand the behaviour in
the peach supply chain as from a closed-loop perspective. The propose of this mod-
elling is support strategic decision based on better understand the impact of product
quality and traceability time on the CLSC performance.

The rest of this paper is organized as follows. In the next section shows the
literature review about CLSC management. The dynamic hypothesis and the simulation
model are described in Sect. 3. The results of simulation model are analysed in Sect. 4.
Finally, Sect. 5 presents the most relevant concluding remarks.

2 Literature Review

Food waste is described as waste or lost food products, which were initially intended
for human consumption, except for those that were intended for animal feed (excluding
pet food) [20]. The waste of food affects several sectors worldwide, one of them is the
economic one, since within the factors they use to measure their growth is the envi-
ronmental impact related to production, focusing on energy consumption and issues
related to the climate change. Therefore, in any production process the energy used
must be quantified to avoid excess production of fruits that will not be consumed
properly and that their waste can drastically affect the environment [21].

The reduction of food waste is one of the main objectives established by the United
Nations to achieve a more sustainable world by the year 2030. To realize this goal,
three main areas of food waste generation have been identified: the deterioration of the
product during logistics operations, by products of food processing and consumer
perception of quality and safety [22]. The causes of food waste in the processing sector
were classified as follows: losses resulting from processing operations and quality
assurance, and products that do not meet the quality demands of the trade [23]. Other
factors contributing to food waste included inventory control (where internal “sell-by
dates” were reached), non- compliance of the packaging with market requirements,
damages to packaging and product returns. Losses and waste in the food supply chain
are inevitable; however, not irreducible [24].

One of the strategies that have been proposed for the reduction of food waste is the
design of sustainable food supply chains, but due to the population increase it is
increasingly difficult. Maintaining global food security requires more sustainable food
production and a significant reduction of waste before and after harvest, therefore, it is
important to evaluate each of the processes that are carried out to produce food. The
fruit, one of the most important processes is the time of harvest where waste can be
reduced along the supply chain, in order to increase the quality of the fruit.
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Additionally, it is important to evaluate fruit maturity in time, predicting the possible
date of harvest, enhancing agricultural practices and allowing the final product to arrive
fresher and with higher quality to the consumer [25].

The search for sustainability depends on all the contributors to the food supply
chains, including the agricultural and industrial sectors, as well as producers, retailers,
final consumers [26], and government entities. The government intervention has a high
degree of importance in the behaviors of the supply chains in the context of the
sustainability of the environment and public health [27]. Thus, the design agricultural
policy plays an important role to improve the food supply chain. In this sense, one of
the policies that has been used for the reduction of food waste during primary pro-
duction and the procedure is the reuse of food discarded directly as food or indirectly as
animal feed [20].

Several studies show that the improper waste disposal constitutes a risk to human
health [28]. The sustainable development is a dynamic process, which improving the
quality of life [29]. The CLSC can improve the product life cycle through of the new
traceability and design processes. Therefore, the CLSC design is needed. In this sense,
more research is needed to investigate the decision making process in the complex and
adaptive supply chain system [7, 30, 31]. Consequently, the cooperation among part-
nering companies in sustainable supply chain is needed. Several types of performance
indicators used to assessment the quality and cooperation in supply chain. The trace-
ability processes allow improving the quality on the supply chain [32]. Also, Bueno-
Solano and Cedillo-Campos [33] studied the dynamic impact on global supply chain
performance in term of security and efficient movement of goods.

In the case of supply chain management many studies have presented planning
alternative [17], green marketing [34, 35], government intervention [36, 37], network
design [38, 39] and collaboration capacity [40]. The supply chain management involve
relationships between different disciplines: natural and social sciences, as well as the
interdisciplinary nature evident from the variety of fields [31]. These relationships show
the interaction between sustainability and supply chain through of the policies and
operations analysis.

The supply chain management take into account three dimensions of sustainable
development: economic, environmental and social [41]. Frostenson and Prenkert [42]
analyzed the supply chain management in term of a complex network. This network
perspective implied difficulties to control due to the structure of multiple supply chains.
The complex interaction of supply chain involves various drivers as well as impacts on
customers demand. Gupta and Palsule [8] defined supply chain as a set of practices that
include environmental impact, value chain for each product, and product life cycle. In
this sense, the product life cycle depend of the design, recycling and disposal activities.
Fleury and Davies [43] assessed the lifecycle of the mining and metal sector as well as
the recycling, reuse and remanufacture processes.

In the CLSC literature, several problematic aspects related to management and
planning have been identified [44–46]. In this sense, Vlachos et al. [45] developed a
simulation model for dynamic capacity planning of remanufacturing in CLSC. This
study analyzed the recovery obligation imposed by government policies and the “green
image” effect on customer demand. The SD methodology is used to model reverse
logistics problems, which allows better understand the flow of used products [18].
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Other studies shows the investment incentives effect on sustainable supply chain dif-
fusion and planning in Chinese Industry [47, 48]. This paper developed a simulation
model to better understand the delay effects of waste recovery and traceability pro-
cesses on customer demand.

3 Model Structure

According to Sterman [49] four stages are used to develop SD model: the conceptu-
alization of system, formulation, evaluation and implementation. This section presents
model structure used the SD methodology. Section 3.1 maps a causal loop diagram
(CLD) for represents the relationships among traceability and recovery capacities and
their effects on quality control (conceptualization). Section 3.2 shows the stock-and-
flow diagram used to assesses the closed-loop supply chain. The mathematical for-
mulation of the model is presents in Sect. 3.3 (formulation).

3.1 Dynamic Hypothesis

To help determine the impact of traceability processes on the image and quality in
peach supply chain, a dynamic hypothesis was utilized. The cyclical structures of
feedback loops contribute to present the causal relationships of the variables that
describe the behavior of dynamic hypothesis through CLD [33]. Figure 2 shows the
dynamic hypothesis that describes the behavior of traceability and recovery capacities.
The balancing loop (B1) presents quality image of customers, which depends on
production and recovery capacities affecting the peach demand. The balancing loop
(B2) shows the quality policy effects on improvement of traceability program and
production capacities. The next balancing loop (B3) describes recovery capacity effect
on quality image of customers. In the loops B2 and B3 represent the interaction
relations between traceability and recovery policies in the manufacture of products
based on fruits.

Quality
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capacity

Quality
policy

Traceability
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+

+
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+

+

+
Recovery
capacity
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Investment
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Fig. 2. CLD for represents the effects of traceability capacities and recovery and relationships
with quality control.

332 M. M. Herrera et al.



3.2 Stock and Flow Diagram

For the model here proposed, three subsystems were identified. The first was the
structure of customers demand; the second structure shows the peach supply chain, and
finally the CLSC represented in the recovery capacity. This research used the stock-
and-flow diagram as illustrated in Fig. 3. The dimensional structure of simulation
model to each variable is also evaluated according to [50].

The structure of supply chain depends on the number of intermediaries. So, waste
also depends on the number of intermediaries [51], however this study shows the main
intermediaries and their focus in recovery capacity. In this sense, the modeling was
based on studies proposed by [15, 44, 52]. Although supply chain are considered
complex systems, the structure proposed is a first basic model capable to measure the
impact of recovery and traceability capacities.

3.3 Mathematical Model

The designed model includes changes in decision rules (policies) that affect the
recovery capacity in the supply chain, which cause discrepancy. For the case of study,
the discrepancy is the GAP between the desired capacity of recovery and the current
capacity. The capacity of recovery is determine by the waste recovery rate. The waste
recovery rate ðWRÞ was calculated taking into account desired recovery capacity
ðDRCÞ, wholesaler capacity ðWCÞ and the time to recovery ðTRÞ, as shown in Eq. (1).
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Fig. 3. Stock-and-flow diagram to evaluate the CLSC
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WR ¼ DRC �WCð Þ=TR ð1Þ

Other equations were used to find the provider’s capacity, which is determined by
subtracting the raw material rate minus arrivals from supplier. To find the agroindustry
capacity subtract the supplier’s arrivals minus the order rate, and to find the wholesaler
capacity subtract the order rate minus the shipments to customers minus the waste
recovery.

4 Results of Simulation Model

4.1 Quality Control

The proposed model takes into account the traceability effect on the quality perception
due to the impact of the waste recovery delay. The product quality principally depends
of the traceability processes, which plays a role important in waste recovery processes.
Thus, the simulation experiment shows the low-and-high delay effect on waste
recovery processes. Figure 4 shows the behavior of quality image that presented an
increase of the perception on quality of customers demand due to the low delay in
waste recovery processes (effect 2). In contrast, the high delay produces a decrease of
the perception on quality of customers demand (effect 1). This confirms the importance
of creating policies that make it possible to speed up the recovery of waste in the
production chain, which in this way improves quality in relation to the end customer,
and therefore the production process will also improve.

4.2 Traceability

The increase of traceability effect on production capacity is caused by low delay in
waste recovery processes, which allows investment incentives in traceability tech-
nologies, as shows Fig. 5 (effect 2). Therefore, the traceability and recovery processes
in CLSC involve effects on production capacity and investment policies. As in the
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Fig. 4. Behavior of quality control caused by delays in recovery processes

334 M. M. Herrera et al.



previous analysis, the results show that with less delay in waste recovery, traceability is
greater and this in turn has a positive influence on the proposed policies, since it
encourages external investment that improves the process of production of the supply
chain that is under study. This confirms the structure of CLD obtained by [32].

4.3 Recovery Capacity

The delays in waste recovery processes affect to the capacity of remanufacturing in
CLSC, as shown in Fig. 6. So, a lower recovery capacity is better to quality perception
due the traceability processes. Results showed that the introduction of quality policy
increased waste recovery and allows the expansion of peach supply chain. As from the
foregoing that in order to optimize a supply chain it is important that all the processes
involved, including the capacity for recovery, have an effective development time that
does not delay the other processes that are intrinsically involved.
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300

225

150

75

0
0 10 20 30 40 50 60 70 80 90 100

Time (Month)
Recovery Capacity : Effect 2
Recovery Capacity : Effect 1

Fig. 6. Behavior of recovery capacity with changes in the recovery time
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5 Concluding Remarks

Based on the simulation results, the quality perception plays a role important in supply
chain capacities. As a result, this study showed the importance of the recovery and
traceability processes that affect on quality perception. The developed model agrees
with the work done by [32] where it indicates that the traceability processes allow to
improve the quality in the supply chain and therefore improve the production capacity
of the peach. Additional is established that a greater recovery of waste, creates the need
to generate new quality standards and the need to control additional operations to avoid
the increase of the waste generated by the supply chain of specific products, in this case
of the peach [5]. An agreement is also reached with others studies where it is indicated
that the quality of the product depends mainly on the processes of traceability, which
performs an important role in waste recovery processes [15].

The developed model can be used to analyse the measure of the performance of the
fruit supply chain in the terms of sustainable alternative policies, through the creation
of policies that help to minimize the amount of food and to mitigate the impact In
addition, this study can be useful for making policy decisions regarding the dynamics
of CLSC. An extension of this study could find the impact of the traceability and
recovery processes on the product price in CLSC. Finally, this document has a con-
tribution to the model framework as well as to the CLSC design.
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Julián Andrés Castillo1(B), Yony Fernando Ceballos2,
and Elena Valentina Gutiérrez2
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Abstract. The identification of properties and land destinations are key
factors in urban planning decisions, especially in rapid-growing urban-
ized cities. This information is vital for cadaster matters, property taxes
calculations, and therefore for the financial sustainability of a city. In
this work we present a Markov-Monte Carlo simulation model to predict
changes in land destinations. First, a Markov chain is established to iden-
tify the transition finite-state matrix of property destinations, and then a
Monte Carlo simulation model is used to predict the changes. We present
a case study for the city of Medelĺın, Colombia, using historical informa-
tion from the cadaster office from 2004 to 2016. Results obtained allow
identifying the urban areas with the larger number of changes. More-
over, these results provide support for urban planning decisions related
to workforce sizing and visits sequences to the identified areas.

Keywords: Markov chains · Monte carlo simulation
Land destination · Urban planning

1 Introduction

In rapid-growing urbanized cities, the identification of properties and land des-
tinations are key factors in urban planning decisions. The type of buildings and
the use of land are input parameters for urban planning policies, they are used
for property taxes calculations, and therefore they impact the financial sustain-
ability of a given city [25]. Moreover, city growth is planned based on such infor-
mation aiming to ensure access to basic services and dignified housing [13,27].
Thus, a proper identification and prediction of destination can support better
urban planning decisions.

The city of Medelĺın (Colombia) is the second largest of the country with
nearly 2.5 millions inhabitants [7], an urban area of 380.64 square kilometers,
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and more than 960,000 registered properties [1]. The city uses a political division
based on Agreement 64 of 2014, base for the territorial ordering plan (Plan de
Ordenamiento Territorial, POT) [8], which defines 16 communes and five rural
areas. In Medelĺın, properties and land destinations are classified by the cadastral
office, known as Subsecretary of Cadastre (SSC), which uses an unique identifier
for each property, known as cadastral registration, and assigns a code related to
the land destination. Thereby, ten different codes are considered to classify land
destinations. For example, if the destination is housing for people, the land use
code is considered residential, if it is for product sales, is considered commercial,
and so on for each of the ten destination types.

By law, the SSC must keep an updated report of properties and land des-
tinations. In order to do so, an annual budget is assigned by the municipality
council, and two key activities must be performed: first, SSC analysts identify
which properties might present changes in their land destinations; second, once
these properties are identified, SSC crews are assigned to visit them, and per-
form reviews that allow to confirm those changes. Currently, the first activity is
completed by the interpolation of several data sets. However, the large volume
of data, the interconnections between data sets, and the complexity to estimate
changes of properties and land destinations, represent not only economic and
financial challenges, but also computational difficulties. This problem faced by
the SSC motivates an application of Markov-Monte Carlo simulation model to
help the prediction of land use changes, and to support urban planning decisions
in Medelĺın.

Similar problems have been studied in the literature using spatial approaches.
In [21,24,28], authors develop an approximation with satellite images taking
advantage of the characteristics of the LandSat TM images, and with the use
of Markov chains, and even cellular automaton, they predict land use changes.
Our study differs from previous described approaches in the use of quantita-
tive and qualitative information of land destinations and not their geographical
information. The use of alphanumeric data and not geographical information,
provides an agile process instead of simulating over almost one million geograph-
ical data, which turns the present task into a complex process. The use of Markov
Chains and Monte Carlo simulation (MCMC) allows simple approximations for
more realistic statistical modeling. MCMC methods provide support to analyze
complex problems using generic software. MCMC is essentially a Monte Carlo
simulation integration using Markov chains for the extraction of required dis-
tributions samples, and the use of averages to approximate expectations. The
Markov chain Monte Carlo draws these samples by executing an ingeniously
constructed Markov chain for a long time [12]. MCMC emerged in the statisti-
cal physics literature, and it has been used since then for spatial statistics and
image analysis. It has had a deep effect on Bayesian statistics, and most of the
applications concur in the field of Bayesian inference [12].

The most common MCMC applications in the literature are the Metropolis-
Hastings algorithm [3] and the Gibbs sampler [2]. Recently, the work of [29]
focused their efforts on combining these two types of approximations to reach a
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solution in their work, and authors used a hybrid MCMC to model uncertainty.
The work presented in [19] uses a binary MCMC procedure for forecasting large
and small regional fires status on an annual basis. Other type of applications for
MCMC are the Bayesian inference which in most cases requires approximating
the posterior distribution by Markov chain Monte Carlo sampling [22]. Other
studies use Subset Simulation, a Markov Chain Monte Carlo technique used to
estimate rare event probabilities in physical models, more efficiently than Monte
Carlo simulation. Subset Simulation is applied to estimate the probability of
failure in nonlinear elasto-plastic finite element problems [14]. The literature
shows that the MCMC method is vastly used in the literature and in this study,
we use MCMC to predict the changes of properties and land destinations in
Medellin, Colombia. To do so, we focus our approach in simulation and we use
the idea of the Markov matrix to identify probabilities.

In this paper, we propose a Markov-Monte Carlo simulation model to predict
changes in land destinations. First, a Markov chain is established to identify the
transition finite-state matrix of property destinations, and then a Monte Carlo
simulation model is used to predict the changes. We present a case study for
the city of Medelĺın, Colombia, using historical information from the cadaster
office from 2004 to 2016. The case study allows evidencing how the use of our
approach helps to improve the use of the government funds in the local cadastre
by optimizing the resources used in the field visits of the cadastre crews. The
remainder of this paper is structured as follows. Section 2 presents the prob-
lem definition and the characteristics of the case study. Section 3 describes the
Markov-Monte Carlo simulation model proposed. Section 4 presents the results
of the case study. Finally, Sect. 5 summarizes the main findings and concludes
the paper outlining future work opportunities.

2 Problem Definition

Colombian land registry regulations are based in the Law 14 of 1983 [5] and Reso-
lution 70 of 2011 [16]. These laws define cadastre as the inventory or census, fully
updated and classified, of properties belongings to the State and private individ-
uals. The objective of this inventory is to achieve correct physical, legal, economic
and fiscal identification of land destinations. By law, in Colombia cadastre must
keep physical updated information, and part of this corresponds to the correct
identification of properties and land destinations that are registered by cadas-
tral changes in the data base as defined by the local guideline. Resolution 70 of
2011 defines a change in destination as a mutation on the property and defines
cadastral destinations in Colombia in ten types, which are classified by the SSC
in codes from 1 to 10, as follows:

1. Residential
2. Commercial and Services
3. Industrial
4. Government Properties
5. Road Networks
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6. Miner
7. Recreational or Sports
8. Public Areas
9. Plain Land (lots)

10. Complementary

This classification is based on the main activity for which the property is
used or destined, and it is used for the billing of property taxes of Medelĺın.
In this paper, we use the word “destinations” instead of the words “land use”,
because the second one refers, in most of the literature, to the use of land as a
territory or polygon. In this work, the use of land includes buildings as a whole
where, the use of construction prevails over the territory, as defined by the local
law of Medelĺın. The cadastral information of properties destination is used in
the present work to identify and predict the changes of use or destination in the
city, according to the commune in which the property is located. The city of
Medelĺın presents an urban political division as shown in Fig. 1, which includes
a numbering for the communes that goes from 1 to 16, where the center of
the city is represented by the commune 10. Socioeconomic registers show that
communes 11 and 14population with high economic capacity, while communes
of the eastern and western periphery of the city present a population with lower
economic capacity [7].

Fig. 1. Communes distribution in Medelĺın, Colombia

As mentioned previously, the SSC of Medelĺın must keep an updated report of
properties and land destinations. For doing so, the SSC must use the resources
assigned by the municipality council efficiently, in order to complete the two
key activities of the process: data analysis for the estimation of land destina-
tion changes, and assignment and routing of crews to perform visits to those
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properties. Both activities, the data analysis and the property visit, use a set of
components to determine whether a property presents a change in its destina-
tion or not. The components are: public services facilities, construction licenses
granted, property sales and leases, and cadastral mutations.

The identification and update of properties and land destinations is a vital
process for the financial sustainability of Medelĺın. According to Agreement 66
of 2017 [4], property values and therefore property taxes are calculated based on
land destinations. Consequently, a structured method to identify changes in land
destinations, can provide support to perform better properties identification, and
to complete fair and equitable taxes calculations.

3 A Markov-Monte Carlo Simulation Model

To solve the problem described above, we first build a transition state matrix to
identify land destinations. Then, we integrate the matrix within a Monte Carlo
simulation model. Next we provide a description of each step.

3.1 Transition State Matrix

Based on the methodologies proposed by [10,15], we build a hybrid model mixing
Monte Carlo simulation with Markov chains to predict the use of a property for
the year 2017, with the information of properties registered for the previous year.
Based on the previous characterizations of land destinations and the historical
information from the cadastral database from 2004 to 2016, we calculate the
probability of properties destination changes. For each commune, and according
to the average of the years between 2004 and 2016, we quantify the number of
properties that changed, the relation between proprieties that do not change
and those that changed in every commune using cumulative averages per year
as shown on Eq. (1).

We create a matrix with the number of properties that change their use for
each couple of years, starting with years 2004–2005 and ending in 2015–2016, for
a total of 12 matrix that will form the basis for the probability change matrix.
The matrix of Markov transition probabilities is built based on Eq. (1), where M
is the resulting probability matrix, K including indexes i and j correspond to
the data of the annualized partial change of used matrix, with their respective
row positions m and column n, and P corresponds to the sum of properties
identified during the process of destination changes.

M =
2016∑

i=2004

K(i, j)
/ 2016∑

i=2004

P (m,n) (1)

After the calculation of the transition probabilities matrix, we find that states
5 and 6 are absorbent (Value = 1) and the other states are recurrent (Value
> 0) and is shown in Table 1. To find the steady-state probabilities (no time
dependent), we load in Matlab a custom-made function described in Algorithm1.
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Table 1. State transition matrix for the uses of the properties of Medelĺın

Use 1 2 3 4 5 6 7 8 9 10

1 0.99788 0.00133 0.00036 0.00028 0.00000 0.00000 0.00001 0.00001 0.00008 0.00005

2 0.00281 0.92835 0.00131 0.00043 0.00000 0.00000 0.00000 0.00000 0.00003 0.06707

3 0.01194 0.00780 0.89168 0.00041 0.00000 0.00000 0.00002 0.00002 0.00004 0.08809

4 0.00558 0.00999 0.00046 0.98362 0.00000 0.00000 0.00012 0.00000 0.00023 0.00000

5 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.00000 0.00000

6 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.00000

7 0.00578 0.01156 0.00000 0.00000 0.00000 0.00000 0.98266 0.00000 0.00000 0.00000

8 0.15789 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.78947 0.05263 0.00000

9 0.11162 0.01223 0.00612 0.00612 0.00000 0.00000 0.00153 0.00000 0.85780 0.00459

10 0.00016 0.00006 0.00001 0.00000 0.00000 0.00000 0.00000 0.00000 0.00002 0.99976

Table 2. Variable codification and steady-state

Use Variable Steady-state

Residential Res 0.1014

Commercial Com 0.0025

Industrial Ind 0.0005

Equipment Equ 0.0018

Communication Roads Via 0.0000

Miner Min 0.0000

Recreational Rec 0.0001

Public space Esp 0.0000

Lots Lot 0.0002

Complementary Com 0.8935

The Algorithm is defined with the following notation: Q is the transition matrix
of the Markov Chain. We use the algorithm of state space reduction to compute
the stationary distributions of Q. P is a copy of Q in which the algorithm
updates the values. Parameter n8 is the number of rows of Q, n1 and n2 are
the indexes of the matrix. Values x and y are symbolic matrices with n8 rows
and one column, while n3, n4, n5 and n6 are data updates for the array result
called y2. Each of the uses is recorded as the variables in Table 2 and they are
applied to identify the steady-states that are shown in the same table. The data
of the variables corresponding to Roads and Mining are not taken into account,
since they are absorbing states.

3.2 Simulation Model

We implemented the simulation model with a function. The simulation algo-
rithm begins with two input parameters in the function which are: the commune
(geographical location of the property) and the current use of the property.



346 J. A. Castillo et al.

Algorithm 1. Steady-state calculation
1: function Steady-state(Q,ns)
2: syms z, P ←− Q, [ ns ,ms ] ←− size(P), n ←− ns, n8 ←− n
3: while n8 > 1 do
4: if n1 < n8 - 1 then
5: while n2 < n8 - 1 do
6: P(n1,n2) ←− P(n1,n2)+ P(n1,n8)*P(n8,n2)/(1-P(n8,n8))
7: n2 ←− n2+1
8: end while
9: n1 ←− n1+1

10: else
11: n8 ←− n8-1
12: end if
13: end while
14: y ←− sym(ones(n,1)), n3 ←− 1
15: if n3 < n then
16: y ←− sym(ones(n,3))

17: while n5 < n3 do
18: x(n5) ←− y(n5)

19: n3 v←− n3+1
20: end while
21: z ←− sum(x.*P(1:n3,n3+1)) / (sym(1)-P(n3+1,n3+1))

22: y(n3+1) ←− z / (sym(1)+z)

23: while n6 < n3 do
24: x(n5) ←− y(n5)

25: n3 v←− n3+1
26: end while
27: z ←− sum(x.*P(1:n3,n3+1)) / (sym(1)-P(n3+1,n3+1))

28: y(n3+1) ←− z / (sym(1)+z)

29: else
30: y2 ←− y
31: end if
32: end function

According to the commune, the probability of property change is defined using
an uniform random variable. Such value is compared with the commune accu-
mulated probability reference as “hit or miss” method [26]. If the random value
is within the range of variation, the property is marked true, otherwise is marked
false and its destination is preserved. If and only if the change is marked true, the
algorithm proceeds to identify the use of the property. For doing so, it creates
a new uniform random variable and compares it with the first state values in
Table 1, that corresponds to the transition matrix. If the random value is found
within the range, the property changes its destination, otherwise, it is compared
against the accumulated probability of the second state. If the value is within
the range, this property is marked as destination change towards this new use,
and so on, until the function reach the last cumulative probability and determine
the destination change.
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The code metrics are provided by the embedded code analysis in Visual
Studio 2015, where a method is created with a reference to the MsExcel file for
the execution of the code analysis. The method generates the following results:
Cyclomatic complexity index [20]: 18; Inheritance degree: 0; Class clusters: 2,
and Code lines: 320. According to previous metrics, the method has a good
performance to complete the algorithm, with a computing time of 322 min to
process an instance with 961,000 properties, evaluated for 12 simulations. The
method was implemented on a computer with a Intel Core i7 processor (32 GB
in RAM) running under Windows 10 64-bit.

3.3 Verification of Convergence of the Model

In this work is important to evaluate the convergence of the model. This process
is one of the most difficult steps in the modeling Markov-Monte Carlo simulation
[29]. Several methods have been proposed in the literature: tracing the steps of
the sample [17], the method of variance reduction [9], and the spectral analysis
approach [23]. A detailed review and comparison of methods for verification of
convergence can be found in [6,22]. Despite these convergence verification tech-
niques, in general there is no guarantee that a Markov chain will explore the
entire space of the target distribution in finite time [18]. Most of the existing
convergence verification methods are based on the detection of non-convergence
rather than convergence. In this work, we verify convergence empirically, by com-
paring whether the subsequent data inferred from the chain in the final result
of the simulation are consistent. In the initial stage, a Markov chain may not
reach steady state or equilibrium. It is often suggested that the first samples
must be discarded and not used for subsequent statistical inference. There is no
systematic and universal way to calculate the number of samples that should be
discarded. The author in [11] suggests that in many cases discarding initial sam-
ples is sufficient. In this work, the first two samples are discarded and therefore,
only the remaining 10 simulations were taken into consideration.

4 Results: Case Study

Results of the simulation are interpreted in a one-year time cycle, because each
of the cumulative processes performed in this study were taken from annualized
changes in use, therefore, results of the simulations correspond to annualized
values. By carrying out 12 simulations, each of them corresponds to 12 cumula-
tive years of cadastral changes, which will be used in the next cadastral update
process for the city of Medelĺın. Table 3 shows the number of changes from the
initial destination (code for the rows) to the final destination of the simulation
process (code for the columns). Table 4 shows the amount of changes in use per
commune.

Table 3 shows the number of destination changes as a result of the simulation
process. As seen in Table 4, major changes were set in communes 14, 16 and 10.
These communes required in year 2017, a larger assignment of workforce in order
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Table 3. Total changes per destination

1 2 3 4 5 6 7 8 9 10

1 606093 1763 465 370 0 0 0 0 11 13

2 876 84974 398 144 0 0 0 0 0 0

3 155 105 6798 3 0 0 0 0 0 0

4 137 274 17 2045 0 0 0 0 4 0

5 0 0 0 0 5249 0 0 0 0 0

6 0 0 0 0 0 2 0 0 0 0

7 0 3 0 0 0 0 69 0 191 0

8 490 0 0 0 0 0 0 981 0 2294

9 2352 261 142 130 0 0 0 0 15297 0

10 145 63 17 0 0 0 0 0 0 209485

Table 4. Total Properties with destination change

Commune Residential Commercial Industrial Government Lots Complementary

1 66 11 5 3 4 3

2 33 17 4 4 21 11

3 65 32 7 11 2 8

4 58 29 15 16 16 49

5 42 44 11 9 7 119

6 45 23 8 8 7 70

7 310 155 55 40 17 363

8 101 39 12 17 15 51

9 341 120 39 36 10 232

10 389 129 99 60 25 292

11 270 302 130 78 13 70

12 96 191 56 37 12 89

13 177 92 39 27 7 100

14 1044 536 376 164 19 322

15 199 256 28 11 12 63

16 313 373 110 96 12 209

50 82 12 4 1 2 1

60 210 54 17 5 0.0 128

70 61 7 6 3 0.0 10

80 119 33 12 12 1 113

90 134 14 6 9 4 4

to complete the visits to each of the properties, and to verify land destination
changes. Table 5 shows the types of land destinations that presented the largest
changes. As it can be seen, most of the third part of the changes occurs when the
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Table 5. Changes showing percentage

Destination Total changes Percent

Residential 4155 38.39%

Commercial and Services 2469 22.81%

Industrial 1039 9.60%

Government properties 647 5.98%

Plain land (lots) 206 1.90%

Complementary 2307 21.32%

Total 10823 100.00%

new destination is Residential. Another high proportion of destination changes
occur in the Commercial and Services type, with more than one fifth of the
total changes. These two destination types (Residential and Commerce) are the
main categories in which other properties tend to change. Not far behind is
the Complementary destination, with another fifth of the changes, showing that
parking and storage is the third new destination that emerges in this study. The
rest of land destinations represent less than 18% of the changes as shown in
Table 5.

5 Conclusions

In this work, we have presented a Markov-Monte Carlo simulation model to
predict changes in land destinations in Medelĺın, Colombia. The model provides
support to SSC, to keep up to date the inventory of the properties, and to
minimize the gap between reality and the information stored in the cadastral
database. The model first establishes a Markov chain to identify the transition
finite-state matrix of property destinations. Then, a Monte Carlo simulation
model is used to predict the changes. The model was evaluated with data from
the cadaster office 2004 to 2016.

According to the results, communes 14, 16 and 10 are the ones with the
largest destination changes. Furthermore, the model also allowed identifying the
type of land destinations with the largest changes. More than one third of the
changes occur when properties change to Residential use. Commercial and Ser-
vice destination is the second land use with more than one fifth of the total
changes, and the Complementary land use the third with another fifth of the
total changes. These results were used by the SSC in 2017 and 2018, to assign
and route crews to visit properties and verify changes in land destinations.

The information obtained from this simulation model is currently used for
the capture of valuation information of the city properties, by the Medelĺın Real
Estate Observatory “Observatorio Inmobiliario de Medelĺın” (OIME). The iden-
tification of land destinations by commune, provides a guide for the identifica-
tion of future new constructions or demolitions. The capture of land destination
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changes affects directly the city treasury department, because land destinations
are a fundamental part for the collection of property taxes.

Future work includes the expansion of the scope of the model, since the cadas-
tral information presents a combination of Use and Type of land destinations,
where the Type corresponds to a sub-use or sub-destination of the property. The
aim is to obtain the current 83 categories used by the SSC, and to expand the
spectrum of land destinations and be as specific as possible. It is estimated that
this type of detailed approach can generate many absorbing states. This is due to
the existence of land destinations that do not change over time in the cadastral
database. Example of these cases include shopping centers, residential buildings
or recreational parks.

Acknowledgments. The authors acknowledge the support from the Subsecretaŕıa de
Catastro of Medelĺın, for providing the necessary information for this study.
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1 Research Group TLÖN, National University of Colombia, Bogotá, Colombia
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Abstract. Cooperation among nodes is fundamental for ad hoc net-
works. In such systems, there is no centralized control, and the net-
work components require self-organize themselves to accomplish their
individual and collective goals. These conditions make necessary include
cooperation mechanisms during the network operation for improving the
system capacity for solving problems through collective actions. In this
article, socially inspired computing is used to propose a coalitional game
based on the concepts of sympathy and commitment with the purpose
of achieving emergent cooperation in ad hoc networks. The results show
cooperation may emerge even in scenarios in which agents do not have
a cooperative strategy, producing a better network performance and a
suitable resources distribution.

Keywords: Ad hoc networks · Trust · Cooperation
Socially inpired computing

1 Introduction

A common requirement in ad hoc networks is to achieve cooperation among
nodes, users, and applications to accomplish networking task like routing,
resources sharing and security [9,16]. Since nodes contribute with their resources,
such as energy, memory, and processing for the system benefit, they should be
able to use the resources provided by others to achieve their own goals. In this
regard, it is essential to encourage nodes, users and applications to participate
in networking tasks because higher cooperation means a better network per-
formance [22]. Furthermore, there is another trend towards the automation of
self-organizing networks in which users can be both, producers and consumers
of resources. For example in ad hoc networks, energy grids, and sensor networks
there is no a centralized controller or any other orchestration forms; instead,
the system requires self-organizing mechanisms like cooperation to produce the
necessary agreement among components to accomplish networking task [21,23].
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Additionally, before proposing any method to face the challenges related to
cooperation mechanisms in ad hoc networks some natural questions arise: how
to achieve a sustainable cooperation process? How to deal with selfish behaviors?
Is the cooperation method effective? In this paper, we argue that some answers
to these questions can be found in the computational models of sympathy and
commitment. We conclude that cooperation may emerge even in scenarios in
which agents do not have a cooperative strategy. Also, we show that it is possible
to face some challenges related to ad hoc networks through socially inspired
computing.

The rest of the paper is organized as follows. In Sect. 2 a brief introduction to
ad hoc networks and cooperation models is presented. Section 3 describes models
of sympathy and commitment. Section 4 presents the computational modeling of
cooperative services through coalitional games. Section 5 shows the performance
evaluation of the proposed model and compares it with previous results. Finally,
Sect. 6 concludes the article.

2 Cooperation Models in Ad Hoc Networks

Ad hoc networks are self-organized computing systems formed by wireless mobile
devices with limited resources. It can be seen as a set of autonomous components
operating into a dynamic environment; each component operates based on the
local information provided for its neighbors, and the system functionalities arise
as an emergent behavior due to interactions among nodes, users and applications
[21,23]. In such networks, cooperation process can be understood as a require-
ment to solve problems through collective actions, in which the accomplishment
of the tasks depends on interaction and interoperation of unreliable and conflict-
ing components. In the following section, we briefly review cooperation models
and social dilemmas to put in context our model.

2.1 Cooperation Models

Cooperation models in ad hoc networks can be divided into two categories
according to the method they use to produce collaborative behaviors: credit-
based models and trust models. The first one is based on an economic incentive
to promote interaction among network components. In such models, networking
tasks are treated as services that can be charged to nodes, users, and applica-
tions through virtual currencies. Some representative proposals of these models
are presented in [7,15]. On the other hand, models based on trust and reputa-
tion can work in decentralized environments and deal with free-riders and selfish
nodes; if a node is not willing to cooperate, the affected nodes may deny coop-
eration in future interactions. Likewise, trust and reputation measures may be
dynamic and evolve according to environmental conditions to produce groups of
nodes according to their interests [9].

Furthermore, the conditions required to achieve cooperation in self-organized
systems, have been widely studied by game theory. It studies models of conflict
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and cooperation between rational decision-makers in systems composed of co-
dependent and interdependent components. In the context of the ad hoc net-
works, game theory has been used to deal with challenges related to resources
distribution, information control, and selfish behaviors through no-cooperative
games [1,17]. Besides, cooperation can emerge in scenarios in which agents do
not have an initial cooperative strategy, making necessary to analyze the set
of conditions in which a game may become cooperative, unviable or unprof-
itable [19]. For instance, Tit for Tat (TFT) provides a well-known framework
to achieve emergent cooperation based on the past behavior of other players.
However, even TFT can be defeated whether a large population of selfish nodes
appears, or because of failures in message exchange [20,34]. A complete analysis
of these proposals is presented in [3,4].

Similarly, cooperation patterns of living systems (biological, social, politi-
cal and economical) have been analyzed for many disciplines like philosophy,
social science, artificial intelligence, and mathematics in order to inspire new
technological solutions for artificial systems [5,18]. Nevertheless, the majority of
these proposals use an individual methodological approach and can be divided
into five categories [36]: Middle Age Contractualism, Classic Prosperity Theory,
Neo-classic Economy Theory, the Individualism associated to the Situational
logic of Karl Popper and the Structuralism derived from James S. Coleman.
All these approaches face several challenges to archive cooperation under uncer-
tainty conditions in highly dynamic environments. In contrast, the empirical
results of social sciences show that decision makers do not make rational deci-
sions all the time, and the limited rational theory may explain and go forward
to the incompatibility problems between methodological individualism and neo-
classic paradigms. This approach gives an opportunity to build new cooperation
models for artificial systems [2,35].

2.2 Social Dilemmas

Social dilemmas are situations in which individual rationality leads to collective
irrationality, i.e., when a reasonable individual behavior leads to a situation in
which everyone is worse off. There are many scenarios in which two agents need to
deal with a situation of defecting or nor not each other in the presence of common
goals in an uncertain environment [14]. Likewise, a group of agents facing a
social dilemma may completely understand the situation, may appreciate how
each of their actions contributes to a negative outcome, and still be unable to
do anything to change the result. In this regard, social dilemmas are marked by
at least one other outcome in which everyone is better off [6,8,12].

Also, groups of interest and communities are closely defined by their capacity
to manage local resources and imparting justice for any subgroup that belongs
to them [24,26]. There is a considerable part of rational theory related to social
dilemmas that allow us to inspire mechanisms to rule resources and tasks distri-
bution in artificial systems. What we can do is create scenarios in which justice
may be familiar to all agents through a function that represents a set of rules to
manage distribution and cooperation issues. Besides, the approaches based on
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methodological individualism face a significant challenge when decision-makers
need to gather information to reveal the conditions of the environment [2]; the
data could be socially spread but not useful because of it needs to be absorbed
by agents. As a result, the limits in the capacity of an agent to obtain informa-
tion are substantial barriers for its diffusion, setting complex scenarios in which
meta-strategies are needed [33].

The following matrices outline a set of pay functions that are used for the
most common negotiation and decision scenarios and in game theory [11]:

L R[ ]
(3, 3) (0, 5) U

(5, 0) (1, 2) D
⇒ Prisoner’s Dilemma (PD)

L R[ ]
(3, 3) (2, 2) U

(2, 2) (1, 1) D
⇒ Partial commitment matrix

L R[ ]
(3, 3) (2, 2) U

(2, 5) (1, 1) D
⇒ Total commitment matrix

L R[ ]
(1, 1) (0, 0) U

(0, 0) (1, 1) D
⇒ Coordination matrix

3 An Axiomatic Approach for Sympathy
and Commitment

In this article, we argue that is possible to produce emergent cooperation in
an ad hoc network using sympathy and commitment links among the system
components. This idea has an anthropological foundation that claims human
beings are made with too much more than rational structures and shows that
people could join to situations not only based on the idea of utility [28,30].
Likewise, it is necessary to identify the limits in the agent’s capacity to produce
groups according to their common interests and knowledge [29]. In the following
sections, we present the concepts related we our model.

3.1 Sympathy and Commitment

On the one hand, sympathy among individuals supposes a previous meeting or
at least an expectation of what others can do. On the other hand, commitment
arises due to interactions among agents; this is a process in which each individual
gets a common knowledge that allows identifying the group as a cooperative unit.
Thus, if the agents need to generate any level of commitment in the system, a
common idea about what may be reached through cooperation is required. In this
regard, our aim is to try to configure a scenario in which all agents sympathize
with each other and cooperate according to their needs [30].
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3.2 Choice Rules and Axiom Rankings

According to Amartya Sen, three axioms about choice rules are presented [27]:

– The symmetry preference axiom (SPA): if everyone has the same welfare
function, then any transfer from a richer man to a poorer man, which does
not reverse the inequality, is always preferable.

– The Weak Equity Axiom (WEA): if person i is worse off than person j when-
ever i and j have the same income level, then no less income should be given
to i than to j in the optimal solution of the pure distribution problem.

– The Joint Transfer Axiom (JTA): It is possible to specify a situation in which
j is better off than k (the worst off person), and worse off than i, such that
some transfer from i to j, even though combined with a simultaneous transfer
from k to j, leads to a preferred state than in the absence of the two transfers.

4 A Coalitional Game Model for Achieving Emergent
Cooperation

4.1 Coalitional Games

Game theory provides a mathematical framework to analyze models of conflict
and cooperation among rational decision-makers. There are three basic struc-
tures used to model collective situation: coalitional games, extensive-form games,
and strategic-form games. Coalitional games assume that all agents know what
they want, the capacities of the coalition, and can dissolve the coalition if it is
needed. However, some argue that coalitional games are related to the study of
axioms of symmetry, equity, efficiency and other desirable properties that make
easier the analytic modeling of a system [17]. Also, coalitional games involve the
concept of weighting as a payment for the players that contribute in its coali-
tion. In such scenarios, the works of Gillies [10] and Shapley [32] can be analyzed.
They show that cooperative games can be used to model the set of interactions
and environmental conditions that represent the behavior of a group regarding
efficiency, symmetry, invariance, and independence [31].

4.2 Computational Modeling of Cooperative Services

To provide services using a coalition game, a coordinator agent needs to take the
custody of a set of worker agents to perform the required tasks. Also, if it is not
possible to complete tasks in a reasonable time, the coordinator will inform the
node about the impossibility of providing the service, and starts a negotiation
process to get new resources for the coalition. So, who made the request involves
its resources in the negotiation represented in an agent or a pool of worker agents.
When the negotiation ends, the new resources are assigned uniformly through
the agents involved in the process.



A Coalitional Game for Achieving Emergent Cooperation 357

Algorithm 1. Commitment and confidence verification scheme.
Input:

At each tournament round, the complete set of players.
Output:

The confidence and commitment temporal state set.

procedure SetConfidence(gij)
if profit >= 0 then � a sympathetic rational goal...

cj ← set c by r(j, True) � Set confidence
ci[j] ← True � and commitment

else
cj ← set c by r(j, False) � Unset confidence
ci[j] ← cj � but respect commitment

end if
end procedure

function set c by r(j, p)
if p then � ...the rational goal again...

if j not in ri then
ri[j] ← True � Get Commitment with j
c by r ← False � but fool this time

else
c by r ← ri[j] � Commitment already set
ri[j] = True � so, preserve the commitment

end if
else if j not in ri then

ri[j] ← False � Don’t commit with a cheater
c by r ← False � in principle...

else if j in ri then
c by r ← ri[j] � Honor your word, but don’t
ri[j] ← False � commit with a cheater

end if
return c by r

end function

4.3 Proposed Algorithms for Sympathy and Commitment

The method mentioned above is made after setting the confidence levels as is
shown in the Algorithm 1. This model requires a structure in which all agents
can behave in a self-organizing manner and can interact with each other without
restrictions. According to these conditions, an autonomous control structure is
proposed. The idea is that each coalition can be divided into two layers with
different kinds of agents; the first one will be in charge of specific or private
functions in the nodes (worker agents); the second layer will be in charge of
control functions related to the resources and task distribution (coordinator
agents). Likewise, the core of the negotiation process is the confident scheme
in which an agent can register, verify and modify the conditions of trust and
commitment according to their interactions with others. The complete steps are
presented below:

1. Each agent has two data structures that will be used to store the commitment
and trust levels of other coalitions. In the first negotiation, these levels will
be empty and filled according to the outcomes of each game.
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Fig. 1. Classic tournament vs. TLÖN coalitionist tournament.

2. The trust level of a coalition can be verified through the result of previous
interactions (sympathy). If the coalition has not had any communication, the
default trust will be false.

3. To establish or modify the trust level, the function SetConfidence(gij) is used.
It takes as arguments the difference between the profits of a game and the
unique identifier of the opponent.

4. If the profit is greater than or equal to zero, the coalition will establish a true
temporal value for the trust associated with the opponent and will proceed
to verify the commitment structures using the function Set C by R (j,p).
If there is no prior commitment, the new value of trust will be false, and
the value of commitment will be true. If the commitment exists and is true,
both will be maintained, and a cooperative strategy will be executed in the
coalition tasks.

5. On the other hand, if the profit is negative (transfer of k to j being G(k) <=
G(j)) and k is in worse conditions than j (being k a node belonging to the
same coalition and there is a i node that replicates condition with k), the k
agent will set a false time value for the trust associated with the opponent j
and proceed to verify the commitment structures.

6. If the commitment is true and an inequality state is recognized, the commit-
ment will be maintained, and trust will be true. On the other hand, if the
state of inequality is not identified, or there is no prior commitment, the new
value of trust will be false. If the commitment exists and is true, but the
condition of inequality is not recognized, the value of the trust will become
true, and commitment will be established as false. If the commitment is false,
both trust and commitment will be maintained in the same value.
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Fig. 2. Heat map for payment differences among 40 players. Classic tournament vs.
TLÖN tournament.

5 Simulations and Results

The axiomatic framework presented above has been implemented in a multi-
agent system written in Python, in which several wireless devices are emu-
lated and interconnected through a virtual network interface provided by the
B.A.T.M.A.N routing protocol [25]. Three initial scenarios were configured with
classic nodes, pure coalitional nodes, and mixed nodes. For all cases, a random
set of game strategies are uniformly selected according to Axelrod library [13],
and each node to play a complete PD tournament of fixed length. The probability
of applying a successful strategy is modeled as a random variable, which repre-
sents noisy matches or errors during the strategy execution. The three scenarios
are described below.

5.1 Simulation Scenarios

Initially, in the first scenario, every coordinator node has a purely rational deci-
sion model (Classic Tournament). This scenario let us see differences between
the decisions made by nodes with limited rationality and incomplete informa-
tion and those in which pay-off matrix is fixed. The second scenario was called
TLÖN tournament. In this case, the behavior of the coalitions is socially inspired
and guided through the models of sympathy and commitment. In such scenar-
ios, the coordinator nodes implement an abstract interface that allows them to
define during runtime the payoff matrix and simulate a complete information
game through the agent coordination. Finally, we create a mixed case in which
rational and rational-limited agents were introduced to evaluate the effects of a
coalitionist decision scheme into a classic game of rational agents. All scenarios
were tested with populations from 10 to 1000 agents.
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Fig. 3. Population dynamics of a classic and TLÖN tournament

5.2 Performance Evaluation

According to the conditions presented above, it is possible to see through the
Axelrod-Python tool [13] that the average payoff received by the TLÖN scenario
is higher than the most rational strategies provided by this library. Besides, it
is possible to estimate an improvement in the system near to 30% as it shown
in Fig. 1.

In the heat graphic presented in Fig. 2 it is possible to observe a fewer inequity
between the payoff received by players in the coalition and the player with ratio-
nal strategies. The most significant differences between dominant and dominated
strategies could be mitigated by a pair Defector - Cooperator in which variations
on the payoff falls from ±5 to almost 0. The same occurs with the majority of
cooperator with strategies like TitForTat, Forgiver and Generous Tit for Tat,
Pavlov, SoftMayority, FirmbutFair, and so on. A similar condition can be seen in
Fig. 3 in which the changes in the population of coalitions are shown. The TLÖN
tournament shows a greater duration of the different coalition. These conditions
are a direct result of an equal resources distribution. Also, it improves the system
sustainability and endurance of the cooperation processes.

6 Conclusions

In the future communications networks, cooperation will be a fundamental part
of the network performance in environments in which there is no a centralized
control or other orchestration forms. In this article, we have shown that it is
possible to use coalitional games to achieve emergent cooperation in ad hoc
networks. We used socially inspired computing to proposed a trust model based
on the concepts of sympathy and commitment. Also, we configure scenarios in
which all agents feel free to sympathize with each other and cooperate according
to their needs. Our proposal introduces two different layers of agents in each
node. First, a layer of workers in charge of performing specific tasks. Second,
a layer of coordination in charge of distributing resources and tasks among the
workers. The results show a better average payoff compare with pure rational
strategies and a fair distribution of resources that improves the duration of the
coalitions in the system.
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16. Mejia, M., Peña, N., Muñoz, J.L., Esparza, O., Alzate, M.A.: A game theoretic
trust model for on-line distributed evolution of cooperation inmanets. J. Netw.
Comput. Appl. 34(1), 39–51 (2011)
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Abstract. Natural gas is considered the transitional fuel par excellence between
fossil and renewable sources, considering its low cost, greater efficiency and
lesser impact on the environment. This is the reason why its demand levels have
increased worldwide, requiring intervention of public and private stakeholders
in order to meet these increments. The participation of diverse interconnected
stakeholders (key actors) of the supplier-client form, constitutes a supply chain
for natural gas, in which the effects of the application of public policy actions
can be analysed in the time, using Dynamic Performance Management DPM
methodology. The results of the model show the behaviour of the reserves,
production and transport levels compared to scenarios that combine the
implementation time of capacity expansion projects and supply reliability per-
centages, in which the national government can intervene, facilitating decision
makers to identify the impact of the actions to be implemented, in the planning
of policies aimed at guaranteeing the uninterrupted supply of this resource.

Keywords: Supply chain � Natural gas � Energy policies
Dynamic Performance Management � Systems dynamics � Modelling

1 Introduction

Natural gas is a fossil fuel demanded by different sectors, such as transport, industry,
residential, commercial and electric power generation [1]. Its processing requires few
stages from the source of extraction until delivery to the final consumer. It is trans-
ported safely and efficiently around the world, generating low environmental impact
either in the form of liquefied natural gas (LNG) using methane tankers, or through
various regions using pipelines. In the generation of conventional energy, natural gas is
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one of the most efficient fossil fuels compared to other fuels, with a market share of at
least 22% of fossil fuels, low costs of power plants, greater flexibility and speed in its
construction. When natural gas is used for domestic heating, industrial heating, elec-
tricity generation and natural gas vehicles (NGV), produce on average 38% less CO2

emissions than when using oil, coal, ACPM or gasoline, which contributes to reducing
the greenhouse effects, especially in urban areas [2].

For the year 2016, 13276.3 million tons of oil equivalent were consumed in fuels
(primary energy) in the whole world, of which 33.3% correspond to oil, 28.1% to coal,
24.1% to natural gas, 6.9% to hydroelectricity, 4.5% to nuclear energy and 3.2% to
renewable sources. In the same year, 3542.9 million cubic feet of natural gas were
consumed worldwide, of which, 27.3% correspond to North America, 4.9% to Central
and South America, 29.1% to Europe and Eurasia, 14.5% to the Middle East, 3.9% to
Africa and 20.4% to Asia (Pacific). Between 2005 and 2015, natural gas consumption
increased worldwide by 2.3%. In contrast, the proven reserves of this resource rose to
6588.8 trillion cubic feet by the end of 2016, of which 6.0% correspond to North
America, 4.1% to Central and South America, 30.4% to Europe and Eurasia, 42.5% to
the Middle East, 7.6% to Africa and 9.4% to Asia (Pacific). Between 2006 and 2016, in
the world these reserves grew by 17.9% [3].

Taking into account the low level of proven reserves, the decrease in national
production levels, together with the current transport capacity and the increase in
natural gas demand, it is considered of great importance to analyze the main actions in
public policy, that allow generating the necessary capacity to guarantee long term
uninterrupted supply of this energy resource of great importance for diverse public and
private sectors. In the analysis of the effect of the application of public policies, it is
found that methodology of Dynamic Performance Management (DPM) can contribute
to the development of this research, given the possibility of involving both the public
sector and the private sector, as well as, to identify the most relevant elements that
affect the performance of the analyzed system. Based on the above and considering the
characteristics of natural gas supply, the following are the most relevant and related
research that apply DPM.

DPM is applied in educational institutions, Cosenz [4] provides tools that allow
decision-makers to identify key performance drivers for the achievement of sustainable
performance in the universities. On the other hand, Bianchi and Rua [5] research the
capacity of the performance measures established by external institutions (government
and inspection agencies) with respect to schools. Applying DPM methodology for
decision-making in public institutions, Bianchi and Tomaselli [6] consider the lack of
application of strategic planning in local public policy. Bianchi and Williams [7] show
that DPM can strengthen the design of a set of measures aimed at improving results in
terms of crime reduction. Another studiy using DPM as a support to decision making in
programs for young people, Bianchi et al. [8] study how research grounded on a
results-based approach, balance different objectives for stakeholders in the policy-
making process. Cosenz and Noto [9] explore the causal relationships for the impact of
corruption on the organizational performance.

In the approach to public management and business, Cosenz [10, 11] estudies how
system dynamics modeling can be used to support public management, providing
methodological support for the design of Business Models (BM). Regarding the
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application in small and medium enterprises (SMEs), Bianchi et al. [12] consider that
systems dynamics methodology can add value to their performance management.
Cosenz and Noto [13] analyze how SMEs are increasingly affected by the aforemen-
tioned crisis and the dynamic complexity. Applying DPM in the supply chain field,
Ren et al. [14] propose an integrated, efficient and effective management system in the
supply chains as a Dynamic Performance System.

Based on what has been discussed, this article uses Dynamic Performance Man-
agement approach, aiming to analyse the required capacity of the natural gas supply
chain, in response to the demand, as well as to generate discussion regarding the
policies that must be implemented to avoid shortages. The article is distributed as
follows: in the methodology section the Dynamic Performance Management
(DPM) framework is presented, then the application of the DPM in the natural gas
supply chain for the Colombian case, based on system dynamics modelling. Finally,
the results and conclusions of the model developed in front of different simulation
scenarios are shown.

2 Research Methodology

The supply of natural gas involves public and private stakeholders, so DPM approach
can contribute in the dynamic analysis of the interactions of these stakeholders, and
how the applied policies can support a better effect on the reliability of the supply. In
this section, it is worth noting the connection between the public and private sectors, as
well as its contribution in the design of policies using the “instrumental” view of DPM
methodology [15, 16].

The “instrumental” view defined the means to improve performance, in relation to a
specific product. In this sense, it is necessary to identify the performance measures
related to the final results and the respective drivers. To affect these drivers in each of
the responsible areas, appropriate strategic resources that are systematically linked to
each other must be built, maintained and deployed (Fig. 1). For Bianchi [16] within this
methodology it is important to define the strategic resources, so that they can be
modelled as material or immaterial resources available at a given time. Its dynamics
depend on the corresponding input and output values that are obtained in the time of
the results modelled as flows. Such flows are modelled as valves that decision makers
can regulate through the incorporated policies, in order to influence the dynamics of
each strategic resource and, therefore, through these, in the performance of the orga-
nization at the institutional and inter-institutional level.

On the other hand, performance drivers are a measure of factors that act in order to
affect the final performance. These can be measured in relative terms, that is, as a
relationship between the performance of the organization, perceived by the community
or specific groups of users (customers) of the services or even competitors [16]. Finally,
the elements considered in the DPM can be established by the combination and
interaction of the levels (strategic resources, performance drivers, and end results) as
shown in Fig. 1.
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3 Dynamic Performance Management in the Natural Gas
Supply Chain

3.1 A Feedback View of Natural Gas Supply Chain

The hypothesis Hi considered for the construction of the model, is based on the pro-
posals by Sterman [17] in the modelling of supply chains and Eker et al. [18] where the
exploitation of natural gas is analysed by means of systems dynamics modelling.

• H1: the margin of the players in the supply chain of natural gas and the unmet
demand of the final consumer are affected by the implementation times of infras-
tructure projects and defined reliability percentages, guaranteeing the uninterrupted
supply of the resource.

Figure 2 displays the main loops included in the model and we explain them below:

• Transport supply: the increase in demand for natural gas by the final consumption
sectors (industrial, domestic, refineries, compressed vehicular natural gas, petro-
chemical, electric and residential), causes an increase in the need for natural gas to
be transported, which after adjusting the current transport capacity with respect to
the expected coverage to avoid shortages, generates the need for transport capacity
and considering a delay for its construction.

• Production supply: the increase in the requirement of natural gas to transport,
causes an increase in the need for natural gas to produce, which after the adjustment
of the current production capacity with respect to the expected coverage to avoid
shortage, generates the need for capacity of production and considering a delay for
its construction.

• Reserves supply: the increase in the requirement of natural gas production, causes
an increase in the need to develop natural gas reserves, which after the adjustment
of the current generation capacity of reserves with respect to the expected coverage
to avoid shortages, generates the need of capacity in the generation of these reserves
and considering a delay for their development.

Fig. 1. The “instrumental” view of performance
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3.2 Stock and Flow Diagram of the Natural Gas Supply Chain

The stock and flow diagram developed from the causal loop diagram (Fig. 2), com-
bines the following modelling approaches and can be seen in Fig. 3.

• Sterman’s approach [17] through the inventories replacement by adjusting the
demanded requirements, comparing the current levels with the minimum levels of
security to be maintained (supply reliability), which avoid the shortage in the supply
of the products that flow into the chain considering the lead time of the supplier as a
delay in the generation of capacity.

• Eker’s approach [18] which presents the upstream exploitation as the life cycle of a
natural gas field, analysing its states from the prospected resources, going through
the development of reserves until the production stage.

Within the modelling of the supply chain of natural gas in Colombia, the main
stakeholders that intervene in the supply are integrated [19].

Within the design of the supply chain model, four interconnected stock variables
are considered, which represent changes in the state of natural gas, from the generation
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Fig. 2. Causal diagram for the natural gas supply model

Fig. 3. Stock and flow diagram for the natural gas supply chain model
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of reserves to delivery to the final consumer. The demand for the previous link (player)
in the chain, corresponds to the requirements of the following link, all this expressed in
Giga Cubic Pipes [GCF]. The first stock corresponds to the reserves of natural gas (R),
which represents the stocks of proved, probable and possible reserves, given by:

dR
dt

¼ RG� RE ð1Þ

Where (RG) represents the generation flow of reserves, from the required capacity
of these reserves (RRC):

RG ¼ RRC ð2Þ

The reserve extraction (RE) flow is given by the required extraction capacity
(REC):

RE ¼ REC ð3Þ

The next stock in the chain is represented by the production of natural gas (P), the
result of the treatment that the plants make to the natural gas extracted so that it can be
transported to the final consumer, this is defined as follows:

dP
dt

¼ RE � PD ð4Þ

Where (PD) represents the flow of production deliveries, which is given by the
required production capacity (RPC):

PD ¼ RPC ð5Þ

The next stock considered in the supply chain, corresponds to the transportation of
natural gas (T) to the different consumption sectors, and is calculated by means of the
following equation:

dT
dt

¼ PD� C ð6Þ

Where (C) represents the consumption of natural gas in the country, which is equal
to the total demand of the consumer sectors. The natural gas demand level (D) repre-
sents the national consumption of the resource and is calculated as follows:

dD
dt

¼ CD ð7Þ

Where (CD) represents the changes in demand, which are given by the initial level
of demand and the estimated per capita growth based on the population growth (PDG):
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CD ¼ D� PDG ð8Þ

The required capacities in the natural gas supply chain is represented in a general
form by the variable (Ci), which affects the inflows of the stocks (reserves, production
and transport), are calculated by means of the following equations:

Ci ¼ Diþ 1 þAdi ð9Þ

Adi ¼ Dvdiþ 1 � Lvi
Dli

ð10Þ

Dvdiþ 1 ¼ Diþ 1 � ð1þCpiÞ ð11Þ

Where:

• i: sub-index indicating the key actors in the supply chain model (1 = reserve level,
2 = production level, 3 = transport level).

• Di+1: demand level of the next key actor (i + 1).
• Adi: adjusted value of supply requirements of key actor i.
• Dli: time to make the adjustment to the demand in key actor i, given the delay in the

generation of capacity.
• Lvi: current level of key actor i.
• Dvdi+1: desired values of demand by the next key actor (i + 1).
• CPi: coverage percentage (reliability) of the key actor i.

The supply margins are presented as the supply and demand relationship, and are a
performance indicator of the existing balance between the ability of the system to
respond to the requirements of each link in the supply chain [20]. Therefore, the
margins are calculated for the three stakeholders: transport (transport margin TM),
production (production margin PM) and reserves (reserves margin RM).

TM ¼ T
D

ð12Þ

PM ¼ P
T

ð13Þ

RM ¼ R
P

ð14Þ

The main goal of the natural gas supply chain is to guarantee the uninterrupted
supply of this resource, so that as a measure of performance in its management, unmet
demand (UD) is calculated:

UD ¼ D� C ð15Þ
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3.3 Model Calibration and Validation

For the calibration and validation of the model, we use historical data for the stocks of
reserves, production, transport and demand in Giga Cubic Feet. Data obtained from the
main Colombian state institutions responsible for managing the supply of natural gas,
called UPME (Mine Energy Planning Unit) and Ecopetrol (Colombian Petroleum
Company). The calibration process consisted mainly of observing the behaviour of the
stocks reserve, production, transport and demand, each one as a link in the natural gas
supply chain. In the case of validation and based on the historical information, the
values of the included parameters are shown in Table 1. The comparison made between
these historical data and the simulated values for these variables are shown in Fig. 4.

3.4 Dynamic Performance Management Approach for the Natural Gas
Supply Chain

Dynamic Performance Management (DPM) approach has been used in this article with
the aim of analysing the effect of government interventions to guarantee the natural gas

Table 1. Data of the parameters used in calibration and validation

Supply chain link Parameter Measure unit Value

Reserves Reserves initial value GCF 8044,491
Time to developed reserves (TDR) Year 20
Reserves reliability (RR) Dimensionless 0,15

Production Production initial value GCF 223,36
Time to developed extraction (TDE) Year 6
Production reliability (PR) Dimensionless 0,4

Transport Transport initial value GCF 238,52
Time to developed transport (TDC) Year 6
Transport reliability (TR) Dimensionless 0,3
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supply in the country, through the allocation of resources that, on the one hand, allow
the acceleration in the implementation of infrastructure projects that increase the
capacity of the stakeholders in the chain (required time for capacity development, TDR,
TDE and TDC) and, on the other hand, increase the levels of reliability in the supply of
the resource (RR, PR and TR). From this, the policy levers are defined for each link in
the chain, in terms of reliability (percentage of security) and time for capacity devel-
opment (required years for implementation).

Figure 5 shows the effect of the policy levers (diamond shapes) on the performance
drivers (required capacities), which respond to the demanded levels in the client-
supplier relationship, that is, the supplier responds to the supply requirements of the
next key actor in the chain (customer), with the main purpose of guaranteeing the
attention of the final consumer’s demand (perceived demand), by advancing and
transforming natural gas trough reserve levels, production and transportation of the
supply chain (strategic resources).

3.5 Scenarios Analysis in the Natural Gas Supply in Colombia

As mentioned previously, for the modelling the natural gas supply chain, Colombia is
taken as a case study. Through the analysis of scenarios, the aim to observe the
behaviour of the stock through the instrumental view of the DPM, as function of
changes in the policy levers defined until the year 2050 (see Fig. 5). These changes are
presented in three scenarios S1, S2, and S3 for the policy levers related to the devel-
opment time of supply capacity in the chain stakeholders (TDR, TDE, and TDC) and
for the policy levers related to the percentages of reliability or safety (RR, PR and TR).
The proposed changes to these policy levers can be seen in Fig. 6.

Fig. 5. The “instrumental” view of performance for the natural gas supply chain in Colombia
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The results for the strategic resources, show a stable demand for all the scenarios
(considering that the objective of the supply chain is the uninterrupted supply). Natural
gas levels show higher values in scenario S1, which is derived from higher reliability
percentages. Scenario S2 shows shortages starting in 2032, due to the increase in
response times in capacity development. By means of scenario S3, it is possible to meet
demand with minors in strategic resources, maintaining low levels of reliability per-
centages and reducing capacity generation times (see Fig. 7).

Performance drivers respond to the required supply levels based on the reliability
percentages in scenarios S1 and S3, with lower values in scenario S3, given that
capacity generation times are lower compared to the other scenarios. In scenario S2 the
performance drivers of the RRC and REC respond to the shortage of the chain, on the
other hand, the RPC performance driver given the raising the capacity requirements for
the transport key actor, seeks to respond to the demand needs of the final consumers
D (see Fig. 8).
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In the final results for scenarios S1 and S3, if the supply chain is observed back-
wards, that is, from the client to the suppliers, there is an increase in the discrepancy of
transport, production and reserving stocks, effect widely studied in the supply chain
models employing system dynamics, which is known as the bullwhip effect [21].
Scenario S1 shows a peak in the increase in the case of reserves R, given that initially
reserves are not generated by the volume in which they are counted, but subsequently
they fall by the configuration of the policy levers established for this scenario (see
Fig. 9).

As performance measures of the supply chain, the reserve, production and transport
margins are initially calculated (Eqs. 12, 13 and 14), which, as mentioned, shows the
behaviour of the relationship between supply and demand for each key actor involved
in the chain. In scenario S2, there is a fall in the mentioned margins, which corresponds
to the shortage given by higher values in the capacity generation times and low
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percentages of reliability (see Fig. 6). In scenarios S1 and S3 there is no margin of
shortage or it equals zero, and it is noteworthy that in the case of scenario S1 for all the
stakeholders in the chain, a higher margin is observed than in scenario S3. Finally and
confirming the aforementioned, the unmet demand UM (Eq. 15) is presented in sce-
nario S2, reaching 363 [GCF] from year 2032 (see Fig. 10).

4 Conclusions and Future Work

Through the instrumental view of Dynamic Performance Management (DPM)
methodology, the most influential policy levers on performance drivers (requirements
in the generation of capacity of the stakeholders in the chain) are identified, allowing
the decision makers anticipate the effects of the resources allocation, by generating
infrastructure projects in the stakeholders (reserves, production and transport), for the
policies application that on the one hand, allow the attention of the demand and on the
other do not generate idle capacities in the supply system key actors.

We run three simulation scenarios to year 2050 that combine implementation times
(TDR, TDE and TDC) and reliability percentages as security stocks (RR, PR and TR),
scenarios that provide elements to the decision makers for the identification and pri-
oritization of policies, in each one of the stakeholders of the chain, which integrally
allows to improve the performance in the supply of natural gas. Therefore, it is con-
sidered that the regulator (national government) must set the mechanisms for the
integration of the stakeholders or organizations that are part of the supply chain of
natural gas, for the planning of the investment projects, the generation of infrastructure
in the various key actors, and the allocation of resources for the reduction of the
implementation times. This as confirmation of the hypothesis raised in this research,
related with the planning of the policies oriented to the improvement of the perfor-
mance in the supply.

As future works, it is proposed to broaden the analysis of unused capacity in the
links of the chain, and incorporate the effects of prices on the generation of such
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capacity in the natural gas supply chain, as well as the evaluation of already established
policies by the national government to guarantee the uninterrupted supply.
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Abstract. The performance of the agricultural sector is considered a funda-
mental factor for achieving sustainability of the most vulnerable population as
well to meet the world’s food needs. This is how countries like Colombia,
recognize in their government plans the importance of the development of sector
leveraged by infrastructures boosting their results, however, the instrumentation
and design of public policies are a challenge for the governors given the
dynamic complexity of the system. Through this research, we propose a model
for the analysis of logistic public policies in the agricultural sector of the potato,
where the collaboration through public-private partnerships (PPP) for the
implementation of distribution centers act as an integrating axis among the
producers, allowing the multidimensional measurement of its dynamic perfor-
mance through simulating production, intermediation for its commercialization
and financial results.

Keywords: Public policies � Collaborative logistics � Agricultural sector
Dynamic performance management � System dynamics

1 Introduction

Nearly 46% of humanity is located in rural areas [1], whose main activity is related to
the agricultural sector, boosting the economy of developing countries and considered as
a primary source for feeding the undernourished population, especially in those areas.
Around the world, 37.7% of the total land is for agricultural activities, however, aspects
such as climate change, degradation of natural resources and factors of violence, among
others, affect farming capacity, risking the livelihood of 70% of the poor who live in
rural areas and whose main source of income depends on the agricultural activity, plus
also risking their ability to respond to the nutritional needs of the urban population.

These characteristics and their constant change must lead to the transformation and
special attention of the value chains with higher efficiency demands, in a sector
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dominated by the variability of the farmer’s conditions, the inequity in land tenure and
limited access to efficient infrastructure, which allows improving the conditions of the
population and its competitiveness.

In this way, from the logistics networks point of view, the challenge arises first,
balancing the variability of the conditions of supply and demand, second reducing the
uncertainty in decision-making in a sector that requires both technical support to
improve crop yields, and third implementing best practices for the conservation,
storage and disposal of products that are mostly perishable, as is the case of potatoes, a
key point of reference in this research and considered a fundamental product as an
ancestral and cultural exponent of South America and that has served as a food base for
the most vulnerable population in the world, given its nutritional and accessibility
characteristics, occupying the fifth place of agricultural products of higher consumption
worldwide [2].

The development of the rural sector is intimately related to the development of the
agricultural producer, which comprises a set of elements to improve social, economic,
and environmental dimensions, as well as technical quality of their production pro-
cesses. In this research we evaluate performance multidimensionally through the
production obtained, the costs per ton and the gross margin reached by the producer,
among other variables such as the yield of the crop, the prices received and the
harvested hectares, the foregoing based on what has been exposed by authors such as
Vilches et al. [3], Naharro [4], David [5], Dwyer [6]. In the agricultural sector, like
other types of supply chains, there are vertical and horizontal relationships, where
alliances are considered a fundamental factor for productivity and competitiveness.
This is exposed by authors such as Viera and Hartwich [7], Rojas [8], Kaplinsky [9] y
Garza [10].

The approaches in the analysis of agricultural supply chains have a high tendency
towards vertical collaboration models, understanding as vertical collaboration those
that unite companies or entities in successive phases of the value chain, these are
collaboration agreements between suppliers and customers [11]. According to Burgers
[12] alliances between competitors are known as horizontal collaboration, where the
entities involved operate in adjacent stages of the supply chain, cooperating with each
other in processes prior to the natural competition that occurs in the market. Fernández
et al. [13], present a model that allows to analyse the strategy of horizontal collabo-
ration through a logistics operator, as the central axis of several clients with similar
characteristics.

This work has the purpose of analysing the dynamic performance of the agricultural
supply of potatoes in Colombia and the incidence of horizontal collaborative processes
in distribution centers, which allow the formulation of public policies aimed at
improving the performance of the rural sector and given its dynamic behaviour and
continuous feedback, the proposed model is developed by using systems dynamics,
considering the approach of various authors and their research proposals, which are
analysed from the perspective of capacity planning in the supply chain, through private
public partnerships and the encouragement level of the model by the State.
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2 Dynamic Performance Management

The dynamics of both the public and private sectors, are addressed as a constant
interaction in search of value creation and sustainable development, which as indicated
by Bianchi [14], the identification of relationships contributes to the understanding of
the systems, and also to its planning and control systems for improving the perfor-
mance of the actors. Based on the methodology of dynamic performance management
(DPM) and its instrumental vision, the causal relationships between the different levels
of a system are analysed, considering the strategic resources, drivers of performance
and final results, for its subsequent modelling, verification and validation.

In the case of the agricultural sector of the potato, three subsystems are considered,
production, market and intermediation, and financial performance, where the strategic
resources represent the stocks of the system’s fundamental assets, such as sowing,
harvesting, the supply and variation of the price received by the producer, and the
profits obtained, which are affected by the final results, either as physical or information
flows and that are driven by the yield of the crop, the relationship of intermediation for
marketing, the accumulation of the product in the market, the variations in the price
received and the gross financial margin obtained as a result of the year (Fig. 1).

The integral analysis of these relationships, as well as the understanding of
causality between the different factors, facilitates decision-making system intervention,
being the outputs of the system the harvest and product supply in the market and being
the main outcome the profitability of the producer.

Once the causal relationships among the strategic resources, performance drivers
and final results have been understood, in order to measure the impact of public policies
emphasized on collaborative logistics on the performance of the agricultural sector,
measured multidimensionally as the product costs, tons produced, and financial
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performance we considered an expansion of the DPM, whose main strategic resource is
the infrastructure of specialized distribution centers where producers converge and
which allows them to adopt a central role not only as generators of the product, but as
direct managers in its commercialization, decreasing the level of intermediation and
balancing supply and demand, in the face of climate change conditions and with
projections of the Colombian war post-conflict.

3 Modelling the System

In this section we present the modelling of horizontal logistics collaboration strategy
through distribution centers, along with the verification and validation of the model.

3.1 Causal Loop Diagram Considering the Collaboration Strategy

The relationships are analysed through a causal diagram, where the interaction of
production is identified with the development of the sector and how it depends on
external aspects such as the weather, which can fragment the conditions of the pro-
ducers and their associativity (Fig. 2).

The dynamic behaviour of the system and its effects are analysed through the
feedback loops as explained below.

Production Sector
The process of sowing and the subsequent harvest of the potato, generate the supply of
the product in the market, volume that together with the price per ton will be the
income of the producer. Likewise, production is affected by the effects of climate
change and post-conflict conditions in the Colombian rural sector. The feedback flow
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of the production is evidenced in the reinforcing loop R1, generating an oscillation
effect due to the delay in the decision of the producer to grow hectares according to the
last income obtained.

Market and Intermediation
Although the supply determines the price of the product in the market, the interaction
of collaborative infrastructures allows the supply to be balanced against the demanded
product, which generates a competitive advantage for the producer, counter-mediating
the marketing of the products in the market, as represented in the balancing feedback
loop B1.

Financial Performance Sector
The production cost partially determines the producer’s profits, which in turn con-
tributes to the development and sustainability, being a differential factor for market
competitiveness. Likewise, external factors such as climate change and internal factors
such as the level of investment on the crop, impact performance, which in turn
determines the cost of production and the profitability obtained. The feedback flow is
evidenced in the reinforcing loop R2, seeking the increase in crop yield, with and
oscillation effect.

Including Collaborative Policy, Synergies and Costs
When considering the strategy of collaboration between producers through distribution
centers, the causal relationships are extended. The implementation of a collaborative
public policy increases the synergies among the producers, counting on a physical
platform that materializes the collaboration and economic benefits for the sector and its
producers, represented in the balancing loop B2.

3.2 Stock and Flow Diagram

The stock and flow diagram for the sectors used in the validation of the behaviour of
the model are shown in Fig. 3, where the production, the market and intermediation
and the financial performance of the producers are considered.

Production Sector
In the stock and flow diagram we observe the variables: cultivated hectares (HS),
cultivated tons (TS), tons used as seed (TSS), cultivation dedicated to self-consumption
(SC) and exchange rates: current cultivated hectares (RHC), cultivated hectares of the
previous period (RLH), rate of cultivated tons (RTS), rate of tons harvested per year
(RTH), cultivation rate dedicated as seed (RSS) and rate of cultivation used for self-
consumption (RSC). The main equations are given in the following way, where i =
type of producer by its size, 1 = small, 2 = medium and 3 = large, according to the
amount of hectares sown, defined by the Agrocadenas Observatory of Colombia [15]
and the National Administrative Department of Statistics (DANE) [16].
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• Hectares cultivated by each producer type i according to their size (HS):

dHS
dt

¼ RHCi � RLHi 8i ¼ 1; 2; 3 ð1Þ

• Tons cultivated by each producer type i according to their size (TS):

dTS
dt

¼ RTSi � RTHi � RSSi � RSCi 8 i ¼ 1; 2; 3 ð2Þ

Market and Intermediation
In this sector and according to the stock and flow diagram, the stocks are: supply
(SP) and price variation (VP) and the exchange rates are: change of the harvest in the
market through intermediaries (RHI), change of harvest in the market through the
producer (RHF), current period price (RCP) and previous period price (RLP). Other
significant variables in the sector are dependence on intermediation (DI), producer
expectation price (EPP), product accumulation (PA), domestic demand (D), price
received by the producer (PPP). The main equations of the sector are given by:

• Supply (SP)

dSP
dt

¼
Xn

i¼1
RTHi � RHI � RHF 8i ¼ 1; 2; 3 ð3Þ
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• Price variation (VP)

dVP
dt

¼ RCP� RLP 8i ¼ 1; 2; 3 ð4Þ

Financial Performance Sector
In the financial performance sector, there stock variables are total profits and profits by
type of producer (PF) and the flow is change in received profits (RPF), and other
relevant variables are: cost per ton produced (CTP), total costs (TC), income (IC), gross
margin (MG).

• Total profits (PF):

dPF
dt

¼ IC� TC ð5Þ

• Profits for each producer type i (PFi):

dPFi

dt
¼ ICi � TCi ð6Þ

Extension of the Production Sector Including the Logistics Collaboration
Structure
Given the interest for proposing collaborative policies in distribution centers, which
allow the associativity of producers and the implementation of strategies that balance
supply and demand, the development of collaborative infrastructures for the storage
and distribution of the harvest is considered. The sector considers the available capacity
and the development of warehouses, the unused capacity, as well as the associated
agricultural production units, among others.

The expansion of the production sector considering the inclusion of the elements of
the collaborative public policy, has the following stock variables: logistic infrastructure
(WH), idle capacity (IDC), loss of stored harvest (LS); the flows are: change of new
infrastructure (RNWH), return of infrastructure (RRWH) available capacity (RAC),
capacity used (RUC), harvest received in the warehouse (RHS), harvest stored and
dispatched (RHSS). Other relevant variables in the expansion of the sector are: rela-
tionship of synergies (SR), requirement of cubic meters for storage (SMR), capacity
utilization (UC). The main equations are:

• Logistics infrastructure (WH):

dWH
dt

¼ RNWH � RRWH ð7Þ
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• Idle capacity (IDC):

dIDC
dt

¼ RAC � RUC ð8Þ

• Loss of stored harvest (LS):

dLS
dt

¼ RHS� RRHS ð9Þ

3.3 Model Verification and Validation

Model Verification
Through the verification process it is determid if the operational logic of the model
corresponds with the logic of the design; for this, the behavior of the cost, the yield of
the crop, the price received by the producer, the cultivated hectares and the supply were
verified.

The yield of the crop, that is, the amount of tons of product obtained per hectare
planted, is closely related to the cost per ton harvested, representing an inverse rela-
tionship (Fig. 4), where the cost variable acts depending on the crop yield. The supply
of product has an effect on the price received by the producer, because the accumu-
lation of product, added to the level of intermediation, generates an imbalance with
respect to demand, reflected in the growth or decrease in the price per ton (Fig. 5).

Model Validation
For the validation of the behaviour of the model, the analysis was performed on the
variables that depend on the model and that define the behaviour of the system, such as
hectares harvested, tons produced, price and cost, using the mean square error between
historical data of a time series between 17 and 24 years, according to the historical
information reported by FAO [17] (Figs. 6 and 7).
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The absolute average percentage error obtained for the hectares planted was
14.61%, for the harvested tons and the per capita consumption was 13.52%, for the cost
of the producer was 20.33%, and for the price of the producer 20.14%, representing
acceptable deviations from the actual behaviour versus the simulated

4 Results

Given the interest of studying the performance of the system after the inclusion of
collaborative logistics policies, where the distribution centers act as a central axis for
the collection, storage and distribution of the product, balancing the demand and supply
and impacting the level of intermediation commercial for the achievement of better
results, measured in cost, crop yield and financial gross margin perceived by the
producer, the evaluated strategies combine the implementation of public-private part-
nership for the administration and operation of the distribution centers and the
encouragement level of the model by the State (Table 1):

The strategies are contrasted with the results obtained without implementing the
collaborative logistics policy, represented as “E2P2 (No Policy)”, but which considers
the post-conflict situation and climate change, obeying the probable conditions that the
system will face.

4.1 Multidimensional Analysis

The best performance of the system is observed in the multidimensional analysis,
where the S4 strategy represents a private public alliance greater than 15 years and a
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Table 1. Strategies for the evaluation of the performance of the system

Strategic elements Strategy
1 (S1) 2 (S2) 3 (S3) 4 (S4)

Public-private partnership <15 years X X
Public-private partnership >15 years X X
Encourage with segmented participation <50% population X X
Encourage non-segmented participation >50% population X X

Modelling Collaborative Logistics Policies 385



moderate promotion of the collaborative model of the State towards the producer, that
is to say that it congregates less than 50% of the total production, generating the lowest
cost per ton produced ($315,713/ton), the highest yield (18.2 ton/ha) and the highest
gross financial margin (24.8%) (Fig. 8).

Likewise, S4 strategy compared to the base scenario without policy inclusion
(E2P2), shows a better performance in the system (Figs. 9 and 10).

On the other hand, S2 strategy (public-private partnership greater than 15 years and
medium encourage of the collaborative model from the State towards the producer)
represents in its majority the second best projected performance, however, given the
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need to increase the development of the logistics infrastructure, it increases the risk of
idle capacity, generating greater pressure on the system to increase its use, hence the
importance of state intervention to accelerate the sustainable participation of producers
under the collaborative model.

4.2 Hypothesis Testing

To make the contrast of the hypothesis, the statistical software SPSS was used, ana-
lysing the results of crop yield, cost per tonne produced and gross financial margin with
the model applied for the evaluation of public policy of collaborative logistics in the
agricultural sector, particularly the potato, through distribution centers. This analysis
was carried out using a multivariate general linear model: The null hypotheses and the
alternative hypothesis are shown below:

H0 = The implementation of a public policy through collaborative distribution
centers in the agricultural sector, particularly in the potato sector, does not influence
the amount of tons produced1, the cost of the product2 and the financial profitability
perceived by the producer3.
H1= The implementation of a public policy through collaborative distribution
centers in the agricultural sector, particularly in the potato sector, influences the
amount of tons produced, the cost of the product and the financial profitability
perceived by the producer.

• With a level of significance a de 0.05 F * F0,05;1;78 = 3,96 < Fc = 13,671,
F0,05;1;78 = 3,96 < Fc = 7,922, F0,05;1;78 = 3,96 < Fc = 7,963.

• Decision: Reject the null hypothesis.
• Conclusion: The implementation of a public policy through collaborative distri-

bution centers in the agricultural sector, particularly in the potato sector, influences
the amount of tons produced1, the cost of the product2 and the financial profitability
perceived by the producer3.

5 Conclusion

In this article the impact of horizontal logistics collaboration through distribution
centers in the potato agricultural sector has been evaluated, which allows for the
evaluation of public policy instruments and to improve their performance, the above
using a multidimensional analysis of the variables associated with production, market,
intermediation, and financial performance.

Public policy starts from the premise of the development of public private alliances,
where the time agreed between the parties affects the performance of the sector and,
according to the modelling, better results are obtained when public private alliances
exceed 15 years, given the stability that exists, positively impacting the costs per ton.
On the other hand, the promotion from the state towards the producer affects the level
of commitment and interest of this actor, and where a moderate level of promotion
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leads to the best results, this for a sustainable coverage of the infrastructure of the
collaborative warehouses and their permanent occupation. For the case of this work, it
supposes a moderate level of promotion of the model reaching up to 50% of the
productive population, which despite being counterintuitive, is accepted by the times
required for the implementation of infrastructures, the sensitivity of idle capacity over
financial performance and the uncertainty of crop yield associated with climate change,
showing the need to open several distribution centers that gather, through an adequate
logistics network, the productive, geographic and product distribution requirements,
acting as decentralized physical nodes.

With the approach of the horizontal logistics collaboration between producers
through the distribution centers, the financial margins are improved reaching an
increase between 6 and 9 points, as the need for intermediation decreases and a better
balance between supply and demand is achieved, where the synergies achieved allow
economies of scale that favour the level of investment on the crop to obtain higher
yields in the harvest.

On the other hand, the number of tons harvested show a growth of up to 11%, after
the analysis with the assumption of implementation of the collaborative public policy,
which is associated with a higher crop yield, where it would go from generating in
average 17.6 tons/hectare to 18.2 tons/hectare, as a result of the higher profitability
perceived by the producer that allows a better investment on the crop, as well as a more
equitable price to offset the level of intermediation for its marketing, encouraging the
decision of cultivation.

Production costs are positively impacted despite the generation of new costs related
to the collaborative logistics of the distribution center, since the simulation does not
suppose a subsidized model, that is, the producer must pay the access to the specialized
infrastructure, compensated by the synergies achieved and whose benefits are mainly
due to the balance reached between supply and demand, a decisive position for the
management of prices and the commercialization of the product. The cost presents a
decrease of up to 15.6%, allowing the producer a greater development and enabling it
strategically for its growth and access to new markets, in a sustainable and profitable
manner.

It is not possible to talk about rural development, without thinking about the
development of the agricultural producer, therefore the actions generated for the
intervention of the sector should be strategically focused on its competitiveness,
guaranteeing the sustained rise of its economic, social and environmental realities,
hence this work starts from the characterization of the producer and its performance
over time, showing that collaborative relationships foster their development and
therefore the associated environment, through a system based on productivity, to
achieve greater competition that potentializes access to new markets and not a pro-
tectionist system that limits the development of the sector.
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Abstract. This paper reports a mechanism to incorporate Linear Tem-
poral Logic (LTL) for a component-based software architectural configu-
ration specified by the ρarq-calculus. This process was made through the
translation of the system definition, structure and behavior, to Atomic
Propositions Transition System (APTS), upon which, the verification of
one property was performed using LTL. The PintArq software applica-
tion was extended to support this mechanism. One example ilustrates
the verification of responsiveness, a subtype of liveness property.

Keywords: ρarq calculus · Component-based software
Architectural execution flow · Linear temporal logic · Model checking

1 Introduction

On software architectures, a challenging area of growing interest has been to find
mathematical tools that allow checking properties and quality aspects. There are
some developments about formal methods [14], i.e., λ-calculus [4] for sequential
processes, π-calculus [13,18] for concurrent processes, and recently, ρ-calculus
[7] for object oriented paradigms [22]. ρ-calculus provides a foundation to model
object oriented paradigm through Unified Modeling Language (UML) [12,16].

The ρarq calculus [9] was proposed to specify structural and behavioral
aspects about component-based software architectures; furthermore, it’s a tool
to check desirable properties such as correctness [10]. Currently, a software appli-
cation allows to visualize the software architectural execution flow specified by
this calculus. This application receives a set of formulas as input and the software
shows each stage of the execution [19].

The approach used in this project aims to apply (LTL) to specify properties
and check models that satisfies them [3]. This work addresses on a subtype
liveness property called “responsiveness”.

At first, a conceptual frame is presented, then a translation method to Atomic
Proposition Transition System using LTL operators is ilustrated, subsequently
c© Springer Nature Switzerland AG 2018
J. C. Figueroa-Garćıa et al. (Eds.): WEA 2018, CCIS 915, pp. 393–405, 2018.
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an example is executed to show the checking process and by last, the new version
of software application is described.

2 Conceptual Context

2.1 ρarq Calculus

ρarq calculus is an architectural description language (ADL) with formal notation
to specify structural and dynamic aspects of component-based software archi-
tectures. Table 1 describes ρarq-calculus syntax. A more detailed description can
be obtained in [9–11,19].

Table 1. Syntax of ρarq calculus. Source: [9,13,15,19–21]

SYMBOLS MEANING

x, y, z, . . . variables Variables only hold names.
a, b, c, . . . names Names and variables are named references.
u, v, w, . . . ::= x|a references

EXPRESSIONS INTERPRETATION

E, F, G ::= � Null component Component that doesn’t execute any action.
| E ∧ F Composition It represents concurrent execution of E and F .
| E(int) Interior of component E No observable part of E
| if(C1 · · · Cn) else G Committed choice combinator This representation of components with

alternative executions in the ρarq−Calculus is a derivation of the Guarded
Disjunction proposed in the early extended versions of γ − Calculus [20]
[21] is a useful generalization of conventional conditional1.

| x :: y/E Abstraction It represents receiving a symbolic entity by means of x, it can
replace y in E, as long as this entity is free in the scope of component E.

| xy/E Application xy/E expresses sending y by means of x and continuing with
the execution of E.

| τ/E Internal reaction It is represented with τ/E, this term doesn’t have its
explicit counterpart in the original ρ−Calculus. It might demand specifying
many transitions as internal reactions to limit the quantity of observations
[11].

| ∃wE Declaration ∃wE introduces a reference w with scope E.
| x : y/E Replication x : y/E can be expressed as:

x : y/E ≡ x :: y/E ∧ x : y/E
It produces a new abstraction, ready for reaction and it allows of replicating
another when necessary.

| E� E’s succesful execution Observable succesful execution of E

| E⊥ E’s non succesful execution Observable non succesful execution of E
| OSO(E) do F else G On Success Of If E executes with succes then it redirects to execute archi-

tectural expression F else it redirects to execute the architectural expression
G.

| !OSO(E) do F else G Replication of OSO rule Consecutives observations of “On Succes Of ”
rule on the same component.

φ, ψ ::= �̇ Logical truth Constraints as φ, ψ can resolve to true (�̇).
| ⊥ Logical false Constraints as φ, ψ can resolve to false (⊥).
| x = y Equational restriction Constraints can correspond to equational con-

straints (x = y) with logical variables. The information about values of
variables can be determined by means of equations that can be seen as con-
straints. The equations can be expressed as total information (i.e.: x = a)
or partial information(i.e.: x = y); taking into account that the names are
only values loaded to variables. [21].

| φ∧̇ψ Conjunction of constraints Constraints can correspond to conjunction
(φ∧̇ψ); the conjunction is congruent to constraints’ composition. This leads
to constraints that must be explicitly combined by means of reduction [15]:

| ∃̇φ Existential quantifier The existential quantification over constraints is con-
gruent to the variables declaration over constraints (∃xφ).

It uses structural congruence (≡) from ρ calculus, that holds for the least con-
gruence (least logical relationship of equivalence) of the axioms and the reduction
rules that represent the semantics (See Table 2). About new axioms showed on
Table 2: Observable replication, it allows to do successive observations in the
component execution and, Observable Successful/Failure that allows to do
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Table 2. Structural congruence rules of ρarq calculus. Source: [9,15,19]

(α − conversión) Change of bounding references by free references
(ACI) ∧ It’s associative, conmutative and satisfies E ∧ � ≡ E

(Interchange) ∃x∃yE ≡ ∃y∃xE

(Scope) ∃x E ∧ F ≡ ∃x(E ∧ F ) if x /∈ FV(F )
(Equivalence of Constraints) φ ≡ ψ if φ |=|Δ ψ y FV(φ) = FV(ψ)
(Observable replication) !OSO(E) do F else G ≡ OSO(E) do F else G ∧ !OSO(E) do F else G

(Observable Succesful/F ailure) [v/w]E(int) ≡ �̇ ∧ if [ (�̇ then E�) ,

(�̇ then E⊥) ]
else ( � )

replacements in a component inputs and execute it. A successful/failure obser-
vation can be represented by (E�, E⊥) respectively.

Calculus models behavior of component-based architectures through its oper-
ational semantic. So then, the calculus uses labeled transition systems (LTS) to
show the evolution in the execution of the architecture through the operational
semantic defined for this purpose. Additionally, it has a graphical notation based
on stereotyped extension of UML 2.x that translates to calculus [9].

Table 3. Rewriting rules of ρarq calculus. Source: [9,15,19]

The rules at Table 3 specifying formally the progress in the execution of an
architecture and they can be interpreted in this way:

– Aρarq
: Application, executes a concurrent combination of an abstraction with

a replication that instances another application. This rule models remote
procedures calls passing parameters within a component.

– Cρarq
: Constraint combination allows to combine restrictions with the purpose

to extend or to simplify the rule set in the repository.
– Combρarq

: Committed choice combinator triggers the execution of an Ek com-
ponent, if the context constraint is enough strong and it allows to deduce from
φ, the guard ψk in the conditional. This rule chooses a component Ek within
a group, as long as it holds the defined guard.

– Ejecτ : It sets the observational success/failure execution of a component.
This is made with the purpose to represent a component as a black box,
where the relevant part is the final behavior in its execution but not the
internal processing, that is nos visible to an external observer.
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2.2 Linear Temporal Logic

Linear Temporal Logic is built from the syntax and semantic described in CTL*
[8] with the constraint that it does not use quantifiers. Its formulas are uniquely
path-oriented and the representation does not generates a tree structure but one
unique path.

This logic has been used to model synchronous systems whose components
act step by step. This means, a transition progress in discrete time; the present
moment is defined as the actual state and the next moment is the successor.
The system is observable in 0, 1, 2, . . . moments. A graphical representation over
some of the LTL operators is shown in Fig. 1.

Fig. 1. Graphical representation of LTL operators. (Adapted from [3,8])

Syntax and Semantic to Check Temporal Properties. Syntax and seman-
tic used to specify temporal properties of an software architectural model
described through calculus were based on [5] to specify properties in a reactive
system. A formula was built to specify LTL properties; this formula was com-
posed by atomic propositions represented by ai ∈ AP where ai is a state label
(or an alphabet letter) in the system, the basic boolean connectors ∧,∨,¬ (and,
or, not), the basic temporal modalities ©,

⋃
(next, until) and ϕ, ϕ1, ϕ2 which

are LTL formulas. Thus, a LTL formula can be expressed through Bakus-Naur
notation:

ϕ ::= true | ai |ϕ1 ∧ ϕ2 | ¬ϕ | © ϕ |ϕ1

⋃
ϕ2

Rules of Logical Equivalence. The implication and double implication logical
connectors can be expressed through the basic operators (∧, ∨). Likewise, the
compound temporal modalities as ♦ (eventually), � (globally), ♦� (eventually
forever) and �♦ (infinitely often) can be rewritten through the basic operators.
These rules are:
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ϕ1 ∨ ϕ2 = ¬(¬ϕ1 ∧ ¬ϕ2) (1) ϕ1 → ϕ2 = ¬ϕ1 ∨ ϕ2 (2)

ϕ1 ↔ ϕ2 = (ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1) (3) ♦ϕ = true
⋃

ϕ (4)

�ϕ = ¬♦¬ϕ (5) �♦ϕ = �(true
⋃

ϕ) (6)

♦�ϕ = true
⋃

(�ϕ) (7)

2.3 Definitions

Some useful definitions were established by [3,5]:

– AP is the atomic proposition set of the system, it means: AP = {a0, a1, a2, . . . , an}
– P(AP ) is the power set over AP (set made up of all subsets over AP ), it means:

P(AP ) = {{}, {a0}, {a1}, {a2}, ..., {an}, ..., {a0, a1}, {a0, a2}, . . . , {a0, .., an} . . . {a1, a2} . . .}

– A word is a sequence of elements over a set. For example: a word over AP would be a0a2 or
over P(AP ) would be {a0}{a1}{a0, a1}{a2}

– APINF is the infinite set composed by all words over the power set P(AP ). For example:

APINF = {{a0}, {a0}{a1}, {a0}{a1}{a0}, {a0}{a1}{a0, a1}, {a0}{a1}{a0, a1}{a0}{a2}{a0, a2} . . .}

– A property defined over AP is a subset of APINF

– Traces(ai) is the path set which initial state is ai. Traces(ai) ⊆ APINF

– Traces(ST ) is the path set which all initial states in the transition system. Traces(ST ) ⊆
APINF

With these definitions, an example of a property specification over a model
can be expressed as: a1 is always true.

This property can be represented as {A0A1A2 . . . An ∈ APINF } where each
Ai contains {a1}, in this case, a set of words that satisfies the property con-
sists in: {{a1}, {a1}{a0, a1}, {a1}{a1}{a1, a2}, {a1}{a0, a1, a2}, . . .}. In this way,
a formula specified in LTL describes subsets of APINF , it means that, a given
formula LTL ϕ, can be associated with a words set identified with the expres-
sion Words(ϕ) whose elements belong to the sequence of states reached in each
transition. If ϕ is a LTL formula:
ϕ −→ Words(ϕ) ⊆ APINF ; where Words(ϕ) is the set that satisfies the formula:

ϕ: Words(ϕ) = {σ ∈ APINF | σ satisfies ϕ}

Verification Rules. To determine if a word satisfies a formula, the next rules
are applied:

With the word σ established: Wordσ : A0A1A2 . . . An ∈ APINF

– Each word in APINF satisfies true.

Words(true) = APINF (8)

– σ satisfies ai, if ai ∈ A0.

Words(ai) = {A0A1A2 . . . | ai ∈ A0} (9)
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– σ satisfies ϕ1 ∧ ϕ2, if σ satisfies ϕ1 and σ satisfies ϕ2.

Words(ϕ1 ∧ ϕ2) = Words(ϕ1) ∩ Words(ϕ2) (10)
– σ satisfies ϕ1 ∨ ϕ2, if σ satisfies ϕ1 or σ satisfies ϕ2.

Words(ϕ1 ∨ ϕ2) = Words(ϕ1) ∪ Words(ϕ2) (11)
– σ satisfies ¬ϕ, if σ not satisfies ϕ.

Words(¬ϕ) = Words(ϕ)
′ (12)

– σ satisfies ©ϕ, if A1A2 . . . satisfies ϕ.

Words(©ϕ) = {A0A1A2 . . . | A1, A2 ∈ Words(ϕ)} (13)
– σ satisfies ϕ1

⋃
ϕ2, there is j such as AjAj+1 . . . satisfy ϕ2 and for all 0 ≤ i < j AiAi+1 . . .

satisfy ϕ1.

Words(ϕ1

⋃
ϕ2) = {A0A1A2 . . . | ∃ j.AjAj+1 . . . ∈ Words(ϕ2)

and ∀ 0 ≤ i < j, AiAi+1 . . . ∈ Words(ϕ1)} (14)
– σ satisfies ♦ϕ = true

⋃
ϕ, if there is a j such as AjAj+1 . . . satisfies ϕ and for all 0 ≤ i <

j AiAi+1 . . . satisfies true.

Words(♦ϕ) = {A0A1A2 . . . | ∃ j.AjAj+1 . . . ∈ Words(ϕ)

for ∀ 0 ≤ i < j.AiAi+1 . . . ∈ Words(ϕ) (15)
– σ satisfies �ϕ = ¬♦¬ϕ, for this case it decomposes in:

1. σ satisfies ♦¬ϕ, if there is a j such as AjAj+1 . . . satisfies ¬ϕ
2. σ satisfies ¬♦¬ϕ, if σ not satisfies ♦¬ϕ.
3. σ satisfies ¬♦¬ϕ, if for all j such as AjAj+1 . . . satisfies ϕ

Words(�ϕ) = {A0A1A2 . . . | ∀ j.AjAj+1 . . . ∈ Words(ϕ) (16)

3 The Method

The architectural configuration showed in the Fig. 2 was used to specify and
verify the “responsiveness” property.

Formulas that specifies this configuration through the ρarq-calculus are:

E
def
= [(pE : x/xsE)] ∧ ∃lE [(rE :: y/ylE) ∧ (lE :: iE/E

(int)
)] (17)

F
def
= (pF : z/zsF ) ∧ (pFe : w/wsFe) (18)

M
def
= ∃lM [(rM :: y/ylM ) ∧ (lM :: iM/M

(int)
)] (19)

T
def
= [(pTe : n/nsTe)] ∧ ∃lT [(rT :: q/qlT ) ∧ (lT :: iT /T

(int)
)] (20)

CF E = rEpF (21)
CF M = rMpF e (22)
CET = rT pE (23)

CEM = rMpEe (24)
CT M = rMpT e (25)

The system’s initial configuration is:
S = [F ∧ OSO(F ) do CF E ∧ E else ∧ CF M ∧ M ]

∧ [ OSO(E) do CET ∧ T else CEM ∧ M ]

∧ [ OSO(T ) do T else CT M ∧ M ]

(26)
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Fig. 2. Complex assembly of components. (Source [9])

3.1 APTS Generation

Atomic Propositions Transition System (APTS) represents the system states
associated to atomic propositions. This model was generated by the architecture
definition (components and connectors) and execution rules provided by the
ρarq-calculus.

First Step: Identify the Source Components. Only they can start the
execution. Each component inside the model represents a state: its execution (i.e.
E). Transitions that they can take represent the successful or failure execution
states (i.e. E� and E⊥ respectively), this behavior is shown in the Fig. 3.

Fig. 3. APTS representation of a component execution.

Second Step: Obtain Transitions Between States. It is done capturing
system’s behavior through evaluation of observation rules disposed in the for-
mula. An observation rule is described as:

OSO(F ) do [CF E ∧ E] else [CF M ∧ M ] (27)

From this rule it can be built links between states. If F executes successfully
it communicates with E, else it links with M . In the arrival of new components,
the first step is repeated and the APTS is developed until there are no more
components to analyze.
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Third Step: Close Process. In the moment to achieve end states (terminal
states) they indicate a global state of the system. It proceeds to set if the system
as a whole is executed or not successfully. This state only can be obtained from
the terminal nodes whose execution represents one of the success or failure global
final states. When it reaches one of these states, it connects again with the nodes
that represent the source components for evaluating a new execution (Fig. 4).

Fig. 4. Full APTS representation

3.2 Verification of a Temporal Property

Atomic properties were made up from the system states and the defined opera-
tors were used for this purpose. One property was specified in order to check if
the system could fulfill it. For example (with previous APTS):

ϕ = F → ♦(T� ∨ M�) (28)

This property defines if F executes, eventually in the future M or T will
execute successfully.

A temporal property specifies paths (states sequences) that a transition sys-
tem should expose (states that can be observable); these properties specify
desired or allowable behavior expected from the system.

Formally, a property P is a subset of APINF where AP is the set of atomic
propositions and APINF represents the words set that come from infinite words
concatenation in P(AP ). Therefore, a property is an infinite words set over
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P(AP ) [3] or in another way, if the execution of a program is a σ infinite states
sequence, it is said that property P is true in σ if the sequences set defined by
the program are contained in the property P [1].

One of these properties is named liveness. This property declares intuitively
that “something good” eventually will happen or that a program eventually
will reach a desired state [2,6,17]. Specifically, the liveness property shows one
of the next behaviors: Starvation freedom, Termination and Guaranteed ser-
vice/Responsiveness.

For this work was proposed the verification of the “Responsiveness” property,
a subtype of liveness property. To check this property, the experiment proceeded
from the simplest case until to reach the most complex case.

For ϕ = F� → ♦M�

The following sets are by definition:

AP = {F, F
�

, F
⊥

, E, E
�

, E
⊥

, T, T
�

, T
⊥

, M, M
�

, M
⊥

, success, failure}
APINF = {{}, {F}, {F

�}, {F
⊥}, {E}, {E

�}, {E
⊥}, {T}, {T

�}, {T
⊥}, {M}, {M

�}, {M
⊥}

, {F}{F
�}, {F}{F

⊥}, {F}{F
�}{E}, ...}

The system complies the formula ϕ if:

Words(ϕ) = Words(F
� → ♦M

�
) and Traces(TS) ∩ Words(ϕ)

Applying the rules of composition, the formula can be expressed in sub-
formulas that can be evaluated in the following sequence:

Words(ϕ) = Words(F
� → ♦M

�
); applying(2)

Words(ϕ) = Words(¬F
� ∨ ♦M

�
); applying (11)

Words(ϕ) = Words(¬F
�
) ∪ Words(♦M

�
); applying(12)

Words(ϕ) = Words(F
�
)
′ ∪ Words(♦M

�
); applying(4)

Words(ϕ) = Words(F
�
)
′ ∪ Words(true

⋃
M

�
)

the first terms set was described by extension:

Words(ϕ) = {{F}, {F}{F
⊥}, {F}{F

⊥}{M}, {F}{F
⊥}{M}{M

�},

{F}{F
⊥}{M}{M

�}{success}, {F}{F
⊥}{M}{M

⊥},

{F}{F
⊥}{M}{M

⊥}{¬success}} ∪ Words(true
⋃

M
�
); applying(14)

. . .

The process continues recursively until sets of states sequence that satisfy
the specified property are found.

Likewise, the sequences that must be delimited inside the set of possible
paths offered by the APTS must be filtered, therefore must be satisfied that
Traces(TS) ∩ Words(ϕ), where Traces(TS) is the set of possible paths in the
transition system that are determined for the initial states in the system.



402 O. J. Puentes and H. A. Diosa

In this way, only paths that make true the temporal property for the APTS
with the paths that begin with the initial states are filtered. The Fig. 5 shows
the relationship between these elements; the intersection area represents the
elements that satisfy the property.

Fig. 5. Relationship between Traces(TS) and Words(ϕ) Source [5]

In this system it can be seen there are paths that move to successful execu-
tion of M (M�): {F}{F�}{E}{E�}{T}{T⊥}{M}{M�} and thus, property is
satisfied for the system. On the other hand, a property that the system does not
satisfy is the following: ϕ =! (F → ♦¬success). It can be identified that not all
paths lead to the successful execution and there is at least one path that flows
towards an unwanted state of failure.

4 Results and Discussion

4.1 Mapping Architectural Specification to APTS

One of the worthy results in this job is the achieved method to map structural
and behavioral architectural configurations using the ρarq-calculus to an ATPS
that allows checking properties using LTL formulas. This effort is pertinent for
academic communities that work and research about model checking possibili-
ties. This result indicates that ρarq-calculus expressions are translatable to LTL
formulas and the other properties could be analyzed.

4.2 PintArq Extension to Check LTL Properties

In the first version of the software, an architectural execution flow visualizer
was achieved with the work described in [19] and it was named PintArq. It was
built to support the method described in Sect. 3. To implement this solution,
the software process development phases were carried out with their functional,
structural an dynamic models that are completely documented and for free access
in the ARQUISOFT Research Group portal. The prescriptive architecture of the
application is illustrated in Fig. 6. This architecture is composed for the next
modules:

Original modules:
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Interpreter: It identifies structural elements and it transforms architectural expressions to
UML component-configuration.

Rewriter: It obtains original expressions and rewrites them which represents reactions in the
system.

Architect: It generates components and connectors from interpreted structural elements.
Drawer: It shows on screen, component-based architecture through an UML Component dia-

gram (in SVG image format).

Transformer: It transforms architecture in an XMI file for exchange with other systems.

Modules added in this project:
APTS Generator: It creates the APTS based on the architecture (components and connectors)

and initial calculus expressions.
Property Checker: It takes property provided for the user and identifies whether it is satisfied

by the system. If property is not satisfied, it creates a counter-example path that represents this
behavior.

Model checking viewer: It shows on screen, the generated APTS and the possible path in

case the property is not satisfied.

To extend the PintArq tool with new possibilities to analyze software
component-based architectures from model checking perspective is very inter-
esting and it opens new research motivations to apply this proposal to real soft-
ware architectures. Nowadays, the Pintarq tool must be extended to graphical
modelling of real software systems or the tool could be extended with a models
interchange module. This module should import real software component-based
models and it should translate these models to ρarq-calculus. With this transla-
tion the software architect could use the analysis capabilities of PintArq tool.

Fig. 6. PintArq’s prescriptive architecture with additional components.

To obtain the detailed documentation about this project you can visit http://
arquisoft.udistrital.edu.co, option: “Proyectos finalizados”.

http://arquisoft.udistrital.edu.co
http://arquisoft.udistrital.edu.co
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5 Future Work

Several scenarios on which it can start or continue related work are:

1. Expand the scope of the mechanism to verify temporal properties as Safety,
Deadlock detection or Starvation freedom.

2. Optimize the implementations to find the shortest path that the counterex-
ample illustrate when the model does not satisfy the specified property.

3. Improve the implementation of the extension in PintArq to visualize the coun-
terexample in the syntax of the formal ρarq-calculus and not in the LaTEX
format.

4. Expand the analysis of possibilities to other temporal logics: Branch temporal
logic, intuitionistic temporal logic and temporal multi-valued logic.
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Abstract. The design of a communication architecture for different data
management platforms is presented, between health entities through the HL7
standards, with the implementation of an application that allows the manage-
ment of information, obtained from a device designed to the capture of vital
signs in order to be used in different programs that seek to provide hospital-
ization services at home or days of medical care in areas of difficult access,
allowing the control and monitoring of the signs captured to patients with dif-
ferent conditions.

Keywords: HL7 � Web service � IoT

1 Introduction

Different health entities in the country (especially EPS) currently provide a PHD home
hospitalization service which is provided to different types of patients, which usually
belong to one of the following categories; patients with sequelae of cerebrovascular
accident, sequelae of spinal cord injuries or senile degenerative diseases; Chronic
diseases such as EPOC, hypertension, degenerative arthritis, diabetes, SIDA or cancer;
Pre-established pathologies that require the administration of medications intra-
venously or administration of parenteral nutrition; Complicated wounds, open abdo-
mens in the process of healing; Articular replacements that require intravenous
antibiotic management and pain management; Scheduled post-surgical patients that do
not require permanent hospitalization.) [2].

The services that are usually provided to patients in the home hospitalization
include:

• User communication with the Program 24 h a day.
• Assistance team made up of a doctor and a professional nurse who visits patients.

Nursing assistant according to the level assigned by the program.
• Home therapies depending on the case, for the patient’s training in their rehabili-

tation processes.
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• Supply of medicines and surgical medical equipment.
• Phototherapy.
• Palliative care.
• Advice and nutritional support as the case may be.
• Taking of laboratories according to the case.
• Healing and wound management.
• Training the patient and his family to manage different types of catheters and

stomata.
• Ambulance service in cases of medical emergency [1].

Although the services are quite complete, the patients do not have a record of their
vital signs between the visits of the specialist staff, and it could be through a tool that
allows the constant monitoring of their general health to expand the types of people to
which can be provided with the PHD service; improving general attention through
early detection of possible attacks and/or symptoms.

On the other hand, health brigades carried out by teams of volunteers throughout
the country are becoming more frequent, reaching outlying areas where health services
are scarce, and the registration and control of patients’ medical records is poor unused.
Only in departments like the Tolima at the beginning of 2015 an event was developed
by the Health Brigade of the Colombian Air Force, 1904 people in need received
timely attention due to the precarious conditions of the centers providing medical
attention in the area [3].

HL7 (Health Level-7) is a set of protocols that allows to establish, through flexible
standards, lines of work and methodologies, an effective and safe communication
between different health entities, in addition, guarantees that the information that each
health system it is transparent to the other [4]. In the work presented in this paper, the
interoperability capabilities of the standard are used, proposing the design of an HL7
interface, which allows the management systems of the application developed during
this paper to interoperate, for the management of the information collected in the
provision of PHD services, with the current data management systems used in IPS
(Providers of Health Services), EPS (Health Promoting Entities) and ARS (Subsidized
Regime Administrators).

Another technology involved in the development of the project is the “IoT”;
According to the Internet Business Solutions Group (IBSG) of Cisco, it is estimated
that the term IoT “was born” sometime between 2008 and 2009, the concept was
simple but powerful: if all the objects of our daily life were equipped with identifiers
and wireless connectivity, these objects could communicate with others and be man-
aged by computers, this way you could follow and tell everything, and greatly reduce
waste, losses and costs. Provide computers to perceive the world and get all the
information we need to make decisions [5]. Through this concept, the collection of the
information provided by the constant readings of vital signs is achieved by means of a
device that allows the measurement of these, for the patients who require it due to their
corresponding condition, allowing a system of notifications both for the patient, as for
the health professional in charge of the follow-up and attention of the case.
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2 Work Carried Out

In several countries around the world there is currently a tendency to unify processes
and information, in the same way we tend to seek support in technological solutions to
achieve these objectives, which is seen around the world as well as a very marked
globalization, is the search for interoperability between systems. This is why in a large
number of countries (such as those belonging to the European Union, the US, and some
Latin Americans, to a lesser extent, such as Brazil) [6] the hL7 protocol has already
been implemented, which searches through information structures, the communication
between the applications of different health entities, so that the information of the
people, is always fed by the different services to which the patient can resort, and to the
same extent there is a loss of null information.

There are multiple tools that currently offer free and customizable health services to
the company since they are open source, for small and medium entities, they provide
many of the services described in the methodology, supported by the security levels
established by she. Among the companies most recognized today for providing this
type of products are: Merge, which offers an installable product for the development in
c# of an application that allows controlling the sending, storage and administration of
information from medical records [13]. Companies like Bahmni offer their own
framework for the installation and simple development of applications under the HL7
standards in the upper layers (Application, Presentation, Session and Transport).

Currently the use of the HL7 standard is widespread not only for its usefulness, but
also for the ease of implementation thanks to the resources (libraries and controls)
offered by some of the most commonly used frameworks and languages, such as .NET,
Java, Ruby and JavaScript.

On the other hand, the advances made for the development with IoT in the field of
medicine are remarkable, it has reached the development of architectures (most of them
using Gateway gateways) that facilitate the interconnection of a series of sensors and
actuators with the web world, as well as the design of protocols that allow these devices
to comply with different performance specifications [7, 8]. In addition, the types of
communication links necessary for the development of the device [9, 10] have been
explored. Currently there is research in systems specifically related to medical and
health applications, monitoring patients both in hospitals [11, 12].

We also find advances in less complex, open source developments available in
public access repositories, which are able to communicate with applications automat-
ically, saving the information obtained, according to the standard of HL7 for further
processing, the portable meter [14]. And the project of vision, processing and storage of
images in ultrasound [15], bring closer the possibility of providing effective care
outside of a first level institution [16].

Among the architectures used among the works already described above we find:

1. IoT Technology for the Dynamic Content Adaptive eHealth Content Management
Framework embedded in cloud architecture.

These systems produce and process exponentially increasing amounts of sensory data.
In addition, they support real-time processing that requires a dynamically scalable and
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fault-tolerant architecture. Using cognitive services, the appropriate methods determine
the appropriate overview of the system by providing adequate medical information
from the sensory body data collected [17]. The underlying methodology uses corre-
lation data between different factors, invoking the customizable eHealth cognitive
content management system. The work of [17] demonstrates the corresponding socio-
technical environment, the cognitive info communication methodologies applied and
the related adaptive technological elements, represented in the following architecture
(Fig. 1).

This architecture offers stability and security at a high level, but does not take into
account the security of the sensors and the vulnerabilities mentioned in [18], as devices
without access, brute-force attacks on the architecture, data encryption, among others.
Although there are ongoing standardization initiatives for the interoperability of IOT
technology, there is no general solution for the entire sector at this time.

2. Architecture of an interoperable IoT platform Based on Micro-services.

It is based on the coexistence of heterogeneous systems supporting the Internet of
Things, which shows an overview of the specific problems inherent in the IoT and the
proposal of micro-services-based middleware architecture to connect heterogeneous
IoT devices. Middleware functionality is achieved regardless of the size and

Fig. 1. Architecture for telemedicine [17].

Design of App Based on Hl7 and IoT for Assistance PHD Health Programs 409



complexity of a given device network, both from the aspect of the data model and from
the aspect of connecting existing and newly created middleware components (Fig. 2).

In [19] we present an overview of the specific problems related to IoT and the
proposal of a middleware architecture based on micro-services whose objective is to
ensure cohesion between different types of devices, services and communication pro-
tocols, while maintaining the scalability of the system. In addition to the concepts
provided, we describe the estimation of the regression model of process data flow
processing based on different types of integration data source using the proposed
architecture.

3. Secure IoT architecture for integrated intelligent service environments

In [20] the architecture is proposed (Fig. 3) to integrate several IoT services with each
other, where user authentication is controlled through a service, using encryption and
security keys. The identification of the user is done by obtaining the MAC, an ID
generated by the system, the SIM number, and IMEI number among other features. For
the communication of the services, an encrypted pin is used that travels throughout the
network and is validated both in the application and in the Gateway that outputs the
Internet. Although security is high in architecture, this quality attribute limits the
interoperability of devices and limits the fact that all devices must be connected to the
internet in order to validate whether they have access to the services or not. Not all

Fig. 2. Micro-services architecture [19]
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devices that connect to the network have sufficient power to transmit and retransmit
these messages.

4. Cisco

Cisco has proposed a framework (Framework) to ensure Internet of Things; this
consists of four components which are: Authentication, authorization, network policies,
secure analysis for visibility and control [21]. The authentication layer identifies the
information of the IoT entity using X.509 certificates after establishing the trust rela-
tionship in the identification of the device and the connection of the device with the IoT
infrastructure. The problem is that many devices do not have enough space to store the
certificate, but they do not have the CPU power to execute the cryptographic operations
that validate the certificates. The Framework authorization layer controls access outside
of a device and only with authorization after authentication establishes a trust rela-
tionship between IoT devices to exchange information. The policy layer reinforced by
teamwork consists of the elements that direct endpoint traffic securely over the
infrastructure. The last layer defines the services that all the elements of the network
infrastructure can participate to provide telemetry with the purpose of obtaining
visibility.

Fig. 3. Proposed architecture in [20]
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3 Proposed Architecture

For the construction of the application, an SOA architecture is proposed, based on the
construction of a web service that allows the communication between devices through
the World Wide Web, through the transfer of files in XML and JSON format and based
on the use of the HTTP, this service goes in favor of machine-to-machine interoper-
ability over a network, looking for any application to be scalable (Fig. 4).

The basic actors of the system are represented through 3 main roles: the doctor (can
be any other type of health specialist), the patient and an agency or control entity of the
health secretary, each of these actors has permission to different services, the control
agency of the secretary of health has access to a service of notification of risks which
will allow diagnoses of problematic conditions that weigh on a whole population, on
the other hand the services to which the patient accesses are the of the consultation of
his own clinical history and the registration of his vital signs for the subsequent
consignment in his clinical history. The consultation service is exclusively for the role
of the doctor, he is the only one with the permissions to carry out a consultation in the
web service.

To provide each of these services, business processes are performed, for the reg-
istration of a query (Fig. 5), starting from the event that is the consultation itself,
verifying the existence of a clinical history (business object) and in if necessary,

Fig. 4. Design architecture introduction viewpoint. Source: Authors
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creation; later there is an aggregation to that clinical history of the symptomatic data,
and then it is passed to another process that is the registration of the vital signs.

The business process of registering vital signs (Fig. 6) begins with the event of
electing the option for taking vital signs.

Fig. 5. Business process query record. Source: Authors

Fig. 6. Business process vital signs registry. Source: Authors
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The patient participates in this business process and the first thing that is done is the
validation that the business rules are being complied with (patient’s condition, number
of records taken per day, etc.), once the compliance of the patient is guaranteed. The
business rules are made taking the vital signs, and immediately the record is drawn up
that will be added to the clinical history.

For the realization of the processes, it is necessary a deployment by logical modules
that will be responsible for implementation, in the diagram of structure of the appli-
cation, we see how the different modules are integrated (Fig. 7).

The structure of the application is based on the construction of a web service which
is the one that provides the services through the consumption of the information
provided by other modules, the vital module Scanner is in charge of the execution of
the taking of the vital signs, this module is the one that validates the business rules and
later builds the CDA so that it can be consumed by the web service and later stored, the
analysis module is the one that has the algorithms for the elaboration of statistics based
on logic models diffuse [], which will be the only service to which the control entity of
the ministry of health will have access. The last module is the one of the connection
with the Mirth Connection database, it is the one that allows us through hl7 protocols to
store and later consult the information.

The vital Scanner module is implemented in a raspberry pi device, which allows the
control of takings and reading of vital signs through the different sensors described in
previous works such as the vision, processing and storage of images in ultrasound [15]
and the development of portable glucometer [16].

In general, we can guarantee that this architecture is not only intended to unify the
information obtained from the different health entities, but also to use the information
available in a research and reports module where the probable causes of the diseases are

Fig. 7. Application structure. Source: Authors
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detected, investigated and controlled diseases of the general population, for the diag-
nosis of risk situations.

4 Architecture Comparison

The proposed architecture aims to solve several of the disadvantages found in the
previously analyzed architectures; through the use of a middleware mechanism
(raspberry) with a high level of processing and that supports the execution of software
that allows applying the 4 components of the framework of the architecture proposed
by cisco (Authentication, authorization, network policies, analysis secure for visibility
and control), is intended to resolve the main weakness of the IoT Technology archi-
tecture for the Dynamic Content Adaptation eHealth Content Management Framework
embedded in cloud architecture, with the proposed architecture when connecting the
sensors to the middleware is responsible for ensuring the security of access to the data,
configuring the sensors so that they simply display the information to a single device
with the protocols defined for security.

The proposed architectural proposal is partially based on the architecture described
above. Architecture of an interoperable IoT platform Based on Micro-services, since it
seeks to ensure cohesion between different types of devices, services and communi-
cation protocols, while maintaining the scalability of the system, all through the use of
middleware for communication between sensors.

It also uses the encryption of the information proposed in the Secure IoT Archi-
tecture for intelligent service integrated environments, through an element of the HL7
standard in version 3, which are the messages transmitted by XML, with Mirth Con-
nection encryption, this guarantees the security of the information transmitted by the
intelligent device.

5 Conclusions

1. Through the study and implementation of multiple architectures, we achieved the
construction of a sufficiently robust to ensure security, interoperability and
scalability.

2. Due to its modular pattern, the proposal allows the addition of new functionalities
(different from those presented in this document), for the use of information for the
generation of new studies and reports, starting from the data provided.

3. This architecture is scalable to any other type of sensor that wishes to be used, as
sensor Nanos, since it is based on architectures that support the use of them.
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Abstract. Problem: A number of technologies has been developed aiming at
improving the availability, opportunity, difficulty of access or efficiency of
epilepsy diagnosis based on Electroencephalogram (EEG) data. However, these
approaches are not all based on open technologies, neither are they integrated
into Electronic Health Record information (EHR) systems to support continuity
of care. Objective: To develop an open source EHR system for the management
of patient’s information, encounter scheduling, remote registration, and subse-
quent analysis of EEG data. Methods: The analysis, design, and implementation
of the system followed the Scrum framework. The implementation was based on
an open source platform for EHR systems named OpenMRS. Results: Neu-
roEHR supports the provision of Tele-EEG services, integrates patient’s clinical
information, and EEG data captured remotely from an EEG device, stores the
data in an EEG repository, and allows a neurologist to provide a diagnosis based
on clinical and EEG data. Conclusions: The NeuroEHR system is currently
being used in the context of the NeuroMoTIC project, in which a pediatric EEG
data set is being created and annotated, and some Artificial Intelligence algo-
rithms are being tested to support a telehealth service for the diagnosis of
epilepsy.

Keywords: Electronic health record system � Telehealth � Epilepsy diagnosis
Tele-EEG � EEG

1 Introduction

Currently in the world there are more than 450 million people with mental and neu-
rological disorders, of which 80% are in low and middle income countries (LMIC) [1].
The main neurological and mental problems identified by the World Health Organi-
zation (WHO) are: depression, psychosis, epilepsy, developmental disorders, behav-
ioral disorders, and dementia. It is estimated that approximately 20% of boys and girls
suffer from any of these conditions [2]. In Colombia, the Neurological Institute esti-
mates the prevalence of epilepsy at 2%, with only 30% of the population controlled [3].
In turn, a study by Vélez et al. revealed that the highest prevalence of epilepsy is found
in children, affecting 71% of the population suffering the disease. Moreover, children
below 6 years of age account for 28% of the cases [4].
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One of the biggest obstacles in the early detection of neurological disorders, such as
epilepsy, is the low availability of specialized professionals. In Colombia, for example,
the total number of neurologists in 2011 was only 231 [5]. This small number of
specialist affects the diagnosis of the disease, especially because of the complexity of
the clinical test used in the diagnosis. The most common test to confirm an epilepsy
case is the Electroencephalogram (EEG), which is a transitory signal, obtained placing
electrodes on the scalp for recording brain electric activity. Considering that a typical
EEG recording lasts 20–30 min (not including patient’s preparation time) and the
ambulatory EEG, also called video EEG, which takes from 24 to 48 h; the time
invested by a specialist to read an EEG is very high.

Another important problem, especially in low and middle income countries, is the
poor efficiency of health services, especially in rural areas. According to Colombian
Clinical Practice Guidelines (CPG) for the diagnosis and treatment of epilepsy [3], all
children, youth, and adults who present suspicious crises, such as seizure, should be
treated urgently by a specialist within the next two weeks. However, in Colombia, the
mean elapsed time since a seizure event occurs and the case is diagnosed is 4 months.
This is especially critical for rural population, because specialized medical services are
usually only provided in capital cities, so the patients requires several trips to receive
diagnosis and treatment.

In response to the need for improving efficiency of epilepsy diagnosis services in
rural areas, Tele-EEG services are a cost-effective alternative. In this direction, the state
of the art analysis, presented in the following section, provides scientific evidence of
the improvement in the availability, opportunity or efficiency in the diagnosis of epi-
lepsy supported by EEG. However, these approaches are not all based on open tech-
nologies, neither are they integrated into Electronic Health Record (EHR) information
systems to support continuity of care.

The objective of this paper is to describe the development of NeuroEHR, an open
source EHR system for the management of patient information, encounter scheduling,
remote registration, and subsequent analysis of EEG tests. NeuroEHR allows the
provision of epilepsy diagnosis services in remote rural areas, therefore improving
opportunity and access to diagnosis services. It is designed to operate in a Tele-EEG
environment, in which one or several technicians (specialized medical staff) perform
EEG exams on patients in the same or different geographical locations, record the
patient’s clinical information and EEG data, and provide an open source EHR service
in which one or several neurologists can remotely read the EEG test to support EEG
diagnosis and decision making.

In the following sections, the related previous works are described; the analysis,
design, and implementation phases of the development process are presented; and
finally, a case study in pediatric EEG analysis in Colombia using the NeuroEHR
system is described, followed by the discussions and conclusions.
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2 Related Works

Campos et al. described the implementation and evaluation of a real-time ambulatory
consultation service based video-EEG [6]. The authors demonstrated an improvement
in the opportunity of the diagnosis, treatment and immediacy of care, and accessibility
to the electronic health records; concluding also that the Tele-EEG system had a
positive impact on patient’s opinion. The main gap of the proposed system is the need
of a wide bandwidth Internet connection for sending online videos, which is not the
case in most rural areas in LMIC. Also, it’s not supported on open platforms and
standards.

Celi et al. created the Mobile Clinical Information System – MOCA [7]. It is an
open source Android platform used to collect patient’s information through a mobile
client. The system is integrated with OpenMRS, an open source EHR platform which
has been used in many low and middle income countries. The software allows the
transmission to a central server of clinical data, including EEG, audio or video files,
using a cell phone. The specialist receives the data, enabling real time diagnosis. The
main drawback with this work is that it does not provide an EEG repository within the
system, for its further review by the specialist. The system was further adapted, and a
mobile EEG tele-monitoring system was developed, but its clinical relevance was not
demonstrated because it was not supported on professional EEG devices [8].

Townsend et al. highlighted the importance of remotely monitoring vital signs [9].
A monitoring architecture for real-time patients is proposed, which includes: body
sensor networks (including EEG sensors), electronic patient records, and an SMS
messaging service as a data transfer mechanism. Through a web portal, the data of the
physiological state of the patient is displayed, as well as a service via SMS to provide
alerts to medical personnel in case of emergencies. Although the proposed system
allows the collection of summary information on vital signs through SMS, it does not
allow the management of information associated to epilepsy.

Thangavelu et al. proposed a series of signal processing algorithms for the detection
of epileptic seizures which are implemented through the analysis of EEG signals in a
mobile environment. These algorithms were tested in a simulated Body Area Network
(BAN) using the Emotiv EEG device. The main disadvantage of the proposed system is
that it does not integrate or implement an EHR system and it can’t be used in real Tele-
EEG services because Emotiv is not a medical device.

Shoeder et al. presented a pilot tele-neurology service implemented in a hospital in
Colombia [10]. The study assessed patient’s satisfaction with the neurological tele-
consultation service and establishes the human and technical requirements for its
implementation and evaluation. The pilot study was performed with 20 patients. The
proposed service provided only a tele-consultation service, not involving the collection
and analysis of clinical examinations such as the EEG, nor the integration with an
EHR.

Borja et al. described the design, implementation and evaluation of the reliability of
an EEG system for signal acquisition and visualization [11]. In this work, a system for
the visualization of EEG signals was implemented, however the number of EEG
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channels is limited (4 in total) due to hardware restrictions. In addition the information
collected is not managed by any EHR.

3 Methods

The development process was guided through the Scrum [12] framework. It included
in-depth interviews with a neuropediatrician and EEG technician, and the observation
of the health services provision in an EEG clinic. The Electronic Health Record
(EHR) technology used for the construction of the system was Bahmni (https://www.
bahmni.org), an open source distribution of the OpenMRS (Open Medical Record
System) framework [13].

3.1 Identification of Software Requirements

The software requirements elicitation process began with in-depth interviews [14]
conducted with a neuropediatrician through a protocol of questions. This protocol was
defined to generate discussion and exchange of opinions. The objective of the interview
was to understand the conventional procedure of collecting and managing both clinical
and EEG data in the context of the diagnosis of epilepsy, as well as to know the needs
of the neuropediatrician concerning the remote diagnosis of epilepsy. The interview
was recorded in audio format and an informed consent was signed.

In order to get firsthand information about the procedure for collecting clinical data
and EEG exams, an observation was performed at the neuropediatrician’s medical
office, in which regular EEG exams are normally taken to the patients.

Based on the activities described above and subsequent meetings with the neuro-
pediatrician, the software requirements of the system were identified. Below is a
summary of the EEG data collection process as it was formalized in this stage of the
development.

1. Patient data collection (5 min): Patient clinical information is gathered by the clinics
technical staff and the collected data is registered in the BWAnalysis1 software,
which is used both for the recording of clinical data and for the recording of the
EEG signals. The registered data are full names, identification document, date of
birth, gender, weight, height, medical doctor, medication, health provider, and
previous clinical events.

2. Location of electrodes (20 min): 24 electrodes are located in total (22 in the scalp
and 2 in the chest) and the impedance of each one is verified through the
BWAnalysis software, to ensure that they have proper contact. The electrodes are
located according to the 10/20 positioning standard using the BWII-EEG2 device.

3. Taking the EEG exam (30 min): The signals are captured in three different
assemblies, these are configured in the software beforehand. Each assembly (lasting
ten minutes) determines which group of electrodes is activated for recording the

1 Computer Software developed by Neurovirtual, which is distributed with the BWII-EEG device.
2 FDA certified Medical device for the recording of EEG signals.
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signals. During assembly one, patients are hyperventilated; during the assembly
two, flash stimulation is provided, and during assembly three, opening, ocular
closure, and auditory stimulation is provided. Following, the signals are stored and
annotations are made when an event that alters the signal (artefact) occurs, for
example body movements or coughing.

4. Test Reporting: An EEG test report is created by the neurologist and delivered to
the patient after 15 business days. It includes some clinical recommendations, for
example changing patient’s medication, or ordering additional tests required for
possible clinical interventions.

The identified software requirements were specified in fifteen user stories (US) to
have more precise descriptions regarding functionality, effort estimation, and
responsibility.

According to the software requirements, the Tele-EEG system should allow the
management of patients and clinical data, the registration of EEG exams, the reporting
of EEG test results, and the management of appointments. It should operate in a
telemedicine environment, in which one or more technicians take EEG exams on
patients in the same or different geographical location. Subsequently, one or more
neurologists should be able to review the registered data and exams in the system, and
report results independent of his/her geographical location. On the other hand, the
platform should facilitate the scheduling of appointments for EEG exams.

Three actors interact in the system: The EEG technician, who records the clinical
data and EEG exams, and also schedules appointments; the neurologist, who reviews
the EEG exams and reports the results; and the system administrator, who is respon-
sible for managing users, as well as the general maintenance of system configurations.

The system is especially useful when it is employed for taking EEG exams in
geographically disperse or low-income rural areas, where there is no presence of
neurologists.

3.2 Technology Used

OpenMRS [13] is a Java-based and open source electronic medical record system. It
provides a data model, which is included in the platform’s API. The API works like a
“black box” hiding the complexities of the data model and ensuring that the applica-
tions and modules that use the API work with a similar set of business rules. At the
heart of OpenMRS there is a dictionary of concepts, on which all the management of
clinical information is based. OpenMRS is built to support modules, which can be used
by software developers to modify the behavior of the system. This technology was
chosen because it is the most used open source EHR in the world. It has a strong
developers and support community, and several technical functionalities.

Bahmni (http://www.Bahmni.org) is an open source framework built as a Java-
Script application on top of the OpenMRS (http://www.openmrs.org) data model and
application program interface. Bahmni objective is to satisfy the needs of hospitals in
low-resource environments by taking advantage of many other open source
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technologies. Bahmni uses OpenERP (https://www.odoo.com/) for billing and inven-
tory management, and OpenELIS (http://www.openelis.org/) for laboratory manage-
ment [4].

Taking into account the above, Bahmni was selected as the base technology for the
construction of the Tele-EEG system because it is integrated with OpenMRS, it is of
general purpose, configurable, and adaptable to any workflow of a hospital. It not only
offers the possibility of implementing hospital information systems (HIS) through
personalized configurations with JSON files (Bahmni configuration files), but it is also
possible to modify the source code of the framework to adapt aspects not supported by
the configuration files.

In order to meet the identified software requirements, only the OpenMRS com-
ponent which is integrated into the Bahmni JavaScript application was deployed. The
OpenERP and OpenELIS components were not used because the identified require-
ments didn’t include billing or laboratory management needs.

3.3 Development Process

The development of the Tele-EEG system called NeuroEHR was carried out under the
Scrum framework through the four following events: Sprint Planning, in which the
software requirements to be implemented on each sprint were selected; Sprints, in
which the system was implemented using three iterations; Sprint Review, which
reviewed the functionality of the system in each iteration, and Sprint Retrospective,
which allowed to evaluate the development process and introduce improvements to it.

In the first sprint, the user interfaces of the entire system were designed and the user
management module was implemented; in the second sprint, the modules for patient
management and exam management were implemented. Finally, in the third sprint the
results reporting and appointment management modules were implemented. A neuro-
pediatrician was present during the entire implementation process to clarify the soft-
ware requirements when it was necessary and to validate the usability of the user
interfaces.

4 NeuroEHR

NeuroEHR is a web telemedicine platform built on the Bahmni framework that allows
the scheduling of appointments, the registration of clinical data, and EEG exams by
technical personnel in any geographical area. It also allows the remote reading of EEG
tests, and reporting of results related to the diagnosis of epilepsy. In this way, Neu-
roEHR is useful in the diagnosis process of epilepsy in rural or low-income areas,
solving the problem of medical coverage for these places where the presence of neu-
rologists is not feasible. The following section describes the architecture and software
features of the aforementioned Tele-EEG system.
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4.1 System Architecture

The system architecture is based on the Bahmni architecture [4] which is a client-server
one (see Fig. 1).

The User’s machine component represents the personal computers of the techni-
cians and neurologists, who access NeuroEHR through a Browser with Internet
connection.

The Server is responsible for providing the necessary services for the operation of
the Tele-EEG system. NeuroEHR FrontEnd is the web application with which users
interact to make use of the functional characteristics of the system. Apache Web Server
provides the necessary HTTP services so that users can access the system through the
web. OpenMRS Server allows the storage and management of all clinical information.
OpenMRS DB represents the database where all the information collected by the system
is stored.

4.2 Source Code

Four repositories of Bahmni located at GitHub (https://github.com/bahmni) related to
the management of clinical information with OpenMRS were taken as a basis and a
fork operation was performed on each of them, obtaining four new projects. These were
adapted to meet the requirements of NeuroEHR. Below is a short description of the
resulting repositories and their location on GitHub.

NeuroEHR: This project contains the FrontEnd of the system. It is an application
based on AngularJS, which is used by the technicians and neurologists to record
clinical data of patients, take and review EEG studies, and manage appointments for

User’s machine

Server (CentOS)

NeuroEHR FrontEnd
(JavaScript, HTML5, AngularJS)

HTTP
Browser Apache Web Server

OpenMRS Server
(REST API, Java)

OpenMRS DB
(MySQL)

Fig. 1. NeuroEHR architecture.
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patients in a Tele-EEG environment, as mentioned earlier. This repository is available
on https://github.com/neuromotic/hce-neuromotic-openmrs-module-bahmniapps.

OpenMRS Modules: It contains the modules that provide NeuroEHR with the
necessary OpenMRS services for the management of clinical information. This project
is written in Java and available at: https://github.com/neuromotic/hce-neuromotic-
bahmni-core.

Back-End: This project written in Java provides several utilities necessary for the
operation of the web platform. Available at: https://github.com/neuromotic/hce-
neuromotic-bahmni-java-utils.

System configuration: Set of JSON files that allow the configuration of some
aspects of the system modules at runtime, without the need to re-compile services.
Available at: https://github.com/neuromotic/hce-neuromotic-default-config.

4.3 Main Features of NeuroEHR

To use the Tele-EEG System, each user must log in using the account provided by the
system administrator. The main functions of the system are described below.

Recording EEG Studies. Before starting with EEG recording, the technician records
the patient’s personal data (see Fig. 2). Subsequently she/he performs the procedure of
recording EEG signals using a medical device. At the end of the study, the technician
records the clinical data of the patient, and a single EEG file is generated (see Fig. 3).
From this moment the data and the exam will be available for a neurologist to review
them and to report the results.

Fig. 2. Patient registration in NeuroEHR (fictitious data).
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Review of EEG Studies. The neurologist selects the exam that he/she wants to review,
analyzes the patient’s clinical data, and views or download the EEG test (see Fig. 4).
The option visualize allows opening the EEG exam in the desktop application that has
been previously configured into the system. At the time of reading the EEG signals, the
neurologist can record annotations in the system, for example, normal body movements
or abnormal signals related to epilepsy (see Fig. 5).

Fig. 3. Registration of EEG and clinical data.

Fig. 4. Visualization of clinical and EEG data.
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EEG Test Report. Once the neurologist has finished reading the EEG exam and
recording the examinations that he considers pertinent, he/she can record the report of
the study. This is generated in PDF and contains the neurologist’s concept of the
presence or absence of epileptic seizures in the patient (see Fig. 6).

Fig. 5. Record of EEG test annotations.

Fig. 6. EEG test report.

NeuroEHR: Open Source Telehealth System for the Management 427



Management of Appointments. This functionality facilitates the scheduling of EEG
exams. Before scheduling appointments, the schedules and practices available for this
purpose are defined. When scheduling an appointment the patient, location, date, and
time are selected (see Fig. 7).

5 Discussion and Conclusions

The paper presents the development process of NeuroEHR, an open source EHR
system for the management of patient information, encounter scheduling, remote
registration and subsequent analysis of EEG studies. Through qualitative in-depth
interviews and observations, particularly the participation of a neuropediatrician in all
the phases of the development, the resulting implemented system was adapted to real
needs in relation to the remote diagnosis of epilepsy. This Tele-EEG system has the
potential to benefit hospitals or communities in low or middle income countries,
contributing to the solution of the problem given by the limited availability of spe-
cialized professionals.

As it was demonstrated in the previous state of the art analysis section, there is a
lack of Tele-EEG systems supported on open technologies and able to be integrated
into Electronic Health Record (EHR) information systems. The above is very relevant
in LMIC countries, especially because high cost and low availability of neurology
services for the diagnosis and management of epilepsy. The base technology used for
the development of the NeuroEHR system (Bahmni) provided the required function-
ality, also the scalability to integrate the OpenMRS component into a customizable web
application by means of configuration files and modification to the source code. This

Fig. 7. EEG exam scheduling (fictitious data).
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allowed an easy adaptation of the system requirements to the open source platform,
therefore decreasing the implementation effort required.

The system is currently being used in the context of the NeuroMoTIC project [15],
in which a pediatric EEG data set is being created and annotated, and one Machine
Learning Classifier is being trained to support the neurologist in the diagnosis of
epilepsy in children [16]. So far, 100 pediatric EEGs have been collected using the
NeuroEHR system and 4 of these were diagnosed with the presence of epilepsy.
A training dataset has been created with 13 segments of EEG with epileptiform events
and 7 segments of normal signals. After the algorithms had been trained, and the
classification and relevance algorithms had been proposed, an intelligent component
will be created and integrated to the system as a new OpenMRS component. The
Intelligent component would help the neurologist in identifying patterns of suspicious
signs of epilepsy (epileptiform events such as peaks and low waves), which will allow
him to increase the efficiency in the process of reading EEG tests. Furthermore, as it is
part of the NeuroMoTIC project, the implementation of a pilot Tele-EEG intervention
in rural areas at the Department of Cauca, Colombia, aiming at demonstrate the
NeuroEHR system´s feasibility to increase the opportunity of epilepsy cases confir-
mation is foreseen. As future work, the usability and performance of the system will
also be evaluated.
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Abstract. Organizations have become infrastructure and information depen-
dent, and any problem that affects those assets can compromise the organiza-
tion’s operations. Incident handling and malware research requires new
strategies focusing on cyber defense in a way that allows researchers, incident
responders and authorities to react preventively to mitigate high damaging
attacks. The results of this research are a guideline of an active defense protocol
to contain Remote Access Trojan (RAT) malware attacks, identifying proac-
tively weaknesses on generic, open source or leaked code used for Trojan
infection campaigns, and thus developing an effective response protocol to
contain and stop the threat with a limited resource investment. This protocol
does not replace traditional national protocols required by local authorities to
report cyber security incidents; however, some mechanisms to deactivate
Command and Control (C2) servers, can reduce effectiveness of operations
based on malware related threats faced in Colombian and other countries around
the globe.

Keywords: Malware � Remote Access Trojan � njRAT � Computer crime
Active security model � Offensive countermeasure � Network security
Command and control server � Incident response

1 Introduction

1.1 Cybercrime

Information is one of the main assets for organizations and its protection is an implicit
objective for the organization’s management [1]. Although information security stan-
dards are implemented to protect information, companies are targeted by attackers,
which also include citizens and ICT consumers as targets.

The attackers are not passive but developing techniques and tools that make life
easier. They use tools that go through perimeter controls to stay within organizations
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and from there controlling their operations to obtain data at rest or in transit that can be
transacted in the black market.

According to the report about the Impact of Digital Security Incidents published by
the Colombian Ministry of ICT (MINTIC), in 2016 more than 50% of the Colombian
companies interviewed registered between 1 and 5 digital incidents, and approximately
30% of the companies reported between 6 and 100 incidents. The report highlights that
5% of the companies registered over 1.000 incidents, with a global number of more
than 100 thousand incidents in 2016 [2]. Other reports show an average of up to
540.000 incidents in Colombia with a loss of more than 6 billion dollars [3].

The Russian company of cybersecurity services, Kaspersky Lab, presented an
overview about cybercrime in Latin America for 2017, pointing out that it found 677
million cyber threats in a time lapse of 8 months (January to August) that could be
interpreted as an average of 117 attacks per hour and 33 per second [4].

Risks and threats to information security in companies are evident. Only in
Colombia, in 2015, the Department of Cybercrime of the National Police received 7118
complaints from cyber victims, which represents a 40% increase compared to 2014.
Economic losses derived from these acts represent the 0,14% of the gross domestic
product, according to the Worldwide Bank (2014); this means, about US$500 million
approximately [5].

1.2 Malware

Malware [6] is any piece of software designed for the specific purpose of performing
malicious activities within the devices that they compromise. Malware can have the
ability to spread automatically or manually, where this last one represents a higher risk,
since a threat that arrives specifically to the organization is considered a targeted attack.

Among the preferred tools of the attackers are the RAT (Remote Access Trojan),
considered a malware with great potential to control devices remotely and through a
centralized station known as Command and Control (C2). The scope of the application
for RAT-type tools is continuously increasing, impacting organizations, employees and
users. However, the tools that are used to infect users to access information that gives
revenue to attackers, are getting diverse and its functionalities are growing.

Malware focuses mainly on user manipulation techniques by means of email,
spoofing or theft of government and private companies’ mailboxes, as indicated on
2016–2017 Police’s Cybernetic Center from Colombia [7]. In the first quarter of 2018,
campaigns directed to Colombian users using a remote access Trojan identified as
njRAT was identified. This is an open source RAT configurable and with enough
functions to compromise information [8].

1.3 Rats Campaigns

RATs are used in campaigns with life cycles that begin with the infection of users that
then become bots and remain operative as long as the sample of malware used is not
detected by antivirus controls. The process of a campaign begins when the attacker
sends a massive email, which impersonates a government mail request or an update,
then the victim user is asked to download a file and open it and when he does so the
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malware generates mechanisms to remain inside of the infected device, be it a tablet,
cell phone, laptop or desktop, installed in different places, creating shortcuts, imper-
sonating installed programs in order not to be easily detected. It also has the ability to
hide in active processes and erase traces of its executions at the memory level.

The installed RAT converts the infected device into a BOT, which works as a
program that is controlled remotely by C2, that is managed by the attacker. The
campaign begins and the attacker starts earning money using several mechanisms, for
example, the theft of credentials, cryptocurrency wallets and credit cards, spamming
from the devices, performing DDoS attacks for which they charge a sum to the client
who buys the service.

The survival mechanism of the campaign consists in updating the bots, making
them undetectable and making connections from one IP address to the next where the
command and control are hosted. The success of a campaign depends on how long the
mechanism of infection lasts, the number of users who have been infected and therefore
the retribution (profit) obtained from the process.

2 Current Defense Strategy

2.1 Standard Procedure for Containment and Mitigation

In the Colombian industry, companies have a standard mechanism to report cybercrime
[9]. The report to Internet Service providers and/or local authorities of domains names
and IP addresses used by attackers in the campaigns. Foreign third-party companies
protect the identity of those who register their services and this is problematic because
it prevents identifying the attackers properly.

Deactivation or seizing of IP addresses supporting C2 servers is a procedure that
must be requested only to authorities in Colombia, and it will depend on the diligence
of the authorities and service providers to proceed. This process can take a long time, 6
months or more unfortunately because of its urgent nature. Also, a report generated to
dynamic DNS providers contact services are not always a solution to switch off
malicious C2 domains.

The majority of cases are not resolved, allowing the attackers to act in impunity and
cause significant losses for the victims. This is why a new way of dealing with this type
of computer attacks is proposed.

3 Proposed Protocol for Active Defense Against RAT

3.1 Active Incident Response

Methodologies for an active response to cyber security incidents is not a new subject
and it has been addressed by governments all around the world. This concept not only
focuses on counter-attack, but on developing strategies that demotivate and identify the
malicious actors, their tactics, capabilities and tools [10].

According to a study from George Washington University [11], sets of activities for
an active defense framework allow counteracting different stages in the attack phases,
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affecting the possibilities of the attackers in the preparation, intrusion and security
breakdown. Figure 1 shows active defense jobs and their impact on the stages of the
attack.

By taking down C2 servers communications from and to infected clients (bots) will
deactivate, and it forces the attacker to have to obtain new resources and change their
strategy, increasing the recovery time and making the attack strategy less resilient and
more expensive.

This proposal defines activities that can be deployed against malware campaigns to
identify C2 servers and malware installed in a victim, which could give ideas to
deactivate these kinds of servers in order to minimize the damage caused. It reduces the
time to take down a malware campaign, compared to local authority’s procedures and
decreases the response time of international requests based on collaborative protocols
or a legit complaint against service providers.

3.2 Steps to Make an Active Defense Against RAT

The protocol developed interprets the way in which a defender could develop an
analysis of the attacks in order to identify weaknesses within the attackers’ environ-
ment, to perform an effective active defense as a response strategy to this type of cyber
incidents.

Identify the Malware Sample
Cybercriminals in a single campaign usually implement standard procedures to select a
RAT, an open source or leaked RAT code, free dynamic dns, hosting in compromised
servers, domain names for C2 server and the whole elements to infect and affect
citizens [12]. These common elements allow the identification of patterns that help
identify the type of malware used and potential attackers. The tools that are used by

Fig. 1. Impact of active defense in cyber-attacks [11].
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cybercriminals are reused using the same variant (type) of RAT in most of their
campaigns, improving their evasion using obfuscation and encryption techniques.

The use of free analysis sandboxes1, can provide2 an overview of the type of sample
you are dealing with. Basic analysis tools such as file, gdb, strings, allow the identi-
fication of the architecture and possible text strings in the binary.

Permanent Monitoring
The permanent monitoring is part of the traffic analysis exercise, where the behavior of
the sample in relation to the outside world will be observed, that is, if the malware
connects to a C2 or downloads additional binaries from some Internet site.

It is important to keep track of connection patterns and requests to different network
protocols. In general, the protocols dns, http, ftp can be an observed with tools like
those in the suite sysinternals3 and traffic analyzers like Wireshark4.

Search for Vulnerabilities
The search of vulnerabilities is carried out both in the bot sample and in C2, since in
most cases weaknesses are found in the protocol that connects these components. It is
also possible to find weaknesses directly in the bot or in C2, which provides extra
possibilities of exploitation and access to information about the attacker’s environment.
The most common vulnerabilities are:

• Weakness in the communication protocol
• Authentication and authorization failures
• Buffer Overflows in different components

Create Proofs of Concept and Exploits
Once the vulnerabilities have been identified, the process of exploiting them is auto-
mated, with the aim of having programs or quick scripts that help to give an immediate
response. It is necessary to use a flexible programming language such as python or ruby
and do the necessary tests to guarantee that the elaborated proofs will work in a real
attacker’s environment.

Develop the Active Defense Plan
In this step, in the cases in which the attacker is faced, a plan must be carefully selected
to use a tool to counter and demotivate the attacker’s environment and the attack,
causing frustration to disable your cybercriminal operation. Among the actions con-
templated are:

• Geolocation (GPS/WiFi) of the attacker
• Dismantling the new addition of bots to C2

1 https://www.hybrid-analysis.com/.
2 https://app.any.run/.
3 https://live.sysinternals.com/.
4 https://www.wireshark.org/.
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• Achieve a denial of service against C2
• Achieve a massive disinfection of bots in devices
• Achieve remote access to the C2 or to the attacker’s station.

Document the Case
Documenting the process generates a knowledge base of effective responses to these
types of threats, and it will also maintain a continuous update on the techniques used to
defeat attackers. In the documentation, it is also important to add response times and
impact mitigation at the organizational level.

Finally, it is a good practice to document and share vulnerabilities, proof of con-
cepts and exploits created for a given threat, so that they can be studied and improved
by the academic community and the industry.

4 Case Study: njRAT in Colombia

In this section, the protocol was implemented against njRAT (v0.7d) malware on the
campaigns against Colombia to detain them and test the active defense protocol during
an incident.

4.1 Infection Campaign Against Colombia - Q1-2018

During the first quarter of 2018, it was determined that several attacker groups were
using the same version of njRAT to control infected users. This RAT was deployed to
infect users within different companies in order to take control of the compromised
machines, steal passwords and execute DDoS attacks. There were at least three major
campaigns targeting online banking services in the country. Around 10 malware
samples were collected during campaign.

The samples were identified as MSIL/Bladabindi by AV engines, that are an open
source malware, originally written in Microsoft .NET language, created in 2012 and
cataloged as one of the 300 most known RATs in Latin America [13]. This RAT
includes functions to control botnets, download, upload and file execution, remote
command execution, windows registry read and write, screen capture, keylogging,
webcam capture.

4.2 Global Malware Activity

According to reports from Kaspersky Lab, in the last quarter of 2017, MSIL/Bladabindi
was reported in LATAM with Brazil as the most compromised country by this kind of
malware. Colombia was identified as the 32nd country in the world with a low number
of reports. In the first quarter of 2018, Colombia raised to 8th place in the world, and
was the second country in reports for MSIL/Bladabindi in LATAM (Tables 1 and 2).
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4.3 Active Defense Protocol Implemented

In the first quarter of 2018 in Colombia, during the wave of njRAT campaigns and after
the difficulty of stopping the campaign using traditional channels, a request was
received to work in conjunction with the technical staff of some companies, with the
objective of detaining the computer threat. It was decided to put into practice the
developed active defense protocol.

Identify the Malware Sample
During the stage of recognition of the threat, different samples of the njRAT malware
were collected and analyzed, together with identification of connections made to C2
servers used in the campaigns, that confirm C2 IP addresses in Colombia and the use of
services in the United States. Identification is done using antivirus signatures and
looking for patterns of behavior already documented on the Internet. Some indicators
of compromise are shown in Table 3.

Table 3. C2 servers in Colombia and USA using njRAT for 2018-Q1.

MD5 sample Bladabindi C2 server CO USA

37d2b5281b6118155bb27fec0cc8966d 181.61.169.237 X
25ce4a3901029a1a2dab41c0050fca13
01b791955f1634d8980e9f6b90f2d4c0
2f943d10cde37ea3c331dc61520d293d

23.105.131.187,
174.127.99.215

X

05673fa013236130c3c1e68c18f4bb44 186.112.199.203 X
37ba434dd2e887fd122b0139abf3a855 186.119.57.208 X
26c129f51a10816b261f73d5e3b2557e
f90a54bb0f5db31eb1b8b2ac409b96d1

191.109.37.128, 190.67.132.99,
186.112.195.41

X
X

6ae912d6fd007f49ab01a23d91245305
c04f2bab82ef5491750fb55b452f4e78

191.109.59.131,
186.112.203.198, 159.65.76.143

X X

Table 1. Bladabindi Q4-2017.

Position Country Users

1 Brazil 90
2 Russian 85
3 Algeria 35
4 Thailand 34
5 Germany 25
6 India 25
7 France 19
8 Saudi Arabia 18
9 Egypt 15
32 Colombia 2

Table 2. Bladabindi Q1-2018.

Position Country Users

1 Brazil 145
2 Algeria 43
3 India 35
4 Russian 28
5 Germany 24
6 Egypt 23
7 Thailand 19
8 Colombia 17
9 Saudi Arabia 14
10 Spain 14
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Permanent Monitoring
A systematic monitoring of malware campaigns in Colombia on the first quarter of
2018 was done, validating samples related to njRAT attacks and tracing C2 servers
used by these campaigns, this continuous monitoring permitted to identify patterns
used by cybercriminals and the selected version of RAT. This was possible imple-
menting a laboratory scenario used to analyze communications between C2 server and
infected clients. The way to perform this process is by running the RAT malware
sample in a sandbox and monitoring the outgoing network traffic, to identify which is
the C2 where it connects. As also analyzing the network traffic, which allows to
identify if the communication mechanism used is encrypted or uses a specific pattern.

Indicators of Compromise
For each sample obtained and analyzed, indicators of compromise (IoC) were gener-
ated, supporting its classification and confirming their relationship with njRAT.

• IP addresses related to C2 servers.
• Installation paths for malware on operating systems.
• Persistence mechanisms (register, boot files)
• IP addresses for possible attackers.
• Dynamic domains names used for different campaigns.

Malware and C2 Requests/Responses Identification
With the study of different samples, it was possible to identify that this RAT uses a
vulnerable communication protocol between infected clients and C2. Each packet
builds a frame for the message using the following pattern:

<Message length (byte)> <Command> <Field Separator> <Com-
mand Parameters>

According to requested commands, some parameters are encoded using base64 as
shown in Fig. 2.

All communications begin from client side (infected machine/bot), with a request to
C2 server with data about the operating system, session username, hostname, and other
fields. This message is immediately answered by the server using a specific format,
with the CAP command to take a screenshot of the client as can be seen in Fig. 3.

Fig. 2. Exchange frame between client and C2 server infected with njRAT.
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The PLG command, sent from the client side, does not require additional param-
eters and C2 servers will answer to them. If there is a response then there is a C2. This
command was used to create a script for detecting specific field separators used by a
njRAT version.

Search for Vulnerabilities and Proofs of Concept
In this step, a sample of the presumed exact version used by the attackers is obtained,
and a vulnerability analysis process is carried out in order to counter the threat dis-
played in the victims from a technical level. With a static and dynamic analysis
approach, with a vulnerability analysis process, a defender could identify weaknesses
in the version njRAT 0.7d used by the attackers. The weaknesses that were found are
not public until this moment and it’s a contribution to the community that works in
incident response and active defense. Proof of concept can be found in the github of the
csiete5 organization.

Fig. 3. Communication establishment between bot and C2 server.

Table 4. Some of the most important commands used.

C2 Commands Description Client Commands Description
CAP|'|'|         Screen capture PLG Feed active processes list
EX|'|'|proc|'|'| Processes request post|'|'| Send a file to C2
EX|'|'|tcp|'|'| TCP connections request get|'|'| File request from C2
EX|'|'|srv|'|'| Services request un|'|'|~ Uninstall malware
EX|'|'|rs|'|'| Remote Shell
rn|'|'|exe|'|'| File execution
Ex|'|'|fm|'|'|dw|'|'| File download
Ex|'|'|fm|'|'|up|'|'| File Upload
ret|'|'| Passwords list
Kl Key Logger
un|'|'|~ Uninstall malware

5 https://github.com/csieteco/njRatActiveDefense.
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Identify the Existence of a C2 njRAT
Using the PLG command it is possible to receive a positive response when a C2 is
hosted in the scanned IP. In Colombia, it is very common for attackers to use their own
workstations to manage C2 instead of dedicated servers or VPS. The following python
script achieves the detection of C2 and give as response the field separator used in the
protocol.

This script works against njRAT because C2 server does not confirm the existence
of a preliminary connection between the client and the server, who sends the response
immediately with the communication pattern. View Fig. 4.

C2 Denial of Service
The first communication from client to server is produced using “ll” command. This
request feeds the administration form on the C2 side to identify infected clients and
select commands to perform over them. Sending two or more “ll” requests using the
same socket, with the same structure of the connection message, will generate a System.
ArgumentException exception in the C2 server application causing its immediate
shutdown.

The njRATDoS.py script takes 5 to 10 s to takedown a C2 server and it’s possible
to execute it for a prolonged period so attackers won’t be able to reload its admin
console.

Through the execution of denial of service techniques (DoS) based on RAT issues,
it is possible to halt any activity executed from C2 server regardless of the domain
name, IP address, location or server protection. This procedure does not require to be
carried out by authorities nor does it require the intervention of the hosting or dynamic
domain-name-server providers.

Fig. 4. Communication pattern for PLG command on nJRAT.
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Sending two or more requests will produce a communication reset from server side
as shown in Fig. 5.

C2 Arbitrary File Upload
One of the features of njRAT is the ability to send and receive files from users.
Although this command is initiated from the server side, an infected machine uses post
command to create a new socket and send files without C2 server request, this is
identified as an arbitrary file upload. Once C2 server receives a post request from the
victim, it will prepare a socket for file transfer and will save the file using its njRAT
download path. Through this active defense vector, it is possible to achieve the fol-
lowing events that affect the attacker’s resources.

• Send enough traffic so that the transfer limit is reached in attacker’s server or the
storage disk is fulfilled, thus generating a degradation in the attacker’s
infrastructure.

• Search for the execution of a file loaded into C2 server, which may be possible at
the moment only if the attacker executes it interactively (human interaction).

It is possible to increase execution probability by using transliteration techniques
based on the name of the file that will be created on the C2 server, confusing attackers
for them to execute the file. For this case, a right-to-left technique [14] was imple-
mented in a script to modify the appearance of the file trying to spoof its file extension.

Fig. 5. DoS procedure against njRAT C2 server.
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By using the proposed procedures for uploading files to the C2 server, it is possible
to access privileged information, enabling the identification of infected users and
attackers behind the threat, allowing the construction of alerts to inform the pertinent
stakeholders for the apprehension of attackers or for the protection of the systems and
users compromised. This is the python code to upload arbitrary files to the C2.

This script can be executed because C2 servers do not verify the existence of a
request for file transfer and will prepare the socket for file transfer once the client sends
a post request with the corresponding parameters. The client sends connection
parameters to the server and starts a session for file transfer as show in Fig. 6.

Massive Bot Uninstaller
By seizing C2 server dynamic domain name or IP Address, an uninstall command can
be sent so compromised clients will remove malware from auto run paths and malware
file will be deleted from systems. This can be done send the command “un<field
separator>*” as registered on Table 4, “Client Commands”.

Fig. 6. Messages exchange for arbitrary file upload to C2 server.
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It is possible to create a script to open a listening port and act as a C2 server, wait
for njRAT bot requests, and once received this request, send an uninstall command to
clean infected machines automatically. This can be done by using a Sinkhole DNS
server or using the arbitrary file upload vulnerability to C2 servers as described in the
last paragraph, the payload will kill njRAT server process, create a server for listening
and will send uninstall command to all requesting clients.

Each infected client, that connects to this server will receive the order to uninstall
the njRAT malware.

Develop the Active Defense Plan
The main objective of the affected organizations was to stop in the shortest possible
time the attack that was causing hundreds of infections inside their facilities. The date
in which the incident response team was contacted was the third active day of the
incident. The strategy used in this Colombian case was planned like this:

1. Build a payload that allowed using geolocation using WiFi networks. Using the
found vulnerability it is possible to upload a PDF (with the payload) file to the C2
that is expected to be opened by the attackers.

2. Intermittent service C2 is caused by using the proof of concept of the first vul-
nerability, causing the attackers to lose their C2 management, forcing them to open
the application continuously after crashing.

3. Before the movement and change of IP or domain names by the attackers, the
identification script is executed, making a sweep of the ISP range address that the
attackers have been using, finding the C2 again.

4. A false server was built, making use of the provided script, where the requests of the
infected users were redirected, achieving a massive disinfection in a matter of
minutes.

The information collected was documented and sent to the relevant entities and
stakeholders to take action in the case. With this plan, it was possible to identify with a
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precision of ten meters, the physical place where the attackers were found, giving as a
result a residential address in Bogotá, Colombia.

With the collected evidence, it was possible to alert the authorities of the model and
serial of the computer equipment of the attackers, as well as the complete identification
of the hardware including MAC addresses of the different network cards, wireless and
wired. The incident was stopped in just four hours, giving an effective response to the
incident presented.

Document the Case
Documentation is an important process, as well as knowledge obtained for the orga-
nization itself, as well as to have immediate reaction mechanisms validated, which can
be in the hands of the blue teams (CSIRTS, PSIRTS, CERTS) of the organizations. In
this case, the approach of the active defense protocol is shared through this literature,
which is expected to be useful for the scientific community and industry interested in
the active defense field.

5 Considerations and Future Work

This procedure is an approach to the implementation of a cyber security strategy based
on an active defense for a specimen of a specific malware called njRAT, which was
used intensively in different malware campaigns in Colombia in Q1-2018.

There are many matters to explore in the active defense field and it is necessary, for
example, to find more weaknesses (such as remote exploits) that will make them cease
their activities, thus achieving a prompt disarticulation.

It is proposed, as future work, to create a way to standardize and automate the
protocol and also the documentation of elements of the active defense. There would be
documentation that could be consigned in a repository and thus support the work of the
incident response teams CSIRT, CERT that fight against cybercrime.

Finally, within the framework to generate active defense actions against cybercrime
threats, it is necessary to review the legal implications of carrying out this type of
actions, depending on each country and their current legislation, especially if they are
actions that are carried out in parallel to open judicial cases or in legal departments
within a company.

6 Conclusions

The currently used procedures for reporting malicious dynamic domains, IP addresses,
and services hosting the C2 servers do not generate adequate results in an effective
response to attending to an incident and can allow attackers to increase their ability to
create damage over time. Through the experience gained by implementing the sug-
gested protocol and the different attack vectors analyzed, it is concluded that the active
defense protocol is effective in containment activities and that it speeds up the deac-
tivation of the C2 servers.
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During the case study, the response to incidents using active defense strategies
initially required an investigation, analysis and preparation; however, once the response
team is prepared with the appropriate procedures and tools, response times will
improve.

The topics related to the legal or moral aspects of the investigation are at the
discretion of each one of the readers of this document. The purpose of this is to propose
a strategy that, while not openly disseminated in the field of active defense, does
represent an approach to the work done in the practical field when it comes to miti-
gating the impact that such a threat can cause.
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Abstract. This paper describes the process followed for designing a compu-
tational tool to improve the scheduling of surgeries in a regional healthcare
institution where the availability of surgeons and medical staff is limited and
heavily constrained. The goal is to analyze the characteristics of the system so as
to design the structure of the master surgical schedule and select and appropriate
set of rules aiming at reducing the waiting time for elective and ambulatory
procedures and increasing the use of the rooms. In first place, the characteristics
of the demand are studied by collecting and analyzing the information recorded
during a two-year time lapse. Then, this information is used as an input to
imitate the characteristics of the process through a discrete event system sim-
ulation model which can be used to analyze the performance of the system when
different strategies are adopted. In particular, easy-to-use rules of thumb,
adapted to the simplicity of the studied system are analyzed. For example,
offline and online scheduling strategies and combination of these with operatory
blocks (defined as a time dedicated exclusively to a given specialty) are studied.
Then, upon the basis of the results obtained, a user-friendly computer interface
is designed such that the process, that was predominantly carried out by hand,
can be automated while improving systems performance and reducing the effort
devoted by the personnel in charge.

Keywords: Operating room scheduling � Rules-of-thumb
Discrete event systems simulations

1 Introduction

Some studies suggest that, in Colombia, operating rooms report up to 40% of the total
income perceived by healthcare institutions equipped to provide such services [1]. In
addition, it is known to be the area that contributes the most to the costs drivers in
hospitals. Several reasons can be argued as the origin of such findings, however an
inefficient use of resources seems to be the law in healthcare institutions, especially in
low income countries where investments out of the core business (e.g. technological
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platforms and IT) are often scarce. As a consequence, it is not rare to find that complex
tasks as nurse rostering, appointments scheduling and operating theatre planning are
carried out by hand, without the support of specialized tools leading to optimize the use
of such valuable resources [2].

Operating room scheduling is one of those challenging tasks that very often face
schedulers within healthcare institutions without having the appropriate tools. It is
common to find that no automated tools are available for such a purpose and the way it
is carried out follows what can be seen as somehow inefficient methods [1]. As a
consequence, the process becomes heavily time consuming, alongside leading to
presumably suboptimal schedules that do not necessarily balance the needs of the
different areas so as to satisfy demand and contribute to provide a timely attention to
patients.

Because of its nature, operating room planning and scheduling problems have
attracted a lot of attention within the Operations Research community. The problem is
not only complex from the computational point of view, but in addition it poses some
specific challenges specifically related to the characteristics of healthcare organizations.
It seems that no two hospitals have the same set of constraints; moreover, the char-
acteristics of the services offered, the legal restrictions, the availability of specialized
personnel and technologies, pose extra-challenges when designing schedules that
optimize the use of resources [3].

Surgeries scheduling in Colombian health care institutions, as in many countries, is
subject to a large number of conditions and restrictions that limit efficiency and often
implies that patients cannot receive attention when this is needed. One of the main
problems identified rely on the fact that specialized personnel is scarce, a problem that
is remarkably notorious in medium and small size cities with up to 500 thousand
inhabitants. According to Amaya [1], in Colombia about 55% of hospitals do not
account with the personnel necessary to provide the services offered in a timely
manner. Therefore, most of the few remaining physicians located in the regions must be
shared among different health care providers, working under hiring schemes in which
the doctors have the greatest bargaining power and are in a position to impose con-
ditions regarding the schedules and times that they will work for a given institution.
Consequently, the adoption of advanced scheduling procedures frequently does not suit
hospitals conditions, what often leads to the adoption of simple schemes, which in
practice can be easily modified to adapt the system to rapidly changing conditions.

It is possible to find that in public and private health institutions there are still
strong weaknesses regarding the adoption of technological platforms used for activities
such as resources planning [2]. Computer developments tailored to the institutions and
even some general purpose ERP have been adopted by institutions that have the
economic muscle, and accounts with the human and technological resources for their
implementation. However, it has also become evident that there is a clear advantage in
the developments made-at-home as a response to hospitals own conditions. This is due
partly to the fact that each institution can operate under very different schemes which,
consequently, limits the applicability of general purpose developments. From this
perspective, it is important to propose computational alternatives that facilitate the task
of designing schedules in health institutions with these characteristics, and also allow to
improve quality indicators such as the opportunity of care and the use of the rooms.
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This research aims at optimizing the scheduling of surgeries in the operating room
theatres in a regional healthcare institution. The goal is to analyze the system char-
acteristics so as to generate a tailored computational tool that can be used for the
personnel in charge to improve decision making processes and the access to health care
services for the outpatients coming to the institution. Basic aspects as demand, suitable
scheduling rules and schemes used to provide services are evaluated to be later
embedded within a computational tool with the purpose of facilitating the process
previously carried out by hand.

2 Operating Room Planning and Scheduling

Surgery cases scheduling consists in the determination of the date and time for per-
forming the surgical cases, in such a way that the availability of the personnel,
equipment and technology required for performing such procedures is synchronized in
an adequate manner [4]. This problem has been long time attracting researchers,
leading to a wide availability of methods frequently suited to particular situations, a
response to the fact that hospital constraints may vary significantly between institutions
and healthcare systems [5].

Several levels of decision may be involved in the particular task of appropriately
plan and organize the way surgeries are to be performed in hospitals operating theaters
[6]. In particular, strategic, tactical and operational levels are visible and determine the
nature of the decisions to be taken and the difficulty of generating a plan that satisfies
parties expectations [3]. At the strategic level, a typical objective is to define the offer of
hospital procedures according to the available or forthcoming resources, taking into
account aspects as the estimated demand for such services and restrictions usually
related to financial resources. The tactical level typically involves the development of
master surgery plans, in which the assignment of operating theatres time is decided and
priorities are assigned for procedures to be executed in each room. Finally, at the
operative level, the sequences are established, and surgeries are assigned for their
attention during the corresponding time frames [6]. The boundaries between these
major categories, however, may vary considerably between different contexts.

The literature on operating room planning and scheduling exhibits a wide range of
solution methodologies that are retrieved from the domains of operations management
and operations research. Exact approaches based on linear and/or integer programming
are probably the most widespread approaches proposed from a theoretical perspective
for planning operating theatre surgeries [7–12]. Nevertheless, the difficulty faced for
solving such problems often leads to the adoption of heuristic methods that conduct to
approximate solutions in a prudential time [13, 14].

Approaches adopting alternative perspectives have been also studied [4, 14]. In
particular it is common to find that authors explore strategies that imitate the way the
scheduling procedure is carried out within the hospitals and propose improvements
applied directly to the process, rather than defining completely new approaches that can
be sometimes difficult to adopt in practice. One of such approaches consists in
reserving an amount of operating room time (namely blocks) for procedures of either
specific surgeons or medical specialties [5, 9, 15]. Several criteria can be used to assign
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such blocked time, a decision often taken in the tactical level that can lead to an
inefficient use of rooms time while, in contrast, making the scheduling process easier to
execute.

A different approach consists in evaluating the performance of the systems under
different scenarios seeking to identify the one that is most suitable to the actual con-
ditions and constraints faced for the hospitals [9]. Simulating the system and/or study
the mathematical properties of scheduling rules under some given conditions is com-
mon. In this way, it is expected to contribute to improve the efficiency of both, the
scheduling process and the use of resources. Molina et al. [15] study an applied
problem where the programming of surgeries in a hospital is required. With this pur-
pose, the authors adopt the use of heuristics to assign patients to waiting lists with the
intention of assigning an intervention date and an operating room. A large number of
alternative heuristics and test instances guide authors towards a robust conclusion about
the most appropriate mechanisms to address the problem.

Several strategies can be used for scheduling operating room theatres that can differ
enormously in their application and that may require more or less sophisticated tech-
nologies for their adoption. The so-called online methodologies, are carried out in real
time, in which the dates, rooms and starting of surgery start are assigned immediately
when the request arrive. Waiting lists (offline) are adopted often in ambulatory and
elective settings, where the patient can wait for confirmation of the appointment and
moment when the surgery will take place. Under this approach, a surgery is scheduled
by the institution once it has accumulated enough requests produce a program that can
use resources more appropriately.

As previously stated, technological platforms are barely used for accompanying the
scheduling processes in hospitals. In particular in low income countries very often this
task is completely carried out by hand only supported by a piece of paper, a notebook
or a bulletin board where the sequence of the surgeries is presented once an appoint-
ment has been confirmed. The process implies synchronizing patients requests with the
availability of the human and technical resources required for performing these pro-
cedures [1].

3 System Description and Proposed Models

This article describes the procedure followed to construct a computational tool for
facilitating the scheduling process within a regional institution in Colombia. The
process involves first the exploration of suitable approaches or procedures to schedule
the surgeries requests. In this way, several important aspects are analyzed: (i) the
demand patterns (ii) stochastic nature of procedures durations, (iii) and external con-
straints mostly related with the availability of specialists that obligates to renegotiate
the time frames offered by them to the institutions. The goal, as defined by personnel in
charge, is to reduce patients waiting time and increase rooms’ utilization. This research
mainly deals with planning and scheduling procedures that apply to an outpatient
setting. This means that the research is focused on elective patients for whom the
surgery can be planned in advance.
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The study is carried out for a private hospital, which provides high complexity
health services, and is located in a medium size city of Colombia. The institution
considered has a limited number of specialists working under a full-time contract.
Consequently, besides to the limited availability of specialists in the region, the
institution usually must adapt to the available schedules provided by these (external)
personnel and not necessarily to the requirements of the institution.

When the hospital personnel was first approached, there was not a clearly defined
procedure that can be easily imitated to reproduce the surgeries scheduling process
executed in the studied institution. There were no technological tools available for
scheduling surgeries in the operating theatres and the process was mainly based on
chief nurse intuition who, based on the knowledge of procedures and medical staff,
decided on the right timings for performing a given procedure. However, it was not
clear the criteria used to allocate appointments to the patients.

While scheduling the surgeries, the date and time for performing the surgical
procedure is defined. This is a manual process which is carried out in an online fashion.
The process main inputs are the requests specifications and the availability of both the
surgeons suitable to perform the procedures and the rooms. The final decision depends
mostly on reaching an agreement between the surgeon and the chief nurse in charge of
programming the operating rooms. The process considers the availability of the room,
the anesthesiologist and the team of physicians on duty who should support the surgical
procedures. It is the surgeon who provides an estimation of the surgery duration and so
the room time that should be reserved for a given procedure. A typical objective, as
described by the personnel in charge, was to increase the utilization of the operating
theatres, avoiding overtime in the operating rooms and reducing the lead times (waiting
time for a patient requesting a procedure). A simple representation of the process is
depicted in Fig. 1.

3.1 Analyzing Demand Patterns and System Characteristics

The firsts step consisted in analyzing the characteristics of the demand in detail. As
previously indicated, technological platforms were almost inexistent for most of the
processes carried out within the institution, so the records were collected from paper-
based archives where these were deposited in the books corresponding to previous
years. Two years of information were analyzed; the data collected includes information
about all the procedures including name, specialty, the start and end time of the
procedures (including anesthesia and operation), the doctor who performed the pro-
cedure and the date of the appointments. With this information, the behavior of the
demand was analyzed for the different surgical services offered by the institution and
the proportion of time that should be dedicated to serve each of these specialties.

Although there are many different procedures carried out within the institution,
these were only grouped by specialty for the analysis. No distinction was made
between medical doctors who performed the surgical procedures. The duration of the
procedures belonging to the same specialty was analyzed as if there were generic
surgeries for which the duration ranges between the times required for the different
procedures.

450 C. Saavedra-Moreno et al.



3.2 Proposed Improvements to the Scheduling Process

According to the characteristics observed in the demand patterns and the analysis of the
surgical cases durations, several strategies are proposed to be evaluated as the actual
method to be implemented in practice by the hospital. In particular, there were con-
sidered options aligned with what can be seen as possible for the hospital staff. In this
sense, priority rules-of-thumb were the basic option to study; it was also planned to
investigate about the effect of reserving an amount of operating room time (blocks)
dedicated exclusively for cases of specific surgeons or highly demanded medical
specialties. Both, for the free and the blocked time the theoretical priority rules that
were appropriate to the context of the institution studied were [10, 12, 13]:

• First fit: The surgery is scheduled in the first room that has available time
• Best fit: The surgery is scheduled in the room that has enough time to accommodate

it but has the least time available from among the possible options.

The combination of parameters was selected according to what is considered
practicable from the perspective of institution personnel and that lead to improvements
in the indicators related to the scheduling process, in particular opportunity of care
average and percentage operation room utilization average. The average opportunity of
care measures the time elapsed between the moment when a procedure is requested and
the actual date when it is scheduled to take place. Percentage room utilization measures
the proportion of the operating room time scheduled for performing procedures. Some
combinations were just discarded as those were not logical, e.g. either First Fit or Best
Fit are only useful when a list of requests is available (offline). Finally, only one of the
combinations that were equivalent was considered, e.g. Non-sorted (FIFO) First Fit
online or offline. The Table 1 presents the final set of scheduling scenarios. Scenarios
evaluated include current scheduling process (scenario 1), current scheduling using
operating blocks (scenario 2) and a combination of First Fit and Best Fit approaches

Fig. 1. A conceptual model for the scheduling process in the studied hospital
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together with the adoption of different priority rules and operating blocks. The latter
were considered in the scenarios considering that about 70% of surgeries carried out
belong to only two specialties. As previously stated, online and offline (waiting lists)
scenarios were also considered. When the usage of waiting lists was considered, the
surgeries to be programmed were sorted according to the estimated duration (de-
creasing or increasing).

3.3 A Discrete Event System Simulation Model to Evaluate Surgery
Scheduling Rules

In order to evaluate the performance of the systems when faced to the different sce-
narios proposed in Sect. 3.2, a discrete event systems simulation model was proposed.
The model imitates the process as it is currently carried out by the chief nurse, but it
includes those specific elements associated to the different rules proposed to improve
the process.

In the simulation model, the process begins with the arrival of a request for a
surgery. The amount of surgeries generated for each specialty is proportional to the
demand observed during the time lapse during which demand was analyzed, i.e.
according to the historical demand for the different services offered. Then, a duration of
the procedure is assigned randomly; in this way, it is possible to avoid considering
specific details of the procedures to be performed. This process imitates the time
estimated for performing a procedure as it is currently provided by doctors and the
chief nurse. Once this information is known, the availability of time in the room is
verified, and the respective assignment is made depending on the priority rule evalu-
ated. In this phase a probability of rejection by the surgeon is incorporated into the
model, to simulate the actual procedure, where medical doctor’s available time depends
on external factor not controlled by the hospital. Finally, the model considers the time
required for preparing the room for a new procedure and considers that there are
surgeries for which there is a significant risk of contamination, increasing the time
required as a consequence of the cleaning process once the surgical procedures has
finished.

To analyze the results obtained by the model a steady state simulation model is
considered and, as recommended by Banks et al. [16], 10% of the total time was
selected as the warm-up time, after which statistics were collected. A first group of

Table 1. Proposed scheduling scenarios

Scenario Priority rule Online vs. Offline Sort Operating blocks

1 First Fit Online FIFO No
2 First Fit Online FIFO Yes
3 First Fit Offline Decreasing Yes
4 First Fit Offline Increasing Yes
5 Best Fit Online FIFO Yes
6 Best Fit Offline Decreasing Yes
7 Best Fit Offline Increasing Yes
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experiments showed that the total execution time required to run the model assuming
time periods of up to ten years was sufficiently short to perform simulations with
multiple replicates.

3.4 Results and Conclusions

The analysis of the information collected from the records during the period of time
under study suggests that operating theatres receive mainly elective patients (ambu-
latory and hospitalized). Only 13% of the admissions corresponded to emergency
patients. The most demanded specialty in the system is plastic surgery. During the time
period analyzed, it was found that plastic and aesthetic surgeries required about 65% of
the total time rooms were in use. Some other important specialties were orthopedics
and general surgery consuming about 9% and 8%, respectively, of the operating the-
atres time (see Fig. 2).

As previously indicated, the duration of the surgeries was characterized after
grouping procedures according to the specialties. Then, goodness-of-fit tests were
carried out aiming at identifying the distribution that better suits the duration for each
specialty. There were some specialties for which a good fitness was not obtained for
any distribution; a possible reason for this lies on the fact that there were not enough
procedures during the studied time period to find a good fit. In the latter case, either
uniform or triangular distributions were adopted, using as an input the opinion provided
by the experts within the hospital.

Performance indicators results over the proposed scenarios are displayed in
Table 2. In first place, the Bonferroni approach was used to rank the alternatives that
better perform in terms of the opportunity of care criterion, the one having a higher
priority as indicated by hospital staff [16]. In particular, the results suggest that scenario
3 is the ones that better fit hospital goals. Not only the expected waiting times are
shorter in comparison to the remaining scenarios, but also the distribution of the
waiting time is more compact, suggesting smaller probabilities of long waiting times.
The results showed that there is not a difference in opportunity of care across the
scenarios (offline and online) that used First Fit rule without operating blocks. Simi-
larly, the scenarios 3 and 4 present little difference in the indicator when waiting lists
were sorted with increasing or decreasing surgeries duration. Considering the oppor-
tunity of care standard deviation, the results evidenced that scenarios of First Fit had a
deviation smaller to 4 days approximately, unlike scenarios of best fit scheme that had
an opportunity of care standard deviation over 6 days. In all the evaluated scenarios, the
distributions of the waiting times show a significant bias to the right, meaning that there
exists a non-neglectable probability of waiting for the surgery a time longer than the
represented by the mean.

The results evidenced that using the Best Fit rule increases opportunity of care
indicator. A plausible explanation may be given if it is considered that this rule tries to
fill the operational blocks as much as possible. Nevertheless, a possible disadvantage is
that it can leave empty blocks in the less distant days, while waiting for a procedure that
improves the use of operating rooms on a given day; however, and it might be possible
that this never happens. Then, as time progresses it is possible that some days finish
with a low utilization. On the other hand, the First Fit scheme, tends to be programmed
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in the days closest to the current date, filling all available spaces in the present,
therefore, blocks that can be used in the moment when it is needed. The implemen-
tation of blocks in the most demanded surgeries improves opportunity of care indicator
significantly. Unlike the current situation, it is no longer necessary to negotiate with the
doctor the date and time of surgery, but, on the contrary, these parameters are included
in the operational blocks. Thus, it is possible to give flexibility to the programming of
low frequency surgeries, knowing operating room availability spaces that are not
assigned to specialties of high demand.

4 A Computational Tool for Operating Room Theatre
Scheduling

The final phase of the research included the construction of the computational tool in
NET-BEANS 7.3.1 framework employing Java Language. The guidelines of Decree
0256 of 2016 issued by the Ministry of health of Colombia concerning to what should
be reported and tracked from operating room theaters, including quality and perfor-
mance criteria, were also considered. The computational tool was developed in three
steps. In the first step, the functional requirements were established considering the
guidelines provided by the Ministry of health. In the second step, a data base was
consolidated to record the information of the patients and their illness. Simultaneously
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Fig. 2. Total operating room theatre time (minutes) required for the specialties

Table 2. Performance indicators of assessing scenarios

Scenario Opportunity of
care average

Opportunity of care
standard deviation

% rooms utilization
average

1 4.83 3.84 54.8
2 5.73 3.19 57.0
3 4.93 4 56.6
4 4.94 4.06 54.5
5 6.65 6.65 60.1
6 6.7 6.79 58.0
7 7.01 7.4 61.1
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this data base considered all surgeons with their time frames and the capacity of the
surgery rooms; it also considered the blocked time that should be used for a particular
specialty. The third step took in account the functional requirements to apply the
selected rules-of-thumb and design a graphic machine-human interface. Finally, the
performance of the computational tool was validated by considering the information
provided by the hospital staff.

The computational tool possesses a menu with four modules: patients, physicians,
surgeries and indicators. The menu Patients allows to introduce the information about
the patient (see Fig. 3a) which is recorded in the data base. A similar function has the
menu Physicians related to the surgeons. The menu Surgery is used for the assignment
(see Fig. 3c). In this module the operating blocks for specialties are created (see
Fig. 3b).

Figure 4 presents a conceptual model of the scheduling process. The process starts
when the user loads the information of the patient and the surgeon to schedule the
surgery. The computational tool shows minimum, maximum and average time duration
of surgery based on historical data, user enter approximate duration manually. If sur-
gery is scheduled in a block it is included within a waiting list. When the waiting list is
complete, typically when at the end of the labor day, surgeries are schedule by fol-
lowing the selected priority rule (First Fit sorted by Longest Processing times). The

a) Window to record the information of the 
patient 

b) Window to record the information of 
operating blocks and waiting lists

c) A window of Surgery menu

Fig. 3. Window panels in the proposed tool
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computational tool validates the availability of the surgery room. When surgery is not
included in an operating block it programs the surgery in the first space available. It is
important to highlight that the computational tool does not schedule a surgery if a
surgery room is busy, and the user has the option to schedule manually, cancel a
procedure or postpone a surgery, when it is necessary. If it is required to re-program a
surgery, this is done by relocating the surgery at the first position of the waiting list.
Finally, the Menu Indicators was created to generate reports for the different criteria
established, the schedule of surgeries, surgeons and patients. Information can be pro-
vided back to users in the form of pdf-files.

5 Discussion

This paper describes the process followed to construct a computational tool to facilitate
the process of generating schedules in a healthcare institution with serious limitations
in terms of human resources. In particular, the research explored the use of simple
rules-of-thumb that can contribute to alleviate the difficulties faced when planning,
considering that doctors availability can be quite limited, and the systems performance
might be deteriorated as a consequence of this fact.

The contribution of the research was twofold. First, the system characteristics are
studied through discrete event systems simulations and the process is analyzed so as to
have a reliable support for selecting the appropriate scheme that better suits the hospital
conditions. In this way, it is expected contribute to improve some metrics related to
systems performance as the waiting time (for a surgery) and the rooms utilization.
Secondly, upon the basis of the computational study a computational tool is con-
structed. The software integrates the results of the study and the requirements of the
hospital to provide a user-friendly tool that largely facilitates the process of creating
schedules within the studied hospital. The computational tool has been designed
according considering also the guidelines of the Ministry of health and some

Fig. 4. A conceptual model of the computational tool.
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constrained conditions. The operation of the computational tool does not require per-
sonnel highly trained in informatics. In particular, it is designed to be used by nurses,
seeking to reduce the time these devote to perform some of the administrative tasks
they have in charge.

As a future work, it is proposed to evaluate the impact of the designed software in
the hospital. In particular, it will be interesting to check whether it satisfies the actual
needs of the institution, and if it appropriately deals with the diverse set of problems
typically faced by the chief nurse in charge of the process. In addition, it is proposed to
evaluate if the systems performance metrics have improved as a consequence of the
adopted scheduling rules and explore strategies leading to integrate easily changes
observed in the demand patterns and the hospital conditions.
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Abstract. The Colombian National Army conducts military operations against
armed groups aimed at defending sovereignty, independence and territorial
integrity. One of the armed groups strategies involved the creation of groups
called “pisa-softs”, whose mission was to infiltrate the patrols and kill the
sentinels. Various responses were developed to stop this type of attacks; One of
them makes use of technological tools with programmable electronic devices
and the use of sensors. A review of perimeter activity detection devices to detect
intruders with systems applicable to hostile environments to define the most
practical technology for building an effective device usable in the military posts.
Subsequently, the functional modules of the device were defined, including a
PIC microcontroller, a module with four infrared sensors, a receiving module
and a tablet under Android for enhanced Tablet can be used for its construction.
The result is a tool capable of generating a tactical advantage to military posts
with a data reception at 60 ± 5 m and high sensitivity of 80% to 90% for
intrusion detection.

Keywords: Optical detection � Military posts � Perimeter activity
Sensors

1 Introduction

Within the context of the armed conflict in Colombia there are different GAOs (or-
ganized armed groups), which for a period of approximately 52 years have tried to seek
the political power of the state through weapons [1], one of the strategies to weaken the
military forces It is the use of “pisa-softs”. As described in the April 2015 article in the
newspaper the “Espectador”, the “pisa suave” camouflages itself on the trail, then
crawls and attacks the sentries, its objective, to behead it [2].

In a post-conflict context, there is no talk of a stable and lasting peace since there are
other armed actors that interrupt total security for the country, which is why today there
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is talk and threat in national security. To that end, threats have been identified such as
organized armed groups that obstructs the peace of the Colombian environment [3].

The early alarms are a deterrent measure that allows the units to be alerted to the
intruder’s proximity, in this case to the calls to softness, which are used within the
technique of enslavement. About the units in adverse operations, either in movement of
the enemy, either offensive or reconnaissance.

Previously, similar devices have been implemented in the case of an optical fiber
intrusion detection system for railway safety, which is designed to protect a perimeter
area from some type of access that is not authorized as the system that has come. in this
document, but what characterizes and makes the system better is the low cost of
infrared sensors with respect to FBGs connected by fiber optic cables. In addition, the
cables are arranged to travel around the perimeter, differentiating communication by
radio frequency, which generates more expenses and signs during the installation of the
system [4].

Looking to improve these problems, the Phanton Fox was designed, consisting of
an integrated system of motion detection sensors, a long-range communication,
rechargeable devices with extended time, and easy access and management to the
user’s control platform.

2 Devices Developed for the Detection of Perimeter Activity

This section describes others technological developments that have been implemented
to perimeter activity detection, which have been applied considering the specific
characteristics of the conditions places of application and the technology applied. These
applications represent potential comparisons points for the development of the device
of the national army; also, the differences of said previous developments with respect to
the device proposed in this document are set forth.

2.1 Perimeter Surveillance System for Marine Farms and Similar

This invention relates to a system comprising one or more detection nodes, formed by a
radar, an image-processing system and GPS identification means, and comprising a
detection system for friendly boats, whose data is sent via internet connections to a
database associated with a server, with a web application which can be accessed
remotely via a terminal, be it a mobile telephone, computer, tablet or similar, a server
associated with an alarm center [5]. This system requires an internet connection, which
makes the military context inapplicable.

2.2 Safety Canvas for the Perimeter Protection of Lots and Premises
in General Against the Income of Intruders with Criminal Intensions

In this allows activating alarm devices when detecting the cutting or breaking of the
canvas by intruders in order to commit thefts, this canvas is installed covering the
perimeter surrounding the land of the properties to be protected and have a wire that
extends following a zigzag development along and across the canvas, thus defining a
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passive sensor circuit that is connected to electrical or electronic alarm devices, which
are activated automatically when the wire is cut or disconnected [6]. This application
requires a physical connection, that do not permissive in a military post.

2.3 Perimeter Vibration Detection System and Method

This system uses first and second vibration sensor assemblies. The first vibration sensor
assembly is installed at a first depth below a ground surface. The second vibration
sensor assembly is installed relative to the first vibration sensor assembly at a hori-
zontal distance away from the first vibration sensor assembly and/or at a second depth
below the ground surface, where the second depth is different than the first depth [7]. In
this system, is necessary are connected to a computer system for calculate a location of
a vibration source, and this not is possible for the military application.

2.4 Improved Intrusion Detection System and Method

This invention operates in a restricted mode, for restricting access to areas. The system
assigned permissions by an administrator which allows access or disallows access to
specific regions of a building. The system further has intrusion detection sensors such
as motion detectors and window or door contacts for ascertaining to presence of an
individual [8]. This system cannot be applied for the detection of soft feet, since the
identity of an individual is determined from entering an access code upon entry to the
premises or an RFID device carried by the individual, and its use is directed to the
protection of buildings.

3 Methodology: Device Design

For the design of the Fox Phantom it was necessary to make a preliminary study of the
sensors, microcontrollers and materials necessary for the elaboration of it, to obtain a
device that meets the main objective, which is easy to transport, with good autonomy,
that can support all the climates to which it can be exposed. Next, the design stages for
the device will be explained.

3.1 Stage 1: System Structuring

Based on the requirements established for the project, a block diagram was reached as
shown in Fig. 1, which was the starting point for development. With this block dia-
gram, it can visualize the structure of the perimeter activity detection system, which is
composed by the sensing and reception modules.
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3.2 Stage 2: Sensing Module

The sensor module will carry a microcontroller (PIC18F26K22), four infrared sensors
(EKMC1603112), an accelerometer (LSM330DLC), a GPS (L86), a Synapse module
(RT100) and a 5000 mA lithium-ion battery.

These elements described above will be connected as shown in the block diagram
of Fig. 2, to detect the intruder and send the necessary information to the receiving
module to alert.

Figures 2 and 3 show the architecture of the perimeter activity detection system,
where the internal structure of the two modules is evidenced by means of a block
diagram.

Fig. 1. Solution block diagram.

Fig. 2. Block diagram sensing module.
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3.3 Stage 3: Reception Module

The reception module will have a Synapse module (RT100), a Bluetooth module
(SPBT2532C2.AT2) and a 5000 mA lithium-ion battery.

In this stage a unique system is implemented for the reception of the information
from the Sensor Modules which establishes a connection via Bluetooth with the
Android application as shown in Fig. 3.

3.4 Stage 4: Trimble ASCII Interface Protocol (TAIP)

The protocol based on ASCII characters of the Table 1, is used due to its easy handling
and the quality of being able to program a desired speed for us, which in our specific
case helps us to reduce the loss of data, when each information could represent the
death of a soldier. The information submission format is:

[ABB Cf g ; ID ¼ DDDD½ � ; �FFFF½ �\

3.5 Stage 5: Android Visualization and Control System

The interface will make it easier for the user to interact with the different functions of
the device and to execute its functions in a simpler and more functional way. It was
designed in a friendly and easy to use way. In Fig. 4 it shows the GUI of application.

Fig. 3. Block diagram reception module.

Table 1. ASCII characters for the information submission format.

ID Meaning

> Start a new message
A Message qualifier
BB Two characters for the message identifier
{C} Data chain
[DDD] ID of the device that sent the message
*FFFF CRC-16 in hexadecimal (Optional 2-character checksum)
< End of message
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The Android application can be installed on any mobile device (Tablet or Cellular)
with Android operating system. In the interface, the user will have access to the display
of coordinates, battery status of each module, connection status between sensor module
and receiving module, verification of the status of each of the sensors, alarm notifi-
cations, control of the led and vibrator indicators.

In this part all the information of the alerts that were activated is stored, leaving a
record that facilitated the supervision of the activity in the period that is active.

4 Test Protocol

The main objective of the test protocol for the Phanton Fox was to analyze the device in
any environmental condition that may arise, to find possible errors that the device has
in their application for the military posts.

A main part of the preparation of the protocol was the identification of the most
important device variables, such as climatic conditions, the autonomy, the maximum
distance of the reception and sensing modules, and finally, was established a rela-
tionship between climate and sensitivity to achieve the standardization of the per-
centage of sensitivity, and thus achieve greater precision when using the device. To
understand the above. See Table 2.

With the variables already defined, the scenarios and events necessary to obtain the
correct information must be specified. With respect to the climate, extreme climates
must be taken into account in which in Colombia, due to their diversity, patrols can be
confronted, so previous two different places are chosen to carry out the protocol the
first place is the desert of the Tatacoa obtaining a dry environment and with temper-
atures up to 43 °C, and the second place is chosen a Sumapaz region where its

Fig. 4. Graphic interface of the application with its 4 main elements.
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environment is humid with temperatures up to 5 °C, but to obtain different conditions,
the hours required to do the tests must be taken into account, choosing the following
events:

• The event on the day from 10:00 a.m. to 2:00 p.m., since in this period there is a
high level of light, and a higher temperature for the case of the Infantry Battalion
No. 27.

• The event on the day from 6:00 a.m. to 10:00 a.m., because there is a high light
level at these hours and a low temperature for the case of the Infantry Battalion
No. 1.

• The event on the night from 8:00 pm to 11:00 pm, because at this time the sun was
already hidden, and the lighting conditions are limited.

5 Results and Discussion

5.1 Performance of the Device Under Climatic Conditions Variables

On sunny days with high temperatures the device worked stably with a high sensitivity
percentage of 80% to 90%. For rainy days with low temperatures the device works in a
more unstable way with a low sensitivity percentage of 10% to 30%.

On days with strong winds and low temperatures it is expected that the device
worked in an unstable manner with a low sensitivity percentage of 30% to 40%. On
cloudy days with low temperatures the device worked stably under percentages of high
sensitivity of 90% to 100%.

Table 2. Variables for the test protocol.

Name Description

Weather The climatic conditions in which the Phanton Fox device does not
work correctly must be validated

Sensitivity Sensitivity is the variation of time with which the infrared sensor
emits a beam of light and receives it, if the intruder causes the light
beam to return, in the Android application it is possible to
standardize by placing the minimum time the sensor supports,
assigning it 0% and the maximum time 100%. It must be concluded
what is the percentage of sensitivity necessary for each
environmental condition

Electric charge of the
devices

The aim is to find the exact autonomy in continuous operation of the
Phanton Fox device

Distance It is sought to find the maximum distance between the Central
Module and the Sensor Module in different environments
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5.2 Device Degree of Protection

In laboratory tests, the protection level of the device was corroborated with respect to
its resistance to water and dust for the sensing and reception modules, resulting in an
IP55 degree of protection under the international standard IEC 60529 Degrees of
Protection.

5.3 Charging and Discharging the Device’s Battery

The charging time of the modules averages 6 h per module from 0% to 100%. The
discharge time of the modules is on average 72 continuous hours from a 100% load to
0%.

5.4 Operating Distance

The range of reach of the sensing and reception module is unstable from 60 m to 70 m
where if the distance is less than 60 m the connection is good, if the distance is between
60 m and 70 m the connection is unstable and if the distance is greater the connection
is totally lost. Also, the accelerometers of the sensor modules are activated at an
average acceleration of 12m/s2.

6 Conclusions

Regarding the operation of the Modular Optical System of Perimeter Activity Detec-
tion, on sunny days, the sensors work correctly by the available light, so the intruders’
detection was not inconvenient to reach 100% of the detections in the field test.
However, when the rains were present, the detection index results were reduced
because the amount of water that interferes with the sensors, so the sensitivity of
motion detection had to be increased to compensate, obtaining a detection percentage
of 92%.

For other weather conditions such as days with strong winds or cloudy, the sensors
efficiency was reduced, accuracy and scope in the intruders’ detection can be solved in
the same way, by increasing sensitivity levels to avoid false detection alarms. The
device is suitable for use in hostile environments such as those common for military
posts, for which it has IP55 protection that is available in operation in these environ-
ments, however, for future applications is necessary apply additional protection to
allow it to submerge the modules.

The device has a discharge time of approximately 72 h, which is not enough for a
military post, so it must be maximized so that it can be applied in areas where there is
no electricity and because the provisions are received every 15 days. Finally, the
maximum distance to which each sensor module can be positioned before the receiver
stops detecting them, is 60 m, this could be maximized so that it detects intruders at the
maximum range of some firearms that is of 150 m and thus reduce the effectiveness of
surprise enemy attacks.
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Abstract. In this article, we present the description of a programming
language model based on Interaction Nets. With this base model, an
explanation of its pertinence is made to model a programming language
that helps the construction of decentralised systems (For the article, ad
hoc networks are considered). Four interactions are presented, where the
flexibility of the language is shown using native libraries and functions.
The paradigm that is proposed is a multi-paradigm that combines the
use of functions, software agents, and the use of libraries.

Keywords: Ad hoc networks · Self- assembly · Networks
Net interactions

1 Introduction

The programming languages are tools developed along the computation history
to interpret the reality of a situation toward a computing device and, in this way,
to give solutions to problems and conditions that require the execution of quick
and reliable operations [1,6,9,18]. Furthermore, with the passing of years, the
networking computer systems have evolved. First, there were centralized systems,
which have a robust and defined architecture. In the ’90s, fixed telephony lost
ground against mobile telephony, and the data transmission component over
these networks was added [12,17]. In the 2000s, the evolution of the fixed network
systems passed toward wireless and mobiles networks, where apps have been
transforming the way of not only doing computation, but also of connecting
devices and people [11]. Following this trend, where the computing devices are
mobiles with significant processing features and memory, the current processing
clouds are going to evolve to become mobile clouds with stochastic, dynamic,
and distributed elements. [7,10].

In this way, a new paradigm in computing systems is coming, and the chal-
lenges to overcoming the system design and conception must generate new ideas
and viewpoints to approach to the solution of the problems they face. The pur-
pose of language will be to address the design challenges of a decentralized system
of devices belonging to mobile clouds, and it is necessary to think about a tool
through which the physical and logical setting of the system components are
possible.
c© Springer Nature Switzerland AG 2018
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The proposed tool is a programming language that incorporates the funda-
mentals of the operation of a decentralized system and, in consequence, contains
native functions that allow the adaptation of the components to provide required
services to users. If attention is focused on wireless networks, specifically on an
ad-hoc network, some challenges to guarantee the adequate network functioning
need to be solved. In nodes management, aspects of transmission power control,
frequency spectrum, the right use of the battery, the memory resource, and the
processing capability should be managed, and this requires a suitable program-
ming language that considers the dynamics of the operations of these factors
[10,13]. When studying the dynamics of decentralized systems whose interac-
tions define the behavior of the system [16,19], the adaptation as a consequence
of self-organization concept might be the way to design a programming lan-
guage. The idea is to face the challenges of the startup of the required functions
to make the system works correctly, and its functioning might depend on the
services offered to the system users [8].

The contribution of this article is the presentation of a programming language
prototype used in the construction of ad hoc networks, using the Interaction Nets
as a form of inspiration for the design.

In Sect. 2, the interaction nets model is introduced, which is the basis of
Sect. 3, which describes four interactions related to an ad hoc network. In Sect. 4
an interaction is the realisation with a prototype programming language is pre-
sented. Finally, in Sect. 5, the conclusions are given.

2 Base Model: Interaction Nets

The convenience of this computational model to represent local interactions in
decentralised data networks is a function of the participating nodes of these
networks. A node can have a number n of communication interfaces depending
on the application for which it is intended, and each communication it makes
with another node or other nodes is an action that generates a result [5,14].
For instance, a transmission of a packet burst, from node A to node B. The
configuration is an IP address and a port number. Node A generates interaction
with node B when the transaction has done. The net’s interaction model is based
on the idea of computing as an interaction. Yves Lafont in 1990 proposed this
model. [4,15].

The description of the system is as follows:

– A set Σ of symbols used to build networks.
– An set R of rules called interaction rules.

Network: A network N on Σ is a graph where the symbols of Σ give the labels
of the nodes. A node is called an agent, and a link between two agents is called
a connector. So networks are graphs that connect agents through connectors.
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Active Pairs: The active pairs are equal to a pair of agents (α, β) that belong
to a set of symbols. An interaction rule is composed of an active pair on the left
side and a network on the right side. The rules must meet two conditions:

– Both left and right side must have the same interfaces.
– In a rule set R, there is a maximum of one rule for each pair of agents.

The interaction nets model is similar to other formal models for the definition
of programming languages, such as the lambda calculus for functional languages
or the pi calculation for parallel processes. In this article, we show how we obtain
the components of a programming paradigm oriented to decentralised networks
by using process algebra tools. However, other aspects of decentralised networks
must be considered in order to complete the paradigm.

The model can use several notations:

– A �� B → N : Active pair A and B produce an interaction in a network N
– foo(A,B): A function foo that acts on A and B and creates an interaction.
– Graphic notation

The following describes four essential aspects to take into account for this
type of network:

– Self-configuration: in this context, configuration refers to the way the network
is set up, and not only the configuration of an individual device. Nodes and
applications can configure and reconfigure themselves automatically under
any, predictable or unpredictable, condition with minimal or no human inter-
vention. Self-configuration expects to reduce the effects of networks dynam-
ics to users [2,3,16]. The language achieves this by building functions
to monitor the state of the network nodes. The functions handle
agents for these actions.

– Self-deployment: preparation, installation, authentication and verification of
every new network node. It includes all procedures to bring a new node or
applications into operation. Besides, self-deployment try to find strategies to
improve both coverage and resource management in networking tasks [2,3,16].
The language has native functions that manipulate routing actions
and management information.

– Self-optimization: utilisation of measurements and performance indicators to
optimise the local parameters according to global objectives. It is a process in
which the configuration of the network is adapted autonomously and contin-
ues the network environment regarding topology, resources, and users [2,3,16].
The language is a tool to build agents that measure the state of the
network.

– Self-healing: Execution of routines that keep the network in the steady state
and prevent possible problems from arising. These methods can modify con-
figuration and operational parameters of the overall system to compensate
failures [2,3,16]. The language creates verification scripts of the com-
ponents of the network to perform healing processes.
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3 Programming Model: Language Interactions

Based on the definition of Interaction Net and considering the nature of decen-
tralised networks, the decision was taken to model interactions between agents
in order to solve different challenges arising from the construction of the pro-
gramming language. Since we want the scheme to generate local interactions,
the designed interactions are:

– An agent sending a message to another agent, and being confirmed.
– An agent sending a ping message to another agent or a system element.
– Taking into account the communication specification between the FIPA

agents, the proxy interaction is: a transmitter wants the receiver to make
a selection of other agents to send a message or a service.

– Propagate: A transmitter wants the receiver to select other agents to send a
message or service.

Below are the models:

3.1 An Agent Sending a Message to Another Agent, and Being
Confirmed

This action defines two agents: A and B. Other agents are also used to comple-
ment the interaction. Figure 1 depicts this interplay.

– Agent A: send the message.
– Agent B: receive the message and send the confirmation.
– Mess is an agent with the action of the message.
– Ack is an agent with the confirmation action.

The set Σ = {A,B,mess, ack}
The rules of interaction are:

1. A �� B → mess: sent a message
2. A �� B → ack: an affirmative confirmation is received
3. A �� B →∼ (ack): received a negative confirmation
4. A �� 0 →∼: sent a message without a receiver.

Fig. 1. The interaction between agent A and agent B. A message is sent, and a confir-
mation is received
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3.2 An Agent Sending a Ping Message to Another Agent or a
System Element

This action occurs between two agents: a transmitting agent which sends a ping
to a receiving agent or a system device. Figure 2 represents interactions between
them.

– Agent A: send the ping
– Agent B: receive the ping and send the confirmation
– Ping: is an agent with the action of ping
– Ack is an agent with the confirmation action.
– X: is another element of the system.

The set Σ = {A,B, ping, ack,X}
The rules of interaction are:

1. A �� B → ping: sent a ping
2. A �� B → ack: an affirmative confirmation is received
3. A �� B →∼ (ack): received a negative confirmation
4. A �� X → ping: sent a ping another element of the system
5. A �� X → ack: an affirmative confirmation is received
6. A �� X →∼ (ack): received a negative confirmation
7. A �� 0 →∼: sent a ping without a receiver.

Fig. 2. The interaction between agent A and agent B. A ping is sent, and a confirmation
is received. It shows the possibility that A sends a ping to another device in the system,
X is used to identify the other device.

3.3 Propagate

This interaction consists of Agent A sending a message to Agent B that aims
to send the information to other agents in the system. The message is from an
agent with the action of the message to n agents and represents the n agents of
the system. Figure 3 shows that interaction.

– Agent A: send the message.
– Agent B: receive the message and send the confirmation.
– Mess is an agent with the action of the message.
– Messn is an agent with the action of the message to n agents
– ⊗ represents the n agents of the system
– Ack is an agent with the confirmation action.
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The set Σ = {A,B,mess,messn,⊗, ack}
The rules of interaction are:

1. A �� B → mess: sent a message
2. A �� B → ack: an affirmative confirmation is received
3. A �� B →∼ (ack): received a negative confirmation
4. A �� 0 →∼: sent a message without a receiver
5. A �� B → messn �� ⊗: agent A sends a message to agent B and sends it back

to the n agents of the system
6. messn �� ⊗ → ack: there is a positive confirmation of the receipt of the

message from the n agents of the system
7. messn �� ⊗ →∼ (ack): there is a negative confirmation of the receipt of the

message from the n agents of the system
8. messn �� 0 →∼: there are no agents in the system to send the message
9. messn �� B → messn �� ⊗: is the action of agent B of resends the message

to the n agents of the system.

Fig. 3. The base interaction is to send a message from A to B, but B has the option of
propagating this message to the other agents of the system. Each agent of the system
uses the interaction. The rules are similar for each interaction, and the purpose is to
send the message that B received from A

3.4 Proxy Interaction

This interaction consists of Agent A sending a message to Agent B whose purpose
is to send the information to other agents of the system who are authorised to
receive the information. Figure 4 indicates that interaction.

– Agent A: send the message.
– Agent B: receive the message and send the confirmation.
– Mess is an agent with the action of the message.
– Messn is an agent with the action of the message to n agents.
– Messk is an agent with the action of the message to k authorized agents
– ⊗ represents the n agents of the system.
– Ack is an agent with the confirmation action.

The set Σ = {A,B,mess,messn,messk⊗, ack}
The rules of interaction are:

1. A �� B → mess: sent a message
2. A �� B → ack: an affirmative confirmation is received
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3. A �� B →∼ (ack): received a negative confirmation
4. A �� 0 →∼: sent a message without a receiver
5. A �� B → messn �� ⊗: agent A sends a message to agent B and sends it back

to the k agents of the system
6. messk �� ⊗ → ack: there is a positive confirmation of the receipt of the

message from the n agents of the system
7. messk �� ⊗ →∼ (ack): there is a negative confirmation of the receipt of the

message from the k authorized agents of the system
8. messk �� 0 →∼: there are no agents in the system to send the message
9. messk �� B → messk �� ⊗: is the action of agent B of resends the message

to the k authorized agents of the system.

Fig. 4. This interaction is similar to the propagation interaction but is modified
depending on the target agents. Only the agents k (k ∈ n) receive the message of
A. Which is classified by B

4 Real Work

The preliminary tests allow the establishment of an ad hoc network on embedded
devices (Raspberry Pi). The network turns on, and the environment is switched
on for communication between agents. Next, the following tests are carried out:

– Establish the ad hoc network
– A pinging agent
– An agent that sends information from sensors to a web service
– Share the Internet from one node to the other nodes of the network

4.1 Establish the Ad Hoc Network

This function enables the option to establish the network quickly with the desired
parameters for its operation and little physical manipulation of the nodes.
The code that is used to make the power on the network, the environment, and
the communication between agents are the following:
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importar network.adhoc #import library
do_adhoc() # function call system
importar agent.environment #import library
a=Environment() # initialize environment
a=Environment(12345) # socket set up

The description of the interaction is:

1. do adhoc(A,B) → Netadhoc
2. Environment(A,B) → Enviroment(Socket)

This interaction is simple since it handles four agents and it is represented in
Fig. 5. Agent A and agent B are the devices that help to turn on the network.
The do adhoc agent or function is responsible for enabling the requirements
to be turned on by the ad hoc network. The environment agent creates the
environment in the network and receives, as a parameter, the socket number for
the communication between the agents.

Fig. 5. The interaction is divided in two, one happens when the ad hoc network is
turned on, and the other is when the environment (Env i) is turned on for communica-
tion between agents. In the environment (Envi), it receives a socket (sock) parameter
to receive the information

4.2 A Pinging Agent

This function works as a tool to know if other agents or other devices are on in
the network. The code used to create this tool is:

importar mas.__init__ #import library SMA

funcion ping(dir) #creation ping function
x = PingAgent(dir)
x.start()

end

log("test ping")
a = ping(192.168.2.1) #Execution of the function

This interaction is the execution of the model described in Sect. 3.2. The creation
of a PingAgent is accepted as an IP address parameter. The internal function
of this agent is to create the ping message and send it to the address as the
parameter. The description of the interaction is:
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1. ping(A,X) → ack
2. ping(A,X) →∼ (ack)

4.3 An Agent that Sends Information from Sensors to a Web
Service

This application is more elaborate than the previous ones. The data given by
the sensors are humidity, temperature, and GPS position. The most convenient
scheme is Agent A, which receives the data from the sensors, then sends it to
Agent B, which is responsible for making the connection to the Web service. We
must remember that the applications run on a network with raspberry pi; this
facilitates the manipulation of the information of the sensors.

We have created native functions of the programming language, which serve
as support for some procedures. The native function of this application is the
reading of the sensors. It has been called the “Measurement Agent”. The code
for this interaction is:

importar mas.__init__

funcion dataSensor(identifier, description, times)
x = ExecuteScript() # The agent that turns on the rutine
x.start()

end

log("test Data Sensor")
a = dataSensor(1, MeasurementAgent, 10)

The dataSensor function receives an identifier as parameters, and an agent turns
on the sensors sometimes to execute the transmission of data to the Web service.
The description of the interaction is:

1. dataSensor(A,B) → dataSensor(B,SW )
2. dataSensor(B,SW ) → ack| ∼ (ack)
3. dataSensor(A,B) → dataSensor(B,SW )
4. ExecuteScript(A,MA) → MA(device)
5. ExecuteScript(A,MA) → ack| ∼ (ack)
6. MA(device) → data

4.4 Share the Internet from One Node to the Other Nodes of the
Network

This interaction is the most powerful application in the ad hoc network. Several
additional services can be offered on the internet channel to convert the network
into a more flexible system to meet possible user requirements. The interaction
described in Sect. 3.3 is well suited to this application.
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The code for this interaction is

importar mas.__init__

funcion internet(identifier, description, times)
x = ExecuteScript()
x.start()

end

log("test Internet")
a = internet(1, CycleCallBash, 1000000)

For this application, we have used the ExecuteScript agent. In this case,
however, the CycleCallBash agent executes the native function that modifies
the configuration of the node to create a bridge interface and share the internet
service.

The description of the interaction is:

– internet(A,B) → CycleCallBash(A)|ack| ∼ (ack)
– internet(B,⊗n) → internet(A,B)|ack| ∼ (ack)
– CycleCallBash(A, device) → ExecuteScript(A, device)
– ExecuteScript(A, device) → data

5 Conclusions

In this article, we have presented a programming language model with the inten-
tion of adapting it to the nature of decentralised networks. The nets interaction
model is used as a basis for the programming paradigm. The advantage of the
nets interaction computing model lies in the fact that interaction is seen as a
form of computing. The new paradigm model views the characteristics of decen-
tralised networks as a structural part of its conception. Thus, in the construction
of the language, which is a DSL made in ANTLR, it has been thought to use
functions as fundamental structures of language. On the other hand, the use of
libraries and native functions that give the programming language the necessary
flexibility in the construction of decentralised networks is also considered.

The description is made of the fundamental interactions of the programming
language, and its application on the DSL in use is shown. The system of modules
gives suitable results. We can build native functions of a sophisticated degree
that are synthesised from the proposed programming language. The intention is
the construction of a tool to streamline the process of building ad hoc networks,
which are networks of a decentralised nature whose modules were built for the
language.

On the other hand, the described models are simple and easy to implement.
Thinking about the functioning of decentralised networks (for this work, ad hoc
networks), the model considers interactions between two nodes (local interac-
tions), and the agent schema can be seen with a control system for each node.
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Thus, the definition of the agent on a node must also be part of the programming
paradigm.

In conclusion, the paradigm proposed in this article is a multi-paradigm that
considers the use of the following elements: net interaction, functions, agents,
and a library management structure. It is expected that in future tests on ad
hoc networks, language as a tool will serves to manipulate elements at the node
level, such as handling the data traffic load or bandwidth allocation for particular
flows.
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Abstract. Lack of moderation in online conversations may result in
personal aggression, harassment or cyberbullying. Such kind of hostility
is usually expressed by using profanity or abusive language. On the basis
of this assumption, recently Google has developed a machine-learning
model to detect hostility within a comment. The model is able to assess
to what extent abusive language is poisoning a conversation, obtaining
a “toxicity” score for the comment. Unfortunately, it has been suggested
that such a toxicity model can be deceived by adversarial attacks that
manipulate the text sequence of the abusive language. In this paper we
aim to fight this anomaly; firstly we characterise two types of adversarial
attacks, one using obfuscation and the other using polarity transforma-
tions. Then, we propose a two–stage approach to disarm such attacks
by coupling a text deobfuscation method and the toxicity scoring model.
The approach was validated on a dataset of approximately 24000 dis-
torted comments showing that it is feasible to restore the toxicity score
of the adversarial variants. We anticipate that combining machine learn-
ing and text pattern recognition methods operating on different layers
of linguistic features, will help to foster aggression–safe online conversa-
tions despite the adversary challenges inherent to the versatile nature of
written language.

Keywords: Abusive language moderation · Adversarial attacks
Text pattern recognition

1 Introduction

User-generated-comments are arguably one of most appealing features of social
networks and other platforms for online conversation, allowing users to engage
in debate and exchange of opinions on common topics of interest, openly and
freely. This kind of digital freedom of speech enables user to express not only
their reasons but also their emotions and some people may misuse it to turn
their discussion into personal aggression or abuse intended to ridicule, distort
or confuse other’s opinion, avoiding factual–based debate in favour of opinion
manipulation by means of fake news, libel and personal or social group hostility,
an scenario now commonly–referred as post–truth politics [1].
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Emotion–guided arguments may lead easily to radicalism in political, reli-
gious, ethnic, sport or minorities views, which in turn may result in comments
coloured with personal aggression, harassment or cyberbullying [2–4]. This kind
of hostility is becoming a cause of concern in online communities and hence, the
question arises about the need to detect and block such behaviour with auto-
matic moderation tools. In this direction, Google Counter-Abuse Technology
Team has launched Perspective, a tool to identify the degree of abusive language
contained in a written comment, by using crowd–sourcing and machine learn-
ing models trained on large samples of respectful and aggressive conversations
[5]. One assumption is that usually abuse is expressed in terms of harshness or
swearing, and thus the model recognises, among many other features, to what
extent rude language is poisoning a comment, thus obtaining its “toxicity” score.

The toxicity model performed remarkably well on diverse hot topics such
as US Presidential election, Brexit and climate change; however it has been
suggested recently that its detection mechanism can be heavily defeated using
adversarial strategies that corrupt the input text sequence with typographic
or polarity manipulation [6]. On some comments available for demonstration
in the Perspective website [5], it was shown in that study for example, that the
insulting statement “They are liberal idiots who are uneducated” (toxicity score:
90%), becomes a mild comment when written as “They are liberal idiots who
are uneducated” (toxicity score: 15%). Similarly, the rude sentence “It’s stupid
and wrong” (toxicity: 89%), remains rude even if negated: “It’s not stupid and
wrong” (toxicity: 83%). The number of variations that can be obtained with these
adversarial strategies is combinatorial, and therefore training a machine learning
model would be impractical even with large amounts of available examples.

In this paper a counter–attack strategy is devised; it consists of firstly pre–
processing the input with a recently proposed text deobfuscation method [7] so as
to transform it back into its original representation, and subsequently feeding this
corrected text to the toxic scoring model. Our results indicate that this approach
is able to effectively restore the intended toxic score of the corrupted text given by
Perspective, suggesting that combining pattern recognition methods and machine
learning models is a feasible approach to disarm such kind of adversarial attacks.

2 Materials and Methods

2.1 Google’s Toxicity Model

The Google Perspective (GP) model aims to asses to what extent a comment
may be poisoning a conversation towards an aggressive or abusive outburst: it
screens the text of a comment to compute a toxicity score on a scale from 0
(“safe”) to 1 (“very toxic”). The model was built based on a large–scale sample
of real polite and aggressive comments, using crowd–sourced annotations to train
machine learning classifiers (logistic regression and neural networks, with bag–
of–words features, see [5] for details). Here, toxicity is understood as the use of
rude, disrespectful or distressing language referring to personal, political, ethnic,
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religious or any other social condition (sex preferences, sport club supporter, etc.)
that may affect negatively the views or feelings of other persons.

2.2 Adversarial Attacks

Within the machine learning community, an adversarial framework refers to
inputs deliberately designed to manipulate the expected behaviour of a predic-
tion model [8,9]. The adversary usually picks data from distributions different to
those assumed when training the model, thus defeating its prediction capabili-
ties. The attacks usually consist of corrupted features or distorted inputs. In our
problem of interest, two adversarial attacks on the GP toxic model have been
recently highlighted [6], which we formally characterise as follows.

Obfuscation Attack. In this attack the adversary obfuscates portions of the
text sequence that is commonly associated to aggressive content, such as insults
or swear words. The obfuscation takes advantage of the robustness of the human
mind to recognise corrupted variants of text. Such edits can be: misspellings or
symbol substitution, letter repetition, fake punctuation (inserting dots, commas
or blanks within letters in the words). As a result, the text becomes disguised
from its original character codification whilst still conveying its meaning. These
kind of obfuscations has been identified as homoglyph substitution and bogus
segmentation anomalies [7].

Polarity Attack. In this attack the adversary uses grammatical negation of
an offensive comment which the model still recognises as toxic. This is achieved
by simply negating toxic terms effectively swapping the polarity of the comment
to its opposite meaning or emotional intent. For example, if the toxic term is
an adjective, the polarity change occurs when inserting in the text the particle
“not” before the word. The modified comment still contains the aggressive term,
misleading the model to compute high toxic scores despite its apparent neutral-
ity. We remark that the adversarial intensity of the strategy can be worsen by
combining the two attacks within the same comment, i.e. negating obfuscated
versions of toxicity terms.

2.3 Dataset Preparation

The GP website [10] provides a sample of comments gathered from online surveys
on three delicate topics: US Election (45 comments), Brexit (61) and Climate
change (49). The comments’ text along with scores obtained with the GP toxicity
model are available. So we collected those with toxicity scores higher than 60%,
obtaining a subset of 24 comments that we labeled as {usel01,. . . , usel10,
brex01,. . . , brex07, clic01,. . . , clic07} (for a complete list, see Appendix).

We subsequently prepared datasets conveying the two types of adversarial
anomalies, namely obfuscation attack and polarity attack. For the first attack,
1000 variations of each comment were randomly generated by isolating toxic
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terms in order to obfuscate them with a number of edits including homoglyph
substitution, bogus segmentation and letter repetition (using the same protocol
as [7]). The isolation of toxic terms was made as explained in the next subsection.

The number of edits applied to each term was controlled with a corrup-
tion rate p ∈ {50%, 99%}. Thus, for each character in the isolated term a
uniformly-distributed random number r ∼ U(0, 1) was sampled; if r < p the
character was kept unchanged, otherwise one of these edits was applied (with
their respective probabilities): an homoglyph substitution (60%), a bogus seg-
mentation (30%) or a fake letter repetition (10%). In this way, we obtained two
datasets, obfuscation-50 and obfuscation-99 consisting of 24,000 obfuscated
toxic comments each (see examples in Table 1). With respect to the homoglyph
edits utilised in the obfuscation attack, we defined substitution lists encompass-
ing a subset of the ASCII encoding set, as depicted in Fig. 1.

Now, the second dataset (polarity) was obtained by inserting negation pred-
icates within each comment. Thus, the size of this dataset is 24 negated com-
ments. Although possible, we refrained from generating obfuscated variants of
these comments as the aim of this attack was to investigate the effect of the
polarity change achieved by the negated predicates alone. Table 1 also shows
examples for this attack.

2.4 Toxic Term Isolation

We identified a list of toxic terms contained in the original comments as follows:
for each comment in the original dataset, we scanned every single word with the
toxicity model; those scoring higher than 50% were added to the list. Regarding

Table 1. An excerpt of adversarial examples from the datasets.

Topic Attack ID Text sequence

US Election None (original) usel01 If they voted for Hilary they are idiots

obfuscation-50 usel01-098 If they voted for Hilary they are !d10ts

obfuscation-99 usel01-295 If they voted for Hilary they are

i;;d-I0t 5

polarity usel01’ If they voted for Hilary they are NOT

idiots

Brexit None (original) brex03 They are stupid and ignorant with no

class

obfuscation-50 brex03-381 They are st.VPId and ignorNt with no

class

obfuscation-99 brex03-120 They are s7uuupi-d, and

1g,Nooooora,n t with no class

polarity brex03’ They are NOT stupid and NOT

ignorant with no class

Climate change None (original) clic01 They have their heads up their ass

obfuscation-50 clic01-688 They have their heads up their AS5

obfuscation-99 clic01-512 They have their heads up their a**$s

polarity clic01’ They have their heads NOT up their ass
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Table 2. The lists of toxic terms and their negated predicates.

Toxic term Negated predicate Toxic term Negated predicate

idiots not idiots awful not awful

stupid not stupid in hell not in hell

the worst not the worst morons not morons

screw you don’t screw you terrible not terrible

suck don’t suck a shame not a shame

stupidity no stupidity racist not racist

sexist not sexist supremacists not supremacists

assholes not assholes ignorant not ignorant

a moron not a moron nationalists not nationalists

rubbish not rubbish up their ass not up their ass

uneducated not uneducated an idiot not an idiot

an abortion not an abortion

the negated predicates, such list was built by preceding each word within the
toxic term list, with the particle not if it was an adjective or noun, or do not if
it was a verb. The resulting lists are shown in Table 2.

2.5 Disarming the Adversarial Attacks

The method we propose to address the adversarial attacks is illustrated in Fig. 2;
it basically consist of filtering the corrupted comment prior to feeding the toxicity
model, by means of the deobfuscation approach introduced in [7]. Such normal-
isation filter requires a list of target vocables written in plain English, that are
to be searched within the input text. The approach then uses an approximate
string matching algorithm to find occurrences of the vocables, either verbatim

Fig. 1. Homoglyph substitution lists. For each letter of the English alphabet in the
inner orange ring, the corresponding list of substituting symbols are shown in the
outer blue ring. The blank character “ ” indexes the lists of bogus segmentators.
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Fig. 2. Disarming the adversarial attacks. The adversary comment is preprocessed in
order to provide a suitable input to the toxicity model. (a) Obfuscation attack: the
preprocessor is a deobfuscation filter fed with a list of toxic terms; if any obfuscated
variant is found, the filter replaces them with their plain English version. (b) Polarity
attack: the preprocessor is a neutralisation filter fed with a list of negation predicates;
if any of these are found in this case the filter removes them from the input text.

copies or variants resulting from the homoglyph substitution, bogus segmenta-
tion or symbol repetition. Matching occurrences are corrected and the resulting
sequence is accordingly fed to the GP toxicity model.

We defined two correction schemes, namely a deobfuscation filter or a neu-
tralisation filter, depending on the kind of attack, obfuscation or polarity, respec-
tively. In the former, the vocabulary consists of a list of toxic terms that when
obfuscated are not recognised by the model, thus lowering the toxicity of the
comment whilst still conveying its aggressive tone; therefore here the filter cor-
rects the input by replacing obfuscated occurrences with their corresponding
plain English versions. In contrast, the neutralisation filter uses as vocabulary
a list of negated predicates of such toxic terms; here the input is corrected by
removing (i.e. pruning) plain or even obfuscated occurrences of these predicates,
effectively switching the polarity of the comment towards a neutral attitude by
expurgating references to (negated) toxic content. These two vocabularies cor-
respond to those of Table 2.

3 Results

3.1 Experimental Setup

We used to APIs to apply the toxicity model and the deobfuscation filter, avail-
able from the Perspective Web Service [10] and the TextPatrol Web Service [11],
respectively. Besides, we developed an experimental command-line tool to pro-
cess the dataset of comments by invoking the APIs in order to produce an output
text file including, for each comment, toxicity scores and execution times of the
GP model alone and the combined TP+GP method. The command-line tool was
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written using the Go programming language, it is open source and is available
at the repository https://gitlab.com/textpatrol/gp-tp-experiment, from where
the datasets used in our experiments can also been downloaded.

3.2 Obfuscation Attack

Let us examine first the results of toxicity scores reported in Fig. 3. The
figure comprises three plots corresponding to the three topics: usel*, brex*
and clic*. Each plot in turn combines the scores obtained in both datasets,
obfuscation-50 and obfuscation-99, within two reflected panels (upper and
lower half, respectively; notice that the y-axis scale ranges from 0 to 1 in both
directions). Three sets of values are depicted in these plots: toxicity of the orig-
inal comments (red squares) and average toxicities of the 1000 variants of each
comment, as obtained by the GP model (green bars) and by the TP+GP method
(amber bars).

On the one hand, the red squares in the figure (GP scores on original com-
ments) show that toxicity scores for every comment is nearly 1.0, except for
usel09 and usel10, scoring lower toxicities closer to 0.9. The latter two com-
ments contain toxic terms related to superlatives or adjective derivations (racist,
supremacist, sexist, stupidity) whereas the remainder comments (usel01-usel08
and brex* and clic*) incorporate either insults or swearing (idiot, stupid, ass-
hole, moron, screw you), which highlights the assumption of the model that
toxicity is stressed by the use of profanity terms.

On the other hand, the green bars in the figure (average GP scores on obfus-
cated comments) exhibit a common pattern associated with the vulnerability
of the model to the obfuscation attack: toxicities decrease to levels closer to
or lower than 0.5 (18 out of 24 cases in obfuscation-50 and 22 out of 24 in
obfuscation-99). If a moderator were to apply a reasonable cut–off of less
than 0.7 toxicity to consider a comment as safe, then all but one of the toxic
obfuscated categories would have been accepted by the model as non–toxic. This
pattern strongly substantiate the preliminary results reported in [6], regarding
the weakness of the model to this kind of attack.

Additionally, the amber bars in the figure (average TP+GP scores on obfus-
cated comments) show that our approach is able to restore toxicity scores to
their original levels. There it can be seen that on obfuscation-50 the differences
between the TP+GP and the original scores differ in less than 0.03 in all but
three cases: brex01 (0.11), brex07 (0.11) and clic07 (0.15). Similarly, on the
more deceitful obfuscation-99 dataset, where essentially the entire sequence of
toxic terms occurrences are corrupted, the reduction in the scores is again less
than 0.03 in all but four cases: usel09 (0.05), brex01 (0.21), brex07 (0.22) and
clic07 (0.26). In this case, a moderator with the aforementioned 0.7 toxicity
cut–off would correctly reject all the cases as toxic. Besides, the evidence indi-
cate that also in all cases of obfuscation, the average drop of toxicity incurred
by the GP model is significantly larger than that the average drop obtained by
the TP+GP method (p < 0.001).

In order to further corroborate the effectiveness of the proposed method in
disarming the obfuscation attack, Fig. 4 illustrates radial frequency histograms

https://gitlab.com/textpatrol/gp-tp-experiment
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Fig. 3. Toxicity scores for the obfuscation attack. In each plot the upper half panel
shows average toxicities obtained for comments obfuscated with a 50% corruption rate
(obfuscation-50 dataset) whereas the reflected lower half panel reports toxicities with
a 99% corruption rate (obfuscation-99 dataset). Bars indicate the average was taken
over 1000 variants in their respective comment category (whiskers being standard devi-
ations) whilst squares indicate the toxicity values of a single observation, i.e. those of
the original comments. (a) US Election. (b) Brexit. (c) Climate change. (Color figure
online)

of the proportion of obfuscated instances correctly scored with at least the orig-
inal toxicity, from the total 1000 variants (red area) of each comment ID. It can
be seen how on the obfuscation-50 dataset the TP+GP method (amber area)
is able to correctly score a large proportion of comments in all topics. This pat-
tern is replicated in the obfuscation-99 dataset, although proportions slightly
decline due to the higher corruption level, which, as it was said before, yields
more acid attacks because almost the entire toxic sequences are altered.

It is worth noting in Fig. 4, that the GP model alone is able to recognise
correctly some proportion of the variants in the obfuscation-50 dataset (left
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Fig. 4. Effectiveness in disarming the obfuscation attack. These radial histograms show
the proportion of obfuscated comments correctly scored with at least the same toxicity
of the original comment, out of 1000 variants (red area), as obtained by GP model
(green) and TP+GP method (amber). (a) obfuscation-50. (b) obfuscation-99.
(Colour figure online)

panel, green sectors), particularly obfuscations of usel06, brex05 and clic01.
On closer examination we found that the toxicity of the two former comments
(usel06 and brex05) comes from the insult “moron” (see Table 3) and that for
this particular sequence of letters the list of homoglyph substitutions are simply
their upper–and lowercase versions (see Fig. 1); thus, a possible explanation of
why the GP model is able to detect some variants is because given a low corrup-
tion rate (50%) some of them would be simply the same word with intermixed
case (e.g. “mORoN ”, “MoROn”, etc.), and it is very likely that the GP API
makes a lower case conversion before feeding the comment to the model. The
case of the recognised clic01 variants may be explained because its toxicity
is originated from the term “ass” (in its offensive meaning, see Table 3); notice
that homoglyphs for these characters include non-letter symbols (see Fig. 1), but
due to the shortness of the offensive term (just 3 letters) along with the low cor-
ruption rate (50%) it is very likely that a number of variants are identical to the
original or a mixed-case version as before.

On the other hand, in the more acid obfuscation-99 attacks (right panel
of Fig. 4) harder obfuscated variants will be found more frequently, hence the
dilution of the green sectors. Moreover, we observe that the longer the toxic
sequence and the more toxic terms are included in the original comment, the
stronger the deception effect of the obfuscation attack. Take for example usel10
which contains 3 toxic terms, one of which is 12-letters long; in this case, the
proportion of recognised variants by the GP model alone is tiny. Combine that
with more frequent bogus segmentations due to higher corruption rates, resulting
in the toxic recognition ability of the GP model to further weaken, as it is
noticeable in the radial histogram of the obfuscation-99 dataset. The TP+GP
approach in contrast, is able to still recognise a large proportion of variants
despite the intensity of the attack.
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Let us focus now on processing time. Figure 5 shows average runtimes of the
1000 repetitions for GP model and TP+GP method in each category. Here the
first observation is that the effectiveness of the proposed method in disarming the
obfuscation attack, comes at the expense of an increase in runtime. This is due of
course to the additional preprocessing step that executes the deobfuscation filter.
The trend in the plot shows that the TP+GP nearly doubles the time taken by
GP model alone. The second observation is that the average runtimes for each set
of comments are quite similar in both obfuscation-50 and obfuscation-99,
a reasonable behaviour considering that since the obfuscation may add extra
characters (bogus segmentators or fake letter repetitions) only to the toxic terms,
the overall comment length may vary but not drastically, and the time cost of
the deobfuscation method depends only on the length of the screened text [7].

The last observation is related to the variability of the results, indicated
by the whiskers in the plots. At first glance these deviations may seem large;
nonetheless recall that the experimental pipeline was built using two web-service
APIs, one for GP and another one for TP, respectively. In such setting the exe-
cution of the experiments need to take into account network latencies and server
availability (in some cases the GP web service replied with a 400 Bad Request or
502 Bad Gateway error codes; these executions were excluded from the reported
average runtimes: 651 in obfuscation-50 and 506 in obfuscation-99 out of
their corresponding 24,000 variants).
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3.3 Polarity Attack

The results of the polarity attack experiment are summarised in Fig. 6; recall that
the polarity dataset contains a single negated variation per comment, hence the
figure reports single executions ({usel01’,...,clic07’}). These scores indi-
cate the negated versions were assessed by the GP model with high toxicities
(although lower than their respective original comments). The TP+GP method
on the contrary, obtains toxicities levels mostly below 0.5, except for some com-
ments that incidentally contain toxic content not initially identified as such at
the beginning of our study, but incorporated into newer versions of the GP model
(e.g. terms like “dishonest” in usel04 or “short-sighted” in clic06, not included
in the vocabulary lists of Fig. 2).

The rationale of this behaviour is that the toxicity model is trained on the
assumption that the comments would be coherently written, in a grammatical
sense. Thus it simply checks weather toxicity features and patterns are identified
within the comment and not if it is correctly constructed. To illustrate this point,
let us analyse the effect of the neutralise filter on comment usel01’: If they voted
for Hilary they are NOT idiots. Using GP, this comment scores a 86% toxicity
score (very close to the score of the original aggressive comment), which when
removing the negated offensive term (If they voted for Hilary they are) plunges
to a 25% toxicity level; in other words, GP would identify the trimmed sentence
as safe, despite its dubious grammar soundness.

The TP+GP approach takes advantage of the aforementioned assumption, by
simply removing subsequences matching the list of negated predicates. One may
argue however, that the trimmed comment is not comparable with the negated
one, as the former may become a grammatically malformed sentence (due to the
removed predicates). The reason we proceeded that way is we wanted to preserve
as far as possible the authentic source content, allowing the filter to remove but
not to alter or add new content ad libitum. An alternative approach would have
been precisely to replace, instead of to remove, the matching negated predicates
with non–negated synonyms (e.g. not awful → wonderful, not idiot → clever);
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Fig. 6. Toxicity scores for the polarity attack, as obtained by GP model (green) vs.
TP+GP method (amber) in the 24 negated comments of the polarity dataset. Toxi-
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as a result, correctly constructed toxic–trigger–free comments would have been
obtained. Hence, their scores would also have dropped down to the safety region
(in this example If they voted for Hilary they are clever, obtained a 24% toxicity,
almost equalling the trimmed sentence). We note in passing that runtimes of this
experiment resembled those of the obfuscation attack in the sense that TP+GP
nearly doubled GP processing time (data not shown).

4 Discussion and Conclusion

We have shown how adversarial manipulation of the text sequence in user com-
ments is able to deceive robust machine learning models of aggressiveness assess-
ment. These attacks take advantage of the reconstruction capacity of the human
brain when reading corrupted text, an of course, of the grammatical and semanti-
cal complexities of language as a communicating device. The large combinatorial
number of variants that can be derived with these stratagems makes unfeasible
to train a model to recognise them. Thus we propose to alleviate the attacks by
preprocessing the comment at the character level, so as to restore its natural
representation and/or polarity before feeding the aggressiveness model.

Nonetheless, we reckon that as long as adversaries will keep hardening their
attacks, ensuring hostility–free, respectful and opinionated online discussion
environments would require more sophisticated pipelines of text analysis operat-
ing on different linguistic levels, ranging from sequence to linguistic to semantic
to sentiment analysis; lower level processing would provide useful features to
higher level analysis, which of course, may prove more difficult to handle. To
illustrate this point, take for example figures of speech such as sarcasm, irony or
satire that may use toxic content as a legitimate rhetorical device. What is more,
it has been recognised that aggression is strongly related to arising causes of con-
cern such as cyberbullying, harassment, racism, post-truth opinion forming, and
mind state manipulation towards violence [3,12,13]; hence, robust toxicity detec-
tion will have significant implications for casual, legal or political issues in online
communities and we believe is rightly worthy of further research efforts.

Disclaimer: Original comments and modified variants shown in Tables 1 and 3
and in other sections of this paper, were gathered or derived from their original
source [10] for research purposes; they do not represent the views of the authors.

Appendix. Original Comments

Table 3 shows the original aggressive comments extracted from the GP Website
[10] with their toxicity scores obtained at the beginning of this study (notice that
since GP is continuously refining its model by learning from new examples, these
scores may have varied over time). The terms triggering toxicity are indicated
in bold type and were found as explained in Sect. 2.4.
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Table 3. Original aggressive comments extracted from [10].

ID Comment text sequence Toxicity Length

usel01 If they voted for Hilary they are idiots 0.90 40

usel02 It was awful. People are stupid 0.90 32

usel03 I respect it but they are stupid 0.89 32

usel04 Liberals are idiots. Why in the hell would u vote for
a person like Hillary Clinton. She believes in stealing,
she’s dishonest and believes it’s okay for an abortion
to be done at 9 months. She’s awful

0.87 202

usel05 Donald trump is the worst person to be president.
This election really showed how stupid the U.S. is

0.85 101

usel06 Anyone who voted for Trump is a moron 0.81 38

usel07 Screw you trump supporters 0.79 26

usel08 It was a terrible. Both sides suck, but Trump
REALLY is scary

0.72 61

usel09 It is a shame that Donald Trump was elected. You
can never underestimate the stupidity of middle
America

0.67 105

usel10 Good job voting for a racist, sexist guy who’s
putting white supremacists in the white house.
Have fun

0.67 103

brex01 Anti democratic assholes 0.95 24

brex02 Ignorant and stupid 0.93 19

brex03 They are stupid and ignorant with no class 0.91 42

brex04 It’s stupid and wrong 0.89 21

brex05 you morons 0.92 10

brex06 idiots. backward thinking people. nationalists. not
accepting facts. susceptible to lies

0.80 89

brex07 It’s rubbish 0.69 12

clic01 They have their heads up their ass 0.93 35

clic02 How can you be so stupid? 0.91 25

clic03 They are liberal idiots who are uneducated 0.90 43

clic04 They’re stupid, it’s getting warmer, we should enjoy
it while it lasts

0.86 71

clic05 Climate change is happening and it’s not changing in
our favor. If you think differently you’re an idiot

0.84 105

clic06 I think those people are stupid and short-sighted 0.84 49

clic07 They’re allowed to do that. But if they act like
assholes about, I will block them

0.78 83
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Abstract. In this article, an electrical system with a study case is presented
within the Colombian industrial electric sector in order to identify the changes in
the electrical variables of a electrical network with distributed generation (DG).
To achieve this, each present load in the 14-node IEEE system was modelled as
daily demand curve of the Colombian industrial electric sector. In first place, the
power dispatch of the 14-node IEEE system with DG was optimized through the
particle swarm method. Afterwards, Quasi-Dynamic simulations were imple-
mented throughout a 24-h period in the different nodes of the system with the
purpose of estimate the transformers and line losses as well as the variations in
the power and voltage profiles in the system nodes. DG systems supply effec-
tively the demanded power however the voltage and power profiles resulting
from Quasi-Dynamic simulations do not show significant changes in the
behavior of the electrical network.

Keywords: Distributed generation � Particle swarm optimization
Quasi-dynamic simulation

1 Introduction

The definition of the term Distributed Generation (DG) depends on each country’s
legislation [1, 2]. As an example [3] defines DG as the production of electric energy
close to the consumption centers connected to a Local Distribution System (LDS). This
new electricity generation scenario leads to economic and technical changes in the
system. From a technical standpoint, power-flow and economic dispatch optimization
studies are carried out before and after the inclusion of distributed generation to assess
the changes caused by the inclusion of these new generation systems. The power-flow
was developed based on Quasi-Dynamic simulations during a 24-h period in the dif-
ferent nodes of the electric power system. These types of simulations allow identifying
and analyzing the parameters that vary in the electric network over time, as well as
estimating the transformers and line losses.

The basic idea of “Quasi-Dynamic” methods is to consider different time scales in
nature throughout the whole process simulating shorter timescale processes between
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longer transitions. Different authors point out that these methods not only improve the
fidelity of the simulation in the general process, in comparison with the quasi-static
methods, but also decrease the processing time of the dynamic simulations since it is
not necessary to solve the whole differential equations that the models have [4–7].

2 Simulation of the 14-Node IEEE System with Distributed
Generation

The 14-node IEEE system is a representation of Mid-Western USA electrical system of
1962. This power system’s data were entered in the IEEE Common Data Format in
August 1993 and hence, the reported simulation data in [8] was replicated. The 14-test
node IEEE system has 11 loads, 5 generators, 17 transmission lines and 3 power
transformers [9].

2.1 Modification of the Transformers

The 14-node IEEE system is conceived originally without losses in its windings. In the
simulation scenarios in the case studies, the loss value was adjusted according to
Colombian Technical Norm (NTC) 819 of Electro techniques, Self-cooling Three-
phase Transformers and Submerged in Liquid, Current without load, Losses and Short-
circuit voltage [10]. This norm only considers transformers up to 10 MVA, so the
losses present in the 100 MVA transformers’ copper windings were adjusted to 76 kW
based on the Eq. 1 of the aforementioned norm.

Losses without load ¼ 8;3104 � P0;792
nominal ð1Þ

Losses without load ¼ 8;3104 � 100000 KVA0;792 ð2Þ

Losses without load ¼ 76317;11 KVA ð3Þ

2.2 Modification in the Loads

For each load present in the 14-node IEEE system, a daily demand curve was modeled
and the Colombian industrial electric sector’s demand curve [11] was included since it
represents the potential users that would have the economic power to acquire and
generate electricity independently thereby profiting from eventual discounts and
assistance offered from the Colombian government.

2.2.1 Modeling the Distributed Generation Systems
The DG systems included in the 14-node IEEE system generate electrical energy from
non-conventional renewable energy sources such as photovoltaic or eolical generation
systems. These DG nodes are modeled with the Static Generator tool from DIgSI-
LENT® Powerfactory software which models DG technologies that are connected to
the network through an inversor [12, 13].
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The power value of this generator is 0.9 inductive. To determine the values of the
generators’ active power and apparent power, the active power of the spot-type load
from the original power system is taken as the reference value. The power is calculated
according to Eq. 4.

P ¼ S � Power Factor ð4Þ

The DG systems begin their power dispatch at 14:00:00 h in the day and end
dispatch at 18:00:00, attending to the second peak in the typical demand curve of
industrial load.

To simulate the DG nodes, two new electrical barrages were added to the nodes
with spot-type charges through a “Breaker/Switch”. Figure 1 shows how the load and
the new generators are connected in the 14-node IEEE system. The power values in the
new generators included are related in Table 1.

2.2.2 Modeling the Transformers for the Alternative Generators
A transformer is modeled whose function is to adjust the voltage level present at the
exit of the alternative generator (Node “Farm”) and the level of voltage present in the
original power system (Node “Generator”). Another feature included in the new
transformers is that the losses will be about 3% and their star connection in Neutral
Cero (YN-YN-0). The other values are maintained in the default values generated by
DIgSILENT® Powerfactory.

Fig. 1. Schematic of the modified 14-node IEEE system with distributed generation used in the
study case. Source: Elaborated by the author.
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2.3 Simulation Scenarios

To identify the impact of DG in power systems, two simulation scenarios were
established:

2.3.1 Conventional Scenario
In this operation scenario, only the “Breaker/Switch” that connect the “Load” nodes
are activated. These nodes are associated with spot-type loads present in the original
power system.

2.3.2 Distributed Generation Scenario
In this operation scenario, only the “Breaker/Switch” that connect the “Load” and
“Generator” nodes are activated. In [14], it is defined that, when adding a generation
source to the distribution network, the maximum injection of power for new sources
must be guaranteed during analysis (Table 2).

Table 1. Capacity of the generators added to 14-node IEEE system

Generator Active power [MW]

Generator 10 9.00
Generator 11 3.50
Generator 12 6.10
Generator 13 13.5
Generator 14 14.9

Table 2. Types of nodes in the 14-node IEEE system in the conventional and distributed
generation scenarios.

Node Conventional scenario DG scenario

1 Generation Generation
2 Generation – Load Generation – Load
3 Generation – Load Generation – Load
4 Load – Substation Load – Substation
5 Load – Substation Load – Substation
6 Generation – Substation – Load Generation – Substation - Load
7 Substation Substation
8 Generation Generation
9 Load – Substation Load – Substation
10 Load Generation – Load
11 Load Generation – Load
12 Load Generation – Load
13 Load Generation – Load
14 Load Generation – Load
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Hence, throughout the simulations, the Distributed Generation sources delivered
100% of their installed capacity. In Fig. 4, the schematic of the modified 14-node IEEE
system can be seen with the DG included in the study. The power values of these
systems are indicated in Table 3.

3 Economic Dispatch Optimization

Before the Quasi-Dynamical simulation, the economic dispatch optimization is per-
formed in two simulation scenarios with the premise that DG delivers the total of its
available generation, in the highest peak of the energetic demand curve to minimize
generation costs. In the optimization process, the particle swarm optimization
(PSO) [15, 16] method is used with MATLAB software’s Particle Swarm Optimization
Toolbox [17]. Since this toolbox is referred to in various research projects [18–22]. In
[23], the equations to solve the optimization problem are defined:

1. Total cost function of the combustible:

f PGð Þ ¼
XNg

i¼1
fi PGið Þ ð4Þ

2. Active power with the quadratic cost function:

fi PGið Þ ¼ aiP
2
Gi þ biPGi þ ci ð5Þ

Where:

f PGð Þ is the total production cost in $/hr.
fi PGið Þ is the combustible cost function for unit i in $/hr.
ai bi ci are the combustible cost coefficients of unit i.
PGi is the real power delivered by unit i in MW.

Table 3. Type of nodes in the 14-node IEEE system in the conventional and distributed
generation scenarios.

Conventional scenario DG scenario
Gen P (MW) $/MWh Gen P (MW) $/MWh

G1 143.684 560.251 G1 130.963 511.616
G2 70.026 314.410 G2 44.455 210.018
G3 50.000 247.600 G3 39.431 201.761

G10 9.000 22.662
G11 3.500 8.775
G12 6.100 15.324
G13 13.500 34.115
G14 14.900 37.694
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Coefficients a, b and c were adjusted so that the generators were dispatching at
100% of their capacity. The optimization results are summarized in Table 3.

4 “Quasi-Dynamic” Simulation

The “Quasi-Dynamic” models have been used in different researches. For instance,
they are used in the earthquake studies to overcome the inconvenient of quasi-static
simulation methods [4, 5]. In the field of Electrical Engineering, “Quasi-Dynamic”
methods are proposed for the simulation of cascade power switches [6] and the sim-
ulation of photovoltaic systems with the purpose of estimating its components [24].
The basic idea of “Quasi-Dynamic” methods is to consider different time scales in the
nature during the entire simulation process by defining shorter time scale processes
between longer neighboring transitions. In [13, 25, 26] it is indicated that this method
enhances the fidelity of the simulation in the overall process, in comparison to quasi-
static methods and the processing time is diminished that dynamic simulations have,
since it does not require to solve all the differential equations.

DigSILENT® Powerfactory includes a tool dedicated to the calculation of the
power flow that varies in time, called “Quasi-Dynamic” simulation. The “Quasi-
Dynamic” simulation uses the parameters that vary in the system over time [13]. To
assess the behavior of the 14-node IEEE system with distributed generation sources,
the voltage, active and reactive power profiles are plotted over a 24-h period once the
optimization process of the economic dispatch has been performed. Additionally, the
losses in the transformers and lines are presented for the conventional and DG
scenarios.

To visualize the simulation results, the 14-node IEEE system was divided into two
zones, each one with 7 nodes: zone 1 contains nodes 1 to 7; zone 2 contains nodes 8 to
14. In Sects. 4.1 to 4.3, the most significant voltage and power variations are listed in
the scenarios described in Sect. 2.4.

4.1 Variation in the Voltage Profile

The voltage variations are illustrated in Fig. 2. In Zone 2, there is a significant increase
in the voltage level of nodes 9 to 14 during the DG scenario. In this scenario, there is a
voltage drop during the first peak of the demand curve since the loads demand a
considerable amount of power that, up to that point, is only being supplied by the
conventional generation systems. The DG input into the system does not represent
significant changes in the system’s voltage profiles.

4.2 Variation in the Active Power Profile

Variations in the active power profiles are illustrated in Fig. 3. The modification
implemented on the system does not imply significant changes in the levels of active
power. In this zone, there is a significant increase in the voltage level of nodes 9 to 14
during the DG scenario.
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4.3 Variation in the Reactive Power Profile

Variations in the reactive power profiles are illustrated in Fig. 4. Optimization does not
imply significant changes in the levels of reactive power. As the power levels
demanded by the loads increase, in the conventional scenario during the first peak of
the day, there is a reduction in the reactive power levels in nodes 1, 2, 3 and 4 which
adopt their initial values after both peak demands of the day. During the day’s peak
values, there is a considerable increase in the reactive power levels especially in those
nodes. In the DG scenario, the reactive power levels that were seen in the conventional
scenario are also presented but they do not surpass the levels reached at the start of the
day. The peak representing the reduction in the demanded power level is also present
while the GD is still active.
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8: Line-Ground Voltage, Magnitude in p.u.
9: Line-Ground Voltage, Magnitude in p.u.
10: Line-Ground Voltage, Magnitude in p.u.
11: Line-Ground Voltage, Magnitude in p.u.
12: Line-Ground Voltage, Magnitude in p.u.
13: Line-Ground Voltage, Magnitude in p.u.
14: Line-Ground Voltage, Magnitude in p.u.

Fig. 2. Variations in voltage profile of zone 2 (nodes 8 to 14). Source: Elaborated by the
authors
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5 Results Analysis

5.1 Variations in the Transformers’ Losses

In Table 4, the percent difference between the losses that occur in the conventional and
distributed generation scenarios is shown with a variation up to 76.5%.

In this simulation scenario, there is a reduction in the system transformers’ losses
up to 76.53%.
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9: Line-Ground Voltage, Magnitude in p.u.
10: Line-Ground Voltage, Magnitude in p.u.
11: Line-Ground Voltage, Magnitude in p.u.
12: Line-Ground Voltage, Magnitude in p.u.
13: Line-Ground Voltage, Magnitude in p.u.
14: Line-Ground Voltage, Magnitude in p.u.

Fig. 3. Variations in active power profile of zone 2 (nodes 8 to 14). Source: Elaborated by the
authors
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Fig. 4. Variations in active power profile of zone 2 (nodes 8 to 14). Source: Elaborated by the
authors

Table 4. Percent difference losses’ in transformers between conventional and distributed
generation scenarios.

Lines Losses [kW]

Transformer 4–7 −63.04%
Transformer 5–9 −72.61%
Transformer 7–8 −20.88%
Transformer 7–9 −75.92%
Transformer 4–9 −76.53%
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5.2 Transmission Lines Losses Variations

In Table 5, the percent difference between losses in both scenarios are listed.

In this case, there is an excessive increase in the losses for lines 3–4. Due to the
location of the new generators, the line increased the current flow from 30 to 58
Amperes which directly affects the losses in those lines.

The Distributed Generation simulation scenario has a reduction in the line losses up
to 89.58%. The lines with a significant losses increase are lines 10–11, 3–4, 9–10, with
44.13%, 446.49% and 22.56% respectively.

The increase in lines 9–10 and 10–11 is caused by bidirectional power flows due to
the location of generation units in nodes 10 and 11. There is an excessive increase in
losses for line 3–4 due to the location of the new generators. The line increased the
current flow from 30 to 58 Amperes which has a direct impact in the losses presents in
those lines. Line 3–4 is a clear evidence that, if the location of new DG units is not
adequate, losses can rise significantly affecting the operation the line.

6 Conclusions

The DG systems supply effectively the demanded power. The voltage and power
profiles resulting from the “Quasi-Dynamic” simulation do not show considerable
changes in the behavior of the electrical network. In the Distributed Generation sce-
nario, the introduction of the DG to the system leads to an average reduction of 49.95%
losses for most lines and an average reduction of 61.8% losses for the system trans-
formers. Accordingly, the changes in the current flows of this system are the cause of

Table 5. Percent variation in line losses

Lines Losses [kW]

Line 1–2 −4.42%
Line 1–5 −35.57%
Line 10–11 44.13%
Line 12–13 −63.29%
Line 13–14 −65.04%
Line 2–3 −4.61%
Line 2–4 −44.72%
Line 2–5 −54.82%
Line 3–4 446.49%
Line 4–5 1.15%
Line 6–11 −48.79%
Line 6–12 −89.58%
Line 6–13 −85.03%
Line 9–10 −8.43%
Line 9–14 −78.55%
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this since they are present in the nodes of the new generation technologies. Hence,
there is an increase in the currents present in the lines which leads to an increase in
losses.

A previous study of the optimal location of DG in the systems, with the purpose of
determining the location and size of multiple sources of DG and minimizing the total
power losses of the system, would multiply the advantages of including DG restricting
the number of lines that suffered more losses.
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Abstract. This work describes in detail a computational tool designed to study
performance indicators of a four-stage transformer-based single-phase cascaded
multilevel inverter. The proposed system integrates simulation, on-line mea-
surement, control and signal processing providing automating testing func-
tionality to optimize the performance of the inverter with base on indicators such
as Total Harmonic Distortion (THD), partial and global efficiency and power
balance between the stages. The computational component of the tool was
developed in LabVIEW providing not only didactic interactivity with the user
through the Human-Machine Interface (HMI) but also a reliable interconnection
with the power converter and the instruments of the experimental setup. The
hardware component was developed integrating the power converter prototype,
an acquisition card and electronic circuits providing measurement, conditioning,
digital control and gate driving functions. Experimental results obtained from
automatic tests are presented showing potentiality of the tool to support research
activities related with this type of power converters.

Keywords: Cascaded multilevel inverter � Automatic testing � LabVIEW
Computational tool

1 Introduction

Electronic power conversion is one of the most relevant areas of technological
development in the world. This is mainly due to the need of power converters to build
more electric transportation systems [1], high voltage direct current (HVDC) trans-
mission systems [2], grid connected power generators using renewable energies [3],
storage of energy in batteries and freewheeling systems [4], and many other applica-
tions [5]. Today, majority of these devices operate commutating power semiconductors
at high frequencies using a control method well known as Pulse Width Modulation
(PWM) which allows a simple and reliable implementation of many control techniques.
However, in order to convert direct current (DC) to alternative current (AC), multilevel
topologies using other switching strategies have attracted attention of researchers and
engineers. Although practically all of the known multilevel inverter topologies are
more complex that the bridge based PWM inverter topologies, the absence of output
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filters and the use of lower frequencies to commutate semiconductors are advantages
that have made them a promising alternative. As a result, these topologies are preferred
today in high power applications in which the cost of the control is considerably lower
in comparison with the cost of the elements in the power circuit [6, 7]. Although
transformer based cascaded multilevel inverter topologies have higher cost, weight and
size compared with other topologies, the use of isolation transformers may even be
mandatory because of reliability and robustness requirements. Then, the study of this
kind of topologies is focused on increasing its performance and facilitates its manu-
facturability. Key aspects guiding research in this field are the use of a lower number of
components, unification of stress of the semiconductor elements, increasing of the
controllability to extend its use to power conditioning and integration of renewable
energies to the grid [8, 9].

Computed aided test platforms for inverters can be used not only to facilitate
experimental work in research but also to apply automatic test protocols in manufac-
turing, reducing the process time in both cases. Industry applications are related with
engineering characterization and design validation, high volume production, incoming
inspection, failure analysis and others. Additionally, the use of software allows analyze
the behavior and performance of the power converters using online data storage and
analysis, short and long term monitoring, report generation, among other specialized
functions [10, 11]. Depending of the complexity of each power converter, an automatic
test platform must be more or less specialized. However, Human-Machine-Interface
(HMI), data acquisition (DAQ), visualization and data storage are minimal character-
istics for all of them. The use of LabVIEW in development of this kind of applications
is mainly justified by the simultaneous need of visualization, control and data acqui-
sition functions which can be easily implemented because of its graphical programming
language [12–15].

This paper presents a computational tool developed as a part of a real-time test
platform applied in the study of a single-phase transformer-based four-stage multilevel
inverter. This tool contributes in the improvement of characteristics of the inverter such
as power quality, efficiency and power equalization between stages. In this particular
case, the studied topology of the multilevel inverter can operate with multiple possible
switching patterns (SP) obtaining the levels that make up the output voltage signal.
Also, the use of these different SP implies different distribution of the total power
among the stages and also different values of efficiencies (global and per stage). For
this, the tool allows automatically changing the SP of the four inverter stages mea-
suring currents and voltages at the input and output of each stage as well as the input
and output of the inverter. Although off-line algorithms can be used to obtain the
optimal SP, the platform help to model voltage drops, power losses and then, to
improve the models used in optimization algorithms.

The rest of the paper is organized as follows: a Sect. 2 gives fundamentals, char-
acteristics and principle of operation of the studied multilevel inverter. After that,
Sect. 3 is devoted to describe the hardware configuration of the test platform as a whole
while Sect. 4 details the software component including simulation algorithms, func-
tions of the HMI and mathematical expressions used for computations of the perfor-
mance indicators. Experimental results are presented in Sect. 5 and finally, conclusions
and future work are presented in Sect. 6.
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2 Transformer Based Cascaded Multilevel Inverter

2.1 Description of the Studied Inverter

Cascaded topologies are the simplest way to implement multilevel inverters because
they consider the independent use of conventional H-bridges operating as power stages
with a series connection at the output side. Transformer based versions of cascaded
multilevel inverters allow to obtain galvanic isolation between power stages and then
the input of different power stages can be the same. Asymmetric version of these
inverters has as main property the use of DC sources with different amplitudes in order
to increase the number of levels on the output signal [16, 17]. In case of the studied
converter, output transformers of each stage provides in addition to the galvanic iso-
lation, required gains to obtain asymmetrical operation having only one DC source. As
it is depicted in Fig. 1, the studied converter is composed of four stages, each of one
composed of one H-bridge which output is connected to the primary side of a power
transformer. Input side of the H-bridges is common and is connected to the DC source.
The secondary sides of the transformers are connected in series in such a way that the
output voltage of the inverter is obtained as the sum of the output voltages of the stages.

2.2 Properties of the Converter Operation

By using four cascaded stages, the output voltage of the inverter is computed as

vo xtð Þ ¼ v1 xtð Þþ v2 xtð Þþ v3 xtð Þþ v4 xtð Þ ¼
X4
k¼1

vk xtð Þ: ð1Þ

Fig. 1. Schematic diagram of the studied multilevel inverter with galvanic isolation.
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Where vk tð Þ is the output voltage of each stage which is defined by:

vk xtð Þ ¼ VdcTRkSFk; ð2Þ

where Vdc is the magnitude of the DC input voltage, TRk is the voltage transformation
ratio of each k stage, and SFk is a parameter taking values −1, 0 or 1 depending of the
SP generated by the control. Then, outputs of the inverter stages are three-level voltage
signals which when summed generate a sinusoidal output voltage with M positive
integer levels. For a desired output voltage voref xtð Þ ¼ Vmax sinxt, relation between
the signal of M positive levels and the amplitude of the output waveform is
Km ¼ Vmax=M. Figure 2 shows a quarter-period of the stepped sine signal obtained at
the output of the inverter together with sinusoidal envelopes defining the phase angles
hm to jump from a level to the following one. To exemplify, a value of M = 5 was
considered. Because of the symmetry of the sinusoidal signal, the second half of the
positive semi-cycle is obtained by inversely reproducing the first half semi-cycle, and
the negative semi-cycle is obtained by multiplying by −1 the voltage levels used in the
positive semi-cycle.

The stepped sine signal observed in Fig. 2 represents the output voltage of the
inverter when a number of five positive levels is selected (This value is used only for
explanation purposes). The intersection with the xt axis, named as hm determines the
end of the m interval and the starting point of the following interval, so that it can be
expressed in radians for m = 1, 2, 3… M as follows:

hm ¼ sin�1 2m� 1
2M

� �
ð3Þ

Then, each level is defined for the interval hm; hmþ 1½ �.

Fig. 2. Stepped sine signal design.
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3 Description of the Hardware Component

Figure 3 depicts the proposed test platform and its interconnection with the multilevel
inverter. As it can be observed, inverter is fed by a programmable DC source XLN6024
whose voltage and limited current are defined using two signals generated by analogue
output channels of the acquisition card (NI-USB-6008). The power inverter has been
implemented using four MOSFET IRFZ44, and a transformer for each stage. Trans-
former turn ratios are 1:1.4, 1:1.82, 1:2.08, and 1:2.34, which specify the following
input to output RMS voltage relations: 28.0 to 39.2 V, 28.0 to 50.9 V, 28.0 to 58.2 V
and 28.0 to 65.5 V. These relations and voltage were defined using (1) and (2) in order
to obtain a signal of 31-levels (M = 15) with an amplitude of 120

ffiffiffi
2

p
V when the

inverter is fed by a nominal voltage of 36 VDC.

The output of the inverter is connected to a programmable load SLM-AC-300VA
which is manually configured for each applied test. A printed circuit board (PCB) was
designed to allocate a microcontroller unit PIC16F877 generating the gate signals for
the four converter stages and also to receive configuration provided by the software
application through a four line parallel communication protocol which loads the SP of
the inverter as a table at the start of the test. Operating on-line, microcontroller gen-
erates a synchronization signal (square signal at the same frequency of the output
signal) which defines the clock to start data acquisition and visualization. The same
PCB allocates eight drivers IRS2004 providing the gate signals of MOSFET intro-
ducing the requiring dead times. Measurements are obtained by using four dedicated
PCB, each of one integrating isolated closed-loop hall-effect transducers measuring
voltages (LV-20P) and currents (CAS-6P), two of each type. Input and output voltages
and currents of the inverter are measured as well as input voltage and input current at
the input of the transformer of each inverter stage (12 measurements in total). Control

Fig. 3. Block diagram representing the hardware component of the proposed automatic test
platform.
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and measurement circuits are fed by PTN04050A and PTN04050C non-isolated DC-
DC converters providing +5, +12 and −12 V.

4 Description of the Software Component

4.1 Software Functions

To describe the software component of the test platform, it was sectioned in functions
as it is depicted in the Unified Modeling Language (UML) diagram in Fig. 4. Two
main parts are highlighted: theory 1, theory 2 and didactic (Interactive simulation
section) and SCADA (Supervisory control and data acquisition section).

The following are brief description of the software components which are directly
related with the corresponding human machine interface (HMI) in Fig. 5:

Theory 1: This section allows simulating the building of the stepped sine signal by
configuring a desired number of levels. A slide control is provided in order to give a
visual tracking of the segments of the signal (time duration of each level). The main
objective is to facilitate the understanding of the signal generation process. In order
to give a comprehensive visualization with real-time experience, SP are previously
stored in a database which is accessed by demand (Top-left frame in Fig. 5).
Theory 2: This section provides the user with a complete overview of the wave-
forms of the inverter. The output signal of each stage is synchronously visualized
with the output of the inverter as the sum of these signals. Then, user can activate or
deactivate the presence of each stage regarding fault scenarios. Additionally, this
section evaluates the THD and the RMS of the output signal as a function of the
number of inverter stages (1–6) and the number of levels (1–17).

Fig. 4. UML diagram representing components of the LabVIEW applications
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Didactic: This section allows the user to build, both the output signal of the inverter
and change the number of levels, number of converter stages and the used SP. Also,
the HMI of this section allows to known the redundancy obtained to reproduce each
signal level. Visualization in this section includes waveforms and computation of
power distribution between stages.
SCADA: This section of the software allows the user to visualize the waveforms
acquired by the system computing THD and power balance as main indicators. HMI
provided by this component also gives the values of the real power in all connection
points of the inverter.

4.2 Additional User Functions

As it is depicted in Fig. 6, the software component of the test platform has been
developed considering two types of users (Local tester user and Remote supervisor
user). Local user has access to all of the provided functions while remote supervisor
can only access to the HMI. In addition to the functions mentioned above, the user can

Fig. 5. HMI of the software: (a) simulation of multilevel output signal considering different
number of output levels, (b) simulation of the four inverter stage signals for different number of
inverter stages and output voltage levels; (c) simulation of the four inverter stage signals for
different number of output levels and computing the THD and RMS values of the output signal,
(d) visualization of measured output voltage signal and real power measurements.
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configure the web access to the system, manually define the DC voltage applied to the
inverter and save manually or automatically a set of measurements.

4.3 Computation of Power, Efficiency and Power Quality Indicators

Considering that signal analysis and visualization is required at steady state and no
transient behaviors are studied, the system acquires signals at a rate of 9.6 kS/s (160
samples at an output frequency of 60 Hz) capturing each signal every two cycles at the
output frequency. Current and voltage waveforms of the DC side of the inverter are
measured as idc kð Þ and vdc kð Þ. Acquired samples are stored in vectors Idc, and Vdc

respectively, which are multiplied element-by-element to obtain the vector Pdc. Then,
average power at the input side is computed as follows:

Pdc ¼ 1
160

X160

k¼1
Pdc ð4Þ

Voltage and current waveforms at the input of the isolation transformers are
acquired as vix kð Þ and iix kð Þ for k ¼ 1; 2; . . .; 160½ � and x = [1, 2, 3, 4] storing 160
samples for each signal in the vectors Vi1, Vi2, Vi3, Vi4, Ii1, Ii2, Ii3 and Io4 respectively.
These values are multiplied element-by-element to obtain vectors Pix. Then, average
power at the input sides of the inverter stages is computed as follows:

Pix ¼ 1
160

X160

k¼1
Pix ð5Þ

Finally, voltage and current waveforms at the AC side are acquired as vo kð Þ, vox kð Þ
and io kð Þ for k ¼ 1; 2; . . .; 160½ � and x = [1, 2, 3, 4] storing signals in the vectors Vo,
Vo1, Vo2, Vo3 and Vo4 and Io respectively. RMS values are determined as:

VoRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

160

X160
k¼1

Vo � Voð Þ
vuut

Fig. 6. Case of use diagram of the MLI test platform.
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IoRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

160

X160
k¼1

Io � Ioð Þ
vuut

By defining the vectors SS and CS as a sine and a cosine waveforms sampled for
160 elements, RMS values of the fundamental components of current and voltages are
obtained from the Fourier series expansion by using the following expressions:

VoRMS ¼
1

160

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

X160
k¼1

VoSS

 !2

þ
X160
k¼1

VoCS

 !2
2
4

3
5

vuuut

IoRMS ¼
1

160

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

X160
k¼1

IoSS

 !2

þ
X160
k¼1

IoCS

 !2
2
4

3
5

vuuut

From this, apparent power is easily computed as:

S ¼ VoRMS IoRMS ð6Þ

Power computation at the AC side was developed using principles of electrical
power in presence of harmonic content [18, 19]. Harmonic RMS components are:

Voh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
oRMS

� V2
o1

q

Ioh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2oRMS

� I2o1

q

From which, real power can be computed as:

Po ¼ 1
160

X160

k¼1
VoIo ð7Þ

THD-R of the output current and voltage are:

THDv ¼ Voh

VoRMS

ð8Þ

THDi ¼ Ioh
IoRMS

ð9Þ

Then, the Power Factor (PF) is obtained as:

PF ¼ Po

S
ð10Þ
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Power equalization quadratic error is evaluated as:

Errorx ¼ PixP4
k¼1 Pik

� 0:25

 !2

ð11Þ

Efficiencies are computed as:

gdc�ac ¼
Pi1 þPi2 þPi3 þPi4

Pdc
ð12Þ

gtransf ¼
Po

Pi1 þPi2 þPi3 þPi4
ð13Þ

go ¼
Po

Pdc
ð14Þ

Accuracy of computations defined by expressions (4)–(14) is affected by dis-
cretization (sampling) and quantization errors. This is mainly due to the fact that some
of the analyzed signals have unipolar and bipolar transitions which do not have
coincidence with sampling events and then they are delayed one sample or less in the
obtained discrete time signal. In order to evaluate that error and solve the concert about
its effect in the performance of the test, some simulations were performed using
MATLAB considering the sampling rate defined above (9.6 kS/s), quantization to 10
bits and measurement gain defined to acquire each signal covering the 80% of the total
acquisition range (−10 to 10 V) when converter operates at nominal conditions. Fig-
ure 7 shows the waveforms of voltages of the inverter comparing their continuous time
and discrete time versions. Deviation is assessed by using the Mean Average Error
(MAE) (in absolute value) which takes values between 2 and 22 V. Firstly, as it can be
observed in the output voltage (sum of the stage voltages), the effect of the error is
compensated because of the symmetry of the signal (a pulse error has its symmetrical
reflection with opposite sign).

5 Experimental Validation

To validate the support provided by the developed test platform, experimental results
were obtained from application of designed automatic tests. Figure 8 shows photog-
raphy of the complete experimental setup showing visualization in the HMI of the
SCADA module of the software. Some automatic tests were performed in order to
obtain results validating the good performance of the system and also verifying that
expected errors do not affect considerably the computed performance indicators.

5.1 Simulated and Experimental Results

Several tests have been realized in order to assess accuracy of measurements and
computation of the platform for different operational conditions of the inverter.
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Experiments were selected from a database including results for different SP, power
levels and power factor (inductive and capacitive). In all experiments, THD and real
power measurements were realized using a Power Analyzer Fluke 43B. An automatic
test can be described by means of the following step by step procedure:

– Configure the load connected at the output of the inverter to have linear or nonlinear
behavior at a desired power (External and defined by the user).

– Transfer a SP to the control board of the prototype (by demand of the user).
– Define a DC input voltage and a DC current limitation to be configured in the

programmable source (on-line defined by the user).
– Capture measurements of THD and real power at different conditions.

Fig. 7. At the left side, output signals of the inverter and the individual inverter stages with and
without sampling; and, at the right side Mean Absolute Error (MAE) comparing both signals.
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Measurements obtained with SCADA system have been compared to theoretical
results, simulated results and measured results from instruments at it is listed in
Table 1. It is possible to observe that the SP computationally synthesized has coher-
ence with simulation and theoretical prediction since differences in assessed indicators
are expected because the theoretical model is ideal, simulation uses only resistive
parameters in MOSFET and the real converter has other unknown parasitic elements.

Fig. 8. Photography including converter prototype and test platform in operation.

Table 1. Comparison between theoretical, simulated and experimental results.

Experiment #: load
selected SP

THD Power equalization error
Theor. Sim. Meas. Comp. Theor. Sim. Meas. Comp.

Exp. 1: 250 W
optimal SP

2.63% 2.90% 1.90% 1.86% 4.20% 4.53% 5.30% 9.60%

Exp. 2: 131 W
optimal SP

2.63% 2.90% 3.00% 2.92% 4.20% 5.20% 10.4% 11.8%

Exp. 3: 100 VA FP:
0.95
optimal SP

2.63% 2.93% 0.90% 0.96% 4.20% 4.84% 9.80% 9.30%

Exp. 4: 250 W
No optimal SP

2.63% 2.93% 3.20% 3.10% 28.51% 93.14% 132.0% 158.0%
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6 Conclusions and Future Work

Development of an automatic test platform used to support research related with a
particular architecture of DC-AC power electronic converter was presented. Proposed
system allows applying all the possible switching patterns to an asymmetrical multi-
level inverter by means of a simple selection of the user, which considerably facilitates
test and measurement process. Errors introduced in measurement and visualization
module of the software application due to discretization and quantization were ana-
lyzed confirming that the selected sampling method works adequately despite of it
operates asynchronously with respect to the switching edges. Experimental and sim-
ulation results were presented and compared confirming applicability of the tool.

With the use of this tool, it will be possible to identify experimentally the parasitic
elements of the circuit from voltage drops and power losses, allowing complementing
the ideal model and in consequence a more accurate contribution of the experiments in
the study of optimization algorithms.
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Abstract. Electroencephalography (EEG) consists on the recording of
brain electrical activity along the scalp surface. The potentials generated
in the brain are acquired using electrodes covering the head. This method
is efficient, but in most cases the operator should deal with bad locations
and slipping, which generate motion artifacts and localization errors in
posterior brain imaging and connectivity analyzes. The aim of this work
is to elaborate a reference framework addressed to the currently available
electrode positioning methods for EEG in terms of efficiency, viability,
and placement error. With this purpose, different procedures for elec-
trode localization were considered in this study: manual methods, EEG-
caps, Magnetic Resonance Imaging EEG electrode localization, digitiza-
tion, 3D laser scanner, and photogrammetry. We found that the method
with higher accuracy is digitization; but it requires a controlled envi-
ronment and the system itself is expensive. In terms of implementation
time, the 3D hand-held laser scanner and photogrammetry provided the
better results and can be used in uncontrolled clinical environments.

Keywords: 3D hand-held laser scanner · Digitizer
EEG electrode positioning · EEG-cap · Photogrammetry · MRI

1 Introduction

EEG is the most widely used technique for studying the dynamics of the human
brain. It has been established as a relevant tool in psychology and neurology,
mainly because it can register several brain conditions in a non-invasive and safe
way, with an excellent temporal resolution and at a low price [1]. Currently, sev-
eral brain analysis techniques require estimating the location of the sources of
neural activity at cortical level (commonly known as brain imaging): connectiv-
ity analysis, brain state classification, brain computer interface, among others.
EEG brain imaging requires a model of the electrical propagation through the
head related to the exact coordinates of the electrodes. The precision in the
localization of the electrodes is one of the parameters that most influence the
c© Springer Nature Switzerland AG 2018
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correct behavior of the brain imaging algorithms due to the high non-linearity of
the electromagnetic field propagation [2]. Thus, inaccuracies in the coordinates
of electrodes may severely affect the quality of the EEG analysis. This problem
grows when reconstructing neural activity from deep brain areas [3]. Addition-
ally, the time needed to place the electrodes is an important factor because the
fatigue and compliance of the subjects affect both research and medical studies,
especially when children and clinical population are considered. Then, a tech-
nique for fast placement of sensors with low localization error is desired.

According to the international positioning 10–20 system (or its variations
for high density configurations: 10–10, 10–5), the electrodes must be placed in
a standardized system able to recover information in terms of brain regions [4].
This system aims for a common interpretation of results obtained from EEG
data, as well as providing information of the neuro-anatomical correlation that
allows comparisons among intra- and inter-subject studies [5]. Moreover, current
neuroimaging software (SPM12 [6], FieldTrip [7], EEGLAB [8], etc.) include this
configuration by default.

An standardized positioning system does not guarantee a correct placement
of electrodes. Then, different methods have been proposed to guarantee their
correct positioning or to provide an accurate location regardless their ideal loca-
tion. In this paper, six of these methods are analyzed: manual methods, EEG-
caps, Magnetic Resonance Imaging (MRI) localization methods, digitization, 3D
hand-held laser scanner, and photogrammetry. We compare these methods with
a summary of different research works in terms of the reported error and the
time consumed by each method for placing the electrodes.

Manual methods do not require specialized equipment, the operator uses
tools such as a compass, calipers [9], or digital calipers [10]. Manual methods
show good results in terms of positioning accuracy and are less expensive than
other methods that require specialized equipment. However, most manual meth-
ods require placing the electrodes in a regular standard pattern such as the 10–10
system [10], which may be restrictive. Additionally, if these methods could be too
time consuming for high-resolution EEG studies, and they are also highly depen-
dent on the operator’s skills. The EEG-cap is the most common solution for the
time-consuming process of manually placing the electrodes. However, Atcherson
et al. [11] concluded that using this method without any other electrode posi-
tioning tool is not recommended for source localization analysis, because it is
not accurate among subjects.

The MRI localization methods use the scanned images for determining the
EEG electrodes location. These methods are accurate and reproducible, but they
require a special type of electrodes not sensitive to magnetic fields [12] and the
fixation is performed with an structural image that additionally consumes time
(around 20 min). These two requirements make this approach impractical as it
is expensive in time and funding.

The digitization is the most commonly used technique and it has been
reported to be sufficiently accurate. It consists on interpolating the sensor loca-
tion with a pointer and beacons. However, both electromagnetic and ultrasound
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digitization alternatives require a controlled environment because these systems
are sensitive to environmental conditions such as temperature, humidity, or elec-
tric fields; and in addition, their hardware and software are expensive [13,14].
Similarly, the 3D laser scanner could be used for localizing EEG sensors with an
equivalent accuracy and a better repeatability than the electromagnetic digitizer,
with the advantage of being able to be used in uncontrolled clinical environments
[15]. However, it is more expensive than digitization.

Finally, Photogrammetry is a method that allows determining the EEG
electrode positions, shapes, and sizes. Studies on this approach are commonly
divided in four categories: multiple cameras in a geodesic array that capture
images of multiple views [16], a single rotating camera [17], a single camera with
mirrors [18], and novel methods that use a Microsoft Kinect [19]. These meth-
ods have demonstrated to be a good option in time consumption, and some of
them could be feasible for clinical environments. But their price or availability
(Microsoft Kinect has been discontinued, for example) may be challenging for a
wider used.

This short overview shows how each of the analyzed techniques comes with
advantages and disadvantages. A trade of among flexibility, price, time, and
accuracy (in terms of placement error) would also depend on the needs of each
user. In this work, we aim to analyze each of these techniques and provide a com-
prehensive analysis useful for users to select the best tool depending on their own
needs. This paper is composed by three sections: It begins with a description of
these EEG electrode positioning techniques. Then, the following section contains
the discussion about these methods, including their advantages and disadvan-
tages. Finally, the conclusions derived from this analysis are presented in the
final section.

2 EEG Electrode Positioning Methods

2.1 Manual Methods

In [9], the authors proposed a direct measurement technique that used differ-
ent simple tools such as calipers for measuring the distances between each elec-
trode and three reference landmarks (Nasion, left and right pre-auricular points),
which did not lie on a single plane. With these measurements, they calculated
the Cartesian coordinates of each electrode placed on the head. The authors
developed a low expensive method. In addition, with this method they were
able to find the best fitting sphere for the electrode position, useful when a
multi-sphere volume conductor is used in the EEG brain imaging method. This
method became the standard for co-registration between structural MRI and
EEG. Nearly all current co-registrations are performed with the same three ref-
erence landmarks.

The authors of [9] performed their simulations using a spherical head model
with a radius of 100 mm, with the center located on the coordinates (10 mm,
0 mm, 40 mm) for x, y, and z, respectively. Such coordinates correspond to the
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average values used in practice. They calculated the reference distances, and cor-
rupted them adding Gaussian noise with zero mean and different standard devi-
ation values. The authors concluded that for standard deviations of 2.5 mm and
4 mm, the dipole position errors were approximately 4 mm and 10 mm, respec-
tively.

Another research [10] showed an efficient technique to calculate the 3D coor-
dinates from any array. The authors systematically laid out according to the
regular pattern 10–10 standard position electrode system with a set of only 14
direct measurements. Using the 10–10 standard position system [20], the head
shape can be approximated by five planes defined by electrode positions, in this
way: (1) F7-Fz-F8; (2) T7-F7-FPz-F8-T8; (3) T7-Cz-T8; (4) T7-P7-Oz-P8-T8,
and (5) P7-Pz-P8. To determine the dimensions of the coronal planes (F7-Fz-F8,
T7-Cz-T8, P7-Pz-P8) and horizontal planes (T7-F7- FPz-F8-T8, T7-P7-Oz-P8-
T8), 8 of 14 inter-electrode distances had to be measured. To determine the
spatial relationship between these planes 6 of 14 inter-electrode measurements
were used. To fit the arcs of the five planes along the head’s surface, the authors
generated ellipses whose curvatures were determined by the coordinates of the
points they intersected. The intersections of these ellipses form angles that are
determined from the direct measurements produced one basic 10-10 standard
grid representation of the head. The positions were calculated by appropriately
subdividing the ellipsoidal curves and extrapolating [10].

The efficiency benefit of this last method increases as the number of electrodes
increases. This because the same 14 measurements are necessary independently
of the number of electrodes. This method takes less than six minutes to determine
the placement of 128 electrodes whereas the magnetic field digitization method
takes more than 15 min. Additionally, it is at least 5 times less expensive than
the magnetic field digitizer when a good quality 12-inch digital caliper is used
[10]. However, of course, this method determines the position of the sensors a
priori, being sensitive to operator errors.

2.2 EEG-Caps

Manual EEG electrode montages require considerable time for multi-channel
configurations and they are sensitive to placement errors as the sensor loca-
tions are determined a priori. Hence, some manufactures have generated caps
that involve electrodes placed in a pre-defined montage [5]. The EEG-Caps are
available in different layouts. The most common range from 16 to 256 channels.
They also have different sizes (commonly small, medium and large) to accommo-
date different head sizes. These caps are designed to provide fast, consistent and
cost-effective electrode applications. Some concerns on this system come from its
adaptability to actually fit different head shapes and sizes, and on the variance
in the selected scalp locations for the electrodes [21].

The study performed in [11] describes the variability of the positions of 15
electrodes in a custom made Neuromedical cap with 72 mounted electrodes. The
electrodes were digitized in three separate sessions for 10 participants. They
obtained a three-dimensional variability of up to 12.7 mm. The authors found
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two negative consequences of EEG-caps: (1) the shifting caused by the weight
of the bundled electrode wires, and (2) the skewing of the posterior electrode
positions when they are rubbed against a pillow or a chair headrest. They also
noted that the reported variability of electrode locations in EEG caps may have
implications for brain imaging methods. Then, the use of EEG caps may be
harmful for most cortical source localization methods [11].

2.3 MRI-Based Electrode Localization Methods

In [22], the authors presented a method to visualize the EEG electrodes in a
magnetic resonance image (MRI). The electrodes used in the study were acrylic
capsules with 15 or 20 mm in height and 12 mm in diameter, and were placed
in a standard 10–20 positioning system with an additional Fpz location. The
MR images showed the location and shape of the electrodes. The EEG elec-
trodes locations were manually segmented on the two-dimensional axial image.
This method allowed direct measurements of the electrodes positions and the
distances from any MRI visible anatomical structure placed in the scalp.

Another research [12] shows an automatic method for localizing and label-
ing the EEG electrode using MRI. The authors initially validated the method
with a phantom head and then with volunteers and patients in a clinical envi-
ronment. This method was compared with electromagnetic digitization. The
results suggest that the proposed method provides better reproducibility, but
both methods have equal accuracy (without statistical differences). In addition,
automation makes this a highly reproducible and easy to handle method in a
routinely clinical environment. However, to perform the localization process it
is necessary to use a magnetic resonator together with a special electrode set,
which makes this an expensive task; and a time consuming one if the study does
not require the structural MRI.

2.4 Digitization

Electromagnetic: The 3D coordinates of the EEG electrodes and the position
of the nasion and pre-auricular points are obtained using this 3D device, which
takes the measurements with three receivers placed on the head of the subject.
The receivers are positioned and oriented by a transmitter that produces an
electromagnetic field. The location of the receivers allows free motion of the
head during the digitization process. The digitization of the sensor locations is
made by pointing a pen shaped device called “Stylus” on the targeted point, and
validating it by pressing a button. The system is composed of the transmitter,
the receivers and the stylus, all connected to a central processing unit [10].

One of the advantages of the digitizer, called the Fastrack system (Polhemus
Inc., Colchester, VT, USA), is the short time to determine the electrode posi-
tions. Specifically, the mean time to digitize 64 electrodes is lower than 10 min.
According to the manual, the theoretical accuracy of Fastrack is 0.75 mm in a
sphere of 1.5 m of diameter centered on the transmitter. In practice, some authors
indicate that the mean error is about 6.8 mm [23]. The results in other studies
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showed that the precision ranging from 0.1 mm to 8 mm depends of the mea-
surement conditions [14], being more than 4 mm prohibitive for brain imaging
purposes [24].

Two main difficulties to use the system in clinical applications are that it
is highly sensitive to environmental conditions [14], and that the presence of
metallic objects disturbs the measurements [25]. Additionally, comparing it with
manual methods, the software used to calculate the positions is private and
expensive, which increases the cost of the overal technique [10].

Ultrasound: In the ELPOS system, the 3D Cartesian coordinates and the dis-
tances between the generator and receiver can be estimated by measuring the
time that a sonic impulse takes from a sound generator, with which the user
touches the electrode (Stylus), to a receiver (microphone). When an ultrasound
digitization device is used, the system records the relative position of each elec-
trode. The system has some advantages, such as the possibility of sensing the
head shape of the subject in 3D coordinates for correlating with data from
imaging methods, and that the subject can freely move the head during the
digitization [13].

Same as in the electromagnetic digitizer, when the user touches each electrode
(even slightly) it changes the real position and therefore the digitized values.
But the main flaws of both methods are that they are expected to be used in
controlled environmental conditions [10], and the cost of the software.

2.5 3D Hand-Held Laser Scanner

The use of a hand-held 3D laser scanner is described in [15]. This method is
commonly used for inspection, digitization of models, interactive visualization,
and human body scanning, as well for EEG electrode localization. The proposed
system is handy, useful and establishes spatial reference with a resolution of
0.05 mm. This system does not need any positioning device to integrate 3D
measurements in a global coordinate system if the subject is moving [26].

The study presented in [15] showed that the 3D laser scanner could be used
for EEG sensors localization with an equivalent accuracy (from metrological
and clinical perspectives) and a better repeatability than the electromagnetic
digitizer. In [27], the authors evaluated the effectiveness of the 3D hand-held
laser scanner when the scanner acquired the EEG sensor positions and the scalp
mesh was obtained from the MRI scan. The mean time for the digitization of 64
electrodes and 3 landmarks was 53 s, and the mean residual error of the sensors
co-registration was 2.11 mm. They compared the expended time results of the
presented method with an electromagnetic digitizer, an ultrasound digitizer, and
a photogrammetry system that obtained 8, 10, and 4 min 30 s to digitize 67, 61,
and 22 sensors respectively. These results suggest that the laser scanner is an
accurate and fast technique, although its cost is higher than the digitizer.
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2.6 Photogrammetry

A photogrammetric method called Geodesic Photogrammetry for Localizing Sen-
sor Positions (GPS) is described in [16]. The system uses a software to mark the
coordinates of sensors in the images using a mouse or a graphic pointing device.
The user saves the images and the software processes the data in an off-line and
eventually automated way. Finally, the digitizing results provide the locations
of each electrode. In [16], the simultaneous acquisition of images was performed
using cameras in a geodesic array. A sensor localization system was designed
by the authors with the purpose of achieving a rapid acquisition of electrode
positions with minimal time and cooperation required from the patient. The
proposed GPS system was compared with electromagnetic digitization method.
Both methods gave accurate results but the mean error of the electromagnetic
digitizer was 0.25 mm lower than the GPS.

The authors of [16] show that the mean localization error for the electromag-
netic digitizer method was 1.02 mm, which is smaller than the mean localization
error obtained when comparing between manual and digitization methods. For
that case, the average error reported was 3.6 mm for digitization [10]. The authors
attributed the difference to the methodology used to acquire the data, and to
the environmental conditions during the experiments [16].

Other authors have improved this model by using a single camera. A rotating
single digital camera was used in [17] to capture the EEG electrodes locations.
In this experiment, a plastic head model and stickers were used to represent
the electrodes on the head. After registration, a shape- and color-based pattern
recognition algorithm was used. Another single camera photogrammetry system
was developed in [23]. As the system presented in [17], the experiment was devel-
oped with a shape- and color-based pattern recognition algorithm implemented
over a plastic head model and stickers. The authors used the combination of
two planar mirrors and the digital camera to take a faster (3 min) acquisition
of images with multiple angles. The algorithm was developed in MATLAB [28],
it basically consisted in reading the image, converting the colors (red, yellow,
green, blue, and purple) to black, and other colors to white. Subsequently, the
pixels that did not belong to electrodes were removed and the objects corre-
sponding to the electrodes were selected. Finally, the radios of the electrodes
were computed and their nomenclature was identified. The electrode recognition
and localization was automatically performed in a computer software.

This method has a maximum reported error of 1.19 mm [18], which is accept-
able for brain imaging purposes. The authors suggested that the method has the
potential to be accepted in practical clinical diagnosis because the system is easy
to use, non-expensive, and the subjects do not require to stay for long time dur-
ing the registration. However, using multiple cameras or a single rotating one
can generate inconsistency on images, because the patient could move the head
while the cameras take images [18].

Another photogrammetry system for fast localization of EEG electrodes is
presented in [19]. This method used four 3D labels and a Microsoft Kinect. The
Kinect provides 3D information of the scene with a two-camera system. The
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method was developed to achieve accurate calibration results by recovering depth
information using a Depth Map In-painting Algorithm. The authors reported an
average error of 1.07 mm.

Finally, in [29] the authors developed an alternative photogrammetry
method, using a digital single-lens reflex (SLR) camera combined with an open-
source software called janus3D, which implements different computer vision tech-
niques. The authors reported an error of 0.8 mm. Additionally, this system allows
acquiring the fiducial markers for both EEG and MEG devices.

3 Comparative Analysis of Methods

Table 1 provides a comparative analysis of the EEG electrode positioning
approaches presented here, with information reported by the authors on their
research. The table shows reported information about error distances and time
consumption (time-number of electrodes). Note how the electromagnetic digi-
tizer has been used as gold standard by several authors, but each of these works
has reported a different mean error [10,12,16].

Despite the variety of sensor placement and location available, manual meth-
ods are still used for low density EEG systems (less than 32 electrodes). Although
not having variations in 20 years, they provide good accuracy. However, to get
faster results, faster manual methods require that the electrodes to be placed in
a regular pattern (10–10 standard position) over the head [10]. While the system
proposed by [9] required usually 1 h for measuring the coordinates of each elec-
trode position, the method described in [10] required an average of 5.66 min, that
is less than the magnetic digitization (7.95 min). In terms of localization accu-
racy, the technique proposed by the authors is more accurate (3 mm) than the
magnetic digitizer (5 mm), too. But training the operators to make the manual
positioning should be accounted as extra financial expenses and time.

The manual placement of electrodes has been replaced with EEG-caps on
most high density systems [5]. The position of the electrodes in these caps is
fixed, so they avoid expending time determining the sensor locations. Moreover,
caps seem to be simpler and faster to implement than more advanced methods.
Another advantage is that the caps are useful in less controlled environments and
thus can be easily deployed [21]. However, they are not too precise (Their mean
error is 12.7 mm) [11], mainly because the shape and size of different heads vary
from the standard cap sizes, and developing subject specific caps is impractical.

The first electronic device (and the most popular nowadays) device for sensor
location is the Digitizer, either electromagnetic or ultrasound based. The former
is not recommended for use in clinical environments due to the interference
with metallic object and some sensitive devices, while the latter is sensitive to
environmental factors such as temperature and humidity [10]. These methods are
commonly used as gold standard, but mostly because of their market availability.
Although they promise to be precise, they are time consuming as they require
to digitize each electrode individually [16], and their price is high compared to
other approaches, mostly because of the commercial software that they need to
process the data.
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Table 1. Summary of reported mean error and time consumption to determine the
exact EEG electrode positioning of different systems reported in the literature.

Year Authors Methodology Error Time consumption-

number of

electrodes

1991 De Munk et al. [9] Manual method 4mm* 60min −128

10mm*

1998 Le et al. [10] Electromagnetic Digitizer 3.6mm 15min −128

New Manual Method [10] 3mm 6min −128

Old Manual Method [9] 4mm* 60min −128

10mm*

2005 Russell et al. [16] Electromagnetic Digitizer 1.02mm 25–35min −128

Photogrammetry-GPS 1.27mm 15–20min −128

Ultrasound Digitizer 25–35min −128

2007 Atcherson et al. [11] EEG caps 12.7mm

2008 Koessler et al. [12] ALLES 2.91mm ± 2.29mm (SD)

Electromagnetic Digitizer 2.18mm ± 1.6mm (SD)

2010 Engels et al. [14] Electromagnetic Digitizer 0.1 −8mm

2010 Koessler et al. [15] Electromagnetic Digitizer 0.759mm **

3D Handheld Laser Scanner 0.892mm **

2011 Koessler et al. [27] 3D Handheld Laser Scanner 2.11mm 0.88min −67

Electromagnetic Digitizer 8min −67

Ultrasound Digitizer 10min −61

Photogrammetry 4.5min −22

2011 Qian and Sheng [18] Photogrammetry-Single camera 1.19mm 8min −67

2014 Dalal et al. [23] Electromagnetic Digitizer 6.8mm

2014 Zhang et al. [19] Photogrammetry-Kinect 1.07mm

2017 Clausner et al. [29] Photogrametry-SLR camera 0.8mm

Electromagnetic Digitizer 6.1mm

* Found errors for corrupted positions when adding Gaussian noise with zero mean and SD values of 2.5mm

and 10mm, respectively.

** RMSE: Root Mean Squared Error. SD: Standard Deviation.

There are other approaches with some success but still not as popular as the
Digitizer. The next one would be the MRI based localization, which requires a
special type of electrode. Comparing the MRI localization method with respect
to the electromagnetic digitizer, it provides better reproducibility and equal
accuracy without statistical differences [12]. The main advantage of this app-
roach is the possibility of using the same sensors on functional studies, acquiring
simultaneous fMRI-EEG data; and actually, brain imaging highly benefits from
structural MRI head models [30]. However, the price of these special EEG sensors
make it prohibitive for most EEG users.

Other approaches are based on optical sensors. The results of the 3D hand-
held laser scanner show that it had an equivalent accuracy compared to the
electromagnetic digitizer, but with better repeatability [15]. Additionally, the
3D hand-held laser scanner showed better results (0.795 mm vs. 0.892 mm) in
terms of the Root Mean Squared Error (RMSE) compared to the electromagnetic
digitizer [15]. Additionally, the registered data provided by the scanner could
be directly introduced in source localization studies. Because of its easy use
and fast digitization time, this method can be employed in a standard medical
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environment (no special room or illumination required) without risk of false
labeling due to human errors [15]. The main drawbacks of this method are its
price and market availability.

Other optical systems are based on cameras (photogrammetry systems), and
contrary to the previous methods, works on this respect present ways of manu-
facturing home-made devices. The GPS is easy to use and it does not require any
device touching the subject. While the electromagnetic and ultrasound methods
require 25–35 min to digitize the electrodes and another 15 min to re-digitize if
an electrode looks poorly placed, the GPS system takes 15–20 min to mark the
sensor positions of 128 electrodes. In terms of mean error, the electromagnetic
digitizer had better results than GPS with 1.02 mm vs. 1.27 mm respectively [16],
which is not significant for most purposes. Finally, the single camera method
reported in [18] has a maximum error of 1.19 mm and the reported in [29] has a
maximum error of 0.8 mm. The single camera system is a better option in terms
of time consumption than GPS. The elapsed time of the single camera methods
to whole localization procedure is about 3 min, and the camera calibration takes
about 1 min [18].

4 Conclusion

In this work, we present and analyze six commonly used approaches for providing
a correct EEG sensor placement. This process must be practical, accurate, fast,
and reproducible. Although traditional EEG event related potential analysis
is robust to sensor location errors, current brain imaging techniques are more
sensitive to them.

In terms of time consumption, our analysis suggests that the 3D hand-held
laser scanner is the fastest alternative, followed by photogrammetry. In terms of
mean localization error, the photogrammetry, the electromagnetic digitizer, and
the 3D hand-held laser scanner showed similar results. Finally, in terms of price
the photogrammetry is usually cheaper than the other approaches (excluding
manual methods). Indeed, if the system is hand-made, it may be cheaper than
most commercial EEG-caps. In conclusion, the photogrammetry is the best cost-
effective method for EEG electrode placement, because it requires few time to
determine the electrode locations, it presents minimum localization errors, it can
be used in non-controlled environments (such as hospitals), it is not expensive,
and it does not require any device touching the subject.
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17. Baysal, U., Şengül, G.: Single camera photogrammetry system for EEG electrode
identification and localization. Ann. Biomed. Eng. 38(4), 1539–1547 (2010)

18. Qian, S., Sheng, Y.: A single camera photogrammetry system for multi-angle fast
localization of EEG electrodes. Ann. Biomed. Eng. 39(11), 2844 (2011)

19. Zhang, J., Chen, J., Chen, S., Xiao, G., Li, X.: Multimodal spatial calibration for
accurately registering EEG sensor positions. Comput. Math. Methods Med. 2014,
1–7 (2014)

20. Sharbrough, F., Chatrian, G., Lsser, R., Luders, H., Nuwer, M., Picton, T.: Guide-
lines for standard electrode position nomenclature bloomfield: American EEG soci-
ety. Technical report (1990)

http://www.fil.ion.ucl.ac.uk/spm/software/spm12
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Abstract. Integration of variable generation sources such as the renewable
energy resources and the operation by isolated microgrids involves technical
issues related to the reliability and the quality of the electricity supply. Indeed,
the small inertia of the isolated microgrids with the integration of variable
generation is a challenge faced in the operation of these electricity supply
systems. One way to tackle these problems is through demand response pro-
grams. In this perspective, this paper first presents a bibliographical review of
the importance of the provision of frequency control services by the demand-
side and some international experiences related, and later it is present a case of
study, in which we assess the effects of high penetration levels of variable
generation, specifically solar PV generation, in the power balance of the
microgrid, and we evaluate some proposed demand response mechanisms,
focused on the active participation of residential users, that respond to variations
of the system’s frequency, showing that residential demand response has the
potential to reduce the frequency variations that occur during the day, while
increasing the use of renewable generation sources immersed in the microgrid.

Keywords: Demand response � Isolated microgrids � Power balance
Frequency control

1 Introductory Remarks

Integration of distributed generation whose primary source is predominantly renewable
energies, which are characterized by their variability and intermittency, makes it
necessary to have new mechanisms that allow maintaining in real time the frequency of
the system in an acceptable range [1–3].

Conventionally, frequency regulation has been provided only by generation units,
but this paradigm is changing due to the inclusion of storage technologies and the
flexibility of demand to respond to events or variations in a system indicator [2, 4].
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In this sense, demand response can be understood as changes in the electricity
comsumption in comparison with a baseline, due to variations in the electricity price
over time, or due to incentives designed to flatten the demand curve [5–7]. The pos-
sibility of changing the consumption patterns allows to schedule displacements and
load reductions that would help to maintain the balance demand-supply in isolated
microgrids. At the same time, demand flexibility makes it feasible to respond to events
that compromise the continuity of the supply [5].

In this paper we evaluate some of the effects of demand response, focused on
residential users, in the active power balance of isolated microgrids, for this purpose, in
Sect. 2 a bibliographic review of the importance of the provision of frequency control
by demand side is made, showing some related international experiences. Then, in
Sect. 3, the study case and the proposed demand response mechanisms are presented.
Later, Sect. 4 shows the results extracted from the case of study and their respective
analysis, and finally, Sect. 5 presents the concluding remarks.

2 Demand Response and Frequency Control

Penetration of renewable energy is growing rapidly in the world, and its integration
brings with it challenges related to the reliability and high volatility of the electricity
supply, challenges that are easily visible in the operation of isolated microgrids [8, 9].

Achieve a flexible operation of an isolated microgrid with the integration of vari-
able generation sources requires a coordinated operation of all the resources immersed
in the electrical system (generation, demand, storage). This coordination would allow
having a reliable, sustainable and secure electricity supply, that may massify the
inclusion of energy resources with a reduced carbon footprint [10].

Microgrid operation is like the operation of an electrical power system that depends
largely on the constant balance between generation and demand, achieved by the
up/down ramping of synchronous generators [11]. However, in the operation of iso-
lated microgrids, there is not the large-size generation to maintain inertia, and with the
introduction of variable generation, the paradigm of controlling generation to match
demand is no longer sustainable [11].

For this reason, it is necessary to have new mechanisms to maintain supply-demand
balance, and therefore the frequency of the system in real time [1–3]. In this regard,
demand response is a key element in the operation of isolated microgrids, because of its
potential for maintaining the efficiency in the electricity supply, the active power
balance and the reliability of the system [12–14].

Demand response is characterized by its flexibility and its ability to make changes
in consumption profiles [5, 9, 15, 16]. Thus, flexibility of demand response, in many
cases, allows to have faster load reductions than the up/down ramping of the syn-
chronous generation plants (thermal or hydraulic) [17–19], so demand response has the
potential to mitigate the variability and intermittency of renewable generation [2, 20],
keeping the frequency of the system within operational ranges.

On the other hand, the electrification of rural or isolated areas is one of the pre-
dominant problems of electrification worldwide [21]. Most countries have focused on
increasing the coverage of access to electricity supply without paying special attention to
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whether the implemented solutions are sustainable in the short andmedium term [22]. On
this subject, the operation by isolated microgrids offers the possibility of coordinating
distributed energy resources, tomaintain a continuous electricity supply. Consequently, it
is required to have the flexibility that the demand, the storage systems and the generation
units immersed in the isolated microgrid can provide in terms of active power, with the
aim of maintaining the frequency within the operational ranges [5, 23–25].

Internationally, there have been isolated microgrids in the research field, in which
the energy management model, the behavior of the variable source, among others
characteristics, are analyzed [26].

Kythnos microgrid, located in Greece, is an isolated microgrid that supplies the
electricity of 12 houses. The control of this microgrid is based on frequency monitoring
for battery management. In addition, a load disconnection control is performed when
the battery charge level is very low [26].

Hartley Bay located in Canada is a remote coastal village which operates an isolated
microgrid that supplies electricity to a native community of 170 members. It relies on a
set of three diesel generators, two of 420 kW and one of 210 kW to provide electricity to
20 commercial buildings and 62 residential units. Given the low efficiency of the 210-
kW generator, a demand response program has been deployed to use the generator as
little as possible, thus optimizing the diesel dispatch. The demand response system has
been included in the commercial buildings and is composed by 20 variable thermostats
and twelve load controllers, and it has been able to reduce the peak demand by 15% [27].

In the west coast of Scotland, Isle of Eigg has a high renewable content power
microgrid. The project has been successful at integrating multiple renewable energy
sources into a community system. The system is composed of 110 kW of hydro power,
24 kW from wind turbines and 32 kW of solar PV. The introduction of renewable
energy sources is supported by load side management with energy monitors installed in
all properties and droop control of the system, based on battery charge level and
frequency [27].

Fort Collins microgrid in Colorado represents about 10–15% of Fort Collins’ entire
distribution system. Technologies in the project include solar PV, combined heat and
power, microturbines, fuel cells, electric vehicles, thermal storage, load shedding, and
demand-side management. Demand response occurs through heating, cooling, and
ventilation rescheduling using existing controls and building automation systems.

Huatacondo microgrid located in Chile supply electricity to 30 families approx. This
microgrid combines a 150 kW diesel generator, together with 22 kW tracking solar PV
system, a 3 kWwind turbine, a 170 kWhbattery, and an energymanagement system [27].
To compensate the fluctuations of variable energy sources, there is a demand manage-
ment program that responds to deviation signals from a grid indicator. In addition, a social
SCADA was implemented to characterize the energy needs of users [28].

Table 1 shows a summary of the main characteristics of the microgrids previously
described. The programmed demand response category refers to those mechanisms
designed to encourage displacements or reductions of load using hourly rates, such as
Time-Of-Use rates, social incentives or other mechanisms that seek the voluntary
participation of the community to reduce the risk of disconnections. The automatic
demand response category refers to automatic limitations or disconnections of non-
critical loads at times in which the continuity of supply is compromised.
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International experiences with active demand participation are focused on the
communities’ contribution to the use of resources and productivity [29]. But, there are
no mechanisms for taking advantage of demand flexibility to avoid disconnections
when events of supply-demand unbalance occur.

To provide ancillary services, like frequency control with demand flexibility,
regulation is incipient in the operation by isolated microgrids, so the implementation of
specialized controls to provide this ancillary service is still being developed and
studied.

3 Case of Study

The study case analyzed corresponds to an isolated microgrid with four hydro gener-
ation units of 1,0 kVA and four PV generation units of 350 kWp. The analyzed system
is shown in Fig. 1.

Table 1. International experiences of isolated microgrid operation with demand response
mechanisms. Source: Compilated by author based on [26–28].

Microgrid Generation and electrical storage
systems

Demand response

PV Diesel Hydro Wind ESS CHP Programmed Automatic

Kythnos x x x x
Hartley Bay x x x
Isle of Eigg x x x x
Fort Collins x x x x x
Huatacondo x x x x x

Fig. 1. One-line diagram of the analyzed microgrid. Source: Compiled by author.
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The location of PV generation units was determined following the methodology
proposed in [34], which aims to reduce congestion and losses, while keeping the
voltage profile between allowable ranges, by including distributed generation in the
system.

Additionally, the primary frequency control of the four hydroelectric units is per-
formed by means of the IEEEG3 modeled governor, which is a general purpose lin-
earized turbine governor model [30].

A typical load curve of Colombian Andean region, of aggregation of residential,
commercial and industrial consumption, was used as the load shape of the system
(Fig. 2).

The generation curve of the solar photovoltaic systems corresponds to a daily
generation curve taken from the database of Universidad Nacional de Colombia -Sede
Manizales and it is shown in Fig. 3. This generation scenario was selected due to the
high variability of the power generation and because its tendency is not fully
predictable.

The inclusion of the solar PV generation curve induce fluctuations in the frequency
of the system, which is translated into an extension of the range in which the frequency
varies during the day. These frequency fluctuations depend not only on the variability
of power production due to climatic conditions, but also depend on the percentage of
the system installed capacity corresponding to solar PV generation. Therefore, to
narrow the frequency of the system to a more limited range, and thus reducing the risk
of power outages, two scenarios for the implementation of demand response programs
are proposed, focusing on the residential loads of the system:
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Fig. 2. Demand curve in MW of the microgrid in a 24-hours period. Source: Compiled by
author based on [31].
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Fig. 3. Solar photovoltaic generation curve used for the scenarios with solar PV generation in a
24-hour period. Source: Compiled by author based on the PV database of Universidad Nacional
de Colombia – Sede Manizales.

The Impact of Residential Demand Response in the Active Power Balance 539



• Load shifting/load shaping (Scenario 1):
This scenario seeks to flatten the residential demand curve, by shifting demand from
peak hours (6:00 p.m. to 10:00 p.m) to off-peak hours in which the generation from
solar PV resources is available. In this scenario, the total energy of the residential
demand curve remains constant for the simulated day of operation.

• Automatic load limitation (Scenario 2):
In this scenario, it is intended, automatically, to limit a percentage of the residential
load of the system when low-frequency thresholds are exceeded. This load limi-
tation is considered as a limitation in the current, by means of measurement con-
centrators located in the transformers that supply electricity to these loads. For this
operation scenario, the two mechanisms shown in Table 2 are proposed. Each
mechanism automatically limits the specific power percentage when a certain fre-
quency threshold is exceeded.

It is important to note that the load displacements can be carried out with the
reprogramming of non-vital domestic activities, such as the washing cycle, the
recharging of electronic devices, etc. [3]. While, the load limitation may refer to the
increase of temperature of the refrigerators and air conditioners, or to the disconnection
of circuits previously selected by the user [3]. However, the selection of residential
loads that would allow this kind of demand response action is beyond the scope of this
paper.

For the dynamic simulation of the microgrid, in a time horizon of 24 h, the
RMS/EMT simulation toolbox of the specialized DIgSILENT Power Factory software
was used. This simulation is often used to analyse grid stability when there are changes
in generation and load and mid-term and long-term transients under both balanced and
unbalanced conditions [32].

4 Results

4.1 Frequency Response to Different Levels of Solar PV Integration

Figure 4 shows the frequency of the system at different levels of integration of solar
generation. The integration level is calculated as the percentage of the installed capacity
of the system that corresponds to solar PV generation units.

Table 2. Demand response mechanism for the second scenario. Source: Compilated by author.

Case Threshold [Hz] Demand response mechanism
Variation type [%] User type

Case 1 59.85 Load decrease 10% Residential
Case 2 59.90 Load decrease 5% Residential

59.85 Load decrease 5% Residential
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It is important to highlight that sudden changes in frequency can decrease the
reliability of the system, increasing the probability of occurrence and the severity of
power outages. In addition, it is possible to show that with a massive installation of
solar PV generation, the frequency of the system is not only compromised in the
demand peak hours, which is inherent to all electrical grids but also could be com-
promised in the peak of solar PV generation.

The results presented in Sects. 4.2 and 4.3 correspond to scenarios with an inte-
gration of 26% of solar PV generation.

4.2 Scenario 1: Load Shifting/Load Shaping

Figure 5 shows the original demand curve (blue line) and the proposed demand curve
(red line) for the residential charges of the microgrid. This proposed curve reduces the
peak residential demand, which happens between 18:00 and 22:00, by 10% and shifts
the energy reduced to the period between 10:00 and 14:00. This proposed curve is an
application of the load shaping mechanism, which is a type of demand response that
encourages electrical consumption when the generation from solar PV units is abundant
and discourage it when it is not [33].

For this microgrid, changes proposed in residential demand curve are translated into
very little changes in the total demand curve (see Fig. 6). The 10% reduction in the
peak of residential demand is reflected in only a 1.5% decrease in the total demand
peak.

59.7
59.8
59.9

60
60.1
60.2

0 2 4 6 8 10 12 14 16 18 20 22 24

26% 21% 15% 8% Base (0%)

Fig. 4. Frequency response to different integration levels of generation from solar PV. Source:
Compiled by author
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Fig. 5. Original (blue line) and proposed (red line) demand curve in MW of the aggregated
residential loads in a 24-hours period. Source: Compiled by author (Color figure online)
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However, even if the changes in the total demand curve were not highly significant;
when making the proposed changes in the residential demand curve, the frequency of
the system, shown in Fig. 7, is positively affected by a narrowing in the range in which
it varies during the day.

4.3 Scenario 2: Automatic Load Limitation

Figure 8 shows the changes in the residential demand curve that occur with the
implementation of the demand response mechanism proposed in case 1 (red line) and in
case 2 (yellow line).

Case 1 performs an automatic load limitation of 10% of the current load when the
frequency of the system reaches the under-frequency threshold of 59.85 Hz. This load
limitation remains active as long as the frequency remains below the said threshold,
and it consists in a limitation of 10% of the consumption baseline. For this case of
study, only a load cut is performed, on residential loads, due to the performance of the
demand response mechanism proposed in case 1, this load reduction takes place at
18:44 and remains active until 21:00.

On the other hand, Case 2 performs an automatic load limitation of 5% of the
current load when the frequency of the system reaches the under-frequency threshold of
59.9 Hz and an automatic load limitation of 5% of the current load when the frequency
of the system reaches the threshold of 59.85 Hz. These load limitations remain active
as long as the frequency remains below its respective threshold. For this study case,
two load reductions are made in the residential loads due to the performance of the
demand response mechanism proposed in case 2, The first load limitation,
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Fig. 6. Original (blue line) and obtained (red line) demand curve in MW of the microgrid in a
24-hours period. Source: Compiled by author (Color figure online)
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Fig. 7. Original (blue line) and obtained (red line) frequency in Hz of the microgrid in a 24-
hours period. Source: Compiled by author (Color figure online)
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corresponding to the threshold of 59.9 Hz, takes place at 18:06 and remains active until
22:15; the second load limitation, corresponding to the threshold of 59.85 Hz takes
place at 18:47 and remains active until 21:10.

Figure 9 shows system frequency, both for the base scenario (blue line), and for the
scenarios in which the demand response mechanisms proposed in case 1 (red line) and
in case 2 (yellow line) are implemented.

The best frequency response occurs with the implementation of the demand
response mechanism proposed in case 1. In addition, with the implementation of this
case is only necessary to carry out a 10% load reduction for 2.27 h, while with the
mechanism proposed in case 2, it is necessary to make two reductions of 5%, one with
a duration of 4.15 h, and the other with a duration of 2.39 h. However, it is necessary
to highlight that it is possible that the load reduction triggered by case 1 implies a
greater impact on domestic activities and possibly a decrease on the users’ comfort; but
it would be necessary to carry out additional studies to identify which mechanisms are
better accepted by consumers.

Also, it would be convenient to add an extra level in both demand response
mechanisms, in which residential demand responds to frequency excursions below the
59.8 Hz threshold, however, with the level of solar integration analyzed, and with the
implementation of the demand response mechanisms proposed above, the frequency
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Fig. 8. Original (blue line) residential demand curve and resultant demand curve to mechanisms
proposed in Case 1(red line) and Case 2 (yellow line) in MW of the aggregated residential loads
in a 24-hours period. Source: Compiled by author (Color figure online)
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Fig. 9. Original (blue line) frequency and resultant frequency behavior to DR mechanism
proposed in case 1 (red line) and case 2 (yellow line) in Hz in a 24-hours period. Source:
Compiled by author (Color figure online)
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does not exceed this value and therefore it is not possible to evaluate the appropriate
level of load limitation.

4.4 Results Summary

Table 3 shows some of the most relevant results of each proposed scenario. Here, the
proposed demand response mechanism is briefly described, and it is presented the
minimum and maximum value of the range in which the frequency varies during the
day, in both the base case and the case in which the proposed mechanism is imple-
mented. In addition, the total daily energy reduction (as a percentage of the base
aggregate demand curve) for each scenario is presented. It is necessary to emphasize
that, the lower the energy of the daily demand curve compared to the original curve, the
greater the impact on the user’s domestic activities.

5 Concluding Remarks

The obtained results show that the high flexibility of the demand and its capability to
adjust the demand curve allows the demand, from a technical point of view, to provide
frequency control services to the microgrid, keeping the frequency variations within a
more limited range. This is translated into an accurate active power balance, which
reduces the probability of occurrence and severity of power outages.

Based on the obtained results from the evaluation of the first scenario of the study
case, it is possible to affirm that the load shifting, by means of encouraging electrical
consumption when the generation of solar PV units is abundant and by discouraging
consumption when it is not, has the potential to improve the reliability of the system
and narrow the range in which the frequency varies daily, which could guarantee

Table 3. Summary of the most relevant results of each scenario. Source: Compiled by author.

Scenario & case Proposed mechanism Total energy
reduction
[%]

Frequency
variation
range [Hz]
Before After

Scenario
1

Case
1

Shift of demand of 10% from peak hours to
off-peak hours in which the generation from
solar PV resources is available

0.037 59.78
60.14

59.82
60.13

Scenario
2

Case
1

Automatic load limitation of 10% when the
frequency exceeds the sub-frequency
threshold of 59.85 Hz

0.440 59.78
60.14

59.82
60.14

Case
2

Automatic load limitation of 5% when the
frequency exceeds the sub-frequency
threshold of 59.80 Hz, and additional
limitation of 5% when the frequency exceeds
the sub-frequency threshold of 59.85 Hz

0.466 59.78
60.14

59.80
60.14
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greater continuity in the electricity supply and a greater use of the renewable energy
resources immersed in the microgrid.

The study case shows the potential of the active participation of residential users to
improve the continuity and quality of electricity supply. The active participation of this
type of users would also allow increasing the use of the renewable generation sources
of the region, thus reducing the environmental impact of the production and com-
mercialization of electricity in isolated areas.

The results of the two proposed scenarios: the automatic mechanisms of load
limitation or disconnection, which require the acquisition of specialized measurement
and control equipment, and the load shifting, which can be achieved by diverse means
such as of the incentive payment and socialization of the community, allow to highlight
that both have the potential to reduce the frequency variations that occur during the
day, while increasing the use of renewable generation sources immersed in the
microgrid.

Based on international experiences and considering the results obtained from the
evaluation of the case of study, it can be affirmed that the active participation of the
demand could increase the reliability and continuity of the supply in an isolated
microgrid. But the mechanisms of participation implemented must be adapted to the
technical, economic and social conditions in which the electrical system is developed.

The operation by isolated microgrids with the integration of renewable energy
resources is a possible solution for electrification of isolated areas. However, it is
necessary to include demand for this type of solutions, in order to maintain a contin-
uous service with acceptable standards of quality and sustainability, and with the aim to
enhance the use of the primary resources of the regions, with the massification of
distributed generation from renewable sources.
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Abstract. This paper presents an event-triggered approach to optimally
implement a Maximum Power Point Tracking (MPPT) algorithm into a Digital
Signal Processor (DSP). The proposed method allows improving the amount and
distribution of time required for executing control tasks. The used nested loop
control architecture has an outer loop of MPPT generating the conductance
reference used by an inner loop which regulates the input conductance of a DC-
DC converter. This last loop enforces a sliding-mode loss-free-resistor behavior
for the power converter by means of a simple hysteresis comparator. Computa-
tions required by the MPPT algorithm are synchronously executed by the two
possible commutation events produced by the inner loop during a switching
period. Then, the acquisition of signals must be activated only at an instant before
each one of the switching events, releasing the most of the time to implement
other tasks. This last characteristic and the use of a nested loop control archi-
tecture facilitate the integration of the other essential control functions for pho-
tovoltaic (PV) generators in microgrids. Simulation and experimental results
confirm the high potetialities of this implementation approach.

Keywords: Photovoltaic generator � Microgrids � Event triggered control
MPPT � Digital signal processor

1 Introduction

Solar photovoltaic (PV) is the renewable energy source (RES) preferred for distributed
generation (DG) because, it allows modular, scalable and flexible implementation in
both small and medium scale power systems. PV generators are integrated with other
RES, energy storage systems (ESS) and local loads, configuring complex but flexible
systems named microgrids [1–3]. These structures support one of the two possible
natures of the electrical energy: direct current (DC) or alternative current (AC).
Although AC-coupled microgrids allow direct integration into the grid, DC and hybrid
(DC and AC) microgrids have been highly studied and developed recently because they
also facilitate autonomous operation with high reliability and efficiency. Interconnec-
tion of the different elements that compose microgrids are made in DC distribution
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buses which has standard regulated voltage levels classified as either low voltage DC
(LVDC) or extra LVDC (ELVDC) [4, 5].

Power conversion stage of a PV generator is commonly composed by the solar
array and a DC-DC converter. The topology of the power converter depends of the
amount of power, input and output voltage levels (PV array and DC distribution bus),
and other particular requirements needed by the application [6]. On the other hand,
control stage needs to use a Maximum Power Point Tracking (MPPT) algorithm to
keep optimized the power extracted from the solar panels [7, 8]. Although the most
efficient operation mode implies the use of the MPPT, other possible environmental
and energy profile scenarios can require the use of two additional modes: limited power
mode (LP-mode) or voltage regulation mode (VR-mode). In limited power mode, PV
generator delivers an amount of power defined by a superior control level. On the
contrary, operating in the voltage regulation mode, the PV generator regulates the
voltage of the DC distribution bus controlling the amount of power that it can provide
[9–11]. The function of a MPPT algorithm in the control of a PV generator is to enforce
the impedance at the input port of the DC-DC power converter to be equal to the
impedance of the panel array in order to obtain maximum power transfer at the
maximum power point. Most of the known MPPT algorithms use a single loop
architecture in which the duty cycle of a constant frequency pulse width modulator
(PWM) is generated by the control to be directly applied. Nevertheless, although these
methods are simple, they are also less flexible and less attractive in the context of
microgrids. Nested loop architectures use an inner loop (primary level) regulating the
input current of the converter to a value given by the outer loop (secondary level) with
the aim to operate in one of the three modes mentioned above (MPPT, LP and VR
modes) [12]. Indistinctly of the employed method, the DC-DC converter is controlled
at the input port leaving only free the current of the output port since it is connected to a
regulated voltage DC bus [13]. Implementation of the MPPT method for a PV gen-
erator can be performed by using only analogue electronics, giving same advantages
for cost, reliability and even efficiency [14, 15]. However, digital implementation could
be necessary because, MPPT function must be combined with other control functions
and because measurements required by the inner computations can be also used for
high-level supervision and management algorithms [16–19].

Many of the digital devices available in the market include specialized modules of
PWM, simultaneous multiple channel analogue to digital conversion (ADC) and other
hardware modules, facilitating control of motor drives and other established industrial
applications [20, 21]. However, only a few of them incorporate hardware comparator
modules facilitating implementation of hysteresis based controllers [22]. In that con-
text, in most cases, the performance is severely affected by an inappropriate sampling
rate. In order to overcome this limitation and simultaneously minimize the computa-
tional cost related with digital implementation of control strategies, the called event-
triggered (ET) control also called event-based control can be applied [23, 24]. This
technique is especially suitable for applications where processing resources are limited
because it is possible to avoid unnecessary execution of some computations or routines
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saving processing time which can be employed by other functions. In a digital control
system using ET control, computations to obtain output values are only triggered by the
occurrence of an event. In addition, the use of ET control can improve considerably the
performance of digitally implemented hysteresis based controllers because the error
introduced by the sample and hold tasks is minimized.

In this paper, the control employed to obtain MPPT is based on the application of
the Sliding Mode Loss-Free-Resistor concept (SM-LFR), which consists in enforcing a
resistive behaviour at the input port of the converter while the output port operates as a
power source [25, 26]. The main difference of this nonlinear control with respect to the
ones based on PWM is the operation of the converter at variable switching frequency
which adds complexity to the discrete time approach [27–30]. Despite this important
specificity, digital implementations of current controllers using similar approaches have
been proposed so far in the literature [31]. This work is focused on an innovative digital
implementation of an ET-MPPT synchronized with the variable switching frequency of
a converter controlled via sliding mode. The rest of the paper is organized as follows:
Sect. 2 presents description of the PV generation system and the proposed control
implementation. Theoretical fundamentals and design considerations of the control
system are analysed in Sect. 3. Validation of the proposal, one using simulated results
is proposed in Sect. 4 and the other using experimental results in Sect. 5. Finally,
conclusions are presented in Sect. 6.

2 General Description of the System Control Scheme

A block diagram of a PV generator using the proposed event-triggered digital control
approach is depicted in Fig. 1. It is possible to differentiate a DC-DC converter con-
nected at the input port to a PV array and at the output port to a DC voltage source
representing a LVDC bus of a microgrid. The algorithm is represented into the frame
named as digital device which corresponds to the control stage. As it can be noted into
this frame, implementation of the proposed control implies the use of two Analogue-to-
Digital Conversion (ADC) channels, one for the inductor current of the converter iL
(DC-DC converter must have a series inductor in the input port) and another for the
voltage of the PV array vp. Only one digital output is required for the control signal u
which is used to trigger sampling functions. The inner loop of the control has been
represented in a frame named as LFR (Loss-Free-Resistor) in which the system is
waiting for two events which we will call on-event and off-event:

on� event ! iL [ iref þD ! u ¼ 0
off � event ! iL\iref � D ! u ¼ 1

;

being 2D the width of a hysteresis band imposed around the current reference value iref .
In steady state, the average value of the inductor current is equal to the output current of
the PV module ip while the ripple component is absorbed by a coupling capacitor.
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With this simple implementation, the input current of the DC-DC converter is
regulated. The switching frequency of the converter results defined by the rising edge
events of u, independently of the way in which the algorithm is implemented. Because
of D is constant, the switching frequency (also the sampling frequency) depends on the
operation point of the converter which in turn is function of the environmental con-
ditions of the PV array. As it can be noted, there are differentiated two sampling
frequencies in the block diagram (samples of each one noted with nð Þ and mð Þ).
Samples denoted with nð Þ are obtained once each switching period of the converter and
samples denoted with mð Þ are obtained at the maximum sampling rate of the digital
device. Figure 2 shows the expected triangular shape of the inductor current waveform
related with events of the control signal u when a jump of the current reference iref is
produced from iref 1 to iref 2.

The current reference of the inner control loop is provided by the SM-LRF control
and is computed as iref ¼ G � vp, where G is the desired conductance. In this case, that
value is given by the MPPT algorithm which in turn requires average measurements of
the voltage and current of the PV array. As it is shown in Fig. 1, current and voltage
signals are averaged using two-sample moving average filters (MAF) [32, 33], having
that these two values for the current correspond to the two limits of the hysteresis band.

Fig. 1. General scheme of the PV generator using the proposed control implementation.

Fig. 2. Detail of the input inductor current waveform for a change in the reference value.
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Triangular shape of the current waveform ensures that the way to compute the average
is accurate. In the case of the voltage, averaging only allows reducing the effect of the
high frequency ripple due to commutations which is not really significant.

Understood as a sequence of tasks, immediately after the control signal u turns on,
SMA algorithm is executed updating the values of the averaged current and voltage
required by the MPPT in order to compute instantaneous power. After that, MPPT
algorithm is executed updating the value of the output conductance. That value is used
right away in order to execute the LFR algorithm which in turn updates the value of the
current reference. This synchronized execution of tasks based on events affecting the
control signal u is depicted in the time diagram of Fig. 3a. As it can be observed, a task
is executed just before of both commutation events. This task has been denominated
“waiting for event (WFE)” in order to show that the event triggered control is
implemented performing ADC and comparison only during these intervals. WFE
intervals are required because of the variation of the switching frequency, or in other
words because the no uniformity in the occurrence of the events. The length of the
WFE intervals is computed to absorb the uncertain difference between switching fre-
quencies for the entire operational range of the converter. Figure 3b show the way in
which the on and off intervals are optimally used to execute multiple tasks (tasks 1–4).

The time required by the four tasks is considerably lower that the switching period
and then an important time interval is free of task and can be used to implement control
algorithms to increase the capabilities of the photovoltaic generator. In the case of
microgrids, MPPT task of the outer loop can be replaced by a power regulation loop
using the same set of variables or also can be replaced by a voltage regulation loop to
control the DC bus voltage, in such a case, measurement of the output voltage will be
required. Summarizing, outer loop is executed once per period and in consequence
operates in discrete time at a variable switching rate.

3 Theoretical Fundamentals and Design Considerations

To apply the proposed control, the DC-DC converter must have a series inductor
connected at the input port. Additionally, as it can be noted in Fig. 4, a coupling
capacitor C is required for reducing the effect of ripple current in the lifetime of the

Fig. 3. Detail of the event-triggered execution of computational tasks.
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panels. These two constrains allow the use of the boost, Cûk, SEPIC and other
quadratic converters. In this study, a boost converter is considered for the simplicity of
the analysis. A DC source type load is connected at the output port of the converter
representing an ELVDC bus of a microgrid. Operating in continuous conduction mode,
the boost converter can be described by the differential equation system (1)–(2).

diL
dt

¼ 1
L
vp � 1

L
Vdc 1� uð Þ ð1Þ

dvp
dt

¼ 1
C
ip � 1

C
iL; ð2Þ

where ip is the output current of the solar panel, Vdc is a constant value. If a sliding
mode is induced by means of the surface S xð Þ ¼ iL � iref ¼ iL � gvp, then, by applying
the equivalent control approach, the equilibrium can be expressed as:

ip ¼ vpG ð3Þ

ueq ¼ 1� vp
Vdc

; ð4Þ

where G is the average value of the variable g which is given by the outer loop of the
control. ueq represents the average value of the control signal u which is constrained
between 0 and 1. Then, ueq can be seen as the duty cycle of the converter. Like
theoretical concept of sliding motion implies an infinite switching frequency, a hys-
teresis band of �D is used in order to implement the following switching law:

u ¼ 0 if S xð Þ[D
1 if S xð Þ\D

�
ð5Þ

As a consequence, switching period is defined as Ts ¼ ton þ toff . By considering
constant slopes in the current of both intervals ton ðu ¼ 1Þ and toff ðu ¼ 0Þ, time
intervals can be derived as it is shown in Table 1.

Fig. 4. Power stage of the PV generator integrated into a DC bus of a microgrid.

Table 1. Mathematical procedure used to compute switching frequency

On interval (u ¼ 1Þ Off interval (u ¼ 0)

L diL
dt ¼ L D

ton
¼ vp L diL

dt ¼ L D
toff

¼ vp � Vdc

ton ¼ LD
vp

toff ¼ LD
Vdc�vp
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Ts ¼ LD
vp

þ LD
Vdc � vp

¼ LDVdc

vp Vdc � vp
� � ð6Þ

Then, switching frequency is computed as:

fs ¼
vp Vdc � vp
� �
LDVdc

ð7Þ

As it can be noted in (7), switching frequency depends on vp and then on the
environmental conditions. However, the expected variation of vp is constrained by the
value of conductance g which in turn is given by the MPPT algorithm. As it is
illustrated in Fig. 5 where I–V characteristic of a PV module is represented for four
irradiance values into the set S ¼ Smin; Smax½ �, conductance values are constrained into
the set g ¼ gmin; gmax½ � and in consequence, output voltage of the panel keeps into the
set vp ¼ vplmin; vpmax

� �
. Therefore, as it can be also noted, voltage is always close to the

open circuit voltage VOC. This induces possible variations into a range of approxi-
mately a 25% of VOC and then values above 60% of VOC. Although these values have
been deduced approximately, the behavior in the real case is very close.

Switching frequency is then constrained into the set fs ¼ fsmin ; fsmax½ � and in conse-
quence, the sampling period will be constrained into the set Ts ¼ Tsmin ; Tsmax½ �. On the
other hand, considering (4), duty cycle will be constrained into the set
D ¼ ueq ¼ Dmin;Dmax½ �. Then, uncertainty with respect to the length of the time
intervals ton and toff can be absorbed by including a variable interval taux into toff and ton
in such a way that Ts ¼ Tsmin þ taux. In the implementation of the algorithm this time
corresponds to the execution time of the routine WFE.

Fig. 5. PV module characteristic regarding operation limits of the converter in voltage and
conductance.
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4 Implementation of the Control into the DSP

Implementation of the proposed control was accomplished using a DSP
TMS320F28335 involving MPPT proposed in [34]. ADC module of the DSP is
configured to 12 bits [35] using two acquisition channels. A single channel of General-
Purpose Input-Output (GPIO) module [36] is used to carry out the signal u to the
MOSFET driver. The same output is used as flag for the external interrupt service
routine (EISR) generating the trigger to execute MAF, LFR and MPPT routines. The
Enhanced Capture module (ECAP) [37] is used to measure the sampling frequency in
order to update its value for the MPPT algorithm and compute difference equations of
integrators. Implementation for DSP architecture is depicted in Fig. 6.

As a complement to the time diagram presented in Fig. 3 of Sect. 2 and the above
description of the DSP implementation, the flowchart of the complete control is
depicted in Fig. 7. As it can be expected, programming of the controller can be easily
accomplished following this flowchart.

Fig. 6. Diagram describing the architecture of the proposed control into the DSP.

Fig. 7. Even triggered MPPT algorithm flowchart.
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5 Simulated Results

To validate the proposed control several simulations were performed in PSIM software
using model configured as the solar panel BLD80-36P and the MPPT introduced in
[34]. Parameters of the converter and PV module are listed in Table 2.

The test consisted on applying irradiance changes on the solar module model
regarding the behaviour of the PV generator variables. As it can be observed in Fig. 8,
the irradiance starts with a value of 300 W=m2 and changes suddenly to 800 W=m2 at 2
s. After that, a sudden decreasing change is introduced at 4 s arriving to a final value of
600 W=m2. As it is verified in the zoom of the power waveform for the three steady
states of the test, system reaches the maximum power point. It is worth to mention that
simulations involves errors of quantization and also discretization using the variable
frequency of the sample and hold, which indicates that proposed implementation can be
successfully carry out in a real DSP. Also, application of disturbances allows to known
the response of the control in cases in which the commutation is not uniformly defined
by the hysteresis band. As it is expected, there are no undesirable behaviors during
transient response because minimum on and off periods are constrained digitally and
then spurious commutations are not possible.

Table 2. Simulation parameters used in PSIM

Element Parameter Symbol Value Units

Solar panel module
(BLD80-36P)

Maximum power Pmp 80 W
Open-circuit voltage Voc 21.6 V
Short-circuit current Isc 5.17 A
Voltage at maximum power Vmp 4.58 A
Current at maximum power Imp 17.5 V

Capacitor Capacitance
Equivalent Series Resistance (ESR)

C 18 µF
Rc 1.9 mΩ

Inductor Inductance L 120 µH

Fig. 8. Simulated results showing instantaneous power compared with maximum available
power.
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6 Experimental Results

In order to validate the proposed implementation with real constraints of the digital
device and the power converter, a 100 W prototype of PV generator was tested in
laboratory. The single-switch quadratic boost converter employed is composed by two
Super Junction MOSFET APT94N60L2C3, two Silicon Carbide Schottky Diode
C3D06060A, one inductor 1140-121K-RC (120 µH) and two input coupling capacitors
C4ATHBW4900A3LJ (2 � 9 µF). Driver circuit for MOSFET was implemented
using simple transistor based totem-pole circuits. Inductor current is measured by using
an isolated closed-loop hall-effect transducer CAS-15-NP while voltage is measured
using a simple voltage divider. Experimental setup for experimental test is composed
by a solar panel BLD80-36P, a programmable load ITECH IT8512B+ configured as
voltage source, an oscilloscope using a current probe.

In Fig. 9, inductor current is shown together with gate signal of the MOSFET and
two digital signals generated from the DSP in order to observe execution of WFE
routines corresponding to the on and off trigger events (2 � 5 µs) and also time
interval required to execute MAF, LFR and MPPT algorithms (8 µs) when the con-
verter operate at a switching frequency of 12.5 kHz.

Figure 10 shows measurements of current and voltage at the output of the solar
panel. As it can be noted, power waveform shows the typical doubling frequency
behaviour with respect to the voltage and current waveforms which verify operation at
the maximum power point. Algorithm shows its typical efficiency around 99.8%.

Fig. 9. Experimental results: showing execution times for algorithm routines.

Fig. 10. Experimental results for PV module operating at a maximum power point of 60 W.
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7 Conclusions

A novel implementation of the control of a PV generator into a DSP has been proposed
in this paper. The event-triggered approach is developed using a nested loop archi-
tecture which allows improving computational cost and facilitate implementation of
other outer controllers empowering its use in microgrid applications. As it was
demonstrated using simulation and experimental results, the proposed implementation
does not affect MPPT performance. The proposed architecture can be indistinctly
employed to control power converters in the field of renewable energies especially in
those in which boost converter based topologies are preferred. Although the idea was
not emphasized throughout the paper, this implementation favors simple development
of controllers designed on the basis of the sliding modes allowing taking advantage of
its robustness and rapid response and also promoting its massive use in the future.
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Abstract. In this paper a strategy for integration of Distributed Generation
(DG) in Demand Response (DR) program is proposed. This strategy allows
users of DR increase both the number of participation or the manageable power
in disconnecting power program along the day. This paper explores the
improvements of voltage profile in an IEEE node test feeder when a DR pro-
gram is deployed and additionally a DG supply is including, but in a different
approach since this power DG supply do not will be injected directly to dis-
tribution network but else this one going to be an additional power of DR
program in the users that have DG available.

Keywords: Demand response program � Distributed Generation
Distribution network � Energy market � Energy utilities � Integrating strategy

1 Introduction

DR programs reflect changes in end-user electricity consumption, user consumption
patterns in response to changing electricity prices over time or to encourage less use of
electricity at times of high electricity prices or also to ensure security of supply when
the reliability of the system is threatened [1].

The International Energy Agency notes that the demand energy management by
users is the key factor to reduce the global consumption, and even states that on rational
and efficient consumption scenarios the global energy demand toward 2035 could be
reduced by half of the projected [2]. The possibility of managing consumption from the
demand side has been pointed out as the desired management “instrument” for energy
systems, especially in distribution networks due to different factors, such as the lib-
eralization of the electricity supply market [3].

This liberalization allows any consumer, in addition to controlling their con-
sumption, to acquire energy among different existing companies or to benefit from a
“fee-based” supply scheme. Through which the consumers acquire energy from sup-
pliers, paying integral tariff composed by a fixed fee depending of power contracted
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and a variable fee depending of consume, these tariff are published in official state
bulletins and whose prices are updated periodically [4]. As an example, in the Cali-
fornia market, there are different demand response programs designed to allow end-
users to contribute with load energy reduction individually or through a demand
response provider [5].

This paper explores the improvements of voltage profile in an IEEE test feeder
when a DR program is deployed and DG supply is included. The power supplied by
DG is not injected directly into the distribution network, but represents an additional
power of the DR program for users with DG available.

The paper is organized as follows: Sect. 2 describes the main characteristics of
demand response programs; Sect. 3 shows the line segment data, power parameters for
loads in the IEEE test feeder and the users that participate in the demand response
program; Sect. 4 describes the operation details of the DR program and the strategy to
include the renewable DG supply; Sect. 5 exposes the results and discussion. Finally,
Sect. 6 gives the main conclusions about the potential of proposed DG supply inte-
gration strategy and the technical improvements obtained.

2 Demand Response Programs Based on Incentives

The DR programs based on incentives have as main objective to reduce peak demand,
offering to users pays or penalties according to the program in which they participate
[6, 7]. Among the main programs of this kind are:

• Demand offer: In this program energy is sold at the stock price and participates in
the economic dispatch.

• Direct load control: There is an aggregator agent that perform the cuts remotely
when it is considered appropriate, aiming improve reliability of the system in high
demand hours [8].

• Emergency: When an emergency event is announced and its duration time or load
cut is defined, the load cut is performed voluntarily and there is not penalty.

• Curtailable load: Similar to emergency case but disconnections is not voluntary and
penalties for non-fulfilment may be imposed [9].

• Demand as a resource of capacity: The suppliers perform load reductions in the face
of contingencies, non-fulfilment may result in penalties.

• Frequency control: It is used when demand and supply mismatch is presented, the
reserve is spinning reserve if it can act quickly and non-spinning reserve if it takes
more than ten minutes [10].

• Regulation services: Demand increase or decrease in response to real time signals
send by the system operator.
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3 Test Network: IEEE 34 Node Test Feeder

In this paper the IEEE 34 node test feeder was selected as electrical test network.
Figure 1 shows the radial topology of the distribution network. The demand for the
loads is defined by the standard model de IEEE 34 nodes. The minimum load of users
that has less than 5 kW was modified and fixed at 5 kW. The three users on which the
management of DR and DG resources is implemented are highlighted in light gray.

Line segment data are shown in Table 1.

The parameters for the loads in the IEEE network are shown in Table 2. The ten
users that participate in the demand response program during a day are underlined and
bold. The criteria to select those users was the active power.

Fig. 1. IEEE 34 node test feeder for testing DR program and DG inclusion

Table 1. Line segment data for IEEE-34 Network

Section Length (km) Section Length (km) Section Length (km)

800–802 0.786 824–826 0.092 844–846 0.111
802–806 0.527 824–828 0.026 846–848 0.016
806–808 0.982 828–830 0.623 850–816 0.009
808–810 0.178 830–854 0.016 852–832 0.003
808–812 1.143 832–858 0.149 854–852 1.123
812–814 0.906 832–888 0.003 854–856 0.711
814–850 0.003 834–842 0.009 858–834 0.178
816–818 0.052 834–860 0.062 858–864 0.049
816–824 0.311 836–840 0.026 860–836 0.082
818–820 1.468 836–862 0.009 862–838 0.148
820–822 0.419 842–844 0.041 888–890 0.322
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In Table 3 is shown the manageable power of each user participating in the DR
program. According to national and international standards and regulations, the level of
manageable power defined for users correspond to 5–7% of its installed capacity
according DR Europe program 2015 in international context [11, 12]. Three of the
users selected for DR program have DG, two with a renewable resource (photovoltaic
system) and one with a microturbine.

Table 2. Power parameters for loads in the IEEE-34 network

Load Power Load Power
Active (kW) Reactive (kVAr) Active (kW) Reactive (kVAr)

816 5 2.5 824 24.5 12
842 5 2.5 806 27.5 14.5
864 5 2.5 802 27.5 14.5
856 5 2.5 846 34 17
854 5 2.5 840 47 31
828 5.5 2.5 830 48.5 21.5
832 7.5 3.5 836 61 31.5
810 8 4 822 67.5 35
808 8 4 848 71.5 53.5
862 14 7 820 84.5 43.5
838 14 7 834 89 45
818 17 8.5 860 174 106
826 20 10 844 432 329
858 24.5 12.5 890 450 225

Table 3. Parameters of the users participating in the DR program

USER Installed
capacity (kW)

Manageable
power (kW)

DG type DG
power (kVA)

840 47 3.2 –

830 48.5 3.395 –

836 61 4.27 –

822 67.5 4.725 –

848 71.5 5.005 –

820 84.5 5.915 –

834 89 6.23 Photovoltaic 10
860 174 12.18 Photovoltaic 15
844 432 30.24 –

890 450 31.5 Microturbine 125

564 L. A. Arias et al.



For each user, a direct load control has been designed based on a programmable
logic controller (PLC), which can be controlled directly by the aggregator or by the
user, depending on what is established in the contract.

To illustrate how is the actuation dynamics to interrupt or carry out load shedding
of users a base test scenario has been proposed, where 10 users committed to partic-
ipate in the DR program, according to contract established previously with aggregator.
Each user has been characterized taking into account the following parameters:
installed capacity, manageable power, presence of DG and its power and finally the
hours of participation of each user along the day in the DR program according the
interruptility contract. In Table 4 are shown the hours of participation of the DR
program for each user in the base test scenario.

Users can choose different hours in a demand response service. Participation during
a day does not exceed 8 h because users do not usually participate in rates higher than
30% throughout the day if their comfort is affected [13].

Table 4. Hours of user participation in the DR program, according to their interruptibility
contract

Hour user 1 2 3 4 5 6 7 8 9 10 11 12

840 1 1 1 1 0 0 0 0 0 0 1 0
830 1 0 0 0 0 1 1 0 0 1 0 0
836 0 1 0 1 1 0 0 0 0 0 0 0
822 0 0 1 0 0 1 0 0 0 0 0 1
848 1 0 0 0 0 0 1 0 0 0 1 0
820 0 0 0 0 1 0 0 0 0 0 0 0
834 0 0 1 0 0 1 1 1 1 1 1 0
860 0 0 0 0 0 0 0 0 1 1 0 1
844 0 0 0 0 0 0 0 1 0 0 1 0
890 1 0 1 0 0 0 0 1 0 0 0 1
Hour user 13 14 15 16 17 18 19 20 21 22 23 24

840 0 0 0 0 0 0 0 0 0 0 1 0
830 1 0 0 0 1 0 0 0 0 0 0 0
836 0 1 0 1 0 0 0 0 1 0 0 0
822 0 0 1 0 0 0 0 0 0 0 1 1
848 1 0 0 0 0 0 1 0 1 0 1 1
820 0 0 0 1 1 1 0 0 0 0 0 1
834 0 1 0 0 0 1 0 0 0 1 1 0
860 0 0 0 0 1 0 1 1 0 1 1 0
844 1 0 1 0 0 0 0 0 1 1 0 1
890 0 1 0 0 0 0 0 1 0 0 0 0

Note: 1- Disconnectable power available,
0-Disconnectable power unavailable
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As a base case it is assumed that the load control is executed by the aggregator. In
this paper the result of the DR program are evaluated for the peak hour (Hour 22). The
devices available to do the load management for each user for the hour 22 are shown in
Table 5.

4 Operation of the DR Program Including DG

4.1 Base Test Scenario

As described earlier, the DR program works all day; however, this paper the detailed
operation of the DR program is presented for the 22:00 h. In addition, it was estab-
lished that the disconnectable power required by the network operator at this time is
40 kW.

According to the information provided in Table 4, users 834, 860 and 844 are
available to meet the requirement of the network operator, as follows: User 834
decreases consumption by 6 kW, the user 860 decreases its consumption by 10 kW and
the user 844 decreases its consumption by 24 kW.

4.2 Direct Load Control Strategy

According to the requirements, the aggregator will disconnect loads until reaching
40 kW, although, if required, the aggregator can disconnect the 48.65 kW corre-
sponding to total manageable power by the three users in this time. The operation of the
direct load control strategy from the aggregator to user 834 is presented below, in
response to the request to reduce consumption. The user 834 participates with a dis-
connection of 6 kW during the hour 22, which means reducing his energy consumption
by 6 kWh.

In order to achieve the reduction of energy consumption, the stepped disconnection
of a group of 40 luminaires and the reduction of the consumption of an elevator are
proposed. With respect to the stepped disconnection of the 40 luminaires, these were
divided into 5 groups of 8 luminaires to perform a better control. Table 6 shows how

Table 5. Devices used by the available users at 22 h to manage their load.

User Manageable power
(kW)

Manageable
loads

Quantity Power per unit
(kW)

Total power
(kW)

834 6.23 Elevator 1 9.5 9.5
Lighting system 40 0.064 2.56
Entry phone 10 0.024 0.24

860 12.18 Elevator 1 9.5 9.5
Air conditioning 2 3.91 7.82

844 30.24 Electric stair
motor

2 2.5 10

Cargo elevator 2 14.7 29.14
Lighting system 60 0.030 1.8
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staging was done to disconnect the luminaires in 10-min steps. The energy not con-
sumed by the luminaires during the hour is evaluated with Eq. 1.

Pcons ¼
Pn

i ðPintiÞ � tintið Þ
60

ð1Þ

Where:
Pinti: Power consumed in the interval (in W)
tinti: Interval time (in minutes)
Pcons: 1280 W

Considering that luminaires consumption is 2560 W along the hour is the same as
during each interval time the luminaries consumes 427 W, means that with luminaires
management control is possible decrease the power from 2560 W to 1280 W, that is to
say a saved energy consumption of 1280 Wh. The power saving by the luminaires is
shown in Fig. 2, the sum of power consumed during the hour 22 corresponding to the
1280 W which must manage the aggregator.

Table 6. Steps to disconnect different luminaire groups from the user 834

GROUP OF 
LUMINAIRES

TIME STEPS (MINUTES)
0-10 10-20 20-30 30-40 40-50 50-60

G1
G2
G3
G4
G5

ACTIVE LUMINAIRE INACTIVE LUMINAIRE

Fig. 2. Power consumption due to luminaires of user 834 during the hour 22.
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To complete a saving of 6 kWh it is necessary to ensure an additional reduction of
4.71 kWh. To achieve this goal, the 9.5 kW elevator will be controlled by the use of a
variable frequency drive (VFD). The mechanism operates from Eq. 2.

P ¼ Tð Þ � nð Þ
9:54

ð2Þ

Where:
P: Power of the electromechanical elevator system (in kW)
T : Torque of the electromechanical elevator system (in Nm)
n: Revolutions per minute of the electric motor, RPM

The RPM of the elevator motors are proportional to the frequency of the network,
according to Eq. 3

n ¼ fð Þ 60ð Þ
p

ð3Þ

Where:
f : Electrical network frequency (in Hz)
p: Number of magnetic poles of motor

According to the datasheet of the elevator, for an ascent speed of 2.8 m/s and a
nominal RPM of electromechanical system of 600 RPM at 60 Hz, the power con-
sumption is 9.5 kW. This power should be reduced to 4.24 kW to achieve the objective
of the DR program. To achieve this reduction, it was established that the best option is
to vary the frequency from 60 to 30 Hz, maintaining the same torque and obtaining a
nominal ascent speed of 1.4 m/s, which is within the admissible limits for commercial
elevators.

In summary, by managing the energy consumption in the group of luminaires and
in the electromechanical elevator device, a reduction of 6 kW is achieved at the request
of the DR program for the hour 22. For the users 860 and 844, similar management
strategies were proposed.

In Fig. 3 is shown the power load curve for base test scenario (black line) of each of
the nodes who participate in the DR program, and how the curve is modified according
to DR program contracted for the hour 22 (red line), additionally the case when the DR
program uses the DG supply from the 834 user to reduce even more the aggregated
load curve (green line), the DR program use all of the nominal power of the DG.
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(a)

(b)

(c)

Fig. 3. Base, DR and DG loads curves for users that participate in the DR program at 22 h,
(a) 834 Node, (b) 860 Node and (c) 844 Node (Color figure online)
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5 Analysis of Results

In order to carry out the power flows for the three scenarios (base, DR and DR & DG),
the IEEE network was implemented in the DigSilent® software. In Fig. 4 is shown the
voltage levels in all the nodes of the system for the first two scenarios at hour 22. It is
observed that the voltage drop is greater as the nodes are farther away from the
substation. 14 nodes have tensions below the minimum level allowed by the Colom-
bian regulation (0.9 p.u).

When the DR program acts, the power decreases by 40 kW (6 kW of user 834,
10 kW of user 860 and 24 kW of user 844), which is equivalent to reducing 3.24% of
the total power of the system. An improvement in the voltage level of all nodes is
observed, of the 14 nodes that had a voltage level below the allowed, only the nodes
888 and 890 are maintained in this state.

The following scenario proposes the inclusion of DG, for which the DG available
in user 834 will be included. As part of the DR program, in this case the user can
increase his manageable power up to the agreed value plus the DG supply, that is, user
834 goes from disconnecting 6 kW to disconnecting 16 kW at 22 h.

In Fig. 5 is shown that the inclusion of DG does not significantly modify the
voltage levels of the system and only a small change is observed in the nodes close to
the 834. This is due to the fact that the disconnected power only represents 4.05% of
the total demand at hour 22.

Fig. 4. Voltage levels of the system in the base and DR scenarios at 22 h
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6 Conclusions

With participation of users in DR programs, the voltage level of the users and their
neighbors is improved depending on the load reduction. For the study case, the branch
circuits beginning from user 832 improve with the use of DR program and a slight
improvement is observed when the DG is used to decrease the power demand of the
circuit.

The strategy of increasing the participation of users with DG sources in DR pro-
grams allows to improve the voltage levels; it also excludes the need for synchro-
nization required when there is a direct connection between the DG and the distribution
network.

Inclusion of DG as complement of DR programs results as effective way to reduce
energy orders to generation power plants and avoids inconveniences related to direct
connecting DG elements to electrical networks.
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Abstract. This paper introduces a simplified method for digital generation of
high-quality references required for control of single-phase grid-connected
(GC) power converters, which can generate synchronized sinusoidal waveforms
at the same frequency of the input signal or its harmonics. Therefore, its
application can be useful for active power filtering, high power factor rectifi-
cation, and grid integration of renewable energy sources. A hybrid analog-
digital implementation is proposed integrating an Adaptive Sampling Frequency
Moving Average Filter (ASF-MAF) and a discrete-time Proportional-Integral
(PI) controller into a Digital Signal Processor (DSP) operating with a sampling
frequency defined by an external hardware-based Voltage Controlled Oscillator
(VCO). The main advantages attributed to the method are immunity to harmonic
content, accuracy in computations despite of frequency changes, flexibility to
produce phase displacements and reduced computational cost. Performance of
the proposal was verified by means of simulation and experimental results.

Keywords: Sinusoidal reference generation � Adaptive sampling frequency
Grid connected converter � Grid synchronization � Power converters

1 Introduction

From the phase controlled rectifiers until the more recent applications in power quality
conditioning, grid connected (GC) converters require frequency and phase measure-
ments as references to operate adequately. However, the way in which these mea-
surements are obtained or used can be different from one application to another. For
example, line-commutated controller rectifiers require knowing the zero crossing of the
grid voltage in order to have a reference to generate the firing angles of thyristors [1]. In
other cases, for example in high power factor (HPF) rectifiers [2], active power filters
(APF) [3] or grid-connected photovoltaic (PV) generators [4], frequency and phase of
the grid voltage are required to generate reference waveforms to control the shape of
the current extracted or injected into the grid.

The first and simplest open-loop technique to get synchronized references from grid
voltages is zero crossing detection (ZCD). This technique considers zero crossing as an
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J. C. Figueroa-García et al. (Eds.): WEA 2018, CCIS 915, pp. 573–587, 2018.
https://doi.org/10.1007/978-3-030-00350-0_47

http://orcid.org/0000-0001-7166-0813
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00350-0_47&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00350-0_47&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00350-0_47&amp;domain=pdf


event giving an absolute reference to generate control signals. The main disadvantage
of ZCD is sensitivity to noise and harmonic content because the zero crossing can take
place a lot of times in a period deteriorating considerably the reliability of the system
[5]. After many years in application and some improvements, this solution continue
being acceptable [6]. Because of the proliferation of industrial electronics in the last
decades, nonlinear behavior in currents of distribution systems accentuated, affecting
the quality of voltage, and consequently calling for a rethinking of synchronization
systems. As the most used closed-loop technique, the phase looked loop (PLL) is today
established thanks to efforts of researchers comparing existing methods and improving
them to increase the robustness to deal with frequency, phase, amplitude, harmonic
content, noise and DC offset disturbances [7, 8].

The basic but not obligatory architecture of the PLL includes a phase detector (PD),
a loop filter (LF) and a voltage controlled oscillator (VCO). The PD is a signal com-
parator which gives information about the phase error considering a value of zero as
reference. Although the PD can be implemented using an improved ZCD avoiding
asymmetries or deformities, its use is not recommended. This leads to the use of PD
based in mathematical computations such as multiplication (product-type PD),
quadrature shifting (quadrature signal generation based PD, QSG [9]) or trigonometric
function transformation [10] among others. Product-type PD is preferred because of its
simplicity but it has as drawback the need of a LF of high order or high rejection
capability in order to eliminate ripple component at double frequency. One of the
techniques employed to obtain improved phase comparison can be also useful for
orthogonal signal generation (OSG) which consist on having references with phase
shift of exactly 90° [11]. The simplest way to obtain that result is to implement a time
delay equivalent to the needed phase shift. However, as expected, accuracy of this
method is very sensitive to frequency changes. The use of derivatives allows obtaining
phase displacement with some immunity to frequency variation but system becomes
sensitive to noise. By using adaptive frequency in the implementation of a digital PLL,
the phase displacement can be associated to an exact number of samples which is easily
accomplished using a memory stack and offers a very good performance in comparison
with the other mentioned approaches. Additionally, it is worth to mention that this
property can be very useful in the case of three phase or multiphase systems in which
also accurate phase displacements are required (power rectifiers and inverters).

The simplest LF that can be used in PLL is a first order low pass filter in series with
a proportional integral (PI) controller enforcing zero phase error. To improve the
performance and robustness of the closed-loop, more complex LF techniques have
been proposed, and among them, it is important to highlight the use of discrete Kalman
filter (DKF) [12], complex coefficient digital [13], digital Butterworth and adaptive
notch filters (ANF) [14]. Naturally, implementation of all of these techniques increases
considerably the computational cost of the PLL system. Other interesting technique
which has been widely applied as low pass filter in digital versions of PLL is the
moving average filter (MAF) [15, 16]. A MAF computes the average of a constant
number of previous samples acquired during a time window whose width is approx-
imately one period of the input signal. When a constant sampling frequency is used, the
period of the grid cannot be divided into an integer number of sampling periods which
implies a loss of accuracy. Although some estimation methods can help to overcome
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this drawback keeping constant the sampling frequency, adaptive sampling frequency
MAF (ASF-MAF) is a more effective solution [17]. ASF can be obtained by
approximating the number of samples per cycle to the nearest value or, on the contrary
by adapting the sampling frequency. Both alternatives make considerably complex the
implementation of the synchronization system.

Most of the PLL configurations mentioned so far are implemented digitally using
microcontrollers or digital signal processors (DSP). However, the more widely applied
digital PLLs (DPLLs) in power electronics are based on the use of common integrated
PLL integrated circuits (IC) such as CD4046 and 74LS297 [18, 19]. These ICs
incorporate PC and VOC modules and provide connections for external compensation
loops or external frequency dividers. As drawback, this type of PLL cannot give a
notion of the amplitude of the input signal and hence its use in many applications is
limited. Internal modules of these PLL ICs can be used separately and then they can be
incorporated in other control loops as it is performed in this work.

A first version of our hybrid analog-digital implementation of reference generation
uses an IC-based PLL generating the clock to reproduce a discretized sine waveform
previously stored in the memory of a microcontroller [20]. This implementation has
been successfully tested in the control of the output stage of a solar microinverter [21–
23], and later with the integration of active filtering function in the same device [24].
Although, it is simple and effective, the main drawback of this work is that the phase
detector was based on ZCD. This paper presents a new proposal in which the references
generator is completely implemented into a DSP using an external analog VCO module
(CD4046 IC) in order to produce the sampling rate for digital control algorithms. Main
advantages of the proposal are simplicity, immunity to harmonic content and frequency
disturbances, possibility to generate accurately shifted orthogonal signals, reduced
processing time and low memory expense. Additionally, internal functions developed
for PLL can be also used for other control algorithms facilitating computations
obtained from per cycle signal analysis (mean values, RMS values, total harmonic
distortion (THD), power factor (PF) and others).

The rest of the paper is organized as follows: Sect. 2 presents a general description
of the proposed synchronized reference generator. After that, in Sect. 3, the control
loop developed to ensure phase and frequency synchronization is analysed and sub-
sequently digital implementation is discussed in Sect. 4. Simulation results regarding
rejection of phase and frequency disturbances are presented in Sect. 5. Experimental
results testing the system with both ideal and distorted grid voltage conditions are
presented in Sect. 6. Finally, conclusions are presented in Sect. 7.

2 General Description of the System

A general block diagram representing a grid connected converter controlled using a
digital control incorporating the proposed synchronized reference generator is depicted
in Fig. 1. The reference generator is embedded into the DSP together with a digital
PLL and the control algorithms. The PD of the PLL receives measurement of the grid
voltage vg tð Þ and compares it with the internally generated orthogonal reference rq tð Þ.
The output of the PD is averaged by the MAF obtaining a representation of the phase
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shift which is in turn processed by a digital PI (DPI) controller in order to enforce
synchronization in frequency and phase. Output of the DPI controller is taken out of the
DSP through the hardware digital PWM module (DPWM). High frequency component
of PWM signal is eliminated using a low pass filter (LPF), allowing using the mean
value as input of an external VCO to generate the base sampling frequency for all task
into the DSP. In addition to the above mentioned orthogonal signal rq tð Þ, reference
generator produces the waveforms rx tð Þ which in turn are used as references for the
control of the GC converter. Like the control of the converter is embedded in the DSP,
analog to digital conversion of voltage and current measurements vx tð Þ and ix tð Þ is also
incorporated in order to generate the control signals ux tð Þ.

3 Mathematical Analysis and Modeling

To model dynamic behaviour of the system, simplified transfer functions of PD, MAF,
PI, PWM, LPF and VCO components are obtained. Thereby, a loop transfer function of
the PLL can be obtained facilitating design of compensator.

3.1 Linear Model of the PD

As conventionally, the grid voltage with harmonic content can be defined as:

vg tð Þ ¼ Vg1sinxotþVg3sin 3xotþ/3ð Þ. . .þVgnsin nxotþ/nð Þ; ð1Þ

where xo ¼ 2pfo is the fundamental frequency of the grid voltage. The orthogonal
reference generated by the system is defined as:

rq tð Þ ¼ cos xtþ/ð Þ; ð2Þ

where x ¼ 2pf with f 6¼ fo and / 6¼ 0. A product-type PD is used to compare the input
signal vg tð Þ with the orthogonal signal rq tð Þ. Having that the signal rq tð Þ has only a
frequency component which is close to the fundamental frequency of the vg tð Þ, it is
easily to demonstrate that the product of rq tð Þ with the harmonic content of vg tð Þ give
components beyond double of the grid frequency. Then, it is obtained that:

Fig. 1. Block diagram of the proposed reference generator integrated into the control of a power
converter.
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pd t;/ð Þ ¼ rq tð Þvg tð Þ � Vg1

2
sin xo � xð Þt � /ð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

LF

þ sin xo þxð Þtþ/ð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
HF

2
4

3
5 ð3Þ

As it can be noted, HF term has only a frequency component almost at the double
of the grid frequency. Then, this term is not considered in the model of the PD. By
defining Df ¼ fo � f , it can be obtained that:

pd t;/ð Þ � Vg1

2
sin2pDft cos/� Vg1

2
cos2pDftsin/ ð4Þ

For values of / and Df close to zero, pd t;/ð Þ can be approximated as:

pd t;/ð Þ � Vg1pDft � Vg1

2
/ ð5Þ

By applying the Laplace transform, it is obtained that:

PD sð Þ ¼ Vg1p|ffl{zffl}
Kpd

1
s
DF sð Þþ 0:5Vg1|fflffl{zfflffl}

K/

U sð Þ ð6Þ

By constraining possible phase variations of the closed loop system lower than p=4,
then, gain of the transfer function PD sð Þ will vary in the interval between 2:22Vg and
3:14Vg approximately. Then, to obtain a linear model a gain in the middle of this
interval can be selected considering the rest of the range as an uncertainty.

3.2 Linear Model of the MAF

Definition of moving average filter can be mathematically represented by:

maf t;/ð Þ ¼ 1
Tw

Z t

t�Tw

pd t;/ð Þdt; ð7Þ

being Tw the filtering window period. This value is time variant because it is working
with an ASF-MAF. When the system is completely synchronized, the time window
corresponds to the grid voltage period. Transfer function is given by:

MAF sð Þ ¼ 1� e�Tws

Tws
PD sð Þ ð8Þ

However, because the presence of the delay in the transfer function makes difficult
the mathematical analysis, the first order Pade’s approximation is applied, obtaining:
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MAF sð Þ ¼ 2
Twsþ 2

PD sð Þ ð9Þ

3.3 Linear Model of the PI Controller

The simplest PI control structure is used to ensure that phase error will be zero. Kp and
Ki are the proportional and integral constants respectively.

PI sð Þ ¼ KpsþKi

s

� �
MAF sð Þ ð10Þ

3.4 Linear Model of the PWM Module

The output signal of the controller is get out of the DSP using the DPWM module, a
second order Laplace transform is considered:

PWM sð Þ ¼ 1� 0:5Tpwms

1þ 0:5Tpwms
� �2
" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Kpwm

MAF sð Þ; ð11Þ

where Tpwm is the frequency of the triangular carrier signal [24].

3.5 Linear Model of the LPF

The first order low pass filter of expression (12) is used to eliminate the high frequency
component of the PWM providing the input of the external VCO. We have:

LPF sð Þ ¼ Tf
Tf sþ 1

� �
PWM sð Þ; ð12Þ

where Tf defines the time constant of the filter.

3.6 Linear Model of the VCO

Although the external VCO generates a high frequency square signal into a range
constrained by minimum and maximum frequencies and hence its behavior is pro-
portional but nonlinear, its dynamic behavior is obtained by linearization as:

VCO sð Þ ¼ Kvco

N
LPF sð Þ; ð13Þ

where N is the number of samples per cycle of the grid voltage signal [20].
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3.7 Closed-Loop of the Overall System

The loop transfer function (14) is obtained by series connection of the single transfer
functions of the PD, MAF, PI, PWM, LPF and VCO elements of the system. The
resulting close-loop of the synchronization system is depicted in Fig. 2.

L sð Þ ¼ KpdVg

s

� �
2

Twsþ 2

� �
KpsþKi

s

� �
Tf

Tf sþ 1

� �
1� 0:5Tpwms

1þ 0:5Tpwms
� �2

 !
Kvco

N

� �

ð14Þ

Kp and Ki parameters has an influence on the closed loop stability, robustness and
dynamic performance of the system. Synthesis of these parameters can be accom-
plished using robust control techniques but this result is not part of this paper.

4 Discrete-Time Implementation

The implementation of the most of PLL is today performed into a DSP. In Fig. 3, it is
depicted a detailed block diagram of the hybrid analog-digital implementation here
proposed. Functions represented into the shaded box are the algorithms programmed
into the DSP whereas other functions represent external electronic circuits. The first
digital stage into the DSP is a digital bidirectional (up-down) counter (DBC), which
increments or decrements the integer value every time an interruption is produced by a
rise edge in the signal given by the external VCO ðfHÞ.

Fig. 2. Block diagram of the continuous time model of the PLL.

Fig. 3. Detailed discrete time implementation of the proposed reference generator.
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A table composed of 256 registers of eight bits in which a quarter of sinusoidal
waveform is stored off-line into the memory (MST). As it will be demonstrated bellow
this resolution is sufficient to obtain a correct behavior of the system preserving
computational resources. The values in the table are obtained by different pointers
(counters) whose rate and direction depends of the required reference. A pointer pro-
ducing the quadrature reference for the PLL is needed for many applications. Because
the generated signals are built using only a quarter of the samples required in a period,
reconstruction needs an unfolding function which is responsible for differentiating
positive and negative half-cycles. Simultaneously, measurement of the grid voltage is
obtained by the hardware module of analog to digital conversion (ADC). After a simple
digital conditioning, the sampled grid voltage vac kð Þ is multiplied by the quadrature
reference Acos p

1024 k configuring the product-type PD. The MAF takes the output of the
PD obtaining the 1024 samples summation. To guarantee the window size, in every
execution of MAF, the new sample is added and the oldest is subtracted. Finally, the
average is calculated taking the summation and dividing by the total number of sam-
ples. Later, this result is used by a digital PI controller, which is sampled 32 times
slower to the sampling frequency given by the external VCO fc ¼ fs=32ð Þ. This syn-
chronized undersampling in the PI control allows obtaining adequate constants Kp and
Ki less susceptible to rounding by quantization. Finally, the control action is getting out
the DSP through a PWM module with a frequency fpwm. The duty cycle of the output
signal brings the information required by the external VCO.

4.1 Algorithm for DSP Programming

The real implementation of the abovementioned digital functions is performed using
algorithms programmed into the DSP. Although some tasks are really executed
sequentially, many of the functions used in this application are performed by hardware
modules embedded in the DSP which involve few programs and memory resources
[25–27]. Figure 4 presents the general flowchart of proposed reference generation
system highlighting the importance of the external interruption in the execution of
algorithm, and likewise, the way in which analog-to-digital conversion and updating of
the generated signals are executed at the same time. Also, after executing MAF and
DPI algorithms, the PWM task is started (hardware task) and the system enters in a
waiting period in which control functions can be performed.

Fig. 4. Main flowchart of the synchronized reference generator
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In Fig. 5, two of the main subroutines of the proposed implementation depicted in
Fig. 4 are extended. The first one is the waveforms generator (Fig. 5a), which reads
data stored in the memory using different pointers to build sinusoidal signals. In
Fig. 5b, it is shown the MAF process execution in which the sum of the elements of an
N + 1 size vector is stored while the new sample is added and the oldest is subtracted.

5 Simulated Results

To validate the proposed control several simulations was performed using the solar
module model of PSIM software which has the parameters listed in Table 1.

Results presented in Fig. 6 correspond to the comparison of transient response of
the discrete system and its linear model during input frequency changes. Firstly, at 0 s,
system starts from 55 Hz to find its operation point at 63 Hz. One second after,
frequency of the input signal is changed to 57 Hz and the output frequency moves
quickly to the new operation point (in less than two cycles) showing a slower dis-
placement in phase (at least 20 cycles). After that, at 2 s, frequency of the input signal
suddenly changes to 60 Hz. As it can be analysed, dynamic response in both cases is
similar. Figure 7 depicts dynamic response of the system when phase disturbances are
applied. At the beginning of simulation, the phase of the input signal and the output

Fig. 5. Subroutines of system building blocks

Table 1. System parameters used in simulations

Parameter Symbol Value Units

Nominal grid voltage Vgmax 120
ffiffiffi
2

p
V

Nominal frequency fo 60 Hz
PI proportional gain Kp 1.6628 –

PI integral gain Ki 4.545 –

Controller average time sampling Tsc 0.523 ms
Digital frequency divider N 1024 –

PWM time constant Tpwm 3.4133 µs
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signal are equal but not the frequency. Then, it can be observed the same transient
behaviour as in Fig. 6. After that, a positive phase shift of 22.5° is applied on 1 s and
later, other negative phase shift of 11.25° is applied at 2 s. As it can be noted in the
transient response, both disturbances are rejected in approximately 100 ms.

6 Experimental Results

6.1 Experimental Setup

To assess dynamic response of the proposed system, a software application was
developed in LabVIEW in order to generate two waveforms with different phase,
harmonic content and amplitude. Application allows download discrete signals into a
microcontroller (dsPIC30F4011) which in turn reproduce signals using PWM channels
[24]. The application and the microcontroller communicate through an acquisition card
NI USB-6008. By complaining interface and microcontroller capabilities, pro-
grammable AC source Keysight AC6802A is controlled producing sudden changes in
frequency, sudden phase displacements and distorted conditions.

Fig. 6. Transient responses of PLL signals when frequency disturbances are applied in the grid
voltage.

Fig. 7. Transient responses of inner system signals when phase disturbances are applied in the
grid voltage.
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Reference generation system is implemented into a digital signal processor
TMS320F28335. Additional electronics correspond to the external VCO (CD4046) and
the needed LPF implemented using conventional LM324 operational amplifiers. To
obtain oscilloscope captures of the digital references the PWM module of the DSP was
used. However, it is important to mention that conventionally these references would
not come out of the DSP. Figure 8a shows the experimental set-up together with the
prototype of the proposed system. Measurements in experiments are obtained using an
oscilloscope Tektronix MSO2014B with one isolated 20:1 attenuated voltage probe
measuring the output voltage of the programmable source. Figure 8b shows the
experimental set-up together with the prototype of the proposed system.

6.2 Experimental Results for Frequency Disturbances

Transient response of the system facing of frequency disturbances was tested by
applying increasing and decreasing sudden changes using the programmable source
emulating the grid voltage. Firstly, system was settled to operate at 60 Hz and after that
an increasing change of 5 Hz suddenly is applied. The new operation point at 65 Hz
was achieved after a settling time of around 50 ms. A maximum frequency deviation of
1.2 Hz was observed as overshoot. Approximately 500 ms later, a new sudden change
was applied returning the system to its initial operational frequency of 60 Hz. As it can
be observed in Fig. 9, dynamic behavior in both cases is very similar.

Fig. 8. (a) Block diagram of the experimental test bench; and (b) experimental setup in
laboratory.

Fig. 9. Response to frequency changes: (a) from 60 to 65 Hz; and (b) from 65 to 60 Hz.
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6.3 Experimental Results for Phase Disturbances

Transient response of the systems submitted to of phase disturbances was tested by
generating a signal jumping between two signals at the same frequency but with a
phase of 45° between them. Jumps between signals are applied just at a zero crossing.
In both cases, system recuperates synchronization after five cycles of the fundamental
frequency showing a maximum deviation of 5 Hz (Fig. 10).

6.4 Experimental Results Under Distorted Grid Voltage Conditions

Having demonstrated the good dynamic performance of the system in face of distur-
bances of frequency and phase, the parameter that remains to evaluate is the capability
of the system to synchronize itself and produce references when the grid voltage is
distorted. Then, as it is listed in Table 2, three tests were applied to evaluate this
immunity response. The test 1 corresponds to ideal conditions in which there is no
harmonic content. Tests 2 and 3 correspond to highly distorted grid voltages.

Figure 11a shows two signals generated by the system when test 1 is applied. Phase
displacement is signaled with dotted lines to show accuracy of the expected phase shift.
In Fig. 11b, the two signals generated by the system when test 2 is applied, one with
the same phase and frequency of the grid voltage and the other corresponding to the
second harmonic of the grid also synchronized at null phase. In this case, distorted
signal is shown simultaneously with its fundamental component. Figure 11c show the
same signals but corresponding to test 3.

Fig. 10. Response to phase changes: (a) abrupt change of 45°; and (b) abrupt change of −45°.

Table 2. Grid voltage waveform definition for the test

Test 1: Undistorted grid voltage (THD = 0%)
vg tð Þ ¼ 170 sin 120ptV
Test 2: Distorted grid voltage (THD = 87.9%)
vg tð Þ ¼ 170 sin 120ptþ 136 sin 360ptþ 45�ð Þþ 51 sin 600ptþ 34 sin 840pt � 170�ð ÞV
Test 3: Distorted grid voltage (THD = 112%)
vg tð Þ ¼ 170 sin 120ptþ 136 sin 360ptþ 80�ð Þþ 102 sin 600ptþ 170�ð Þþ 85 sin 840ptþ 70�ð ÞV
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7 Conclusion

A hybrid digital-analog implementation of an adaptive sampling frequency synchro-
nized reference generator was presented in the paper. The main difference between the
proposed method and the known methods is the use of an external VCO into the PLL to
generate the sampling frequency for all the tasks into the DSP. This characteristic
reduces computational cost aiding to increase the reliability. As it was presented,
although the system integrates two filters in the loop (digital MAF and analog LPF),
dynamic response of the closed loop is comparable with other more complex methods.
Generation of the signal is very simple and then multiple signals can be obtained
simultaneously without the use of complex computations. Several tests demonstrated
effectiveness, robustness and accuracy of the proposed system.
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Abstract. This paper presents the architecture of a green and flexible WDM-
PON access network. We propose the segmentation of a broadband source into
smaller frequency windows by means of a wave shaper filter. A central con-
troller commands the configuration of physical network parameters such as the
optical bandwidth delivered by the filter and the modulation format of the
service to be transported in the network. Different optical bandwidths were
defined for the experimental demonstration and two modulation formats were
evaluated in our approach. Results found an effective bandwidth of 3 GHz for
optical bandwidths below 1 nm. Broader optical pass bands reduce the band-
width but improve the signal quality measured in the receiver due to a relative
higher average optical power available in the photo detector.

Keywords: Optical slicing � SDN � WDM-PON

1 Introduction

Globalization, competitiveness and the technological demands of a modern world, pose
key challenges to the telecommunications industries worldwide, and that is when they
promise us a new generation, which implies low energy consumption and infrastructure
costs. According to the Cisco Visual Networking Index (VNI) Report on Global
Mobile Data Traffic 2016–2021, by 2021 in the world there will be around 5.500
million mobile phones. The exponential increase in mobile users, smartphones,
broadband Internet connections, the Internet of Things paradigm and the increased
consumption of mobile video will multiply fixed and mobile data traffic by seven over
the next four years [1]. In the same way, the statistics portal Statista indicates that the
global mobile data traffic point to a continuous growth of the transport information
featuring monthly numbers above 30 million terabytes from 2020 [2]. In this scenario
the use of optical fibers for the transmission of radio signals is postulated as a
promising solution for the improvement of capacity in access networks. The current
state of art shows the high possibilities of development and viability of the convergence
processes between wireless networks and fiber optic networks. This type of convergent
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processes, in addition, has the great advantage of being able to use the current
infrastructure used in wireless networks, reducing costs and deployment times. The
convergence processes respond to previously mentioned access needs as well as
alternatives in the provision of services such as triple play, trends in cloud computing
[3], Distributed Antenna Systems (DAS) [4], and in general to an environment with
increasingly users that demands quality of telecommunications services, which
essentially use fiber optics as transmission line and radio systems to enable wireless
access and mobility.

In accordance with the above, data traffic will need technological solutions that
support the transport of huge volumes of information in the segment of the access
network. Thus, optical fibers, Wavelength Division Multiplexing (WDM) and the
recent paradigm known as Software Defined Networking in which the control plane is
separated form the data plane in order to centralize the network control and manage-
ment [5, 6] appear in order to take advantage of the enormous capacity of the optical
spectrum and to counteract the limitations existing in traditional access systems.

In the context of access networks, passive optical networks (PON) are based on a
scheme called passive photonic loop [7], where the Central Office (CO) contains a
transmitter that emits a wavelength channel to be distributed among the different clients
of the PON. This architecture generates low Operational Expenditure (OpEx) and
Capital Expenditure (CapEx) due to the passive nature of the distribution device in the
Optical Distribution Network (ODN). However, the fact of transporting a single
wavelength limits the capacity of the current PON networks. Current proposals to
increase the bandwidth in access networks are based on the use of binary nonreturn-to-
zero and duobinary-based transmission [8], optical amplification in the ODN [9] and
avalanche photodiodes (APD) in order to improve the power balance in the network
[10]. In this context, a foreseeable evolution of the current optical access networks
would consist on solutions based on WDM. These systems have multiple transmitting
lasers that operate at different wavelengths, for that reason the complexity of a network
architecture and the costs are higher compared to a traditional PON.

This paper proposes a WDM-PON network in which a software-controlled wave-
shaper filter enables the partitioning of a broadband light source to provide different
wavelengths in an efficient and lower cost. The approach allows the transport of fixed
and mobile services in an WDM environment by optimizing the network resources
according to the capacity and services demanded while offering flexibility in the
resource allocation and energy savings according to the traffic granularity that is
required to transport in the access segment. The paper is organized as follows, Sect. 2
presents the architecture description that include the network concept and implemen-
tation details. Section 3 describes the results obtained in the conducted experimental
measurements and Sect. 4 summarises the paper.

2 Architecture Description

Figure 1 shows the software-assisted approach for a WDM PON network in which the
broadband spectrum of an optical source (BBS) is segmented in a WaveShaper filter
(WVS). The pass band of this filter can be adjusted in both central frequency and

Software Assisted Energy Efficient and Flexible WDM-PON Access Networks 589



bandwidth. Then, according to the data transport requirements, different wavelength
slices may feed an Electro-Optical Modulator (EOM) via the optical switch. In this
context, the SDN controller commands the right instructions to control the WVS in
order to set a given bandwidth on a certain central wavelength. The combination of the
WVS and the optical switch provide flexibility to the system as the resources are
allocated depending on the current demand. The granularity is given by assigning
different modulation formats to an Orthogonal Frequency Division Multiplexing
(OFDM) transported signal. Thus, low profile traffic might be transported onto a QPSK
format whereas high bandwidth traffic would be assigned a multi-level modulation
format such as 16-QAM or 32-QAM. This operation is performed in the Arbitrary
Waveform Generator (AWG). As the approach uses only one optical source for the
generation of multiple wavelengths, the system provides energy savings features,
unlike the standard WDM systems in which for each wavelength a laser source is
needed. Thus, the potential towards providing truly cost-effective and green features in
the access segment is feasible.

2.1 Implementation Details

The experimental setup is depicted in Fig. 2, where a BBS launches a broadband signal
from 450 nm and 2400 nm to the WVS that is centered at 1550 nm. From this
broadband signal, optical bandwidths of 1 nm, 3 nm, 6 nm and 8 nm were set in the
WVS and used as optical sources to the 20 GHz-EOM. The WVS is a fully pro-
grammable, flat-top optical filter with bandwidth programmable in 1 GHz increments
from 10 GHz up to the whole C band and center frequency programmable in 1 GHz
increments also over the whole band. The system response is evaluated in terms of the
bandwidth modulation that provides the fact of using broadband optical sources.
Therefore, a vector Network Analyzer (VNA) feeds the system with frequencies from
10 MHz up to 30 GHz. The optical modulated signal is amplified previously to be
transmitted through the optical fiber link. Inset (a) in Fig. 2 shows the optical power at
the output of the WVS, after the EOM and also after the amplification in the Erbium
Doped Fiber Amplifier (EDFA) for different optical bandwidths set by the WVS. After

BBS WVS Switch

AWG

SDN controller

EOM EDFA

DPO

PD

Control plane

Forwarding plane

Fig. 1. Proposed network model.
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fiber transmission, the signal is detected in the Photo Diode (PD) and analyzed in the
VNA. Inset (b) in Fig. 2 shows the signal detected when a 3 nm bandwidth signal has
been transmitted through 2 km of optical fiber. The layout of the implementation for
the experimental demonstration is shown in Fig. 2.

3 Results and Discussions

Figure 3 shows the measured RF modulation bandwidth as a function of the optical
bandwidth given by the WVS and different fiber transmission lengths. Results show
that long fiber spams penalizes the usable bandwidth due to the significant impact of
the fiber dispersion that affects the broadband wavelength channels [11]. In this con-
text, an optical bandwidth of 1 nm supports a modulation frequency of up to 3 GHz for
fiber spams of 1 km (dotted-dash trace). As the fiber length and the optical bandwidth
increase, the effective range of modulation frequencies decrease as can be seen in the
continuous trace of Fig. 3 that corresponds to a 3 nm optical bandwidth and 2 km of
fiber transmission. This bandwidth is measured for a 3 dB threshold in different transfer
functions as can be seen in inset (a) for an optical bandwidth of 1 nm at 1 km and inset
(b) for an optical bandwidth of 6 nm at 2 km.

The resulting band pass was evaluated by transmitting two different services using
OFDM transport over 1 km optical link. One service was modulated onto a QPSK

BBS WVS EOM

VNA

Tx

Rx

EDFA

PD

(b)

Fig. 2. Layout for the experimental demonstration of the proposed system. Inset (a): optical
power measurement as a function of the WVS optical bandwidth. (b) Transfer function for a
3 nm bandwidth signal after propagation over a 2 km fiber link.
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modulation format and a second service onto a 16-QAM modulation as can be seen in
Fig. 4, which shows the obtained constellations for both services. These constellations
correspond to the transmission of both radiofrequency services at 1 GHz, 2 GHz and
3 GHz respectively modulating an 8 nm optical bandwidths. Despite of obtaining an
even performance for both modulation formats transmitted at different frequencies, it
can be observed that the fiber transmission causes higher penalties on the 16-QAM
service. This is due to the fact that higher modulation formats transport more bits per
symbol and therefore it needs more energy per bit in order to assure a proper signal to
noise ratio at the receiver. The Error Vector Magnitude (EVM) was evaluated for both
services, results in Fig. 5 shows the performance for the QPSK service, note that the
EVM remains steady at an average value of 30%. Note that as the optical bandwidth is
broader, the obtained results are improved.

Finally, the EVM per subcarrier and EVM per symbol were measured for the QPSK
service transported onto a subcarrier of 1 GHz. Figure 6(a) shows the results for a
3 nm optical bandwidth, Fig. 6(b) depicts the results for an optical bandwidth of 6 nm
and Fig. 6(c) shows the performance when the optical bandwidth was of 8 nm. These
results show that the EVM improves, as the optical bandwidth is broader due to the

Fig. 3. Experimental results: effective bandwidth modulation as a function of the optical
bandwidth for different link lengths. (a) 1 nm optical bandwidth and 1 km of fiber. (b) 6 nm
optical bandwidth and 2 km of fiber.
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relative higher optical power within the available optical bandwidth, as seen in Fig. 2
(a). Note that for a 3 nm bandwidth the EVM is around 45% whereas 6 nm and 8 nm
reduce the EVM up to 29%. However, despite of the improvement of the signal-to-
noise ratio of broad optical bandwidths, still the dispersion prevents the system to reach
lower EVM values. In order to mitigate the dispersion effect, the system can employ the
solution proposed in [12], in which a Mach-Zehnder based interferometric structure is
placed before the modulation in order to reduce the optical bandwidth.

Fig. 4. Experimental results: measured constellations for two different services. (a) QPSK at
1 GHz. (b) QPSK at 2 GHz. (c) QPSK at 3 GHz. (d) 16-QAM at 1 GHz. (e) 16-QAM at 2 GHz
and (f) 16-QAM at 3 GHz.

Fig. 5. Experimental results: EVM performance for the QPSK service transmitted at different
optical bandwidths.
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4 Conclusions

This paper presented an approach towards the definition of reconfigurable optical
networks based on the Software Defined Networking paradigm. In our proposal, a
controller commands the optical bandwidth configuration of a wave shaper filter in
order to set different pass bands obtained from a broadband optical source. According
to the conducted measurements, better power responses are obtained at frequencies
below 1 GHz. Nevertheless, it depends on the optical bandwidth set by the wave
shaper. The narrower the bandwidth in the wave shaper filter, the better the response in

(a)

(b)

(c)

EVM

EVM

EVM

EVM

EVM

EVM

Subcarrier number

Subcarrier number

Subcarrier number

Symbol number

Symbol number

Symbol number

Fig. 6. Experimental results: EVM per subcarrier and EVM per symbol for the QPSK service at
1 GHz transmitted at different optical bandwidths. (a) 3 nm. (b) 6 nm. (c) 8 nm.
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the receiver as expected from dispersion penalty. However, narrow optical bandwidths
leads to a lower average power at the receiver, thus a trade-off between optical power
and dispersion for a given optical bandwidth was found in order to meet a target signal
quality. According to the constellation figures measured at the receiver, the 16-QAM
modulation is only recommended when the central frequency is 1 GHz or below for a
correct equalization of the received signal. The measured EVM did not show signifi-
cant difference regarding the subcarrier frequency for a QPSK service. In order to
improve the EVM performance, further approaches must be employed to compensate
the dispersion impact.
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Abstract. This paper presents a study by simulation of the performance of a
Hybrid Energy Storage System (HESS) integrated to a residential microgrid.
The storage system is composed of li-ion battery units and supercapacitors
connected in a parallel active topology. An optimization-based real-time
frequency-decoupling control strategy is used for the power split and for the
assignation of the high-frequency and low-frequency energy components to the
storage mediums. The simulation system emulates a photovoltaic generation
source with typical intermittence of the injected power, the typical loads of a
residential electric grid, and a HESS.

Keywords: Energy storage system � Hybrid energy storage system
Lithium-ion battery � Supercapacitor � DC/DC bidirectional converter

1 Introduction

A small-scale electric sub-system, capable of operating in both grid-connected or
island-mode with respect to the electric system, and containing renewable generation
sources, Energy Storage Systems (ESSs) and interconnected home loads is known as a
residential microgrid [1]. The proliferation of renewable and clean power sources, such
as wind turbines or solar panels, makes necessary the use of ESS to solve the problems
related to the intermittent nature of their power generation [2]. Battery Energy Storage
Systems (BESS) have been commonly used for this kind of applications.

However, it has been demonstrated that storing intermittent energy from renewable
sources results inefficient and could reduce the battery lifetime [3]. In order to solve this
problem, combinations of different storage technologies have been studied. An ESS
that uses two or more energy storage mediums is known as a Hybrid Energy Storage
System (HESS). The idea of using HESSs is attractive because of the potential use of
the operational benefits of each storage technology [4]. The total power flow is
intended to be divided into an average component assigned to a “high energy” storage
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device, and a dynamic component (rapid power fluctuations) assigned to a “high
power” storage device. Nevertheless, the implementation of a HESS depends on
technical and economic factors, which compromise their feasibility in some cases.

One of the most used HESS configurations is the combination of batteries (high
energy) and supercapacitors (high power), which has been studied since the late 90s
[5]. Most applications of HESS have taken place in electric vehicles [6], although some
of them have also been implemented in wind turbines [4, 7], as well as in photovoltaic
systems [3], and UPS [8]. Some advantages of the combination of batteries with
supercapacitors are the extension of battery lifetime [9], the capability of a fast energy
storage [10], a better performance of the storage system for intermittent sources of
energy [3, 7] and a smaller environmental impact [11].

The main objective of the present study is to implement an optimization-based real-
time frequency-decoupling control strategy for a HESS in an active parallel topology
connected to a residential microgrid, with the inclusion of an emulated solar generator
and a realistic behavior in its generated power. The paper is organized as follows: a
short explanation of the topologies for the interconnection of batteries and superca-
pacitors in a HESS is exposed in Sect. 2. Section 3 shows a detailed description of the
system under study, the system transfer functions and the controllers for the imple-
mented control strategy. Section 4 presents the simulation results. Finally, some con-
clusions are presented in Sect. 5.

2 Topologies for the Interconnection of Batteries
and Supercapacitors

There are three families of topologies for the interconnection of the storage tech-
nologies in a HESS: passive, semi-active, and fully active topologies. In a passive
topology, the storage technologies are directly interconnected, while in an active
connection the storage elements are connected via DC-DC converters, whose opera-
tional modes could be designed to function unidirectionally or bidirectionally,
depending on the nature or the requirements of the HESS [12]. In a semi-active
topology, only one of the storage devices is connected through a DC-DC converter, or
a single converter is used to connect the load to the pre-connected storage devices.

Several studies have compared the different topologies for the interconnection of
batteries and supercapacitors. For instance, a potential application in residential
microgrids was presented in [13]. In this study, two semi-active topologies were used
with the aim of prolonging the lifetime of batteries, using the supercapacitor for
reducing the dynamic component of the current from a pulsed current load to the
batteries. The main conclusion of this study was that the chosen topologies could be
tuned for the reduction of the dynamic part of the power flows from and to the battery.
However, the use of an intermittent generation source with power flow oscillations in a
wide frequency range demands an interface capable of properly distributing the average
and dynamic part of the source current into the battery and into the supercapacitor,
respectively. Based on the previous analysis, an active topology and a more structured
control strategy are needed in order to design a HESS for a real application in a
residential microgrid.
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Parallel Active Hybrid Topology: The parallel active Hybrid topology is commonly
used to take advantage of the operational characteristics of every storage device con-
nected in a HESS. The additional DC-DC converter associated to the “high power”
storage device helps to operate the supercapacitor in a broader voltage range, and
hereby the storage capacity is best used [14]. For example, for a voltage variation range
between 50% and 100% of SC rated voltage, the stored energy will vary from 25% to
100% of its rated energy. The related topology is shown in Fig. 1.

In addition to the higher costs, the main drawback of the parallel active topology is
its complexity in terms of the control strategies, not only for a suitable energy man-
agement, but also for the power flow decomposition. Among the several options of the
control strategies for the energy management in a HESS [14], an optimization-based
real-time frequency-decoupling control strategy has been selected for the present study.
With respect to the characteristics of a residential microgrid, a real-time control strategy
allows the controllers to operate with an independent control decision, without central
controllers and communications. It provides better reliability and scalability of the
entire system [16].

An example of this method has been recently presented in [17, 18]. Authors pro-
pose an Extended Droop Control strategy to autonomously separate the dynamic part of
the power flows during sudden load changes. The dynamic component is assigned to
the supercapacitor and then the high-frequency fluctuations due to sudden load chan-
ges, emulated by a step function current source, are compensated. In addition, other
control objectives such as the system stability and a suitable voltage regulation are
achieved. A Low Pass Filter (LPF) and a High Pass Filter (HPF) are included in a third
control loop of each DC converter. As a result, these virtual filters manage to soften the
rapid current change forced by the step function. However, intermittences of a PV
source with a defined range of time variation demand a different sizing of SC and a
different virtual filters design.

Fig. 1. Parallel active hybrid topology [15].
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The injected power of a PV generator is proportional to the solar irradiance and
temperature. Figure 2 shows some measures of irradiance in a cloudy day in the
Tropical Zone.

3 HESS in a Residential Microgrid with Intermittent
Generation. System Description

The main goal of a HESS in a microgrid with intermittent generation is to separate the
average and the dynamic parts of the injected power and assign them to the storage
technologies, both of them with complementary characteristics in terms of energy and
power densities. Consequently, the objective of the present work is to implement an
optimization-based real-time frequency-decoupling control strategy for a HESS in an
active parallel topology connected to a residential microgrid, with the inclusion of an
emulated solar generator and a realistic behavior in its generated power.

Large variations in the injected power of a PV generator, with irradiance similar to
the one showed in Fig. 2, have been measured in a time range of 3 to 5 s. Based on
these measurements, the square-shaped current source shown in Fig. 3 is chosen for the
emulation of a PV source.

An active parallel topology of a HESS, such as the one described in the previous
section, is integrated in a typical residential microgrid architecture, as shown in Fig. 4.

The HESS is intended to be placed in a DC residential microgrid with a rated
capacity of 5 kW. Physical models of li-ion batteries and supercapacitors are included
in the software PSIM 11.0.1. The li-ion battery bank has a capacity of 6.2 kWh. The SC
module has a rated voltage of 240 V and a Capacitance of 7.8 F. This capacitance was
calculated based on the duration of the intermittences of the injected current and their
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Fig. 2. In situ measurements in a cloudy day in the tropical zone. Faculty of sciences laboratory.
Universidad Nacional de Colombia
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associated energy. Higher values of this suitable capacitance will not cause wide
voltage variations in the terminals of the SC, which would not justify the use of an
active topology. However, large variations in SC voltage imply an effective conversion
ratio of the SC converter in order to guarantee a good stability and a good voltage
regulation.

For the integration of each storage technology, a non-isolated bidirectional half-
bridge DC/DC converter has been chosen (Fig. 5). This PWM bipolar switching
converter topology works as a boost converter when the storage systems are in dis-
charging mode and as a buck converter when they are in charging mode. The chosen
control strategy for the converter is an ACC double-loop control [19]. This control
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Fig. 3. Injected power emulation of a PV generator.

Fig. 4. Architecture of the residential microgrid under study
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algorithm is suitable for a regulated current source, and it is commonly used in methods
of charging and discharging batteries. Table 1 shows a summary of the elements used
in the converters.

The switching frequency in the SC converter is higher than the used in the battery
converter. This higher frequency allows us to adjust the bandwidth of the controllers in
the control loops, especially in the voltage control loop, and provide the SC converter
with a faster dynamics. At the same time the rated power of the SC converter should be
also higher because of the power assignment to this storage medium.

Fig. 5. ACC control strategy in a bidirectional half-bridge DC/DC converter

Table 1. DC/DC battery and SC converter parameters

Variable name Variable Battery converter SC converter

Rated power Pn 5 kW 7 kW
Rated voltage Vout 360 V 360 V
Rated input voltage Vbat 144 V 120–240 V
Nominal current In 13.9 A 19.44 A
D IL_max DIL_max 1.4 A 1.94 A
Switching freq fs 4 kHz 12 kHz
Filter inductance L 6 mH 3 mH
Filter capacitor C 470 µF 180 µF
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For the design of the controllers and the calculations of the elements of the con-
verter, the computational tool SISOTOOL of MATLAB has been used. Because of
stability criteria, the current controllers are between 5 to 10 times faster than voltage
controllers. Additionally, for all the controllers, the phase margin is higher than 50
degrees. The main transfer functions of the system under study, developed in [20], as
well as some other parameters of the implemented control strategy are shown in
Table 2.

4 Simulation Results

This section presents the simulation results using the software PSIM 11.0.1. These
simulations were tested on the system described in Sect. 3. The complete schematic
circuit is shown in Fig. 6. The load and the PV current source emulator are connected
to the DC bus and are represented in the element marked as LOAD. The output voltage
is nearly constant over the 360 V due to the double loop control strategy implemented
in each converter. An extra filter capacitor has been added to the terminals of the

Table 2. Transfer functions of interest for control of the DC converter.

Function Transfer function

Duty cycle to inductor current GidðsÞ ¼ ı̂LðsÞ
d̂ðsÞ

�
�
�
v̂i¼ı̂o¼0

¼ VDC þð1�DÞZDCILbat
sLþð1þDÞ2ZDC

PWM modulator gain FM ¼ 1
Current loop gain TiðsÞ ¼ GidðsÞRi GiðsÞFM

Control voltage to inductor current ILCðsÞ ¼ ı̂LðsÞ
v̂cðsÞ

�
�
�
v̂i¼ı̂o¼0

¼ 1þGiðsÞð Þ FM GidðsÞ
1þ TiðsÞ

Inductor current to output voltage GviðsÞ ¼ v̂DCðsÞ
ı̂LðsÞ

�
�
�
v̂i¼ı̂o¼0

¼ VDCZDCð1�DÞ�ZDCsL ILbat
VDC þð1�DÞZDC ILbat

Control voltage to output voltage VocðsÞ ¼ v̂DCðsÞ
v̂cðsÞ

�
�
�
v̂i¼ı̂o¼0

¼ ILCðsÞGviðsÞ
Voltage loop gain TV ðsÞ ¼ bVocðsÞGvðsÞ
Current controller

GiðsÞ ¼
wi 1þ s

wz1

� �

s 1þ s
wp1

� �

Voltage controller GvðsÞ ¼ wi
s

Voltage sensor gains b ¼ 1 Current sensor gains Ri ¼ 1
Battery converter current control
loop bandwidth

625 Hz Battery current controller
phase margin

65.8°

Battery converter voltage control
loop bandwidth

34.3 Hz Battery voltage controller
phase margin

77.9°

SC converter current control loop
bandwidth

1660 Hz SC current controller phase
margin

70.1°

SC converter voltage control loop
bandwidth

155 Hz SC voltage controller phase
margin

60.1°

Virtual resistance 2 Ω Virtual capacitance 5 F
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battery in order to reduce the ripple of the inductor current and the high frequency
oscillations due to the sudden changes of load. The values of the virtual resistance and
capacitance, shown in Table 2, are selected with a time constant closely related to the
duration of the intermittences in the power generation.

Figure 7 shows the simulation plots of the implemented system. Figure 7a) shows
the injected current (green) as a sum of the PV emulator current shown in Fig. 3, and
the load current (purple) with an important step in 30 s. The injected current is divided
into the converters in parallel as expected. The dynamic component is assigned to the
SC and the average component to the battery. These plots are shown in Fig. 7b).
Drastic variations in the total current do not immediately change the battery current;
therefore, the electrical stress in the battery is considerably reduced.

Fig. 6. System schematic with the implemented control strategy

Fig. 7. Simulation plots of a HESS in an active topology. (a) Injected current in the DC bus.
(b) Battery and SC current plots. (c) Voltage in terminals of the battery and the SC. (d) Voltage in
the DC Bus (Color figure online)
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As mentioned in Sect. 2, one of the most important advantages of a parallel active
topology is that using a converter for the SC makes possible to best manage its stored
energy. Thus, it is necessary to vary the voltage in the terminals of the SC. Figure 7c)
shows the voltage in terminals of the battery and the supercapacitor. This plot shows a
SC voltage variation between 70% and 90% of the rated voltage of SC.

5 Conclusions

An optimization-based real-time frequency-decoupling control strategy has been
implemented for the control of a HESS in a parallel active topology for a residential
microgrid operating in island mode. Real power fluctuations of a PV generator have
been emulated with a square shaped current source, taking into account the associated
injected energy and the time duration of the intermittences.

An effective separation of the dynamic and the average components of the injected
current in the DC bus depends on the design of the filters included in the third control
loop of the implemented control strategy. However, it is important to take into account
that the dynamics of the SC converter should be higher than the dynamics used for the
battery. Larger bandwidths for voltage and current controllers of SC normally imply the
convenience of using a higher switching frequency for the SC converter.

A parallel active topology allows to manage better the stored energy in the SC due
to the possibility of varying the voltage in the terminals of SC with a DC converter as
interface to the DC bus.

A suitable value of SC will depend on two main factors: first, the energy associated
to the intermittences of the injected current, and second, the ratio conversion of the
used DC converter.

Future work contemplates to integrate a second level control strategy and a prac-
tical implementation of the designed HESS in a realistic residential microgrid.
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Abstract. This work studies the behavior of the Control Sensitivity
Functions derivated from the frequency regulation structure in power
systems. Here, we explore the performance of the sensitivity functions
in the presence of changes in the parameters of frequency regulation
and power system components. A one-area power system is employed
as the simulation benchmark. Results of frequency-domain analysis with
Bode plots highlight the more significant parameters for Load Frequency
Control and the different changes in sensitivity functions.
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1 Introduction

The electricity sector is undergoing significant changes worldwide. Factors such
as the proliferation of isolated systems with the possibility of connecting to the
network and equipped with storage systems (microgrids) [17], the progressive
incorporation of electric vehicles, the installation of equipment based on power
electronics to control and manage networks (FACTS), and the application of
automation and advanced information technologies configure what is usually
called the smart grid [2]. These factors, together with the unavoidable integration
of unconventional energy sources, pose new challenges for the operation and
control of electric power systems, mainly because these factors introduce power
and load unbalances that affect the stability on the power system frequency.

Frequency constitutes a significant operational parameter for power systems,
establishing a direct relationship with the speed of rotation of conventional syn-
chronous generators. Some electrical phenomena such as power outages, fluctua-
tion in demanded power, variations in renewable energy sources or transmission
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line losses [5] modify the generation and load equilibrium, producing frequency
changes in the standard operating values. These phenomena raise the need for
control strategies maintaining the system frequency inside the corresponding
operational frame. Frequency control scheme for power systems is composed by
the damping actions of speed variations of synchronous units by machine iner-
tia, and by primary (Load Frequency Control, LFC) and secondary (Automatic
Generation Control, AGC) control structures returning frequency to standard
operating ranges in the presence of disturbance events [1].

Frequency control has been a significant topic of research for electrical power
systems [3,13,15,16,18]. This work explores the analysis of the so-called Con-
trol Sensitivity Functions [20] of the frequency regulation system as a tool for
obtaining information useful for controller design. The use of Control Sensitivity
Functions for power system analysis has been shown in [22], for the control of
an electrically powered steering system through a robust H∞ controller designed
with mixed sensitivity technique. Also, model uncertainties have been studied
with complementary sensitivity functions in the development of robust stabiliz-
ers for power systems [12]. Robust control is the main topic of application of
sensitivity functions in power systems, with reported works in control schemes
for doubly fed induction wind generators [11], and solar power generation sys-
tems [4]. Also, the use of sensitivity analysis in the assessment of power system
stability using small-signal techniques is described in [21].

The specific application of sensitivity functions in frequency control derives
from the design of robust controllers using H∞ methodologies [3]. Related appli-
cations with Bode plots for the dynamic study of power system frequency reg-
ulation with integration of renewable energy sources (mainly wind farms) are
reported in [6,9,10,15]. Also, sensitivity-like expressions and transfer functions
were developed in [7,8] for the parametric analysis of the frequency control
scheme in power systems. This paper extends the work first reported on [14],
where the Control Sensitivity Functions for a single area power system were
derived and studied. Here, we explore the behavior of the sensitivity functions in
the presence of changes in the parameters of frequency regulation and power sys-
tem components. Results of frequency-domain analysis with Bode plots highlight
the more significant parameters for Load Frequency Control and the different
changes in sensitivity functions.

This paper is structured as follows. We begin with a short explanation of the
Control Sensitivity Functions extracted from the control systems theory. Next,
we describe the frequency regulation for power systems and define the Sensi-
tivity Functions from this structure. Using Bode plots, we analyze the effects
of parameter variations in the derived Sensitivity Functions for frequency con-
trol in computer simulations for a single area power system with conventional
machines. We finish discussing the results and presenting final remarks.

2 Sensitivity Functions in Control Systems

Linear time-invariant (LTI) systems are a class of dynamic systems that can
be represented by linear, constant-coefficient, differential equations. Transfer
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Fig. 1. Generalized structure of a control system with a basic feedback loop [20]

functions and block diagrams represent these LTI systems [20]. Consider a con-
trol system with a basic feedback loop and without measurement filter, as shown
in the block diagram of Fig. 1. Two blocks are representing the system: the con-
troller C and the plant G. Four external signals influence the feedback loop:
the reference value r, the disturbance di at the plant input, the output distur-
bance do, and the measurement noise n. Error signal e is the signal feeding the
controller block C for the generation of control action u. Finally, signal y denom-
inates the process output. From Fig. 1, the following expressions denoting the
signal relationships can be obtained using block algebra:

U =
C

1 + GC
R− GC

1 + GC
Di − C

1 + GC
Do − C

1 + GC
N

Y =
GC

1 + GC
R +

G

1 + GC
Di +

1
1 + GC

Do − GC

1 + GC
N (1)

In both Fig. 1 and Eq. (1) Laplace variable s has been omitted for simplicity.
In Eq. (1) some transfer functions are the same; these are denominated as the
Control Sensitivity Functions determining system dynamic performance. The
four sensitivity functions are given by the following transfer functions [20]:

– Sensitivity S(s), offering an estimation of the disturbance rejection capabilities
of the system.

S(s) =
1

1 + G(s)C(s)
(2)

– Complementary Sensitivity T (s):

T (s) =
G(s)C(s)

1 + G(s)C(s)
(3)

– Disturbance Sensitivity Si(s):

Si(s) =
G(s)

1 + G(s)C(s)
(4)
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– Control Sensitivity So(s):

So(s) =
C(s)

1 + G(s)C(s)
(5)

These Control Sensitivity Functions concentrate characteristical information
related to the dynamic behavior of the system, such as disturbance impacts,
the performance of the control action and reference signal tracking [20]. Both
static (low frequencies) and dynamic (high frequencies) studies can benefit from
these descriptions of the system. Moreover, Control Sensitivity Functions are
intrinsically related among them through the expressions shown below:

S(s) + T (s) = 1 (6)

Si(s) = G(s)S(s) =
T (s)
C(s)

(7)

So(s) = C(s)S(s) =
T (s)
G(s)

(8)

The relationships described by Eqs. (6) to (8) imply that the tuning of a
determined controller C(s) is not shaping the Control Sensitivity Functions.
Conversely, those restrictions highlight the requirement of trade-off compromises
between the different control goals. Designer criteria are of paramount impor-
tance for the selection of the proper control scheme concerning the performance
objectives.

3 Control Sensitivity Functions for Frequency Regulation
in Power Systems

3.1 Description of Frequency Control System

In electrical systems under normal operating conditions, the generators are rotat-
ing in synchronism, and together they generate the total demanded energy [1].
Since electrical energy can not be stored in large quantities, if the power con-
sumed by the load increases but the mechanical power provided by the tur-
bines remains constant, the increase in demand can only be compensated for the
stored kinetic energy [1]. This effect supposes a decrease in the rotation speed
of the generators and a frequency falls on the system, directly related to said
speed. As the demand is continuously changing, a control system is required to
automatically adjust the power generated in each generation unit while keeping
the frequency within certain operational limits [19]. Frequency control scheme
for power systems is formed by the damping effects of speed variations of syn-
chronous machines by the inertia, and by primary (Load Frequency Control,
LFC) and secondary (Automatic Generation Control, AGC) control structures
returning frequency to standard operating ranges in the presence of disturbance
events [1]. A simple representation of the Frequency control for a single area
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Fig. 2. Block diagram for frequency control structure in power system including only
one machine for a regulation area i (based on [3])

power system is shown in Fig. 2. The complete derivation of the system can be
found in [3].

In Fig. 2, ΔPm(s) is the variation [p.u] in the mechanical power of generating
units, ΔPl(s) represents the load changes [p.u], Δf(s) denotes the per-unit fre-
quency deviation, the adjusted inertia characteristic for the area is H [s], and D
is known as the load damping constant [3]. R is the speed drop of the machines,
K(s) is the secondary control block (usually, and for this work, K(s) = −kI/s)
and Bi = Di + 1/Ri is an adjusted gain denominated as the frequency bias of
the area. Finally, Tti and Tgi denote the corresponding time constants of the
respective turbine and governor first-ordel models.

3.2 Derivation of Control Sensitivity Functions for Frequency
Regulation Structure

The Frequency regulation structure in Fig. 2 can be expressed as the classic
feedback control system of Fig. 1 after the application of certain block operations.
Assuming the simplification r = di = n = 0, the system of Fig. 3 is reached [14].
The output signal y for this resulting control structure is Δfi, the change in
electrical frequency for a given area i without transferred power to other areas
(isolated).

From Fig. 3, we can see how the plant G groups the blocks corresponding to
total inertia of the area i and the turbine-governor system. Also, the controller C
is combining the effects of both primary and secondary actions in power system
frequency control. Moreover, we have to note how the output disturbance do
shows the load deviations filtered through the load damping and the total inertia
of the system. This filtering effect can be seen in Eqs. (9) and (10):
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Fig. 3. A single area power system frequency regulation scheme seen as a generalized
feedback control system [14]

C = K(s) +
1
Ri

=
−kiBi

s
+

1
Ri

(9)

do = −ΔPL

(
1

Di + 2His

)
(10)

The relationship between the process frequency Δf(s) and the load disturbance
signal ΔPL(s) is defined by transfer function Gf (s) in Eq. (11):

Gf (s) =
− 1

2His+Di

1 +
(
K(s) +

1
Ri

)
1

Tgs+1
1

Tts+1
1

2His+Di

(11)

The control sensitivity functions according to the frequency regulation struc-
ture of Fig. 3 are [14]:

S(s) =
1

1 +
(
K(s) +

1
Ri

)(
1

Tgs+1
1

Tts+1
1

2His+Di

) (12)

T (s) =

(
K(s) +

1
Ri

) (
1

Tgs+1
1

Tts+1
1

2His+Di

)

1 +
(
K(s) +

1
Ri

)(
1

Tgs+1
1

Tts+1
1

2His+Di

) (13)

Si(s) =
1

Tgs+1
1

Tts+1
1

2His+Di

1 +
(
K(s) +

1
Ri

)(
1

Tgs+1
1

Tts+1
1

2His+Di

) (14)

So(s) =
K(s) +

1
Ri

1 +
(
K(s) +

1
Ri

)(
1

Tgs+1
1

Tts+1
1

2His+Di

) (15)
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4 Effects of Parameter Variations in Control Sensitivity
Functions of LFC

We are interested in the behavior of the sensitivity functions in the presence
of changes in frequency regulation parameters and power system components.
After the parameter variations, sensitivity functions are studied with magnitude
Bode plots in absolute units (abs). As the simulation benchmark, a power system
frequency regulation from a single area one-machine system like the one in Fig. 3
is selected. System parameters for the base case are taken from [19]: Tg = 0.2
sec, Tt = 0.5 sec, H = 5 sec, R = 0.05 p.u and Biki = 7. System includes an
integral secondary controller for the AGC. Then, these values are changed and
the control sensitivity functions are obtained for the updated parameters.

4.1 Variations in Inertia H

The effects of the change of inertia H in the control sensitivity functions of the
frequency regulation system are depicted in Fig. 4. As the inertia is decreased
gradually, the control sensitivity functions present more prominent peaks of mag-
nitude. These effects signal a performance degradation in the frequency regula-
tion structure and highlight the importance of the inertia for frequency control
purposes.
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Fig. 4. Effects of the variation of inertia H in the control sensitivity functions of
frequency regulation system

4.2 Variations in Load Damping D

The effects of the change of load damping D in the control sensitivity functions of
the frequency regulation system are depicted in Fig. 5. Load damping is a param-
eter representing the impact of the frequency-dependent loads in the frequency
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regulation structure. The simulations show the minimal effect of D in the sensi-
tivity functions. This behavior is due to the lack of frequency-dependent loads
in the power systems, and show the limited value of load-damping for frequency
regulation at these penetration levels.
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Fig. 5. Effects of the variation of load damping D in the control sensitivity functions
of frequency regulation system

4.3 Variations in Turbine Time-Constant T

The effects of the change of turbine time-constant T in the control sensitivity
functions of the frequency regulation system are depicted in Fig. 6. The results
show how the control sensitivity functions suffer from performance degradation
with the increase of time-constant T . This behavior causes an increased delay
in the response of the system controllers caused by the slower action of the
machines.

4.4 Variations in Speed Droop R

The effects of the change of speed droop R in the control sensitivity functions
of the frequency regulation system are depicted in Fig. 7. The parameter R
represents the response capability of the machines, the operational margin for
changing rotational speed and contribute to primary regulation. In this way, as
expected, the performance of the control system improves as the speed drop
increases.

4.5 Variations in Controller Integral Gain ki

The effects of the change of controller integral gain ki in the control sensitivity
functions of the frequency regulation system are depicted in Fig. 8. As the con-
troller integral gain ki increases, the only sensitivity function with significant
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Fig. 6. Effects of the variation of the turbine time-constant T in the control sensitivity
functions of frequency regulation system
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Fig. 7. Effects of the variation of the speed droop R in the control sensitivity functions
of frequency regulation system

change is Si. This behavior makes sense because the disturbance rejection is
improved with the adequate tuning of the secondary controllers for frequency
regulation.

5 Conclusions

This work analyzed the impacts of parametric variations in the Control Sensitiv-
ity Functions of frequency regulation in power systems. The inertia H caused the
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Fig. 8. Effects of the variation of the controller integral gain ki in the control sensitivity
functions of frequency regulation system

most significant effect on the performance of frequency control loops. Reduction
of this parameter significantly diminishes the system’s opposition to frequency
variations, even reaching an amplifying effect of power disturbances at maximum
value. This fact suggests that in the case of inertia variations for the system,
both the integral action and the proportional gain of the controller given by the
machine speed droop need to be adjusted.

On the other hand, the negligible impact of load damping D suggests the
lack of influence of this parameter in frequency regulation. Also, the increase in
the time constant of the turbine represented a significant delay in the response
of the control system.

The variations in speed droop and integral gain showed that, even when
the control parameters were adjusted for the diminishing inertia, disturbance
rejection performance decreased as evidenced by control sensitivities. There has
to be particular attention to the essential design considerations for the tuning
of control parameters, as these determine the disturbance rejection capabilities
and the ability for minimizing the steady-state error in frequency deviations.
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