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Preface

This volume is one of the outcomes of the XXV Congress on Differential Equations
and Applications (Spanish acronymized as CEDYA) and XV Congress on Applied
Mathematics (CMA), which was held in Cartagena (Region of Murcia, Spain),
June 26–30, 2017. This series of congress was originally an initiative of a group
of researchers working in various applied mathematics areas, mainly ordinary and
partial differential equations, numerical analysis and control and optimization, with
the purpose of bring together people interested in these topics and diffuse their
recent results. Nowadays this biennial international conference is the most important
event organized by the Spanish Society of Applied Mathematics (SEMA).

Focussing on the XXV CEDAY/XV CMA, its main aim was to serve as a
meeting place for all those who carry out their research work in the field of applied
mathematics in the broad sense. This conference brought together an excellent group
of international and national researchers (270 participants, with 8 plenary speakers)
interested in the different branches of applied mathematics. The issues addressed
include, among others: ordinary differential equations, partial differential equations,
optimization and control, numerical analysis, scientific and computational calculus,
models and industrial applications, approximation theory, discrete mathematics,
numerical linear algebra, dynamical systems, . . . .

The collection of articles in this volume is based on a selection of the con-
tributions presented at the conference. Every submitted paper has undergone a
standard refereeing process. The volume does not strictly represent the acts of the
congress, although it intends to reflect its structure and topics. It provides a good
summary of the recent activity of the different Spanish research groups devoted to
the applications of mathematics to certain branches of the experimental sciences and
engineering.

This volume would not have been possible without the help of various people
who contributed in different ways. First of all, we would like to thank the authors
themselves for submitting their work to this issue. Special thanks go to the referees
who agreed to take part in this process: their comments and suggestions have led to
improvements in most of the contributions.
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vi Preface

We would also like to express our gratitude to Francesca Bonadei from Springer
for her patience, attention and constant support at every step in the editorial process.

Cartagena, Spain Juan Luis García Guirao
September 2018 José Alberto Murillo Hernández

Francisco Periago Esparza
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Applications of Observability Inequalities

Jone Apraiz

Abstract This article presents two observability inequalities for the heat equation
over Ω × (0, T ). In the first one, the observation is from a subset of positive
measure in Ω × (0, T ), while in the second, the observation is from a subset of
positive surface measure on ∂Ω× (0, T ). We will provide some applications for the
above-mentioned observability inequalities, the bang-bang property for the minimal
time control problems and the bang-bang property for the minimal norm control
problems, and also establish new open problems related to observability inequalities
and the aforementioned applications.

Keywords Parabolic equations · Control theory · Controllability · Observability
inequalities · Bang-Bang properties

AMS 2010 Codes: 49J20, 49J30, 58E25, 93B05, 93B07, 35K05

1 Introduction

This article serves as a review on observability inequalities from measurable sets for
solutions to the heat equation. The purpose of trying to obtain the two observability
inequalities that we will see and prove in this article, was that in control theory there
is a very well known result, the Hilbert Uniqueness Method, that assures that the null
controllability of an equation is equivalent to obtain an observability inequality for
the adjoint equation. This result is attributed to J.L. Lion. In our previous research
we were studying the null controllability of parabolic equations over measurable
sets, so, for the Hilbert Uniqueness Method reason, we focused on proving the
observability inequalities (Theorems 1 and 2) that we will see in this article.

J. Apraiz (�)
Departamento de Matemáticas, Universidad del País Vasco, Leioa, Spain
e-mail: jone.apraiz@ehu.eus

© Springer Nature Switzerland AG 2019
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2 J. Apraiz

In the next lines of the Introduction we will establish the type of problem we will
work on, remember some a priori estimates for the parabolic equations and recall
some previous results about this kind of work.

Then, in Sect. 2, we will establish and prove Theorems 1 and 2 which will
give us two observability inequalities. We will continue, in Sect. 3, showing
some applications of the observability inequalities we have proved, the bang-bang
property for the minimal time control problems and the bang-bang property for the
minimal norm control problems. Finally, with Sect. 4, we will finish the article
establishing some open problems related to observability inequalities and their
applications to control theory.

Let Ω be a bounded Lipschitz domain in R
n and T be a fixed positive time.

Consider the heat equation:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂tu−Δu = 0, inΩ × (0, T ),
u = 0, on ∂Ω × (0, T ),

u(0) = u0, in Ω,

(1)

with u0 in L2(Ω). The solution of (1) will be treated as either a function from [0, T ]
to L2(Ω) or a function of two variables x and t . Two important a priori estimates
for the above equation are as follows:

‖u(T )‖L2(Ω) ≤ N(Ω, T ,D)
∫

D

|u(x, t)| dxdt, (2)

for all u0 ∈ L2(Ω), where D is a subset ofΩ × (0, T ), and

‖u(T )‖L2(Ω) ≤ N(Ω, T , J)
∫

J

| ∂
∂ν
u(x, t)| dσdt, (3)

for all u0 ∈ L2(Ω), where J is a subset of ∂Ω × (0, T ). Such a priori estimates are
called observability inequalities.

In the case that D = ω × (0, T ) and J = Γ × (0, T ) with ω and Γ accordingly
open and nonempty subsets of Ω and ∂Ω , both inequalities (2) and (3) (where
∂Ω is smooth) were essentially first established, via the Lebeau-Robbiano spectral
inequalities in [6]. These two estimates were set up to the linear parabolic equations
(where ∂Ω is of class C2), based on the Carleman inequality provided in [5]. In the
case when D = ω × (0, T ) and J = Γ × (0, T ) with ω and Γ accordingly subsets
of positive measure and positive surface measure inΩ and ∂Ω , both inequalities (2)
and (3) were built up in [1] with the help of a propagation of smallness estimate from
measurable sets for real-analytic functions first established in [10]. For D = ω×E,
with ω and E accordingly an open subset of Ω and a subset of positive measure in
(0, T ), the inequality (2) (when ∂Ω is smooth) was proved in [11] with the aid of
the Lebeau-Robbiano spectral inequality, and it was then verified for heat equations
(when Ω is convex) with lower terms depending on the time variable, through a
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frequency function method in [8]. When D = ω × E, with ω and E accordingly
subsets of positive measure in Ω and (0, T ), the estimate (2) (when ∂Ω is real-
analytic) was obtained in [12].

In [2], we established the inequalities (2) and (3) when D and J were arbitrary
subsets of positive measure and of positive surface measure inΩ×(0, T ) and ∂Ω×
(0, T ) respectively. Such inequalities not only are mathematically interesting but
also have important applications in the control theory of the heat equation, such
as the bang-bang control, the time optimal control, the null controllability over a
measurable set and so on.

We will see how we proved the two above-mentioned inequalities. We start
assuming that the Lebeau-Robbiano spectral inequality stands on Ω . To introduce
it, we write

0 < λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · ·

for the eigenvalues of −Δ with the zero Dirichlet boundary condition over ∂Ω , and
{ej : j ≥ 1} for the set of L2(Ω)-normalized eigenfunctions, i.e.,

⎧
⎨

⎩

Δej + λj ej = 0, inΩ,

ej = 0, on ∂Ω.
(4)

For λ > 0 we define

Eλf =
∑

λj≤λ
(f, ej ) ej and E⊥λ f =

∑

λj>λ

(f, ej ) ej ,

where

(f, ej ) =
∫

Ω

f ej dx, when f ∈ L2(Ω), j ≥ 1.

Throughout this paper the following notations are used:

(f, g) =
∫

Ω

fg dx and ‖f ‖L2(Ω) = (f, f )
1
2 .

ν is the unit exterior normal vector to Ω . dσ is surface measure on ∂Ω . BR(x0)

stands for the ball centered at x0 in R
n of radius R, �R(x0) denotes BR(x0) ∩ ∂Ω ,

BR = BR(0) and�R = �R(0). For measurable sets ω ⊂ R
n and D ⊂ R

n× (0, T ),
|ω| and |D| stand for the Lebesgue measures of the sets. For each measurable set J in
∂Ω×(0, T ), |J| denotes its surface measure on the lateral boundary ofΩ×R. {etΔ :
t ≥ 0} is the semigroup generated byΔ with zero Dirichlet boundary condition over
∂Ω . Consequently, etΔf is the solution to the problem (1) with the initial state f in
L2(Ω). The Lebeau-Robbiano spectral inequality is as follows:
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For each 0 < R ≤ 1, there is N = N(Ω,R), such that the inequality

‖Eλf ‖L2(Ω) ≤ NeN
√
λ‖Eλf ‖L2(BR(x0))

(5)

holds, when B4R(x0) ⊂ Ω , f ∈ L2(Ω) and λ > 0.

2 Observability Inequalities

Our main results related to the observability inequalities are stated as follows, but,
first, we will define the real-analyticity of the set �4R(q0).

Definition 1 Let q0 ∈ ∂Ω and 0 < R ≤ 1. We say that �4R(q0) is real-analytic
with constants 
 and δ if for each q ∈ �4R(q0), there are a new rectangular
coordinate system where q = 0, and a real-analytic function φ : B ′
 ⊂ R

n−1 → R

verifying

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

φ(0′) = 0, |∂αφ(x ′)| ≤ |α|!δ−|α|−1,

when x ′ ∈ B ′
, α ∈ N
n−1,

B
 ∩Ω = B
 ∩ {(x ′, xn) : x ′ ∈ B ′
, xn > φ(x ′)},
B
 ∩ ∂Ω = B
 ∩ {(x ′, xn) : x ′ ∈ B ′
, xn = φ(x ′)}.

(6)

Here, B ′
 denotes the open ball of radius 
 and with center at 0′ in R
n−1.

In the next two theorems, we establish two observability inequalities for the heat
equation overΩ× (0, T ). In Theorem 1, the observation is from a subset of positive
measure in Ω × (0, T ), while in Theorem 2, the observation is from a subset of
positive surface measure on ∂Ω × (0, T ).
Theorem 1 Suppose that a bounded domain Ω verifies the condition (5) and
T > 0. Let x0 ∈ Ω and R ∈ (0, 1] be such that B4R(x0) ⊂ Ω . Then, for each
measurable set D ⊂ BR(x0) × (0, T ) with |D| > 0, there is a positive constant
B = B(Ω, T ,R,D), such that

‖eTΔf ‖L2(Ω) ≤ eB
∫

D

|etΔf (x)| dxdt, (7)

when f ∈ L2(Ω).

Theorem 2 Suppose that a bounded Lipschitz domain Ω verifies the condition (5)
and T > 0. Let q0 ∈ ∂Ω and R ∈ (0, 1] be such that �4R(q0) is real-analytic.
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Then, for each measurable set J ⊂ �R(q0)× (0, T ) with |J| > 0, there is a positive
constant B = B(Ω, T ,R, J), such that

‖eTΔf ‖L2(Ω) ≤ eB
∫

J

| ∂
∂ν
etΔf (x)| dσdt, (8)

when f ∈ L2(Ω).

Next, we will see some results that will be necessary in the proof of the previous
Theorem 1.

Lemma 1 Let BR(x0) ⊂ Ω and D ⊂ BR(x0) × (0, T ) be a subset of positive
measure. Set

Dt = {x ∈ Ω : (x, t) ∈ D}, E = {t ∈ (0, T ) : |Dt | ≥ |D|/(2T )}, t ∈ (0, T ).
(9)

Then, Dt ⊂ Ω is measurable for a.e. t ∈ (0, T ), E is measurable in (0, T ), |E| ≥
|D|/2|BR| and

χE(t)χDt
(x) ≤ χD(x, t), in Ω × (0, T ). (10)

Proof From Fubini’s theorem,

|D| =
∫ T

0
|Dt | dt =

∫

E

|Dt | dt +
∫

[0,T ]\E
|Dt | dt ≤ |BR||E| + |D|/2.


�
Theorem 3 Let x0 ∈ Ω and R ∈ (0, 1] be such that B4R(x0) ⊂ Ω . Let
D ⊂ BR(x0) × (0, T ) be a measurable set with |D| > 0. Write E and Dt for
the sets associated to D in Lemma 1. Then, for each η ∈ (0, 1), there are N =
N(Ω,R, |D|/ (T |BR|) , η) and θ = θ(Ω,R, |D|/ (T |BR|) , η) with θ ∈ (0, 1),
such that

‖et2Δf ‖L2(Ω) ≤
(

NeN/(t2−t1)
∫ t2

t1

χE(s)‖esΔf ‖L1(Ds )
ds

)θ

‖et1Δf ‖1−θ
L2(Ω)

,

(11)

when 0 ≤ t1 < t2 ≤ T , |E ∩ (t1, t2)| ≥ η(t2 − t1) and f ∈ L2(Ω). Moreover,

e
−N+1−θ

t2−t1 ‖et2Δf ‖L2(Ω) − e−
N+1−θ
q(t2−t1) ‖et1Δf ‖L2(Ω)

≤ N
∫ t2

t1

χE(s)‖esΔf ‖L1(Ds )
ds, when q ≥ (N + 1− θ)/(N + 1).

(12)
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The reader can find the proof of the following Lemma 2 in either [7, pp. 256–257]
or [8, Proposition 2.1].

Lemma 2 Let E be a subset of positive measure in (0, T ). Let l be a density point
of E. Then, for each z > 1, there is l1 = l1(z,E) in (l, T ) such that, the sequence
{lm} defined as

lm+1 = l + z−m (l1 − l) , m = 1, 2, · · · ,

verifies

|E ∩ (lm+1, lm)| ≥ 1

3
(lm − lm+1) , when m ≥ 1. (13)

Proof (Theorem 1) Let E and Dt be the sets associated to D in Lemma 1 and l
be a density point in E. For z > 1 to be fixed later, {lm} denotes the sequence
associated to l and z in Lemma 2. Because (13) holds, we may apply Theorem 3,
with η = 1/3, t1 = lm+1 and t2 = lm, for each m ≥ 1, to get that there are N =
N(Ω,R, |D|/ (T |BR|)) > 0 and θ = θ(Ω,R, |D|/ (T |BR|)), with θ ∈ (0, 1), such
that

e
− N+1−θ
lm−lm+1 ‖elmΔf ‖L2(Ω) − e

− N+1−θ
q(lm−lm+1) ‖elm+1Δf ‖L2(Ω)

≤ N
∫ lm

lm+1

χE(s)‖esΔf ‖L1(Ds )
ds, when q ≥ N + 1− θ

N + 1
and m ≥ 1.

(14)

Setting z = 1/q in (14) (which leads to 1 < z ≤ N+1
N+1−θ ) and

γz(t) = e−
N+1−θ

(z−1)(l1−l)t , t > 0,

recalling that

lm − lm+1 = z−m (z− 1) (l1 − l) , for m ≥ 1,

we have

γz(z
−m)‖elmΔf ‖L2(Ω) − γz(z−m−1)‖elm+1Δf ‖L2(Ω)

≤ N
∫ lm

lm+1

χE(s)‖esΔf ‖L1(Ds )
ds, when m ≥ 1.

(15)

Choose now

z = 1

2

(

1+ N + 1

N + 1− θ
)

.
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The choice of z and Lemma 2 determines l1 in (l, T ) and from (15),

γ (z−m)‖elmΔf ‖L2(Ω) − γ (z−m−1)‖elm+1Δf ‖L2(Ω)

≤ N
∫ lm

lm+1

χE(s)‖esΔf ‖L1(Ds )
ds, when m ≥ 1.

(16)

with

γ (t) = e−A/t and A = A(Ω,R,E, |D|/ (T |BR|)) = 2 (N + 1− θ)2
θ (l1 − l) .

Finally, because of

‖eTΔf ‖L2(Ω) ≤ ‖el1Δf ‖L2(Ω), sup
t≥0

‖etΔf ‖L2(Ω) < +∞, lim
t→0+ γ (t) = 0,

and (10), the addition of the telescoping series in (16) gives

‖eTΔf ‖L2(Ω) ≤ NezA
∫

D∩(Ω×[l,l1])
|etΔf (x)| dxdt, for f ∈ L2(Ω),

which proves (7) with B = zA+ logN . 
�
Remark 1 The constant B in Theorem 1 depends on E because the choice of l1 =
l1(z,E) in Lemma 2 depends on the possible complex structure of the measurable
set E (See the proof of Lemma 2 in [8, Proposition 2.1]). When D = ω × (0, T ),
one may take l = T/2, l1 = T , z = 2 and then,

B = A(Ω,R, |ω|/|BR|)/T .

Remark 2 The proof of Theorem 1 also implies the following observability esti-
mate:

sup
m≥0

sup
lm+1≤t≤lm

e−zm+1A‖etΔf ‖L2(Ω) ≤ N
∫

D∩(Ω×[l,l1])
|etΔf (x)| dxdt,

for f in L2(Ω), and with z,N andA as defined along the proof of Theorem 1. Here,
l0 = T .

Next, we will see some results that will be necessary in the proof of the previous
Theorem 2.

Lemma 3 Let q0 ∈ ∂Ω and J ⊂ �R(q0)× (0, T ) be a subset with |J| > 0. Set

Jt = {x ∈ ∂Ω : (x, t) ∈ J} t ∈ (0, T ) E = {t ∈ (0, T ) : |Jt | ≥ |J|/(2T )}.
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Then, Jt ⊂ �R(q0) is measurable for a.e. t ∈ (0, T ), E is measurable in (0, T ),
|E| ≥ |J|/(2|�R(q0)|) and χE(t)χJt (x) ≤ χJ(x, t) over ∂Ω × (0, T ).
Proof From Fubini’s theorem,

|J| =
∫ T

0
|Jt | dt =

∫

E

|Jt | dt +
∫

[0,T ]\E
|Jt | dt ≤ |�R(x0)||E| + |J|/2.


�
Theorem 4 Suppose that Ω verifies the condition (5). Assume that q0 ∈ ∂Ω and
R ∈ (0, 1] such that �4R(q0) is real-analytic. Let J be a subset in �R(q0) ×
(0, T ) of positive surface measure on ∂Ω × (0, T ), E and Jt be the measurable
sets associated to J in Lemma 3. Then, for each η ∈ (0, 1), there are N =
N(Ω,R, |J|/(T |�R(q0)|), η) and θ = θ(Ω,R, |J|/(T |�R(q0)|), η) with θ ∈
(0, 1), such that the inequality

‖et2Δf ‖L2(Ω) ≤
(

NeN/(t2−t1)
∫ t2

t1

χE(t)‖ ∂∂ν etΔf ‖L1(Jt )
dt

)θ

‖et1Δf ‖1−θ
L2(Ω)

,

(17)

holds, when 0 ≤ t1 < t2 ≤ T with t2 − t1 < 1, |E ∩ (t1, t2)| ≥ η(t2 − t1) and
f ∈ L2(Ω). Moreover,

e
−N+1−θ

t2−t1 ‖et2Δf ‖L2(Ω) − e−
N+1−θ
q(t2−t1) ‖et1Δf ‖L2(Ω)

≤ N
∫ t2

t1

χE(t)‖ ∂∂ν etΔf ‖L1(Jt )
dt, when q ≥ N+1−θ

N+1 .

(18)

Proof (Theorem 2) Let E and Jt be the sets associated to J in Lemma 3 and l be a
density point in E. For z > 1 to be fixed later, {lm} denotes the sequence associated
to l and z in Lemma 2. Because of (13) and from Theorem 4 with η = 1/3, t1 = lm+1
and t2 = lm, with m ≥ 1, there are N = N(Ω,R, |J|/ (T |�R(q0)|)) > 0 and
θ = θ(Ω,R, |J|/ (T |�R(q0)|)), with θ ∈ (0, 1), such that

e
− N+1−θ
lm−lm+1 ‖elmΔf ‖L2(Ω) − e

− N+1−θ
q(lm−lm+1) ‖elm+1Δf ‖L2(Ω)

≤ N
∫ lm

lm+1

χE(s)‖ ∂∂ν esΔf ‖L1(Js )
ds, when q ≥ N + 1− θ

N + 1
and m ≥ 1.

Let

z = 1

2

(

1+ N + 1

N + 1− θ
)

.
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Then, we can use the same arguments as those in the proof of Theorem 1 to verify
Theorem 2. 
�
Remark 3 The proof of Theorem 2 also implies the following observability esti-
mate:

sup
m≥0

sup
lm+1≤t≤lm

e−zm+1A‖etΔf ‖L2(Ω) ≤ N
∫

J∩(∂Ω×[l,l1])
∣
∣ ∂
∂ν
etΔf (x)

∣
∣ dσdt,

for f in L2(Ω), with A = 2(N + 1− θ)2/[θ(l1 − l)] and with z, N and θ as given
along the proof of Theorem 2. Here, l0 = T .

3 Applications of Observability Inequalities

We will now show some applications of the Theorems 1 and 2 in the control theory
of the heat equation. Specifically, we will focus on the uniqueness and bang-bang
properties of the minimal time and minimal L∞-norm control problems.

In this section we assume that T > 0 and that Ω is a bounded Lipschitz domain
verifying the condition (5).

First of all, we will show that Theorems 1 and 2 imply the null controllability
with controls restricted over measurable subsets in Ω × (0, T ) and ∂Ω × (0, T )
respectively. Let D be a measurable subset with positive measure in BR(x0)×(0, T )
with B4R(x0) ⊂ Ω . Let J be a measurable subset with positive surface measure in
�R(q0)×(0, T ), where q0 ∈ ∂Ω ,R ∈ (0, 1] and�4R(q0) is real-analytic. Consider
the following controlled heat equations:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂tu−Δu = χDv, in Ω × (0, T ],
u = 0, on ∂Ω × [0, T ],
u(0) = u0, inΩ,

(19)

and
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂tu−Δu = 0, inΩ × (0, T ],
u = g χJ, on ∂Ω × [0, T ],
u(0) = u0, inΩ,

(20)
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where u0 ∈ L2(Ω), v ∈ L∞(Ω × (0, T )) and g ∈ L∞(∂Ω × (0, T )) are controls.
We say that u is the solution to (20) if v ≡ u− etΔu0 is the unique solution defined
in [4, Theorem 3.2] to

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂t v −Δv = 0, in Ω × (0, T ),
v = gχJ, on ∂Ω × (0, T ),
v(0) = 0, inΩ,

(21)

with g in Lp(∂Ω × (0, T )) for some 2 ≤ p ≤ ∞.
From now on, we always denote by u(· ; u0, v) and u(· ; u0, g) the solutions to

problems (19) and (20) corresponding to v and g respectively.

Corollary 1 For each u0 ∈ L2(Ω), there are bounded control functions v and g
with

‖v‖L∞(Ω×(0,T )) ≤ C1‖u0‖L2(Ω),

‖g‖L∞(∂Ω×(0,T )) ≤ C2‖u0‖L2(Ω),

such that u(T ; u0, v) = 0 and u(T ; u0, g) = 0. Here C1 = C(Ω, T ,R,D) and
C2 = C(Ω, T ,R, J).
Proof We only prove the boundary controllability. Let E be the measurable set
associated to J in Lemma 3. Write

J̃ = {(x, t) : (x, T − t) ∈ J} and Ẽ = {t : T − t ∈ E} .

Let l > 0 be a density point of Ẽ (Hence, T −l is a density point ofE). We choose z,
l1 and the sequence {lm} as in the proof of Theorem 2 but with J and E accordingly
replaced by J̃ and Ẽ. It is clear that

0 < l < · · · < lm+1 < lm · · · < l1 < l0 = T , lim
m→+∞ lm = l.

We set

M = J ∩ (∂Ω × [T − l1, T − l]) ⊂ J.

It is clear that |M| > 0. The proof of Theorem 2, the change of variables t = T − τ
and Remark 3 show that the observability inequality

‖ϕ(0)‖L2(Ω) ≤ eB
∫

M

| ∂ϕ
∂ν
(p, t)| dσdt, (22)
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holds, when ϕ is the unique solution in L∞([0, T ], L2(Ω))∩L2([0, T ],H 1
0 (Ω)) to

⎧
⎪⎪⎨

⎪⎪⎩

∂tϕ +Δϕ = 0, inΩ × [0, T ),
ϕ = 0, on ∂Ω × [0, T ),
ϕ(T ) = ϕT , in ∂Ω,

(23)

for some ϕT in L2(Ω). Set

X = { ∂ϕ
∂ν
|M : ϕ(t) = e(T−t )ΔϕT , for 0 ≤ t ≤ T , for some ϕT ∈ L2(Ω)}.

Since M ⊂ ∂Ω × [T − l1, T − l], X is a subspace of L1(M) and from (22), the
linear mappingΛ : X −→ R, defined by

Λ(
∂ϕ
∂ν
|M) = (u0, ϕ(0)),

verifies

∣
∣
∣Λ(

∂ϕ
∂ν
|M)

∣
∣
∣ ≤ eB‖u0‖L2(Ω)

∫

M

| ∂ϕ
∂ν
(p, t)| dσdt, when ∂ϕ

∂ν
|M ∈ X.

From the Hahn-Banach theorem, there is a linear extension T : L1(M) −→ R of
Λ, with

T (
∂ϕ
∂ν
|M) = (u0, ϕ(0)), when ∂ϕ

∂ν
|M ∈ X,

|T (f )| ≤ eB‖u0‖‖f ‖L1(M), for all f ∈ L1(M).

Thus, T is in L1(M)∗ = L∞(M) and there is g in L∞(M) verifying

T (f ) =
∫

M

fg dσdt, for all f ∈ L1(M) and ‖g‖L∞(M) ≤ eB‖u0‖.

We extend g over ∂Ω × (0, T ) by setting it to be zero outside M and denote the
extended function by g again. Then it holds that u(T ; u0, g) = 0 provided that we
know that
∫

Ω

u(T ; u0, g)ϕT dx =
∫

Ω

u0ϕ(0) dx −
∫

M

g
∂ϕ
∂ν
dσdt, for all ϕT ∈ L2(Ω).

(24)

To prove (24), we first use the unique solvability for the problem

⎧
⎪⎪⎨

⎪⎪⎩

∂tu−Δu = 0, in Ω × (0, T ],
u = γ, on ∂Ω × [0, T ],
u(0) = 0 in Ω,
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with lateral Dirichlet data γ in Lp(∂Ω × (0, T )), 2 ≤ p ≤ ∞, established in [4,
Theorem 3.2] (See also [3, Theorems 8.1 and 8.3]). Then, because gχM is bounded
and supported in ∂Ω × [T − l1, T − l] ⊂ ∂Ω × (2η, T − 2η) for some η > 0, the
calculations leading to (24) can be justified via the regularization of gχM and the
approximation ofΩ by smooth domains {Ωj ; j ≥ 1} as in [3, Lemma 2.2]. 
�

3.1 Definition of the Minimal Time Control Problems
and Main Results

In this section, we apply Theorems 1 and 2 to get the bang-bang property for the
minimal time control problems usually called the first type of time optimal control
problems; they are stated as follows. Let ω be a measurable subset with positive
measure in BR(x0) and B4R(x0) ⊂ Ω . Suppose that �4R(q0) is real-analytic for
some q0 ∈ ∂Ω andR ∈ (0, 1] and let Γ be a measurable subset with positive surface
measure of�R(x0). For eachM > 0, we define the following control constraint set:

U1
M = {v measurable on Ω × R

+ : |v(x, t)| ≤M for a.e. (x, t) ∈ Ω ×R
+}.

U2
M = {g measurable on ∂Ω×R

+ : |g(x, t)| ≤ M for a.e. (x, t) ∈ ∂Ω×R
+}.

Let u0 ∈ L2(Ω) \ {0}. Consider the minimal time control problems:

(T P )1M : T 1
M ≡ min

v∈U1
M

{

t > 0 : etΔu0 +
∫ t

0
e(t−s)Δ(χωv) ds = 0

}

and

(T P )2M : T 2
M ≡ min

g∈U2
M

{t > 0 : u(x, t; g) = 0 for a.e. x ∈ Ω} ,

where u(·, · ; g) is the solution to

⎧
⎪⎪⎨

⎪⎪⎩

∂tu−Δu = 0, inΩ × R
+,

u = gχΓ , on ∂Ω × R
+,

u(0) = u0, inΩ.

(25)

Any solution of (T P )iM , i = 1, 2, is called a minimal time control to this problem.
According to Theorem 1 and Theorem 3.3 in [9], problem (T P )1M has solutions. By
Theorem 2, using the same arguments as those in the proof of Theorem 3.3 in [9],
we can verify that there is g ∈ U2

M such that for some t > 0, u(x, t; g) = 0 for a.e.
x ∈ Ω .
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Lemma 4 Problem (T P )2M has solutions.

Proof Let {tn}n≥1, with tn ↘ T 2
M , and gn ∈ U2

M be such that u(x, tn; gn) = 0 over
Ω . Hence, on a subsequence,

gn −→ g∗ weakly star in L∞(∂Ω × (0, t1)). (26)

It suffices to show that

un(x, tn) ≡ u(x, tn; gn) −→ u∗(x, T 2
M) ≡ u(x, T 2

M ; g∗), for all x ∈ Ω. (27)

For this purpose, letG(x, y, t) be the Green’s function for�− ∂t inΩ ×R with
zero lateral Dirichlet boundary condition. Reference [4, Theorems 1.3 and 1.4] and
[4, p. 643] show that for g ∈ U2

M and (x, t) ∈ Ω × (0, T ),

u(x, t; g) = et�u0 −
∫ t

0

∫

∂Ω

∂G
∂νq
(x, q, t − s) χΓ (q, s)g(q, s) dσqds (28)

and

∫ T

0

∫

∂Ω

| ∂G
∂νq
(x, q, τ )|2 dσqdτ < +∞, when x ∈ Ω, T > 0. (29)

Also, by standard interior parabolic regularity there is N = N(n, ε) with

|u(x, t; g)− u(x, s; g)| ≤ N |t − s| (‖g‖L∞(∂Ω×(0,T )) + ‖u0‖L2(Ω)

)
(30)

when d(x, ∂Ω) >
√
ε and t > s ≥ ε. Now, when x ∈ Ω with d(x, ∂Ω) >

√
ε, it

holds that

|un(x, tn)− u∗(x, T 2
M)| ≤ |un(x, tn)− un(x, T 2

M)| + |un(x, T 2
M)− u∗(x, T 2

M)|.

This, along with (26), (28), (29) and (30) indicates that (27) holds for all x ∈ Ω
with d(x, ∂Ω) >

√
ε. Since ε > 0 is arbitrary, (27) follows at once. 
�

Now, we can use the same methods as those in [11], as well as in Lemma 4, to
get the following consequences of Theorems 1 and 2 respectively.

Corollary 2 Problem (T P )1M has the bang-bang property: any minimal time
control v satisfies that |v(x, t)| = M for a.e. (x, t) ∈ ω × (0, T 1

M). Consequently,
this problem has a unique minimal time control.

Corollary 3 The problem (T P )2M has the bang-bang property: any minimal time
boundary control g satisfies that |g(x, t)| = M for a.e. (x, t) ∈ Γ × (0, T 2

M).
Consequently, this problem has a unique minimal time control.
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3.2 Definition of the Minimal Norm Control Problems
and Main Results

In this section, we apply Theorems 1 and 2 to get the bang-bang property for the
minimal norm control problems; they are stated as follows. Let D and J be the
subsets given at the beginning of this section. Let u0 ∈ L2(Ω), we define two
control constraint sets as follows:

VD = {v ∈ L∞(Ω × (0, T )) : u(T ; u0, v) = 0
}

and

VJ =
{
g ∈ L∞(∂Ω × (0, T )) : u(T ; u0, g) = 0

}
.

Consider the minimal norm control problems:

(NP)D : MD ≡ min
{‖v‖L∞(Ω×(0,T )) : v ∈ VD

}

and

(NP)J : MJ ≡ min
{‖g‖L∞(∂Ω×(0,T )) : g ∈ VJ

}
.

Any solution of (NP)D (or (NP)J) is called a minimal norm control to this
problem. According to Corollary 1, the sets VD and VJ are not empty. Since VD

is not empty, it follows from the standard arguments that Problem (NP)D has
solutions. Because VJ is not empty, by using the similar arguments as those in the
proof of Lemma 4, we can justify that Problem (NP)J has solutions.

We can use the same methods as those in [8] to get the following consequences
of Theorem 1 and Theorem 2 respectively:

Corollary 4 Problem (NP)D has the bang-bang property: any minimal norm
control v satisfies that |v(x, t)| = MD for a.e. (x, t) ∈ D. Consequently, this
problem has a unique minimal norm control.

Corollary 5 The problem (NP)J has the bang-bang property: any minimal norm
boundary-control g satisfies that |g(x, t)| = MJ for a.e. (x, t) ∈ J. Consequently,
this problem has a unique minimal norm control.

4 Open Problems

In this section we will establish the heat equation with similar conditions to what
we studied before, but in this case we will require it to verify other type of boundary
conditions instead of Dirichlet boundary conditions.
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Let Ω be a bounded Lipschitz domain in R
n and consider the following heat

equation,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂tu−Δu = 0, inΩ × (0, 1),
∂
∂ν
u = 0, on ∂Ω × (0, T ),

u(0) = u0, inΩ,

(31)

with Neumann boundary condition and

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂tu−Δu = 0, in Ω × (0, 1),
∂
∂ν
u+ αu = 0, on ∂Ω × (0, T ),

u(0) = u0, in Ω,

(32)

with Robin boundary condition, where α ∈ R and u0 in L2(Ω).
We proved two observability inequalities (Theorems 1 and 2) for these kind of

equations over measurable sets with Dirichlet boundary conditions, but if we change
that condition to now use Neumann or Robin conditions, would we be able to prove
some similar observability inequalities? And, if that’s the case, could we apply them
to prove some bang-bang properties?

The idea of facing these questions is to spread our mathematical knowledge about
this kind of problems and also to discover new interesting ways or limitations in
the techniques we are used to working with. It could also be physically interesting
because of the physical meaning of these new boundary conditions, as we will see
now.

The Dirichlet boundary condition states that we have a constant temperature at
the boundary. This can be considered as a model of an ideal cooler in a good contact
having infinitely large thermal conductivity.

With the Neumann boundary condition case for the heat flow, we can say that
we have a constant heat flux at the boundary or that it corresponds to a perfectly
insulated boundary. If the flux is equal to zero, the boundary condition describes
the ideal heat insulator with the heat diffusion. For the Laplace equation and drum
modes, we could think this corresponds to allowing the boundary to flap up and
down but not move otherwise.

Finally, the Robin boundary condition is the mathematical formulation of
Newton’s law of cooling where the heat transfer coefficient α is utilized. The heat
transfer coefficient is determined by details of the interface structure (sharpness,
geometry) between two media. This law describes the boundary between metals
and gas quite well and is good for the convective heat transfer.
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Optimal Design of Piezoelectric
Microactuators: Linear vs Non-linear
Modeling

David Ruiz, José Carlos Bellido, and Alberto Donoso

Abstract The main point of this work is the comparison between linear and
geometrically non-linear elasticity modeling in the field of piezoelectric actuators
fabricated at the micro-scale. Manufacturing limitations such as non-symmetrical
lamination of the structure or minimum length scale are taken into account during
the optimization process. The robust approach implemented in the problem also
reduces the sensitivity of the designs to small manufacturing errors.

Keywords Piezoelectric actuators · Topology optimization · Electrode profile ·
Heterogeneous bimorph · Large displacements

1 Introduction

The conceptual tool of topology optimization was initially designed for structural
design, nevertheless, nowadays its use is not restricted only to this purpose.
Some fields where its contribution has been crucial are the design of compliant
mechanisms [5, 25], dynamics [4, 19], band gaps [7, 29] and metamaterials [30],
amongst others.

The topology optimization method has played an important role in the optimal
design of MEMS (micro-electro-mechanical systems), where the size of the devices
typically is smaller than 1 mm. In [25] is presented the optimal design of compliant
mechanisms based on the topology optimization method, where these mechanisms
were fabricated at macro- and micro-scale. Concerning piezoelectric effect, [33]
suggested a procedure based on topology optimization and homogenization methods
to optimize unit cells for piezocomposites. Regarding thermal and electrothermal
actuators, [26] and [27] optimized microdevices composed of one and two materials,
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respectively. A methodology of the design of MEMS under stochastic loads and
boundary conditions is presented in [16].

In the last years many authors have also applied the topology optimization
method to piezoelectric devices. A pioneering work is [31], where the authors
designed the unit cell of 1–3 composites for hydrophone applications. In the field
of piezoelectric actuators, [32] presented a method to design in-plane actuators
by optimizing the host structure, but fixing the piezoelectric material layer. Kögl
and Silva [12] considered the optimization of piezoelectric layer together with the
polarization based on a three layer model. Carbonari et al. [3] and Luo et al. [15]
optimized simultaneously the host structure and the piezoelectric distribution. The
inclusion of a third variable, the spatial distribution of the control voltage (related
to the polarization of the piezoelectric layers) in the optimization problem, was
presented in [8] and improved in [9] by introducing an interpolation scheme in the
tri-level actuation voltage term. New results are presented in [10] and [11] for in-
plane and out-of-plane piezoelectric transducers, respectively. In [17] is optimized
at the same time the structure and the piezoelectric profile in the context of actuators.

Recently, in prior works, [23] and [22] presented a systematic procedure to
design static microtransducers and modal filters by optimizing simultaneously the
structure layout and the polarization profile. The three layer model considers that
both piezoelectric layers are perfectly bonded to the top and bottom of the host
structure. Either in-phase or out-of-phase polarization of the two piezoelectric
layers makes the structure move in-plane or out-of-plane, respectively. As shown
in [13], at the micro-scale due to limitations in the fabrication techniques only one
piezoelectric film can be deposited on the top of the surface. This is an important
issue for actuators, since with only one piezoelectric layer the device moves in
the in-plane and out-of-plane directions. This issue is overcome in [24], where
unimorph piezoelectric microgrippers working in-plane are designed by optimizing
simultaneously the host structure and the polarization profile of the piezoelectric
layer.

Ruiz and Sigmund [21] improved the latter by using a geometrically non-linear
model that is able to model large displacements. With regard to the topic of
geometrical non-linearities in topology optimization, [2] was the pioneering work,
using the total Lagrangian formulation. In [1] and [20] were presented the optimal
design of compliant mechanisms taking into account this non-linearity. The robust
design of compliant mechanisms that undergo large displacement was included in
[14], adding random variations that model possible geometry errors. Wang et al. [36]
suggests an interpolation scheme for fictitious domain and topology optimization
approaches. The objective of the present paper is to present a comparison between
the behavior of piezoelectric actuators when they are modeled by using linear
elasticity and geometric non-linearities. The main novelty introduced in this work is
the dependence of the external force (the piezoelectric one) on the design variables.
Vertical displacements produced by a nonsymmetrical laminate are suppressed
at some points of interest and a robust approach is used with the objective of
controlling the minimum length scale and minimizing the effect of the small
manufacturing errors.
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The paper is organized as follows. In Sect. 2 the discrete formulation of
the problem is described, including the finite element modeling and the robust
approach implemented. Section 3 is focused on the numerical algorithm used to
solve the problem. Examples with different boundary conditions are shown in
Sect. 4. Section 5 is devoted to the comparison between the two different elasticity
modeling, showing the importance of using the most suitable model. Finally, in
Sect. 6 the conclusions of this work are presented.

2 Topology Optimization of Piezoelectric Microactuators

As design domain Ω we consider a rectangular plate clamped at its left side Γu,
as represented in Fig. 1(top). A piezoelectric layer, that is sandwiched between two
piezoelectric films, is perfectly bonded to the top surface of the host structure. This
configuration is shown in Fig. 1(bottom).

When an input voltage Vin is applied to the electrodes, the electric field generated
polarizes the piezoelectric layer. Thanks to the direct piezoelectric effect, the
resulting force deforms the host structure. Due to a non-symmetrical lamination
of the device, an out-of-plane displacement distorts the genuine in-plane behavior
of the gripper. In such a kind of lamination the piezoelectric effect is divided into
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Fig. 1 Top and side view of the piezoelectric device
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two components: an initial strain that makes the structure expand or contract and a
flexural moment that produces the aforementioned vertical displacement.

This manufacturing limitation leads us to try to suppress this vertical deformation
(in the z-axis) at some points of interest. The output of the actuator is modeled by
a spring of stiffness kout (that depends on the application). The points where the
vertical displacement is suppressed and the output port will be defined for different
examples in Sect. 4.

The goal of the problem is the maximization of the displacement at the output
port, while the vertical displacement along the z-axis at some points of interest
is suppressed as much as possible. This suppression is controlled by adding a
constraint which relates the optimized and the canceled displacements. Finally, a
volume constraint is used to control the amount of material used.

The optimization problem proposed involves two different design variables. The
first one is a characteristic function χs ∈ {0, 1}, that represents the structure layout
and piezo as well (χs = 1) and void (χs = 0). The second variable is also a discrete
function such that χp = {−1, 0, 1}, meaning negative, null or positive polarity.

The role of the latter is crucial in this problem for two reasons. The first one is
that only the part of the host structure covered by electrode is electrically affected
and then subjected to the piezoelectric force. The second concerns the piezoelectric
force: this variable is related with the sign of the force. In other words, χp controls
which parts of the structure works under compression or traction, and this is key to
suppress undesired displacements.

In this work two different elasticity models are used, for small and large in-
plane displacements. Nevertheless, the out-of-plane displacements are expected to
be small, and then it can be studied separately from the in-plane one (decoupled
problems). It will be shown in the examples that the fact of suppressing the vertical
displacement at the output port makes out-of-plane displacements small in general.
This assumption leads us to model out-of-plane displacements in both cases with
linear elasticity theory.

As usual, topology optimization problems lacks of classical solution and the
characteristic functions χs and χp must be relaxed into density variables ρs and
ρp. The well-known SIMP (solid isotropic material with penalization) is used for
this purpose. The Young’s modulus Ee of each element depends on the element
density as follows:

Ee = (ρ̄se)p(E0 − Emin)+ Emin, (1)

where E0 is the Young’s modulus of the base material, Emin > 0 is a small value
used to avoid singularities of the stiffness matrix and p is the penalization exponent
(typically p = 3). Afterwards, the domain is discretized in ne finite elements with
two variables per element.

The discrete formulation written as a topology optimization [21, 24] problem
becomes:

max
ρs ,ρp

: u1(ρs ,ρp)
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s.t.: In-plane and out-of-plane equilibrium equations:

{
rip(ρs ,ρp,Uip) = 0

rop(ρs ,ρp,Uop) = 0

Displacements:

{
u1 = LT1 Uip
uj = LTj Uop, j = 1, . . . , nc

Constraints:

(
uj

u1

)2

− ε2
d ≤ 0, j = 1, . . . , nc

1T ρs

V
− 1 ≤ 0

ρs ∈ [0, 1]
ρp ∈ [−1, 1],

where ρs and ρp represent the structure layout and the polarization profile,
respectively, L1 and Lj are vectors of zeros with 1 in the degree of freedom of
interest, u1 is the in-plane displacement to be optimized, uj is the out-of-plane
displacements to be suppressed, nc is the number of points where the vertical
displacement is suppressed, εd is a small value that relates the suppressed and the
optimized displacements, V is the maximum volume allowed, rip and rop are the
residual vectors and finally, subscripts ip and op stand for the in-plane and out-of-
plane case, respectively. The residual vectors are defined as the difference between
the external forces (in our case the piezoelectric one) and the internal forces:

rip = fpiezoip − fintip
rop = fpiezoop − fintop .

(2)

Linear Elasticity For this particular case the dependence of the strain on the
displacements is linear, and the elastic energy density can be defined as:

φ = 1

2
λε2
kk + μεij εij , (3)

where λ and μ are the Lamé parameters and ε is the strain tensor. The stress
tensor σ can be obtained by differentiating Eq. (3) with respect to the strain tensor.
The discretization of the problem with finite elements is straightforward and the
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interested reader is referred to [18]. Finally, the residual vectors can be written as
follows:

rip = fpiezoip (ρs,ρp)−
(
Kip(ρs)+ 1outkout

)
Uip = 0

rop = fpiezoop (ρs,ρp)−Kop(ρs )Uop = 0,

where 1out is a zero matrix with 1 in the degree of freedom of the output port and
Kip and Kop are the stiffness matrices. The piezoelectric force depends on both
design variables, ρp defines the sign of the force and ρs represents the fact that void
areas are not electrically affected.

The piezoelectric force modeling can be found in [6] and it is not presented here.
In addition, the same powerlaw dependence presented in Eq. (1) R = ρ

p
s is used for

the piezoelectric force generation. It is easy to see that the value of this interpolation
function is 0 for void regions, and 1 for the solid ones. This interpolation scheme
was presented in [22].

Non-linear Elasticity In this case the displacements of the in-plane case are
supposed to be large and a linear elasticity model is not appropriate to represent
the behavior of the device. Instead, we will use a geometrically non-linear model,
taking the assumption of large displacements but small strains. The Saint-Venant-
Kichhoff model is used to represent this behavior. The expression for the stored
elastic energy density is:

φ = 1

2
λE2

kk + μEijEij , (4)

where E is the Green-Lagrange strain tensor, that can be expressed as follows:

E = 1

2
(FFT − I),

being F the deformation gradient tensor defined as F = I+∂u/∂y. The second Piola-
Kirchhoff stress tensor S is defined as the derivative of the stored elastic energy
density presented in Eq. (4) with respect to the Green-Lagrange strain tensor.

Finally, the expression for the internal forces presented in Eq. (2) is:

fint,eip = ∂
∫

Ω
φedΩ

uip
.

where uip is the elemental displacement vector for element e.
Taking into account that the out-of-plane displacements are supposed to be small

enough to be modeled with a linear elasticity model, the residual vector can be
expressed as follows:

rip = fpiezoip −
∫

Ω

Bip(Uip)SdΩ

rop = fpiezoop −KopUop,
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where Bip is the in-plane non-linear strain displacement matrix. The residual of the
out-of-plane equation depends linearly on the displacements, then to obtain Uop
we must solve a system of linear equations. For the in-plane case the system of
equations is non-linear and an iterative method must be used. For this problem we
use the Newton-Raphson method, where the non-linear system to solve is:

KtΔUip = rip,

where Kt is the tangent stiffness matrix defined as:

Kt = − ∂rip
∂Uip

and the nodal displacement vector is updated by Uip = Uip + ΔUip. The detailed
computations of the nodal force vectors, the strain displacement matrix and the
tangent stiffness matrix can be found in [37].

The interpolation presented in [36] for the elastic stored energy density is
implemented in this work. The objective of this scheme is to alleviate the issue
of distorted and ill-converged void region mesh. This paper suggests basing the
analysis of the solid region on the non-linear analysis and on the linear analysis for
the void one, thereby eliminating mesh distortion and ill-convergence issues in the
low density domain. The interpolation scheme for element e is:

φe(uip) = [φ(γeuip)− φL(γeuip)+ φL(uip)]Ee,

where φ(·) is the stored elastic energy density, φL(·) is the stored elastic energy
density under small deformations, both with unit Young’s modulus, and finally,
γe is the interpolation factor. In order to differ between solid and void regions in
intermediate steps of the optimization process, a smoothed Heaviside projection is
used:

γe = tanh(β1ρ0)+ tanh
(
β1(ρ̄

p
se − ρ0)

)

tanh(β1ρ0)+ tanh
(
β1(1− ρ0)

) ,

being β1 the parameter that models the smoothness of the projection, ρ0 the
threshold and ρ̄s the physical density, which will be introduced in the next section.

2.1 Robust Formulation

Having in mind the manufacturability of the designs, a robust formulation has
been used with two goals: the first is the minimization of the objective to small
manufacturing errors, the second one is the control of the minimum length scale
in both, void and solid, avoiding the appearance of hinges. This approach was
presented in [28] and [35].
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This formulation consists in the use of three different projections: eroded,
intermediate and dilated. The expression for a projection is:

ρ̄s =
tanh(β0η)+ tanh

(
β0(ρ̃s − η)

)

tanh(β0η)+ tanh
(
β0(1− η)

) ,

where β0 is a tunable parameter that represents the smoothness of the heaviside
function, η is the threshold which can take values between 0 and 1, and ρ̃s is the
filtered density that is expressed as follows:

ρse =

∑

i∈Ne
ω(xi )viρsi

∑

i∈Ne
ω(xi )vi

,

where xi is the center of element i, vi the volume of element i,Ne the neighborhood
of element e within a certain filter radius r specified by Ne = {i| ||xi − xe|| ≤ r},
and ω(xi ) = r − ||xi − xe||.

From now on superscript q stands for the projection, meaning e erode, d dilate
and i intermediate. The robust topology optimization problem is written as:

max
ρs ,ρp

: min
q={e,i,d} {u

q

1(ρ̄s ,ρp)}

s.t.: In-plane and out-of-plane equilibrium equations:

{
rqip(ρ̄

q
s ,ρp,U

q
ip) = 0

rqop(ρ̄
q
s ,ρp,U

q
op) = 0

Displacements:

{
u
q
1 = LT1 Uqip
u
q

j = LTj Uqop, j = 1, . . . , nc

Constraints:
(
u
q

j

u
q

1

)

− ε2
d ≤ 0, j = 1, . . . , nc

1T ρ̄ds

V ∗d
− 1 ≤ 0

ρs ∈ [0, 1]
ρp ∈ [−1, 1]
q ≡ {e, i, d},
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where V ∗d is the maximum volume for the dilated design. This value is computed
at the beginning of the optimization process and then is update every 20 iterations
following the next equation:

V ∗d =
V ∗

Vi
Vd,

being V ∗ the maximum volume prescribed for the intermediate design and Vi and
Vd the volume of the intermediate and dilated designs, respectively.

Since the max-min function is not differentiable, the problem is rewritten by
using the so-called bound formulation [19]:

max
ρs ,ρp

: β

s.t.: In-plane and out-of-plane equilibrium equations:

{
rqip(ρ̄

q
s ,ρp,U

q
ip) = 0

rqop(ρ̄
q
s ,ρp,U

q
op) = 0

Displacements:

{
u
q
1 = LT1 Uqip
u
q

j = LTj Uqop, j = 1, . . . , nc

Constraints:

−uq1 ≤ β(
u
q
j

u
q

1

)

− ε2
d ≤ 0, j = 1, . . . , nc

1T ρ̄ds

V ∗d
− 1 ≤ 0

ρs ∈ [0, 1]
ρp ∈ [−1, 1]
q ≡ {e, i, d},

being β a new variable that does not depend on the design variables ρs and ρp and
resolves the issue of the non-differentiability of the max-min function.
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3 Numerical Implementation

The well-known MMA (Method of Moving Asymptotes, [34]) is used to solve
the optimization problem. This algorithm is included inside the group of descent
methods, which require information about the objective function, constraints and
the sensitivities of both. The adjoint method is used to compute the sensitivities
with respect to both design variables, ρs and ρp, but these computations are not the
objective of this work, and this is why they are not included here.

The complete process algorithm in a pseudo code looks like:

Pre-process

1. Define dimensions, boundary conditions and material properties of the plate.
Input parameters like Vin, εd and V must be fixed.

2. Initialize both design variables, ρs with ρse = V and ρp with ρpe = 1.

Optimization Algorithm

3. Compute the physical densities ρ̄s by filtering the structural density ρs and then
projecting with three different thresholds.

4. Solve the finite element problems for the three different physical densities:

• For the in-plane case.
• For the out-of-plane case.

5. Extract the displacements uq1 and uqj from the global displacements vectors and
compute the value of the objective function and constraints.

6. Compute the sensitivities of the objective function and constraints.
7. Update design variables ρs and ρp by using MMA.
8. Until convergence, update parameters β0 and V ∗d and go back to step 3.

Post-process

9. Plot the optimized designs.

4 Examples

In this section three actuators with different boundary conditions will be presented
to show the validity of our method. For the sake of brevity, all the examples have
been obtained using a geometrically non-linear modeling.

The materials used for the three different actuators remain constant. The host
layer with a thickness of t = 5 μm is made of silicon with Young’s modulus E0 =
130 GPa and Poisson’s coefficient ν = 0.3. The piezoelectric film with thickness
tp = 0.5 μm is made of PZT with E0 = 67 GPa, ν = 0.3 and d31 = 190 pm. The
stiffness of the void is chosen to be small compared to the stiffness of the solid one,
Emin = 10−9E0. The minimum length scale is set to 22.5 μm with η = 0.3 and
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Fig. 2 Boundary conditions
for the first example
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β0 = 1 and doubling its value each 50 iterations. Concerning the interpolation
scheme of the elastic stored energy density, the values of the parameters of the
projection are fixed to β1 = 500 and ρ0 = 0.01. The maximum volume fraction
of the designs is V0 = 40%. Finally, the values of the inputs are Vin = 1000 V,
kin = 1000 N/m and εd = 5%.

The design domain Ω will change for the different examples and then its
dimensions will be shown in each particular case.

4.1 Maximizing Displacement in Horizontal Direction

A square plate-type structure clamped at its left side is considered as design domain
Ω . The objective is the maximization of the displacement u1 while u2 is suppressed.
Boundary conditions and dimensions of the plate are shown if Fig. 2.

The result of the optimization process is shown in Fig. 3. For the sake of brevity,
only the intermediate projection (blueprint design) is presented. The structural
layout (ρ̄s ) is shown in Fig. 3(left), where black and white mean solid and void
areas, respectively. There is no gray areas (microstructure) in the optimized design,
meaning that the projection method is working properly. The minimum length scale
imposed on both, solid and void, is represented with the black circle. The electrode
profile (ρp) is shown in Fig. 3(right), where cyan and orange represent parts of the
structure with opposite polarization. The in-plane displacement is u1 = 122 μm,
while the out-of-plane u2 is smaller than the 5% of u1. As can be seen, the in-plane
displacement is bigger than the 5% of the length of the plate. This value remarks the
importance and is the motivation of using a geometrically non-linear modeling.

4.2 Maximizing Displacement in Horizontal Direction
Including Void Passive Area

There are two differences with respect to the previous example: the sense of the
displacement to be optimized and the inclusion of a void passive area in the middle
of the domain. Boundary conditions are presented in Fig. 4.



28 D. Ruiz et al.

Fig. 3 Structural layout (left) and polarization profile (right) for the first boundary conditions. The
black circle indicates the minimum length scale
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Fig. 4 Boundary conditions for the second example

The optimized design are presented in Fig. 5. The structural layout is shown
in Fig. 5(left) and the polarization profile in Fig. 5(right). In this case the in-plane
displacement is u1 = 104 μm.

4.3 Maximizing Displacement in Vertical Direction Including
Void Passive Area

Boundary conditions and passive area are shown in Fig. 6. This configuration defines
a particular case of actuators: grippers. Interested reader is referred to [24] and [21],
where this problem is fully described. As can be seen one passive area has been
added: a void passive area necessary to have enough space to grab objects.
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Fig. 5 Structural layout (left) and polarization profile (right) for the second boundary conditions.
The black circle indicates the minimum length scale

1000µm

200µm

200µm

1000µm

u2

u2

u1

u1

Ω

kout

kout

Fig. 6 Boundary conditions for the third example

Fig. 7 Structural layout (left) and polarization profile (right) for the third boundary conditions.
The black circle indicates the minimum length scale

Optimized design for the new boundary conditions is shown in Fig. 7. Structural
layout and polarization profile are presented in Fig. 7(left) and (right), respectively.
The in-plane displacement of the gripper is u1 = 140 μm.
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Fig. 8 Evolution of the
output displacement
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5 Comparison Between Linear and Non-linear Modeling

In this section we show the importance of using the geometrically non-linear
modeling when the displacements are big enough (> 5% of the length of the
domain). In Fig. 8 the evolution of the output displacement (u1) is plotted as
a function of the input voltage. Blue line represents the linear modeling of the
displacements. In this case the optimized design does not change when the input
voltage is increased and the evolution of the output is linear. The green line shows
the geometrically non-linear modeling of the displacements. For this particular case,
the optimized designs change when the input voltage in increased, actually, the
higher the input, the greater the difference between both models. As expected, for
low voltages, both designs are the same.

6 Conclusions

In this paper, different kind of piezoelectric actuators have been obtained by
using the topology optimization method. The out-of-plane displacement caused by
unsymmetrical lamination of the piezoelectric actuator (which is a real limitation
when fabricating at micro-scale) is suppressed in order to get genuine in-plane
actuators. This is obtained by adding an additional constraint to the optimization
problem for each point where we want to cancel the out-of-plane bending.

Two different modelings have been used in this work, a linear model used
for low inputs and a geometrically non-linear one for high voltages where the
displacements are big compared to the size of the device. In both cases the out-
of-plane displacement has been modeled with the linear approach, since these
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displacements are small in general and this allows us to save computational time.
In addition, an elastic energy interpolation scheme has been used with the objective
of alleviating convergence problems due to the excessive distortion of low density
elements.

Finally, in order to ensure robustness (avoiding the appearance of hinges) and
manufacturability (controlling the minimum length scale) of the optimized designs,
a robust formulation approach has been used in this problem.
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of Direct Implicit Integration Methods
for Special Second-Order I.V.P.s
in Predictor-Corrector Modes

Higinio Ramos

Abstract A detailed analysis of different formulations of a class of explicit direct
integration methods in predictor-corrector modes for solving special second-order
initial-value problems has been carried out (Comput. Phys. Comm. 181 (2010)
1833–1841), showing that the adequate combination of the involved formulas led
to an increase in the order of the method. In this paper we consider different
formulations of the implicit direct integration methods in predictor-corrector modes.
An analysis of the accumulated truncation errors is made and the stability analysis
is addressed, including the intervals of stability. Some numerical examples are
presented to show the performance of the different formulations. These methods
may constitute a reliable alternative to other methods in the literature for solving
special second order problems.

Keywords Error analysis · Stability analysis · Falkner implicit methods · Direct
integration methods · Second-order initial-value problems · Predictor-corrector
modes

1 Introduction

Second-order differential equations appear frequently in the applied sciences.
Examples of that are the mass movement under the action of a force, problems
of orbital dynamics, or in general, any problem involving Newton’s law.
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Among the general procedures for direct integration of the so-called special
second-order initial value problem (I.V.P.)

y ′′(x) = f (x, y(x)), y(x0) = y0, y ′(x0) = y ′0 , (1)

the Falkner methods [9] is a class of schemes that may be used for this purpose.
Although it is possible to integrate a second-order I.V.P. by reducing it to a first-

order system and applying one of the methods available for such systems, it seems
more natural to provide numerical methods in order to integrate the problem directly.
The advantage of this procedure lies in the fact that they are able to exploit special
information about ODEs, resulting in an increase in efficiency. For instance, it is
well-known that Runge-Kutta-Nyström methods for (1) involve a real improvement
as compared to standard Runge-Kutta methods for a given number of stages [13,
p. 285], although the computational cost remains high because of the number of
function evaluations. On the other hand, a linear k-step method for first-order ODEs
becomes a 2k-step method for (1), [13, p. 461], increasing the computational work.
In the words of Krogh [17], “the direct integration of second order systems requires
about half the number of function evaluations required for integrating the equivalent
first order system”.

The explicit Falkner method of k steps consists in a couple of formulas that can
be written in the form [7]

yn+1 = yn + h y ′n + h2
k−1∑

j=0

βj �j fn , (2)

y ′n+1 = y ′n + h
k−1∑

j=0

γj �j fn , (3)

where h is the stepsize, yn and y ′n are approximations to the values of the solution
and its derivative at xn = x0 + n h , fn = f (xn, yn), and �j fn is the standard
notation for the backward differences. The coefficients βj and γj can be obtained
using the generating functions

Gβ(t) =
∞∑

j=0

βj t
j = t + (1− t) Log(1 − t)

(1− t)Log2(1− t) ,

Gγ (t) =
∞∑

j=0

γj t
j = −t

(1− t)Log(1 − t) ,

which have been obtained similarly as that for the Störmer or Cowell methods (see
[14, p. 291]).
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The implicit Falkner method of k steps consists in two formulas that may be
written as [7]

yn+1 = yn + h y ′n + h2
k∑

j=0

β∗j �j fn+1 , (4)

y ′n+1 = y ′n + h
k∑

j=0

γ ∗j �j fn+1 , (5)

with generating functions for the coefficients given respectively by

Gβ∗(t) =
∞∑

j=0

β∗j tj =
t + (1− t) Log(1 − t)

Log2(1− t) ,

Gγ ∗(t) =
∞∑

j=0

γ ∗j tj =
−t

Log(1 − t) .

Note that the formulas in (3) and (5) are respectively the Adams-Bashforth and
Adams-Moulton schemes for the problem (y ′)′ = f (x, y), which are used to follow
the values of the derivative. All the above formulas are of multistep type, specifically
k-step formulas, and so k initial values must be provided in order to proceed with
the methods (the Runge-Kutta methods are commonly used to obtain the starting
values). In this paper, a rigorous analysis of the errors involved in the formulation
of the implicit procedures in predictor-corrector modes (P-C) with fixed step size is
made (for a variable step size version of these methods see [31], and for an adapted
version of the methods in [23] in case of oscillatory systems see [21] and [20]. A new
technique for stepsize changing in case of Adam’s method has recently appeared in
[2]. Other approaches concerning different formulations of Falkner-type methods
have appeared in [25] or [24].

The implicit formulas in (4)–(5) may be used to generate methods for solving
the I.V.P. in (1). A well-known procedure of this type is the Wilson method [32],
which is one of the Newmark family, and is commonly used in molecular dynamics
calculations. This method uses the two-step formula in (4), given by

yn+1 = yn + h y ′n +
h2

6

(
2y ′′n + y ′′n+1

)
(6)

to obtain the positions, while the formula to update the velocities is the two-step
method in (5) given by

y ′n+1 = y ′n +
h

2
(y ′′n + y ′′n+1) . (7)
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Another scheme that uses a Falkner formula is a method due to Gear [11], consisting
of the two implicit formulas given by

yn+1 = yn + h y ′n +
h2

12

(
y ′′n+1 + 6y ′′n − y ′′n−1

)
(8)

y ′n+1 = y ′n +
h

12
(5y ′′n+1 + 8y ′′n − y ′′n−1) , (9)

where the second formula is the three-step method in (5) but the first of these
formulas is not the three-step method in (4).

The application of any of such procedures to (1) results in an implicit system that
must be solved at each step, involving a great computational cost, but in practice,
an explicit formulation in predictor-corrector mode is frequently used. In this way,
the implicit methods in (4)–(5) are adequately combined with the explicit ones
in (2)–(3) so as to avoid having to solve an algebraic system at each step. This
P-C formulation may also be used as a starting method, as for example in [6], where
the one-step implicit Falkner method in predictor-corrector mode is used to provide
the starting values in the application of the De Vogelaere’s method. Other examples
of such procedures may be found in [1, 12] or [28].

In recent years it seems to be a competition to find the numerical method that
performs better in solving different types of problems. This is not the goal of this
article; in some cases the proposed methods will do better and in other cases they
will perform worst than other specialized methods. But the question is how these
general purposed methods can be formulated and why they do work or do not, devel-
oping an analysis of the errors involved and the stability characteristics. Anyway, we
can say that the methods presented here may constitute a reliable alternative to other
methods in the literature for solving special second order problems.

The paper is organized as follows. In the following section different formulations
of the explicit and implicit Falkner methods are presented. The analysis of the
explicit methods was done in [23] while the analysis of the implicit formulas
formulated in P-C mode will be done here. Section 3 is devoted to the analysis
of the local truncation errors and accumulated truncation errors. Section 4 deals
with the stability analysis, which results of vital importance in the application of
the methods. In Sect. 5 some examples are presented to show the performance of
the different formulations. In the final section some conclusions put an end to the
article.

2 Formulations of Falkner Methods in P-C Mode

In the application of P-C modes, P indicates the application of the explicit method,
in our case the predictor given by the formula in (2), and C indicates the application
of the implicit method, that is, the corrector given by the formula in (4). For the
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derivative, we will use P’ to indicate the application of the explicit formula in (3),
and C’ to indicate the application of the implicit formula in (5). Finally, E refers to
the evaluation of the function f in order to use this value either for corrections, or
in the next step.

Two different implementations for the explicit methods were considered in [23],
and for the implicit methods three implementations will be considered here. They
are summarized in what follows.

2.1 Explicit Methods

2.1.1 PP’E Mode

The fist formulation of the explicit Falkner method on each step for solving the
problem in (1) consists in

1. Evaluate yn+1 using the formula in (2)
2. Evaluate y ′n+1 using the formula in (3)
3. Evaluate fn+1 = f (xn+1, yn+1)

2.1.2 PEC’ Mode

The second formulation of the explicit Falkner method on each step for solving the
problem in (1) reads

1. Evaluate yn+1 using the formula in (2)
2. Evaluate fn+1 = f (xn+1, yn+1)

3. Evaluate y ′n+1 using the formula in (5)

which can be accomplished due to the absence of the derivative on the function
f = f (x, y(x)) . Thus, having obtained the value yn+1 it is straightforward to obtain
fn+1 to be used in the formula in (5). Note that in this way the “implicit formula”
in (5) is no longer implicit, resulting in an explicit formulation of the method.

For the PP’E mode the accumulated truncation error is of order O(hk) while for
the PEC’ mode is of order O(hk+1) (for details see [23]). Thus, the second formu-
lation of the explicit Falkner method (PEC’ mode) provides a better performance.

2.2 Implicit Methods

2.2.1 P’PECE Mode

The first choice for the implementation of the implicit Falkner method is given by

1. Evaluate y ′n+1 using the formula in (3) to obtain y ′Pn+1

2. Evaluate yn+1 using the formula in (2) to obtain yPn+1
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3. Evaluate fn+1 = f (xn+1, y
P
n+1)

4. Evaluate yn+1 using the formula in (4) to obtain yCn+1
5. Evaluate fn+1 = f (xn+1, y

C
n+1)

2.2.2 PEC’CE Mode

The second possibility is given by

1. Evaluate yn+1 using the formula in (2) to obtain yPn+1
2. Evaluate fn+1 = f (xn+1, y

P
n+1)

3. Evaluate y ′n+1 using the formula in (5) to obtain y ′Cn+1

4. Evaluate yn+1 using the formula in (4) to obtain yCn+1
5. Evaluate fn+1 = f (xn+1, y

C
n+1)

2.2.3 PECEC’ Mode

The last implementation consists in

1. Evaluate yn+1 using the formula in (2) to obtain yPn+1
2. Evaluate fn+1 = f (xn+1, y

P
n+1)

3. Evaluate yn+1 using the formula in (4) to obtain yCn+1
4. Evaluate fn+1 = f (xn+1, y

C
n+1)

5. Evaluate y ′n+1 using the formula in (5) to obtain y ′Cn+1

Note that in the above formulations, once we have obtained the final value for
yn+1 given by yCn+1 we have to evaluate fn+1 = f (xn+1, y

C
n+1), which will be used

in the next step. This evaluation is indicated by the last E in each of the different
modes.

Obviously, many more choices could have been considered, taking formulas with
different steps and therefore, a different order. Specifically, we have considered a
predictor with k + 1 steps and a corrector with k steps, but we have not obtained
any improvements over the methods with k steps in the predictor and the corrector.
Or you could have considered further corrections, obtaining methods of the forms
P ′P(EC)nE, P(EC′C)nE or P(EC)nEC′. We have done different experiments,
and in the latter case the interval of stability varies, resulting in an interval slightly
higher, but with so little difference that the computational effort is not worth it. We
have considered only P-C methods with the same number of steps in all the formulas
(as it has been used by Shampine and Gordon [26]), where it is performed only a
correction, as is usually done in the Adams methods in P-C mode (see [18]).
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3 Error Analysis

3.1 Local Truncation Errors

Consider the formula resulting after approximating the function f on the exact
formula

y(xn+1) = y(xn)+ hy ′(xn)+
∫ xn+1

xn

f (x, y(x))(xn+1 − x) dx (10)

by the interpolating polynomial on the grid points xn−(k−1), . . . , xn, and also
consider the formula in (2). Using the localization hypothesis that y(xj ) = yj , j =
n − (k − 1), . . . , n, and following a similar procedure as for the Adams formulas
[18] we obtain that the local truncation error for the method in (2) is given by

LP [y(xn); h] = y(xn+1)− yPn+1 = hk+2y(k+2)(ξ)βk, (11)

where ξ is an internal point of the smallest interval containing xn−(k−1), . . . , xn.
Similarly, for the formula in (3) the local truncation error reads

LP ′ [y ′(xn); h] = y ′(xn+1)− y ′Pn+1 = hk+1y(k+2)(ψ)γk, (12)

where as before ψ refers to an internal point.
For the formula in (4) the local truncation error is given by

LC[y(xn); h] = y(xn+1)− yCn+1 = hk+3y(k+3)(ξ)β∗k+1, (13)

and similarly, for the formula in (5) the local truncation error is

LC ′ [y ′(xn); h] = y ′(xn+1)− y ′Cn+1 = hk+2y(k+3)(ψ)γ ∗k+1 (14)

where we have denoted by ξ or ψ the internal points, or if they have to be different,
we will use ξj or ψj , as in the following section.

3.2 Accumulated Truncation Errors for the Implicit Falkner
Method in P-C Modes

3.2.1 P’PECE Mode

Assuming that we have to integrate the problem in (1) on the interval [x0, xN ] and
that we know in advance the starting values needed to apply the numerical scheme,
we proceed by analyzing the accumulated errors on each successive application of
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the method along the grid points on the integration interval. We use a superscript P
to indicate the application of the explicit method and a superscript C to indicate the
application of the implicit one, regardless of whether the formula is for the solution
or for the derivative.

Assuming the localization hypothesis and using the formulas for the local
truncation errors in (11) and (12), for the first step (n = 0) we have that the
differences between the true values, y(x1) , y

′(x1), and the approximated ones,
yP1 , y

′P
1 , are given respectively by the local truncation errors, that is,

y ′(x1)− y ′P1 = hk+1y(k+2)(ψ1)γk , (15)

y(x1)− yP1 = hk+2y(k+2)(ξ1)βk , (16)

where, for convenience, in the sequel the ξj and ψj will denote appropriate internal
points.

After evaluating f (x1, y
P
1 ), using the Mean Value Theorem we can put that

f (x1, y(x1))− f P1 = ∂f

∂y
(x1, ξ1)

(
y(x1)− yP1

)

where f P1 = f (x1, y
P
1 ). Assuming the localization hypothesis, we have

y(x1)− yC1 = y(x0)+ h y ′(x0)+ h2
k∑

j=0

β∗j �j f (x1, y(x1))

+ hk+3y(k+3)(ξ1)β
∗
k+1 −

⎛

⎝y0 + h y ′0 + h2
k∑

j=0

β∗j �j f P1
⎞

⎠

= hk+3y(k+3)(ξ1)β
∗
k+1 + O(hk+4) . (17)

After evaluating f (x1, y
C
1 ), for the next step (n = 1) we have that

y ′(x2)− y ′P2 = y ′(x1)+ h

k−1∑

j=0

γj�j f (x1, y(x1))

+ hk+1y(k+2)(ψ2)γk −
⎛

⎝y ′P1 + h

k−1∑

j=0

γj�j f C1
⎞

⎠ (18)
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where we have used the values of the step before, y ′P1 and yC1 , and have used the
notation f C1 = f (x1, y

C
1 ). After some calculations, using the formulas in (15)

and (17), it results that

y ′(x2)− y ′P2 = hk+1γk

(
y(k+2)(ψ1)+ y(k+2)(ψ2)

)
+ O(hk+2) . (19)

Similarly, for the predictor we have

y(x2)− yP2 = hk+2βky
(k+2)(ξ2)+ hk+2y(k+2)(ξ1)γk + O(hk+3) . (20)

And finally, for the corrector we get that

y(x2)− yC2 = y(x1)+ h y ′(x1)+ h2
k∑

j=0

β∗j �j f (x1, y(x1))

+ hk+3y(k+3)(ξ2)β
∗
k+1 −

⎛

⎝yC1 + h y ′P1 + h2
k∑

j=0

β∗j �j f P2
⎞

⎠

= hk+3β∗k+1

(
y(k+3)(ξ1)+ y(k+3)(ξ2)

)
+ hk+2y(k+2)(ψ1)γk

+O(hk+4) . (21)

Repeating the procedure along the nodes on the integration interval we determine
that the accumulated error at the final point xN is given by

y(xN)− yCN = hk+2γk

N−1∑

j=1

(N − j)y(k+2)(ψj )+ hk+3β∗k+1

N∑

j=1

y(k+3)(ξj )

+O(hk+4) , (22)

and for the derivative we have

y ′(xN)− y ′PN = hk+1γk

N∑

j=1

y(k+2)(ψj )+ O(hk+2) . (23)

Assuming that the derivatives y(k+2)(x) and y(k+3)(x) are continuous, after using
the Mean Value Theorem, the above formulas may be rewritten as follows:

y(xN)− yCN =
1

2
hkγky

(k+2)(ψ)(xN − x0)(xN − x1)

+ hk+2β∗k+1y
(k+3)(ξ)(xN − x0)+ O(hk+4) (24)
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and

y ′(xN)− y ′PN = hkγk(xN − x0)y
(k+2)(ψ)+ O(hk+2) . (25)

3.2.2 PEC’CE Mode

In this mode, for the first step (n = 0), after the application of the predictor P and
the corrector C we have the same results as before, that is,

y(x1)− yP1 = hk+2y(k+2)(ξ1)βk ,

and

y(x1)− yC1 = hk+3y(k+3)(ξ1)β
∗
k+1 + O(hk+4) .

Now the difference with the mode before results in the application of the corrector
C’ to obtain the approximation for the derivative. We have

y ′(x1)− y ′C1 = y ′(x0)+ h

k∑

j=0

γ ∗j �j f (x1, y(x1))

+ hk+2y(k+3)(ψ1)γ
∗
k+1 −

⎛

⎝y ′C0 + h

k∑

j=0

γ ∗j �j f P1
⎞

⎠

= hk+2y(k+3)(ψ1)γ
∗
k+1 + O(hk+3) . (26)

After the evaluation of f (x1, y
C
1 ) and the application of the predictor P to obtain an

estimate yP2 for y(x2), the application of the corrector C results in

y(x2)− yC2 = hk+3β∗k+1

(
y(k+3)(ξ1)+ y(k+3)(ξ2)

)
+ hk+3y(k+3)(ψ1)γ

∗
k+1

+O(hk+4) , (27)

while the application of the corrector C’ produces

y ′(x2)− y ′C2 = hk+2γ ∗k+1

(
y(k+3)(ψ1)+ y(k+3)(ψ2)

)
+ O(hk+3) . (28)
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Repeating the procedure along the nodes on the integration interval we obtain
that the accumulated error at the final point xN is given by

y(xN)− yCN = hk+3γ ∗k+1

N−1∑

j=1

(N − j)y(k+3)(ψj )+ hk+3β∗k+1

N∑

j=1

y(k+3)(ξj )

+O(hk+4) , (29)

while for the derivative we have the accumulated error given by

y ′(xN)− y ′CN = hk+2γ ∗k+1

N∑

j=1

y(k+3)(ψj )+ O(hk+3) . (30)

Assuming that y(k+3)(x) is continuous, the above formulas for the accumulated
errors at the final point xN may be written as

y(xN)− yCN =
1

2
hk+1γ ∗k+1y

(k+3)(ψ)(xN − x0)(xN − x1)

+ hk+2β∗k+1y
(k+3)(ξ)(xN − x0)+ O(hk+4) (31)

for the solution, and

y ′(xN)− y ′CN = hk+1γ ∗k+1(xN − x0)y
(k+3)(ψ) + O(hk+3) (32)

for the derivative.

3.2.3 PECEC’ Mode

Now, the difference with the previous mode results from the application of the
corrector C’ to obtain the values y ′Cn , using f (xn, yCn ) instead of f (xn, yPn ). The
first difference with the previous mode is observed in the first step (n = 0) and
results to be

y ′(x1)− y ′C1 = y ′(x0)+ h

k∑

j=0

γ ∗j �j f (x1, y(x1))

+ hk+2y(k+3)(ψ1)γ
∗
k+1 −

⎛

⎝y ′C ′0 + h

k∑

j=0

γ ∗j �j f C1
⎞

⎠

= hk+2y(k+3)(ψ1)γ
∗
k+1 + O(hk+3) . (33)
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Table 1 Principal terms of the accumulated errors for the different implementations of the explicit
and implicit Falkner methods

Method PT (y(xn)− yN ) P T (y′(xn)− y′N)
FEABk 1

2 h
ky(k+2)(ψ)(xN − x0)(xN − x1)γk hky(k+2)(ψ)(xN − x0)γk

FEAMk 1
2 h

k+1y(k+3)(ψ)(xN − x0)(xN − x1)γ
∗
k+1 hk+1y(k+3)(ψ)(xN − x0)γ

∗
k+1

+hk+1y(k+2)(ξ)(xN − x0)βk

F I [1]k 1
2 h

ky(k+2)(ψ)(xN − x0)(xN − x1)γk hky(k+2)(ψ)(xN − x0)γk

F I [2]k 1
2 h

k+1y(k+3)(ψ)(xN − x0)(xN − x1)γ
∗
k+1 hk+1y(k+3)(ψ)(xN − x0)γ

∗
k+1

FI [3]k

Note that the only difference between the formulas in (26) and in (33) is that f P1 has
been substituted by f C1 , but this does not change the principal term of the errors.
This means that the principal terms in the errors for the final formulas are the same
as in the previous mode, and so the formulas in (31) and (32) remain valid in this
mode. This, however, does not mean that the errors are equal, since the remaining
terms are different. But since the principal terms are the same the errors will be
similar.

For comparison purposes we have included in Table 1 the principal terms of the
accumulated errors for the different implementations of the explicit and implicit
Falkner methods. These terms will be denoted by PT (y(xn)− yN) for the solution,
and PT (y ′(xn) − y ′N) for the derivative, where the approximated values of the
solution and the derivative at the final point are indicated by yN and y ′N respectively.
The formulations of the explicit methods with k steps are named FEABk and
FEAMk as in [23], while the implicit method with k steps formulated in P-C modes
are named FI [1]k, FI [2]k and FI [3]k corresponding to the P’PECE, PEC’CE and
PECEC’ modes respectively in the above section.

Remark 1 Note that the above methods may be applied to a system of second-order
differential equations of the form

{
y′′(x) = f(x, y(x)) , x ∈ [x0, xN ]
y(x0) = y0

where y : IRm → IRm, and f : [x0, xN ] × IRm → IRm, using a componentwise
implementation.

4 Stability

In the context of ordinary differential equations, the concept of stability refers to
what extent a numerical scheme is appropriate for solving an initial-value problem.
Roughly speaking, a given method can be said to be stable if small changes in the
data result in small changes in the solution obtained.
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A procedure commonly used to study stability (zero-stability) consists in writing
the difference equations of the method as a one-step recurrence in a space with
high dimension and in an adequate norm to bound the finite powers of the resulting
matrices. For the different combinations of the implicit method in (4) to get the
above P-C modes, a similar procedure to that in [23] may be considered to obtain
zero-stability. But, the zero stability is only a minimal condition for a numerical
method; for second order equations the so-called P-stability is the type of concern
together with A-stability.

In order to determine whether a numerical method will produce reasonable
results with a given value of h > 0, we need a notion of stability that is different
from zero-stability. The stability properties are analyzed by using the linear test
equation introduced by Lambert and Watson [19]

y ′′(x) = −μ2 y(x) , with μ > 0 . (34)

The application of the above predictor-corrector formulations of the implicit Falkner
method to this problem yields the following recursion

Yn =M[i] Yn−1 , (35)

where Yn is the k + 1-vector given by Yn =
(
yn+1, yn, . . . , yn−(k−2), h y

′
n+1

)T , and
M[i] , i = 1, 2, 3, are (k + 1) × (k + 1) matrices whose elements depends on H 2

and the coefficients of the method, where H = μh. The matrices M[i] are called
the stability matrices and the index i inM[i] is used to denote each implementation
according to its appearance in the above section, that is, i = 1 stands for the first
P-C mode, i = 2 for the second P-C mode, and i = 3 for the last one.

The entries of each of the stability matrices are given by

M[1]1 1 = 1+H 2
k∑

j=0

(

j − 1+H 2
k−1∑

s=0

βs

)

β∗j

M[1]1 l+1 = (−1)lH 2
k∑

j=0

((
j

l + 1

)

+H 2
k−1∑

s=l

(
s

l

)

βs

)

β∗j ,

l = 1, . . . , k − 1 .

M[1]j l = δj l+1 , j = 2, . . . , k l = 1, . . . , k + 1 .

M[1]k+1 l+1 = (−1)l+1H 2
k−1∑

j=l

(
j

l

)

γj , l = 0, . . . , k − 1 .

M[1]k+1 k+1 = 1
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where δj l+1 is the Kronecker delta and the notations of type

(
j

l

)

refer to the

binomial coefficients.
For the matrices M[2] and M[3] all the entries are the same as for M[1] except

for the last row, which forM[2] reads

M[2]k+1 1 = H 2
k∑

j=0

(

j − 1+H 2
k−1∑

s=0

βs

)

γ ∗j

M[2]k+1 l+1 = (−1)lH 2
k∑

j=0

((
j

l + 1

)

+H 2
k−1∑

s=l

(
s

l

)

βs

)

γ ∗j ,

l = 1, . . . , k − 1 .

M[2]k+1 k+1 = 1−H 2
k∑

j=0

γ ∗j ,

and, similarly, forM[3] the last row results in

M[3]k+1 1 = H 2
k∑

j=0

⎡

⎣j − 1+H 2
k∑

s=0

⎛

⎝1− s −H 2
k−1∑

t=0

βt

⎞

⎠β∗s

⎤

⎦ γ ∗j

M[3]k+1 l+1 = (−1)lH 2
k∑

j=0

⎡

⎣

(
j

l + 1

)

−H 2
k∑

t=0

⎛

⎝

(
t

l + 1

)

+H 2
k−1∑

s=l

(
s

l

)

βs

⎞

⎠β∗t

⎤

⎦ γ ∗j ,

l = 1, . . . , k − 1 .

M[3]k+1 k+1 = 1−H 2
k∑

j=0

⎛

⎝1−H 2
k∑

s=0

β∗s

⎞

⎠ γ ∗j .

For example, when k = 3 the equation in (35) in case ofM[1] reads

Yn =

⎛

⎜
⎜
⎜
⎝

19
(
19H 2−132

)
H 2

4320 + 1 H 2

10 − 19H 4

432
H 2
(
19H 2−28

)

1440 1− 19H 2

180
1 0 0 0
0 1 0 0

− 23H 2

12
4H 2

3 − 5H 2

12 1

⎞

⎟
⎟
⎟
⎠
Yn−1 ,
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while the same equation in case ofM[2] results in

Yn =

⎛

⎜
⎜
⎜
⎝

19
(
19H 2−132

)
H 2

4320 + 1 H 2

10 − 19H 4

432
H 2
(
19H 2−28

)

1440 1− 19H 2

180
1 0 0 0
0 1 0 0

19H 4

64 − 7H 2

6
5H 2(4−3H 2)

96
H 2(9H 2−8

)

192 1− 3H 2

8

⎞

⎟
⎟
⎟
⎠
Yn−1 ,

and finally, for the third implementation the matrixM[3] is given by

⎛

⎜
⎜
⎜
⎝

19
(
19H 2−132

)
H 2

4320 + 1 H 2

10 − 19H 4

432
H 2
(
19H 2−28

)

1440 1− 19H 2

180
1 0 0 0
0 1 0 0

2508H 4−361H 6−13440H 2

11520
95H 6−216H 4+1200H 2

5760
28H 4−19H 6−160H 2

3840
19H 4−180H 2

480 + 1

⎞

⎟
⎟
⎟
⎠

The behaviour of the numerical solution will depend on the eigenvalues of the
matrices M[i], and the stability properties of the methods will be characterized by
the spectral radius, ρ(M[i]). According to the terminology introduced by Coleman
and Ixaru [5] we have:

• (0,Hs) is an interval of stability for a given method if for all H ∈ (0,Hs) it is
|ri | < 1 where the ri , i = 1, . . . , k+1 are the eigenvalues of the stability matrix.

• (0,Hp) is an interval of periodicity for a given method if for all H ∈ (0,Hp) the
eigenvalues of the stability matrix, ri , i = 1, . . . , k + 1, satisfy

r1 = eiθ(H) , r2 = e−iθ(H) , |ri | ≤ 1 , i > 2 ,

where θ(H) is a real function.

In particular, if the interval of stability is (0,∞) the method is A-stable, and if the
interval of periodicity is (0,∞) the method is P-stable. Note that A-stability is
more restrictive than P-stability, that is, A-stability implies P-stability.

The practical significance of the interval of stability is that, for a given μ in (34),
there is no explosion of the error in the numerical solution when 0 < h < Hs/μ [5].
The interval of periodicity defines the stepsize which can be used in order for the
approximation of the solution of problems with high oscillatory or periodic solution
to be of the same order as the algebraic order of the method. When 0 < h < Hp/μ
the numerical solution defined by (35) is also periodic, as is the exact solution of the
test model (34) for all non-trivial initial-conditions on y and y ′.

A crucial difference between A-stability and P-stability is that for A-stable
methods the stability matrix satisfies (M[i])n → 0 as n→∞ because ρ(M[i])<1,
but for P-stable methods this fact is not possible because ρ(M[i]) = 1 , (see [10]).
Therefore, A-stable methods alleviate the initial errors whereas for P-stable methods
the initial errors do not diminish when the integration progresses in time.
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If we let the value μ in (34) to be complex, instead of intervals we obtain stability
or periodicity regions in the H-complex plane.

The importance of determining the stability characteristics will be shown by
considering the Gear’s method in (8)–(9). This is an implicit method for which
we need a predicted value to be formulated in P-C mode. Taking as predictor the
two-step explicit Falkner method given by

yn+1 = yn + h y ′n +
h2

6

(
4y ′′n − y ′′n−1

)

to obtain yPn+1, after evaluating f (xn+1, y
P
n+1) and applying the formula in (8) to

obtain yCn+1 we can proceed in two ways:

1. we can evaluate f (xn+1, y
C
n+1)with the best approximation we have for yn+1 and

then we use the formula in (9) to obtain the approximate value y ′n+1. We note this
formulation as P2ECEC

′ , where the subindex 2 corresponds to the order of the
predictor.

2. or we can use the previous evaluation f (xn+1, y
P
n+1) in the formula in (9) to

obtain the approximate value y ′n+1 . The notation for this formulation results in
P2ECC

′ .

For the first choice the stability matrix results in

⎛

⎜
⎝

H 4

18 − 7H 2

12 + 1 − 1
72H

2
(
H 2 − 6

)
1− H 2

12
1 0 0

−10H 6+105H 4−468H 2

432
H 2
(
5
(
H 2−6

)
H 2+72

)

864
5
(
H 2−12

)
H 2+1

144

⎞

⎟
⎠

for which there are no stability nor periodicity intervals.
In the second case the stability matrix is given by

⎛

⎜
⎝

H 4

18 − 7H 2

12 + 1 − 1
72H

2
(
H 2 − 6

)
1− H 2

12
1 0 0

1
36H

2
(
10H 2 − 39

) 1
72

(
6H 2 − 5H 4

)
1− 5H 2

12

⎞

⎟
⎠

and the stability interval is given by (0, 1.906123). Although at first glance one
could intuitively suppose that the first procedure will be the best this is not true. Not
only the first procedure requires more computational cost (two evaluations of the
function f per step versus one evaluation in the second case) but it also has worst
stability properties.

Nevertheless, if we consider as predictor the three-step explicit Falkner method
given by

yn+1 = yn + h y ′n +
h2

24

(
19y ′′n − 10y ′′n−1 + 3y ′′n−2

)
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to obtain yPn+1, after evaluating f (xn+1, y
P
n+1) and applying the formula in (8) to

obtain yCn+1 we can also proceed in two ways:

1. we can evaluate f (xn+1, y
C
n+1) with the best approximation we have for yn+1

and then we use the formula in (9) to obtain the approximate value y ′n+1. Now
the notation for this formulation is P3ECEC

′ .
2. or we can use the previous value f (xn+1, y

P
n+1) in the formula in (9) to obtain

the approximate value y ′n+1 . The notation for this formulation is P3ECC
′ .

Now in the first case the stability matrix is given by

⎛

⎜
⎜
⎜
⎝

19H 4

288 − 7H 2

12 + 1 1
144H

2
(
12− 5H 2

)
H 4

96 1− H 2

12
1 0 0 0
0 1 0 0

−95H 6+840H 4−3744H 2

3456
H 2
(
25H 4−60H 2+144

)

1728 − 5H 6

1152
5
(
H 2−12

)
H 2+1

144

⎞

⎟
⎟
⎟
⎠

and the stability interval is given by (0, 0.585417). In the second case the stability
matrix is given by

⎛

⎜
⎜
⎜
⎝

19H 4

288 − 7H 2

12 + 1 1
144H

2
(
12− 5H 2

)
H 4

96 1− H 2

12
1 0 0 0
0 1 0 0

1
288H

2
(
95H 2 − 312

) 1
144H

2
(
12− 25H 2

) 5H 4

96 1− 5H 2

12

⎞

⎟
⎟
⎟
⎠

for which there are no stability nor periodicity intervals. This time, the first
procedure is the best one, concerning the stability characteristics.

In Fig. 1 the stability regions are depicted (left: taking as predictor the two-step
explicit Falkner method and using f (xn+1, y

P
n+1) in the formula in (9); right: taking

as predictor the three-step explicit Falkner method and using f (xn+1, y
C
n+1) in the

formula in (9)).
These unexpected results show the importance of determining the stability

regions in order to obtain appropriate results when applying a numerical method.
The numerical results in the following section will confirm this claim (Tables 3
and 5 provide a confirmation of the theoretical expectations on the stability of the
derived methods).

For the methods presented in the previous sections we have obtained that they are
not A-stable nor P-stable up to k = 14 (it is also known that there are no A-stable
Adams methods for y ′ = f (x, y)). There exists only one interval of periodicity
corresponding to the third mode when k = 1 being this interval [0,√6]. In Table 2
the intervals of stability are presented from k = 1 up to k = 14, where k refers
to the number of steps, for the different formulations, named after FI [1]k, FI [2]k,
and FI [3]k respectively, according to the notation used in the above sections.

All these values have been obtained with the help of the Mathematica program.
We have considered only the primary stability intervals although for different
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Fig. 1 Absolute stability regions for different formulations of Gear’s method in P-C mode (left:
P2ECC

′ ; right: P3ECEC
′)

Table 2 Intervals of stability
for the different formulations
of the Falkner implicit
method in P-C modes

k F I [1]k F I [2]k F I [3]k
1 ∅ (0, 2) ∅

2 ∅ ∅ ∅

3 (0, 0.853006) ∅ ∅

4 (0, 0.930949) (0, 0.534947) (0, 1.108998)

5 ∅ (0, 0.925569) (0, 1.409664)

6 ∅ ∅ ∅

7 (0, 0.401364) ∅ ∅

8 (0, 0.285341) (0, 0.274630) (0, 0.480033)

9 ∅ (0, 0.521074) (0, 0.821956)

10 ∅ ∅ ∅

11 (0, 0.100705) ∅ ∅

12 (0, 0.071103) (0, 0.185094) (0, 0.300133)

13 ∅ (0, 0.362275) (0, 0.390144)

14 ∅ ∅ ∅

methods may exist secondary stability intervals, as for the second P-C mode for
k = 2, for which [1, 2] is an interval where |ri | < 1 , i = 1, 2, 3.

We have included different plots showing the stability intervals. Figure 2 shows
the absolute value of the eigenvalues of M[2] and M[3] for k = 1 versus H , and
the resulting stability interval (0,Hs). For the matrix M[3] we have included the
interval of periodicity (0,Hp). Figure 3 shows the absolute value of the eigenvalues
of M[1] and M[2] for k = 3 versus H . This time, for the M[2] mode there
is no primary stability interval, although a secondary interval of stability exists,
(1.731413, 1.895953).

Figure 4 shows the absolute value of the eigenvalues of M[1] and M[3]
for k = 5, showing in case of M[1] a secondary stability interval given by
(0.626085, 0.752697). Finally, Fig. 5 shows two eigenvalues limiting the stability
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Fig. 2 Absolute value of the eigenvalues |ri |, i = 1, 2 of the stability matrices for the P-C modes:
M[2] (left) and M[3] (right) when k = 1
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Fig. 3 Absolute value of the eigenvalues |ri |, i = 1, 2, 3, 4 of the stability matrices for the P-C
modes: M[1] (left) and M[2] (right) when k = 3
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Fig. 4 Absolute values of the eigenvalues |ri |, i = 1, . . . , 6 of the stability matrices for the P-C
modes: M[1] (left) and M[3] (right) when k = 5
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Fig. 5 Absolute value of two eigenvalues limiting the stability region for each of the stability
matrices for the P-C modes: M[2] (left) and M[3] (right) when k = 9
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Fig. 6 Stability regions for each of the methods FI [i]4 , i = 1, 2, 3 (from left to right)
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Fig. 7 Stability regions for the methods FI [2]4 and F̃ I [2]4

regions in case of M[2] and M[3] when k = 9. We have included as a reference in
all the plots the horizontal line at a distance of one unit above the horizontal axis.

In Fig. 6 appear the stability regions for the methods FI [i]4 , i = 1, 2, 3.

Remark 2 In the application of the P-C modes we may choose to evaluate the final
E in order to update the value of fn+1 for the next step or not. If we do not make
this further evaluation the mode FI [1]k results to be P’ PEC instead of P’ PECE,
but the modes FI [2]k and FI [3]k results to be the same, namely PEC’ C, and will
be denoted by F̃ I [i]k, i = 1, 2. We make the observation that the order of the
accumulated truncation errors is the same with the evaluation or not of the final E,
but the stability characteristics differ markedly in both cases. In fact, if we do not
make the last evaluation, the stability regions are smaller. In Fig. 7 we include a plot
with the stability regions for the modes FI [2]4 and F̃ I [2]4.
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5 Numerical Examples

In this section we apply to some examples the above formulations in P-C mode to
illustrate the performance of the implicit Falkner method. The numerical results
obtained with these methods are compared with the results obtained with other
numerical methods. The predictor-corrector formulations of the implicit Falkner
methods in this paper will be denoted by FI [j ]k, where j refers to the imple-
mentations 1, 2 or 3 in the above sections, and k refers to the number of steps of
the method. That is, number 1 refers to the P’PECE mode in the above sections, 2
refers to the PEC’CE mode, and 3 refers to the PECEC’ mode.

5.1 Example 1

As a first example we take the classical problem used to test absolute stability, with
particular initial values

y ′′(x) = −μ2y(x) , y(0) = 0 , y ′(0) = 1 (36)

whose exact solution is

y(x) = sin(μx)

μ
.

The problem has been integrated on the interval [0, 5π] with μ = 100, considering
the explicit and implicit implementations, using different values ofN and k. Table 3
shows the results obtained with k = 7, 8 and N = 3000, 4000. The values of
hμ, the CPU times (in seconds) and the maximum absolute error on the integration
interval

MaxErr = max
j∈0,...,N

|y(xj )− yj | ,

are included.
We observe that the time needed by implicit methods is bigger than for the

explicit ones, as expected. Nevertheless, the accuracies obtained by the explicit eight
order methods FEAB8 and FEAM8 are not acceptable. Concerning the FEAB7
and FEAM7 methods, for N = 3000 the errors are enormous, while forN = 4000
they are acceptable. These results are related with the stability intervals (see Table 2
in [23]) since whenN = 4000 the value hμ = 0.3926 is inside the absolute stability
intervals of the methods FEAB7 and FEAM7, and it is not in other cases.

In the case of implicit methods there are only two situations in which the value
of hμ is within the ranges of the primary interval of absolute stability: for FI [1]7
and for FI [3]8 when N = 4000 (see Table 2). Why in some of the other cases the
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Table 3 Maximum absolute
error of the solution for
different implementations of
the explicit and implicit
Falkner methods in P-C mode
for solving the problem
in (36)

Method N steps hμ CPU(s.) MaxErr(y)

FEAB7 3000 0.5235 0.344 3.0150 × 1050

4000 0.3926 0.484 3.1289 × 10−3

FEAB8 3000 0.5235 0.391 6.0959 × 10252

4000 0.3926 0.547 2.7399 × 1085

FEAM7 3000 0.5235 0.359 3.2187 × 10114

4000 0.3926 0.500 2.7601 × 10−4

FEAM8 3000 0.5235 0.422 3.0925 × 10367

4000 0.3926 0.547 1.3965 × 10160

FI [1]7 3000 0.5235 0.594 1.9224 × 10185

4000 0.3926 0.813 3.2240 × 10−3

FI [1]8 3000 0.5235 0.703 2.3554 × 10387

4000 0.3926 0.906 1.8158 × 10259

FI [2]7 3000 0.5235 0.610 5.4653 × 10−4

4000 0.3926 0.813 4.9368 × 10−5

FI [2]8 3000 0.5235 0.688 2.4507 × 10−4

4000 0.3926 0.921 1.6627 × 10−5

FI [3]7 3000 0.5235 0.610 4.5078 × 10−4

4000 0.3926 0.812 4.3100 × 10−5

FI [3]8 3000 0.5235 0.672 1.9418 × 10−4

4000 0.3926 0.922 1.4224 × 10−5

errors seem to behave well? There are two possible reasons, first, there may be a
secondary stability interval of the form [a, b] with a > 0, where the eigenvalues of
the stability matrix are less than unity. Nevertheless, this situation does not occur
with the data in Table 3 for this example.

On the other hand, it may occur that for some specific data, the eigenvalues of
the stability matrix although more than one, are very close to 1. In this situation
the errors grow very slowly in each step, indicating that for these values of N the
instability does not affect the results yet. This is the case for the data in Table 3.
For example, for the method FI[2]8 the largest eigenvalues are 1.0000079 when
N = 3000, and 1.00000024 whenN = 4000, which justifies the not so bad behavior
of the method.

5.2 Example 2

The next example has appeared different times in the literature (see [4, 22]). The
problem consists in

y ′′(t) = −w2y(t)+ (w2 − 1) sin(t) , y(0) = 1 , y ′(0) = w + 1 (37)
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Fig. 8 Numerical results for Problem (37) with different Runge-Kutta type methods and with the
methods FEAM4 and F̃ I [2]4

whose exact solution is

y(t) = cos(wt)+ sin(wt) + sin(t) .

This problem has been solved in the interval [0, 100]with the methodsFEAM4 and
F̃ I [2]4 takingw = 20. Figure 8 shows the efficiency of different methods appeared
in the literature, the horizontal axis stands for the number of function evaluations
required and the vertical axis stands for the digital logarithm of the maximal global
error for the solution. The methods used for comparison are

• RK4: the classical RK method of order four
• RK5: the classical RK method of order five presented in [13]
• EFRK4: the four-stage exponentially fitted RK method of order four given in

[30]
• SIMOS4: the RK method of order four presented in [27]
• FRK5a: the seven-stage RK method of order five given by (4.17) and (4.20) in

[4]
• FRK5b: the seven-stage RK method of order five given by (4.17) and (4.28) in

[4]

It is obvious from the graphs that the Falkner methods perform better.
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Table 4 Data for the
problem in (38) with different
methods

Method F.Ev. MaxErr

Method 1 14,000 3.4 × 10−10

Method 2 16,000 3.2 × 10−10

Method 3 16,000 3.8 × 10−10

Method 4 12,000 1.8 × 10−10

Method 5 6000 4.1 × 10−10

5.3 Example 3

We consider the following nonlinear problem studied by Chawla and Rao in [3]

y ′′(x)+ 100y = sin(y) , y(0) = 0 , y ′(0) = 1 (38)

For this example, as there is not a known analytical solution, we perform the
computation on the interval [0, 20π] and measure the absolute error at the final
point taking the value y(20π) = 0.000392823991 (see [29]). In Table 4 we present
the absolute global error at x = 20π with the number of function evaluations, F.Ev.,
for the following methods

• Method 1: the well known Runge-Kutta-Nyström method in [8]
• Method 2: the explicit eighth order method with maximal interval of periodicity

in [29]
• Method 3: the sixth order hybrid method of Chawla and Rao in [3]
• Method 4: the P-C eight order method FI [3]8 in this paper
• Method 5: the P-C eight order method F̃ I [3]8 in this paper

We note that while the errors are similar with all the methods, the methods FI [3]8
and F̃ I [3]8 produce the better performances, being the formulation F̃ I [3]8 which
needs the smallest number of function evaluations.

5.4 Example 4

The next example consists of the mildly stiff problem given by the linear system
(see [15, 16])

y ′′(x) = 2498y + 4998z , z′′(x) = −2499y − 4999z (39)

y(0) = 0 , y ′(0) = 1 , z(0) = 0 , z′(0) = 1

with the exact solution y = 2 cos x, z = − cos x.
The eigenvalues of the matrix of the system have modulus |λ1| = 2500, and

|λ2| = 1. We have solved this problem in [0, 2π] considering the methods FEAMk
and FI [3]k for k = 5, 6, 7, 8 taking different number of steps N = 200, 300, 400.
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Table 5 Maximum absolute error of the solution for different implementations of the explicit and
implicit Falkner methods in P-C mode for solving the problem in (39)

Method N steps CPU(s.) MaxErr(y) MaxErr(y′)
FEAM5 300 0.125 1.6005 × 1020 4.4213 × 1021

400 0.188 5.2427 × 10−12 7.1552 × 10−12

FI [3]5 200 0.093 2.5509 × 104 1.4710 × 106

300 0.172 5.8347 × 10−12 7.5593 × 10−12

FEAM6 300 0.125 1.9647 × 1052 4.8460 × 1053

400 0.187 9.3717 × 1020 3.1892 × 1022

FI [3]6 200 0.109 5.0378 × 109 2.3892 × 1011

300 0.187 1.8252 × 10−13 3.4094 × 10−13

FEAM7 300 0.125 3.2773 × 1077 7.4364 × 1078

400 0.187 2.2564 × 1058 7.1188 × 1059

FI [3]7 200 0.110 2.8934 × 1017 1.1389 × 1019

300 0.203 3.6781 × 10−13 5.7642 × 10−13

FEAM8 300 0.125 3.3732 × 1097 7.1745 × 1098

400 0.188 3.8269 × 1087 1.1378 × 1089

FI [3]8 200 0.109 1.0663 × 1026 1.4867 × 1028

300 0.219 1.0280 × 10−13 1.0943 × 10−12

The results appear in Table 5 where we have included the errors measured in the
norm ‖ · ‖∞, and the CPU time needed.

We have considered the methods and number of steps in Table 5 for this problem
to highlight how important is to choose the method and the stepsize that suit the
stability requirements in order to solve the problem properly.

5.5 Example 5

The last example consists in the system that models the motion of two bodies, given
by (see [26])

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

y ′′1 (t) =
−y1(t)

r3

y ′′2 (t) =
−y2(t)

r3

y1(0) = 1 , y ′1(0) = 0 , y2(0) = 0 , y ′2(0) = 1 ,

(40)

with r =
√

y2
1 + y2

2 , and exact solution

y1(t) = cos(t) , y2(t) = sin(t) .
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Table 6 Data for the problem (40) with the methods FEAMk and F̃ I [2]k for k = 2, . . . , 10

k MaxErr y1 MaxErr y2 MaxErr y ′1 MaxErr y ′2
FEAMk

2 1.1651 × 10−3 1.1781 × 10−3 1.2740 × 10−3 8.5695 × 10−3

3 1.7458 × 10−5 1.9902 × 10−5 1.9762 × 10−5 1.6453 × 10−5

4 3.9115 × 10−6 3.9177 × 10−6 4.2581 × 10−6 2.8593 × 10−6

5 5.6869 × 10−8 7.3229 × 10−8 7.3142 × 10−8 5.6222 × 10−8

6 1.3264 × 10−8 1.3101 × 10−8 1.4338 × 10−8 9.6002 × 10−9

7 2.3774 × 10−10 2.9070 × 10−10 2.9288 × 10−10 2.1161 × 10−10

8 4.5591 × 10−11 4.4313 × 10−11 4.8903 × 10−11 3.2613 × 10−11

9 9.9675 × 10−13 1.1674 × 10−12 1.1874 × 10−12 8.1706 × 10−13

10 1.5953 × 10−13 1.5451 × 10−13 1.7053 × 10−13 1.1368 × 10−13

F̃ I [2]k
2 5.3652 × 10−4 5.4163 × 10−4 5.8808 × 10−4 3.9961 × 10−4

3 3.1679 × 10−6 1.8396 × 10−6 2.6416 × 10−6 1.4614 × 10−6

4 8.5809 × 10−7 8.3725 × 10−7 9.2345 × 10−7 6.2228 × 10−7

5 1.4127 × 10−8 1.0529 × 10−8 1.3377 × 10−8 8.3543 × 10−8

6 1.7960 × 10−9 1.6812 × 10−9 1.8923 × 10−9 1.2603 × 10−9

7 5.3236 × 10−11 4.2099 × 10−11 5.2048 × 10−11 3.2922 × 10−11

8 4.1453 × 10−12 3.6718 × 10−12 4.2665 × 10−12 2.7894 × 10−12

9 1.9606 × 10−13 1.5978 × 10−13 1.9451 × 10−13 1.2401 × 10−13

10 2.1871 × 10−14 2.0983 × 10−14 2.3314 × 10−14 1.5543 × 10−14

Table 7 Comparison of the Euclidean norms of the end-point global errors obtained by using
Simos’ method [27], the classical fourth-order RK method and the methods FEAM4 and F̃ I [2]3
h FEAM4 F̃ I [2]3 Simos’ method Classical RK method

0.5 0.06 0.08 0.07 0.11

0.25 4.12 × 10−3 5.54 × 10−3 8.00 × 10−3 1.10 × 10−2

0.125 1.62 × 10−4 1.80 × 10−4 6.02 × 10−4 8.29 × 10−4

0.0625 5.53 × 10−6 3.66 × 10−6 4.05 × 10−5 5.53 × 10−5

This problem has been used as a test in a lot of articles presenting methods for
solving initial value problems. We have solved the problem in the interval [0, 7], as
was done in [30], using the methods FEABk and F̃ I [2]k for k = 2, . . . , 10, taking
a number of stepsN = 112 in all cases, which results in a stepsize h = 0.0625. The
numerical results appear in Table 6.

Finally, in Table 7 we show the data with the adapted Runge-Kutta method in
[27], the classical Runge-Kutta method and methods FEAM4 and F̃ I [2]3. We
have calculated at the endpoint of the integration interval the Euclidian norm of
the error vector with components defined as the difference between the numerical
and the exact solutions. We note that the methods FEAM4 and F̃ I [2]3 provide
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better results, even without considering that the RK methods need more evaluations
of the function, and thus more computational effort.

6 Conclusions

Falkner methods are commonly used for solving the special second-order differen-
tial initial-value problem, particularly when the values of the derivatives are also
needed (particularizations of these methods are the well-known Velocity-Verlet,
Beeman’s method or Wilson’s method). On these approaches two formulas are
needed for advancing the solution y(x) and the derivative y ′(x). When the formulas
are implicit, they are usually formulated in predictor-corrector modes.

We have considered three different modes to implement the implicit Falkner for-
mulas and have made an analysis of the accumulated truncation errors. Considering
the expressions of these errors for the solution and the derivative, we observe that
the modes FI [2]k and FI [3]k show the best performance. The resulting errors in
this case are both of order O(hk+1). In view of Table 1 we note that the errors
of the explicit methods FEAMk are also of order O(hk+1). On the other hand,
if we do not perform the last evaluation of f with the implicit Falkner method
in P-C modes the accumulated errors are also of order O(hk+1), but the stability
characteristics are compromised. This fact could suggest that the explicit method
FEAMk would be the best choice because explicit methods are in general less
time consuming than implicit ones. Nevertheless, the stability is a factor that should
be considered (compare different performances in Table 5). We can say that if the
stability requirements are fulfilled than the FEAMk should be used, but in other
situation the F̃ I [2]k or even the FI [3]k should be used. Some numerical examples
are included to make a comparison of the numerical performance of the different
implementations, resulting that the proposed methods may be competitive with other
methods in the literature. The numerical results agree with the theoretical analysis.

Acknowledgement The author is pleased to acknowledge a referee for carefully reading the
manuscript.
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Application of a Local Discontinuous
Galerkin Method to the 1D Compressible
Reynolds Equation

Iñigo Arregui, J. Jesús Cendán, and María González

Abstract In this work we present a numerical method to approximate the solution
of the steady-state compressible Reynolds equation with additional first-order slip
flow terms. This equation models the hydrodynamic features of read/write processes
in magnetic storage devices such as hard disks. The numerical scheme is based on
the local discontinuous Galerkin method proposed by Cockburn and Shu (SIAM J
Numer Anal 35:2440–2463, 1998), which shows good properties in the presence of
internal layers appearing in convection-diffusion problems. Several test examples
illustrate the good performance of the method.

Keywords Compressible flows · Reynolds equation · Local discontinuous
Galerkin method

1 Introduction

Contact between different surfaces is present in a large variety of common engines.
As the contacting surfaces are generally moving with respect to each other, a
lubricant is used to limit friction and wear; rolling element bearings, gears, cams
and tappets are well known examples.

Although oil and grease are the most popular lubricants, other fluids can also
play this role. In particular, the air acts as a lubricant in devices as a hard disk, for
example. In this case, a reading head and a (rigid) disk are separated by a thin air
layer, allowing the flow of information between both elements. A similar and more
complex case arises when the data are stored in a flexible tape.

The configuration of the air gap is crucial for an optimal design of such devices.
Manufacturers and engineers have realized that the introduction of some grooves or
slots in the reading head leads to a more performing transfer of information.
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Reynolds [12] published in 1886 the equation describing the fluid flow in
narrow gaps, in order to explain the pressure generation in journal bearings. This
equation became the basis of lubrication theory and the starting point of later studies
(see [3, 6, 11], for example). Among them, the compressible Reynolds equation
describes the pressure in a layer of gas confined between two solid bodies when
the temperatures of the bodies’ surfaces are equal and constant, and the gas is
isothermal. When the thickness of the gaseous fluid layer is of the order of the
molecular mean-free path of the gas, a modified compressible Reynolds lubrication
equation for slip flow is used (see [6]). Both equations are time-dependent, nonlinear
convection-diffusion equations.

In some applications, the thickness of the gaseous fluid layer is very small at
one or more regions. This causes the appearance of internal layers near the points
of minimum thickness [4]. Advanced techniques are needed to accurately simulate
these internal layers.

Mathematical modelling and numerical simulation are powerful tools in lubrica-
tion, as well as in other fields of engineering. Among the most used techniques,
discontinuous Galerkin methods have experienced an important development in
the last 20 years. The possibility of treating discontinuities in a natural way is an
advantage over other methods as finite differences or finite elements.

Local discontinuous Galerkin (LDG) methods are a generalization of the method
introduced in [2] by Bassi and Rebay for the compressible Navier-Stokes equations.
These methods are highly parallelizable and exhibit high-order accuracy for time-
dependent, convection-dominated flows. Another interesting feature is that they are
well-suited to use in combination with adaptive algorithms.

The basic idea of LDG methods consists in writing the problem equivalently as a
first-order system, and then discretize this first-order system using discontinuous
finite elements. In [8], Cockburn and Shu proved that it is possible to achieve
nonlinear stability for some types of nonlinear, time-dependent convection-diffusion
equations by properly rewriting the problem. Their method is k-th order accurate in
the linear case, provided that polynomials of degree at most k are used (they also
showed that this rate of convergence is sharp for LDG methods).

We are interested in the adaptive solution of the (modified) compressible
Reynolds lubrication equation using LDG methods. As a first step, we consider
in this work the one-dimensional steady-state compressible Reynolds lubrication
equation. We follow the ideas in [8] and propose a local discontinuous Galerkin
method to solve the problem. Finally, we provide some numerical results that
illustrate the performance of the method.

The structure of the paper is the following. In Sect. 2, we pose the mathematical
model. Section 3 is devoted to the numerical method. In Sect. 4 we show some
academic and realistic tests, and Sect. 5 provides the conclusions and future work.
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2 The Model Problem

In magnetic storage devices, heads are designed so that a thin air film is generated
between the head and the storage unit (hard disk or floppy disk). Thus, hydrody-
namic and elastohydrodynamic lubrication theories govern these kinds of processes.

In this framework, we consider the one-dimensional steady-state modified
compressible Reynolds lubrication equation for slip flow. After an adequate scaling
of the variables [4], the equation can be written in the following form:

⎧
⎨

⎩

d

dx
(H P)− d

dx

(

(α + β H P)H 2 dP

dx

)

= 0 in Ω = (�1, �2),

P = 1 on ∂Ω,
(1)

where the unknown P represents the air pressure, while H is the function that
describes the gap between the two surfaces. As previously indicated we only study
the rigid case, thus H is a known function. Moreover, x represents the spatial
coordinate, while α and β include some mechanical features of the device. More
precisely,

α := λPa

μ v
and β := (6μv)−1 ,

where Pa is the ambient pressure, v denotes the disk velocity, λ is the particle
mean-free length and μ is the air viscosity. In practical applications, α and β are
much smaller than unity and the differential equation in (1) becomes convection-
dominated.

Different works in the literature are devoted to the mathematical analysis of the
compressible Reynolds equation [7, 10]. It can be shown that this problem has a
positive weak solution P (cf. [5]). We remark that when α = 0 (λ = 0), we recover
the classical steady-state compressible Reynolds lubrication equation.

3 Numerical Method

We observe that problem (1) can be rewritten equivalently as follows:

⎧
⎨

⎩

d

dx

(
f (u)− a(u) du

dx

) = 0 inΩ,

u = H on ∂Ω,
(2)

where u = PH , f (u) := u(1+ (α + βu)H ′) and a(u) := (α + βu)H . We remark
that this problem has a positive weak solution u∗ (then, a(u∗) ≥ 0).
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Next, we follow [8] and introduce the new variable q := a(u)γ du
dx

as a further
unknown, where γ ∈ (0, 1]. For γ = 1

2 , we recover the method proposed in [8].
Then, problem (2) can be written as the following first-order system:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

d

dx

(
f (u)− a(u)1−γ q) = 0 inΩ ,

q − d

dx
g(u) = 0 inΩ ,

u = H on ∂Ω ,

(3)

where g(u) := ∫ u a(s)γ ds. The LDG method for (1) is obtained by discretizing (3)
with the discontinuous Galerkin method.

Let {xj+1/2}Nj=0 be a partition ofΩ . For j = 1, . . . , N , we denote Ij = (xj−1/2,
xj+1/2) andΔxj = xj+1/2−xj−1/2. We also denoteΔx = max1≤j≤N Δxj . Finally,
we let Pk(I ) denote the space of polynomials in I of degree at most k and define

Vh := {v ∈ L1(Ω) : v|Ij ∈ Pk(Ij ), j = 1, . . . , N} .

We look for an approximation wh = (uh, qh) ∈ Vh × Vh to a solution w = (u, q)
of (3).

Multiplying the two first equations of (3) by arbitrary smooth functions and
integrating in Ij , we obtain the flux formulation of the problem:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

−
∫

Ij

hu(w)
dvu

dx
dx + hu(w(xj+1/2)) vu(x

−
j+1/2)− hu(w(xj−1/2)) vu(x

+
j−1/2) = 0

∫

Ij

q vq dx −
∫

Ij

hq(w)
dvq

dx
dx

+hq(w(xj+1/2)) vq(x
−
j+1/2)− hq(w(xj−1/2)) vq(x

+
j−1/2) = 0

where

h(u, q) =
(
hu(u, q)

hq(u, q)

)

=
(
f (u)− a(u)1−γ q

−g(u)
)

.

Next, we replace the smooth functions vu and vq by test functions, vh,u , vh,q ∈
Vh, respectively, and the exact solution w by its approximation, wh. We recall
that the components of wh may be discontinuous and hence, we must replace
the nonlinear flux h(w(xj+1/2)) by a numerical flux, ĥ(wh)j+1/2. Then, the
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approximate solution wh given by the LDG method can be obtained by solving
the following set of equations (j = 1, . . . , N):

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
∫

Ij

hu(wh)
dvh,u

dx
dx

+ĥu(wh)j+1/2 vh,u(x
−
j+1/2)− ĥu(wh)j−1/2 vh,u(x

+
j−1/2) = 0

∫

Ij

qh vh,q dx −
∫

Ij

hq(wh)
dvh,q

dx
dx

+ĥq(wh)j+1/2 vh,q (x
−
j+1/2)− ĥq (wh)j−1/2 vh,q(x

+
j−1/2) = 0

(4)

for any vh,u, vh,q ∈ Pk(Ij ), with uh = H on ∂Ω .
The numerical fluxes are defined so that they reflect the convection-diffusion

nature of the problem:

ĥ(wh)j+1/2 =
(
f̂ (uh)j+1/2

0

)

+
⎛

⎜
⎝
−
( [g(uh)]j+1/2

[uh]j+1/2

) 1−γ
γ

(q̄h)j+1/2

−g(uh)j+1/2

⎞

⎟
⎠

+
⎛

⎝
− c(wh)j+1/2 [qh]j+1/2

c(wh)j+1/2 [uh]j+1/2

⎞

⎠ (5)

where

f̂ (uh)j+1/2 := f̂ (uh(x−j+1/2), uh(x
+
j+1/2))

and

c(wh)j+1/2 = c(wh(x+j+1/2),wh(x
−
j+1/2))

have to be chosen and, for a given scalar quantity v, we denote by [v]j+1/2 and
v̄j+1/2 (respectively) the jump and the average of v in xj+1/2:

[v]j+1/2 := v(x+j+1/2)− v(x−j+1/2) ,

v̄j+1/2 := 1

2

(
v(x+j+1/2)+ v(x−j+1/2)

)
.

In our numerical experiments, we have chosen

f̂ (uh)j+1/2 := f (uh)j+1/2
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and

c(wh)j+1/2 := 1

2

( [g(uh)]j+1/2

[uh]j+1/2

) 1−γ
γ

.

Moreover, we solve the nonlinear system issued from (4)–(5) using Newton’s
method.

4 Numerical Examples

In this section, we show four numerical tests to assess the performance of the
numerical methods described in the previous section. In all cases, Newton’s method
stopping criterium is the relative error between two consecutive approximations and
the tolerance parameter is set to 10−4. Convergence is attained in a small number of
iterations (3 in most cases).

4.1 Test 1: Numerical Convergence

In order to check the good behavior of the present method, we pose the following
nonlinear problem: Given a gap functionH , find P verifying

⎧
⎨

⎩

d

dx
(H P)− d

dx

(
(α + β H P)H 2 dP

dx

) = ψ inΩ ,

P = 1 on ∂Ω .
(6)

The only difference with problem (1) is the right hand side function ψ , which is
computed for a known solution P(x) = 1+ sin(πx) inΩ = (0, 1).

Figures 1 and 2 show the L2-errors in u = PH and q for a constant function
H(x) = 1 and coefficients α = 10−6 and β = 10−7. Moreover, we consider γ =
0.5. The dashed lines represent the theoretical 1st, 2nd, 3rd and 4th orders. As we
can observe, a k-th order of convergence is attained for P1 and P3 approximations of
u, while (k + 1)-st order is attained for P2 and P4 polynomials. A similar behavior,
with k − 1 and k orders, is observed in variable q (see Fig. 2).

On the other hand, we can find in the literature (see [1, 9]) some references and
numerical results obtained with a first degree gap function,H(x) = 2−x, for which
a right hand side function from an analytical solution is easily computed. Figure 3
shows the convergence for different polynomial approximations when the analytical
solution is again P(x) = 1+ sin(πx) inΩ = (0, 1) and using the same parameters
as before.
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Fig. 1 L2-error in u between exact and numerical solutions for different polynomial degrees with
constant gap (Test 1)

Fig. 2 L2-error in q between exact and numerical solutions for different polynomial degrees with
constant gap (Test 1)
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Fig. 3 L2-error in u between exact and numerical solutions for different polynomial degrees with
H(x) = 2− x (Test 1)

4.2 Test 2: p-Adaptivity

We now consider problem (1) with H(x) = 2 − x in order to be closer to
realistic applications. Figure 4 shows the numerical solution obtained with a P2
approximation on a coarse mesh with only 15 elements. In this case, the coefficients
of the PDE are α = 0.01 and β = 0.001, while γ = 0.5.

This numerical solution is smooth in the left part of the domain, while it presents
a discontinuity where the higher gradients occur. Thus, an adaptive strategy is
justified. In Fig. 5 we show an improved approximation. We have initially used P1
polynomials and have increased their degree for elements in which the norm of the
gradient of the solution is larger; thus, after five refinement steps the solution in the
last element is approximated by a sixth degree polynomial.

4.3 Test 3: A Rugous Surface Case

We now consider problem (1) with a different gap function:

H(x) = 2− x + 0.6 sin

(
2πx

0.02

)

, x ∈ Ω = (0, 1) .
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Fig. 4 P2 approximation of the pressure (Test 2)

Fig. 5 p-Adaptive approximation of the pressure (Test 2)
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Fig. 6 P2 approximation of the pressure (Test 3)

The aim of this test is to simulate the flux in contact with a rugous surface, which can
be present in real situations. The numerical solution (computed with P2 polynomials
on a 500 elements mesh) is shown in Fig. 6 and is in accordance with solutions
obtained in [1] and [9].

In Sect. 2 we have remarked that the model problem has a positive solution u∗
and a(u∗) ≥ 0. However, the approximations obtained in the different steps of the
iterative algorithm do not always lead to a positive a(u). That is the reason why we
have used γ = 0.4 in this test, instead of the more standard value (γ = 0.5).

4.4 Test 4: A Head–Tape Recording System

We now simulate a classical head–tape recording system. The domain in which
Reynolds equation is considered is limited by two surfaces (the tape containing
the magnetic support and the reading head) modelled by cylinders. Thus, the gap
function is given by:

H(x) =
[
b +

√
r2 − (x −m)2

]
−
[
B +

√
R2 − (x −m)2

]
,

with x ∈ Ω = (0.0347, 0.0497),m being the midpoint of the interval, R = 0.040,
r = 0.0204, B = 0.0069 − R and b = 0.0635 − r . The PDE coefficients are
α = 0.0332195 and β = 0.00070083 (see [4]).
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Fig. 7 P1 approximation of the pressure (Test 4)

Fig. 8 P2 approximation of the pressure (Test 4)

Figure 7 shows the computed pressure using the P1 local discontinuous Galerkin
methods on a 40 elements mesh, while the solution obtained with P2 approximation
and 10 elements is plotted on Fig. 8. In both cases, γ = 0.5.
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5 Conclusions

We propose in this work a slight modification of the method introduced in [8] to
solve the modified steady-state compressible Reynolds equation for slip flow. The
modification is motivated by the presence of non positive diffusion coefficient in
some steps of the algorithm, due to the obtained intermediate numerical approxima-
tions.

We numerically study the convergence properties of the method. Moreover, we
solve the problem of interest for different academic and realistic situations. In order
to improve the efficiency of the proposed algorithm, we include an adaptive p-
refinement. The obtained results are in accordance with those found in the literature,
thus we can conclude that the local discontinuous Galerkin method is adequate to
solve this kind of models.

In order to simulate industrial problems, we are considering the application of
LDG methods to two-dimensional models as well as problems with discontinuous
data.

Acknowledgements This research was partially supported by the Spanish Government (Minis-
terio de Economía y Competitividad) under projects MTM2013-47800-C2-1-P and MTM2016-
76497-R.
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Classical Symmetries for Two Special
Cases of Unsteady Flow in Nanoporous
Rock

Tamara M. Garrido, Rafael de la Rosa, and María Santos Bruzón

Abstract In the present paper, we study two equations related to the theory of
fluid and gas flow in nanoporous media. Both models are special cases of the
basic equation of the unsteady flow in nanoporous rock, the first one is the case
of weakly compressible fluid and the second one of the case of isothermic gas flow.
Moreover, a generalization of the equations is presented to study thoroughly the
physical phenomena. This new generalized equations involve arbitrary functions.
Lie method is applied to the model of generalized unsteady flow and the model of
generalized isothermic gas flow. Finally a classification in different cases depending
on the arbitrary function is shown.

Keywords Lie point symmetries · Contact symmetries · Weakly compressible
fluid · Isothermic gas flow · Nanoporous rock

1 Introduction

The field of multiphase phase flows in porous and nanoporous media is frequently
studied because of their applications, such as, the migration of an organic con-
taminant in a porous media [1, 12], flow and heat transfer in biological tissues
[13, 21], thermal transport in porous media [8, 20], fluid and gas flow in nanoporous
media [4, 14], theory of counter flow capillary impregnation of a porous medium
[10, 18, 22] and so on.

The mathematical models of these multiphase phase flows are reaching a high
level in several fields and in the present paper we have focused our attention in one
of them, specifically, in the study of two special cases from the basic model of the
unsteady flow in nanoporous rock.
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To introduce both models, let us start from the equation of mass conservation in
a permeable medium, from it the following relation was obtained in [15]

φρt = �
(
kρ

μ
� p

)

, (1)

where ρ is the fluid density, φ is the porosity, p is the pressure, μ is the dynamic
fluid viscosity and k the permeability of the rock.

Next, Monteiro et al. adapted the model (1) considering the following relation
k = A(px)

m, where A and m are assumed to be constant, between pressure
and density. Therefore, they obtained the basic equation of the unsteady flow in
nanoporous rock

φρt = A

μ

(
ρpm+1
x

)

x
. (2)

Now, Eq. (2) is adapted to two different cases. The first one with a weakly
compressible fluid, so it fulfils ρ = ρ0(1 − α(p − p0)) where α is the fluid
compressibility coefficient and ρ0, p0 are the density and pressure values in the
pristine estate. For this case Eq. (2) takes the form

pt = χ
(
pm+1
x

)

x
. (3)

On the other hand, considering an isothermic gas flow, Eq. (2) complies with the
relation ρ = Cp where C is a given constant. Thus, the following equation arises

pt = κ
(
ppm+1

x

)

x
. (4)

Equation (3) represents the case of weakly compressible fluid whereas Eq. (4)
represents the case for isothermic gas flow. For these special cases, the constants are
χ = Aρ0

αμφ
and κ = A

μφ
.

In [9], the analysis of the conservation laws admitted by Eqs. (3)–(4) was shown.
It should be pointed out that as these conservative laws arise from low order
multipliers, they can have a physical sense that helps to understand the physical
meaning of the results of the model.

Moreover, with the aim of going deeper in the research and results of this field
of unsteady flow in nanoporous rock, we have generalized the equation of weakly
compressible fluid (3) and the equation of isothermic gas flow (4). So considering
f = f (px) an arbitrary function with f �= 0 and f ′ �= 0 the following equations
have been studied

pt = (f (px))x (5)

pt = (pf (px))x (6)
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Hence, (5) is the generalized equation of the case of weakly compressible fluid
in nanoporous rock and (6) is the generalized equation of the case for isothermic gas
flow in nanoporous rock.

On the other hand, due to its important applications in the context of differential
equations [11], the Lie method is one of the best options to get results with
applicability in physics of Eqs. (5)–(6).

Many renowned researchers applied this method to partial differential equations
to understand and study in depth several physical phenomena. For example, de la
Rosa et al. [7] considered an equation describing microwave heating and obtained
its set of infinitesimal generators. Moreover, in [5, 6] solutions from a Gardner
and generalized variable-coefficient Gardner equation were obtained. Bruzón et al.
[3] applied this method to the generalized KdV-Burgers-Kuramoto equation which
models a dissipative, stroboscopic and unstable system in physics. Finally, Tracinà
et al. [19] obtained symmetries of a system of dispersive evolution equations and so
on.

In addition, in these cases of flow in nanoporous rock the Lie method is specially
useful because there is an arbitrary function in both models (5)–(6) and while we
are searching for symmetries it will provide a set of special forms for the unknown
function f where it is possible to choose.

The aim of this work is to apply the Lie classical method to the two models
proposed in this introduction. In Sect. 2 the basis of the method is detailed and, we
have emphasized the theory for both kind of symmetries, in Sect. 2.1 for Lie point
symmetries and in Sect. 2.2 for Lie contact symmetries. Therefore, in Sect. 3 the Lie
method have been applied to Eqs. (5)–(6) of generalized weakly compressible fluid
in nanoporous rock , in which the case f linear is omitted, and isothermic gas flow
in nanoporous rock respectively. Then, in Sect. 3.1 results of Eq. (5) are presented
and in Sect. 3.2 the theorems obtained for (6) are shown. Finally, conclusions are
found in Sect. 4.

2 The Lie Method

In this section we have focused our attention on the Lie method. At the end of the
nineteenth century, Lie introduced the properties of the parametric groups in the
study of differential equations and that advance lead to the study of Lie groups.

The classical Lie method determine the symmetries of an ordinary differential
equation or partial differential equation obtaining the uniparametric group of
transformations that leave invariant the equation and transform the set of solutions
in solutions. Therefore, symmetries allow us, for example, to reduce the number of
variables of the equation or reduce the order of it.

We owe the first contributions in literature about the Lie method to Ovsiannikov
[17] and in a more modern way to Olver [16]. Both books can be consulted for more
details about the method.
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2.1 Lie Point Symmetries

For a given partial differential equation (PDE) of order n

F(x, t, u, ux, ut . . . ) = 0, (7)

it is considered a one-parameter Lie group of infinitesimal point transformation in
(x, t, u) given by

x∗ = x + εξ(x, t, u)+O(ε2),

t∗ = t + ετ(x, t, u)+O(ε2), (8)

u∗ = u+ εη(x, t, u)+O(ε2),

where ε is the group parameter and the associated vector field takes the following
form

V = ξ(x, t, u)∂x + τ (x, t, u)∂t + η(x, t, u)∂u. (9)

Considering the condition that the transformation (8) with infinitesimal generator
(9) leaves invariant the set of solutions of the equation (7), an overdetermined linear
system of equations for the infinitesimals ξ(x, t, u), τ (x, t, u) and η(x, t, u) is
obtained.

This condition is known as the criterion of invariance, it means that the set of
solutions u = u(x, t) of Eq. (7) is invariant under the transformations provided that

pr(n)V (F ) = 0 when F = 0, (10)

where pr(n)V is the n-order prolongation of the vector field (9). This yields to the
mentioned overdetermined linear system of equations for the infinitesimals whose
solutions depend on the constants and functions involved in Eq. (7) if any.

2.2 Lie Contact Symmetries

Let us consider the given partial differential equation (7) of order n and the one-
parameter Lie group of contact transformation

x̃ = x + εξ(x, t, u, ux, ut )+O(ε2),

t̃ = t + ετ(x, t, u, ux, ut )+O(ε2), (11)

ũ = u+ εη(x, t, u, ux, ut )+O(ε2),
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The contact transformation is characterized by the operator

X = ξ(x, t, u, ux, ut )∂x + τ (x, t, u, ux, ut )∂t + η(x, t, u, ux, ut )∂u, (12)

provided that the contact conditions

∂η

∂ux
− ∂ξ

∂ux
ux − ∂τ

∂ux
ut = 0,

∂η

∂ut
− ∂ξ

∂ut
ux − ∂τ

∂ut
ut = 0,

are preserved.
To find the contact symmetries, a procedure similar to that shown for the point

symmetries is followed, the criterion of invariance is applied. Invariance of the
solution space of a given PDE under a contact symmetry is equivalent to invariance
of the PDE under the corresponding infinitesimal contact symmetry generator (12)

pr(n)X(F )|ε = 0 (13)

where pr(n)X denotes the prolongation of the generator (12) in the solution space ε
of Eq. (7). The prolongation formula has the form

pr(n)X = X + η(x)∂ux + η(t)∂ut + η(x,x)∂uxx + η(x,t)∂uxt + η(t,t)∂utt + . . .

where

η(x) = Dxη − uxDxξ − utDxτ,
η(t) = Dtη − uxDtξ − utDt τ,

η(x,x) = Dxη(x) − uxxDxξ − utxDxτ,
η(t,t) = Dtη(t) − utxDtξ − uttDt τ,

...

So applying the contact transformation (11) and the criterion of invariance (13) yield
to an overdetermined linear system of equations for the infinitesimals (ξ, τ, η).

It should be noted that the contact transformation (11) is equivalent to the point
transformation (8) by introducing the first derivatives of the unknown function
as new auxiliary unknowns. Therefore, the contact symmetries are extensions of
the point symmetries under certain conditions. However, in the following, we will
consider only proper contact symmetries, i.e. symmetries which are not to the point
symmetries, the ones which depend essentially on derivatives.



82 T. M. Garrido et al.

3 Lie Group Classification

In this section, we have applied the Lie method to study the Lie point symme-
tries and contact symmetries admitted by two special cases of unsteady flow in
nanoporous rock.

3.1 Case 1: Flow of Weakly Compressible Fluid in a
Nanoporous Rock Equation

Once the Lie point transformation (8) is applied to the flow of weakly compressible
fluid in a nanoporous rock equation (5) and considering that the set of solutions is
invariant, the following overdetermined system for the infinitesimal is obtained

−τppx − τx = 0

−τppp2
x − 2τxppx − τxx = 0

−ξppfpxp3
x − 2ξxpfpx u

2
x + ηppfpxp2

x − ξxxfpxpx + 2ηxpfpxpx

+ηxxfpx + ξt px − ηt = 0

−ξpfpxpxp2
x − ξxfpxpxpx + ηpfpxpxpx − 2ξpfpxpx + ηxfpxpx − 2ξxfpx + τtfpx = 0

Moreover, the solutions of the system are classified depending on the function
f = f (px) and its constants. Due to Eq. (5) reduces to the heat equation if f is
linear, this case is avoided. Hence, the classification of the Lie point symmetries is
the following.

Theorem 1 The point symmetries admitted by Eq. (5) are generated by:

• Case 1. For f = f (px) an arbitrary function, the infinitesimal generators are

v1 = ∂x,
v2 = ∂t ,
v3 = ∂p,
v4 = x∂x + 2t∂t + p∂p.

• Case 2. For f satisfying the differential equation

fpx

f
= a + 2bpx
c + dpx − bp2

x
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being a, b, c and d arbitrary constants, we obtain besides v1, v2, v3 and v4 the
following infinitesimal generator

v5 = bp∂x − at∂t + (cx + dp) ∂p.

It should be remarked that Eq. (5) also describes the motion of a non-Newtonian,
weakly compressible fluid in a porous medium and that its group classification was
presented in [2].

In addition, applying the Lie contact transformation (11) to the flow of weakly
compressible fluid equation (5) an overdetermined system is obtained, however, all
the contact symmetries obtained reduce to point symmetries. Hence, the following
result is obtained.

Theorem 2 The flow of weakly compressible fluid in a nanoporous rock equation
(5) does not admit contact symmetries.

3.2 Case 2: Isothermic Gas Flow in a Nanoporous Rock
Equation

Applying the Lie group transformation (8) to the isothermic gas flow in a nanopo-
rous rock equation (6) and by criterion of invariance (10) the following overdeter-
mined system of equations for the infinitesimal is obtained

τppx − τx = 0

−f 2
px
p2τppp

2
x − 2f 2

px
p2τxppx − f 2

px
pτpp

2
x − f 2

px
pτxpx

−fpxpτxf − 2fpxpξppx + pηxfpxpx + τtfpxp − p2τxx

+fpx η − 2fpxpξx + pτpfpxpxfp2
x + pτxfpxpxfpx

−pξpfpxpxp2
x − pξxfpxpxpx + pηpfpxpxpx = 0

2fpxpξpfp
2
x + fpxpξxfpx − fpxηfpx + ξtpxfpxp

−2f 2
px
p2ξxpp

2
x + f 2

px
p2ηppp

2
x − f 2

px
pξpp

2
x − f 2

px
p2ξxxpx

+2f 2
px
p2ηxppx − f 2

px
pξxp

2
x + f 2

px
pηpp

2
x + f 2

px
pηxpx

+fpxpηxf − f 2
px
p2ξppp

3
x + f 2

px
p2ηxx − ηtf 2

px
p

+pξpfpxpxfp3
x + pξxfpxpxfp2

x − pηpfpxpxfp2
x − pηxfpxpxfpx = 0

The solutions of the system depend on the function f = f (px) and six different
cases have been obtained. Hence, the classification of the Lie point symmetries is
the following.
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Theorem 3 The point symmetries admitted by Eq. (6) are generated by:

• Case 1. For f = f (px) an arbitrary function, the infinitesimal generators are

v′1 = ∂x,
v′2 = ∂t ,
v′3 = x∂x + t∂t + p∂p.

• Case 2. For f =
(k1k2 − px) k3

(
px−k1k2
px

)−1
k1

(k1 − 1) k2px
+ k4, being k1, k2, k3, k4

arbitrary constants with k1 �= 0, 1 and k2 �= 0, the infinitesimal generators are
v′1, v′2, v′3 and

v′4 =
(

−k1k4t + k4t − k1x + x + 1

k2
p

)

∂x + p∂p.

• Case 3. For f = − 1

k1
exp

(
k3 + px
px

)

+k2, being k1, k2, k3 arbitrary constants

with k1 �= 0 and k3 �= 0, the infinitesimal generators are v′1, v′2, v′3 and

v′5 =
(

k2t − 1

k3
p

)

∂x + t∂t ,

v′6 = − 1

k3
ln (p)∂x + ∂p.

• Case 4. For f = − 4k1

k2 + px + k3, being k1, k2, k3 arbitrary constants with

k2 �= 0, the infinitesimal generators are v′1, v′2, v′3 and

v′7 =
1

2k2
(−k2k3t + 4k1t + k2x + p) ∂x + t∂t .

• Case 5. For f = k1px + k2, being k1, k2 arbitrary constants, the infinitesimal
generators are v′1, v′2, v′3 and

v′8 =
(

1

2
x − 1

2
k2t

)

∂x + t∂t .
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• Case 6. For f = k1 + k2

px
, being k1, k2 arbitrary constants with k2 �= 0, the

infinitesimal generators are v′1, v′2, v′3 and

v′9 = ln(p)∂x ,

v′10 =
(

1

2
t − 1

2

p

k2

)

∂x.

Moreover, the Lie contact transformation (11) has been applied to the isothermic
gas flow in a nanoporous rock equation (6), applying the criterion of invariance
(13) an overdetermined system for the infinitesimal was sought. But the contact
symmetries obtained reduce to point symmetries, so the following result is obtained.

Theorem 4 The isothermic gas flow in a nanoporous rock equation (6) does not
admit contact symmetries.

4 Conclusions

In this paper we have considered two special cases derived from the basic equation
of the unsteady flow in nanoporous rock, the model of a weakly compressible fluid
and the model of flow of isothermal gas. Besides, the relationships from which the
equation of a weakly compressible fluid in nanoporous rock and the equation of flow
of isothermal gas in nanoporous rock arise are shown.

For each model, a generalization of the equation is proposed. Hence, in order to
go deeper in the research and results of these models of unsteady flow in nanoporous
rock, new generalized equations which involve arbitrary functions are presented.

Applying the Lie method to the generalize model of a weakly compressible fluid,
Lie point symmetries and contact symmetries have been studied. With regard to Lie
point symmetries, we have obtained four cases depending on the arbitrary function
along with their infinitesimal generators. Furthermore, we have concluded that the
flow of weakly compressible fluid in a nanoporous rock equation does not admit Lie
contact symmetries other than prolongations of point symmetries.

On the other hand, the Lie method have been also applied to the generalize
model of flow of isothermal gas in nanoporous rock. In relation to Lie point
symmetries, a complete classification with six different cases depending on the
arbitrary function of the model have been obtained. Finally, it has been asserted
that the generalize model of flow of isothermal gas in nanoporous rock does not
admit contact symmetries other than prolongations of point symmetries.

Acknowledgements The authors gratefully thank the Universidad Politécnica de Cartagena for
their support. The authors are grateful to the Junta de Andalucía for the financial support of
group FQM-201 and they express their sincere gratitude to the Plan Propio de Investigación de
la Universidad de Cádiz. Authors warmly thank the referee for suggestions to improve the paper.



86 T. M. Garrido et al.

References

1. Abriola, L.M., Pinder, G.F.: A multiphase approach to the modelling of porous media
contamination by organic compounds, 1-equation development. Water Resour. Res. 21, 11–
18 (1985)

2. Akhatov, I.SH., Gazizov, R.K., Ibrahimov, N.KH.: Group classification of the equations of
nonlinear filtration. Sov. Math. Dokl. 35, 384–386 (1987)

3. Bruzón, M.S., Recio, E., Garrido, T.M., Márquez, A.P.: Conservation laws, classical symme-
tries and exact solutions of the generalized KdV-Burgers-Kuramoto equation. Open Phys. 15,
433–439 (2017)

4. Cui, J., Sang, Q., Li, Y., Yin, C., Li, Y., Dong, M.: Liquid permeability of organic nanopores in
shale: calculation and analysis. Fuel 202, 426–434 (2017)

5. de la Rosa, R., Bruzón, M.S.: On the classical and nonclassical symmetries of a generalized
Gardner equation. Appl. Math. Nonlinear Sci. 1, 263–272 (2016)

6. de la Rosa, R., Bruzón, M.S.: Travelling wave solutions of a generalized variable-coefficient
Gardner equation. In: Trends in Differential Equations and Applications. SEMA SIMAI
Springer Series, pp. 405–417. Springer, Berlin (2016)

7. de la Rosa, R., Gandarias, M.L., Bruzón, M.S.: A study for the microwave heating of some
chemical reactions through Lie symmetries and conservation laws. J. Math. Chem. 53, 949–
957 (2014)

8. Duval, F., Fichot, F., Quintard, M.: A local thermal non-equilibrium model for two-phase flows
with phase-change in porous media. Int. J. Heat Mass Transf. 47, 613–639 (2004)

9. Garrido, T.M., Bruzón, M.S.: Conservation laws for the Barenblatt-Gilman equation and for
two special cases of unsteady flow in nanoporous rock. In: Libro de comunicaciones definitivas
presentadas en CEDYA+CMA 2017, pp. 318–321 (2017). ISBN: 978-84-944402-1-2

10. Garrido, T.M., Kasatkin, A.A., Bruzón, M.S., Gazizov, R.K.: Lie symmetries and equivalence
transformations for the Barenblatt–Gilman model. J. Comput. Appl. Math. 318, 253–258
(2017)

11. Ibragimov, N.H.: CRC Handbook of Lie Group Analysis of Differential Equations, Vols. 1–3.
CRC Press, Boca Raton (1994–1996)

12. Kaluarachchi, J.J., Parker, J.C.: Modeling multicomponent organic chemical transport in three-
fluid-phase porous media. J. Contam. Hydrol. 5, 349–374 (1990)

13. Khaled, A.R.A., Vafai, K.: The role of porous media in modeling flow and heat transfer in
biological tissues. Int. J. Heat Mass Transf. 46, 4989–5003 (2003)

14. Ma, J., Sanchez, J.P., Wu, K., Couples, G.D., Jiang, Z.: A pore network model for simulating
non-ideal gas flow in micro- and nano-porous materials. Fuel 116, 498–508 (2014)

15. Monteiro, P.J.M., Rycroft, C.H., Barenblatt, G.I.: A mathematical model of fluid and gas flow
in nanoporous media. Proc. Natl. Acad. Sci. U. S. A. 109, 20309–20313 (2012)

16. Olver, P.: Applications of Lie Groups to Differential Equations. Springer, New York (1993)
17. Ovsyannikov, L.V.: Group Analysis of Differential Equations. Academic, New York (1982)
18. Tomutsa, L., Silin, D.B., Radmilovic, V.: Analysis of chalk petrophysical properties by means

of submicron-scale pore imaging and modeling. SPE Reserv. Eval. Eng. 10, 285–293 (2007)
19. Tracinà, R., Bruzón, M.S., Gandarias, M.L., Torrisi, M.: Nonlinear self-adjointness, conserva-

tion laws, exact solutions of a system of dispersive evolution equations. Commun. Nonlinear
Sci. Numer. Simul. 19, 3036–3043 (2014)

20. Viskanta, R.: Thermal Transport in Highly Porous Cellular Materials. Handbook of Porous
Media, pp. 535–558. CRC Press, Boca Ratón (2015)

21. Wessapan, T., Rattanadecho, P.: Flow and heat transfer in biological tissue due to electromag-
netic near-field exposure effects. Int. J. Heat Mass Transf. 97, 174–184 (2016)

22. Young, W.B.: Capillary impregnation into cylinder banks. J. Colloid Interface Sci. 273, 576–
580 (2004)



Asymptotic Behaviour of Finite Length
Solutions in a Thermosyphon Viscoelastic
Model

Ángela Jiménez-Casas

Abstract A thermosyphon, in the engineering literature, is a device composed of
a closed loop containing a fluid whose motion is driven by several actions, such
as gravity and natural convection. In this work we prove some results about the
asymptotic behaviour for solutions of a closed loop thermosyphon model with a
viscoelastic fluid in the interior (Jiménez-Casas et al., Discrete Conti Dynam Syst
(9th AIMS Conference Sool) 2013:375–384, 2013; Chaotic Model Simul 2:281–
288, 2013). In this model a viscoelastic fluid described by the Maxwell constitutive
equation is considered, this kind of fluids present elastic-like behavior and memory
effects. Their dynamics are governed by a coupled differential nonlinear systems.
In several previous works we have shown chaos in the fluid, even with this kind
of viscoelastic fluid (Jiménez-Casas and Castro, Electron J Differ Equ (Conference
22), 53–61, 2015; Yasapan et al., Abstr Appl Anal 2013, Article ID: 748683, 2013;
Discrete Conti Dynam Syst Ser B 20:3267–3299, 2015 among others). In this
model, we consider a prescribed heat flux like Rodríguez-Bernal and Van Vleck
(SIAM J Appl Math 58:1072–1093, 1998), Jiménez-Casas and Ovejero (Appl Math
Comput 124:289–318, 2001) among others (all of them with Newtonian fluids).
This work is, in some sense, a generalization of some previous results on standard
(Newtonian) fluids obtained by Rodríguez-Bernal and Van Vleck (SIAM J Appl
Math 58:1072–1093, 1998), when we consider a viscoelastic fluid.
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1 Introduction

In engineering literature, a thermosyphon is a device composed of a closed loop
pipe containing a fluid whose motion is driven by the effect of several actions such
as gravity and natural convection. The flow inside the loop is driven by an energetic
balance between thermal energy and mechanical energy.

Here, we consider a thermosyphon model where the confined fluid is viscoelastic.
This has some a-priori interesting peculiarities that could affect the dynamics with
respect to the case of a Newtonian fluid. On one hand, the dynamics have memory,
so its behavior depends on the its whole past history and, on the other hand, at small
perturbations, the fluid behaves like an elastic solid and a characteristic resonance
frequency could, eventually, be relevant (consider for instance the behavior of jelly
or toothpaste).

The simplest approach to viscoelasticity comes from the so-called Maxwell
model [11]. In this model, both Newton’s law of viscosity and Hooke’s law of
elasticity are generalized and complemented through an evolution equation for the
stress tensor, σ .

Viscoelastic behavior is common in polymeric and biological suspensions and,
consequently, our results may provide useful information on the dynamics of this
sort of systems inside a thermosyphon.

In a thermosyphon, the equations of motion can be greatly simplified because of
the quasi-one-dimensional geometry of the loop. Thus, we assume that the section
of the loop is constant and small compared with the dimensions of the physical
device, so that the arc length co-ordinate along the loop (x) gives the position in the
circuit.

The velocity of the fluid is assumed to be independent of the position in the
circuit, i.e. it is assumed to be a scalar quantity depending only on time.

This approximations come from the fact that the fluid is assumed to be
incompressible. On the contrary, temperature is assumed to depend both on time
and position along the loop.

The derivation of the thermosyphon equations of motion is similar to that in
Ref. [9] and these equations are obtained in [7]. Finally, after adimensionalizing the
variables (to reduce the number of free parameters) we get the following ODE/PDE
system (see [7] and [1]):

⎧
⎪⎨

⎪⎩

ε
d2v

dt2
+ dv

dt
+G(v)v =

∮

Tf,

∂T

∂t
+ v ∂T

∂x
= h(x, v, T )+ μ∂2T

∂x2 ,

(1)

with v(0) = v0,
dv
dt
(0) = w0 and T (0, x) = T0(x).

Here, v(t) is the velocity, T (t, x) is the distribution of the temperature of the
viscoelastic fluid into the loop,G(v), is the friction law at the inner wall of the loop,
and the function f is the geometry of the loop and the distribution of gravitational
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forces. In this case h(x, v, T ) = h(x) as in [6, 7, 15, 16] is the general heat flux
and μ is the temperature diffusion coefficient. Finally, ε in Eq. (1) is the viscoelastic
parameter, which is the dimensionless version of the viscoelastic time. Roughly
speaking, it gives the time scale in which the transition from elastic to fluid-like
occurs in the fluid.

We assume thatG(v) is positive and bounded away from zero. This function has
been usually taken to be G(v) = G0, a positive constant for the linear friction case
[9], or G(v) = |v| for the quadratic law [4, 10], or even a rather general function
given by G(v) = g(Re)|v|,where Re is a Reynolds-like number that is assumed
to be large [14, 15] and proportional to |v|. The functions G, f , and h incorporate
relevant physical constants of the model, such as the cross sectional area, D, the
length of the loop, L, the Prandtl, Rayleigh, or Reynolds numbers, etc. (see [15]).
UsuallyG,h are given continuous functions, such thatG(v) ≥ G0 > 0, and h(v) ≥
h0 > 0, for G0 and h0 positive constants.

Finally, for physical consistency, it is important to note that all functions
considered must be 1-periodic with respect to the spatial variable, and

∮ = ∫ 1
0 dx

denotes integration along the closed path of the circuit. Note that
∮
f = 0.

The main contribution of this paper (Sect. 3) is to prove that, under suitable
conditions, any solution either converges to the rest state or the oscillations of
velocity around v = 0 must be large enough. This result generalizes the one
proposed in Rodríguez-Bernal and Van Vleck [14] for a thermosyphon model with
a one-component viscoelastic fluid.

Besides, we note in some sense that Proposition 2 in the linear friction case,
generalizes the results about the asymptotic behaviour for the dynamics in [7, 17]
for functions f and h without the condition K ∩ J = ∅. In this Proposition 2
we prove that, the finite length solutions (

∫∞
0 |v(s)|ds < ∞) converge to the rest

equilibrium point, taking functions f and h with K ∩ J �= ∅, this is enough to

consider the orthogonality condition (11), this is, Re

(
∑
k∈(K∩J )+

bkc−k
k2

)

= 0 with

K ∩ J a finite set.

2 Previous Results About Well Posedness and Global
Attractor

First, we note that in this section we consider the case where all periodic functions
in Eq. (1) have zero average, i.e. we work in Y = R2 × Ḣ 1

per(0, 1), where

L̇2
per (0, 1) = {u ∈ L2

loc(R), u(x + 1) = u(x)a.e.,
∮

u = 0},

Ḣmper (0, 1) = Hmloc(R) ∩ L̇2
per (0, 1).



90 A. Jiménez-Casas

In effect, we observe that, for μ > 0, if we integrate the equation for the
temperature along the loop, we have that d

dt
(
∮
T ) = ∮

h and then
∮
T (t) =∮

T0 + t
∮
h. Therefore, the temperature is unbounded, as t →∞, unless

∮
h = 0.

However, taking θ = T − ∮ T and h∗ = h− ∮ h reduces to the case
∮
θ = ∮ θ0 =∮

h∗ = 0, since θ would satisfy:

∂θ

∂t
+ v ∂θ

∂x
= h(x)+ μ∂

2θ

∂x2 , θ(0) = θ0 = T0 −
∮

T0 (2)

Therefore, if we consider now θ = T − ∮ T then from the second equation of
system Eq. (1), we obtain that θ satisfies Eq. (2).

Finally, since
∮
f = 0, we have that

∮
Tf = ∮ θf, and the equation for v reads

ε
d2v

dt2
+ dv
dt
+G(v)v =

∮

θ.f, v(0) = v0,
dv

dt
(0) = w0. (3)

Thus, from Eqs. (2) and (3) we have (v, θ) satisfies system Eq. (1) with h∗, θ0
replacing h, T0 respectively and now

∮
θ = ∮ h = ∮ θ0 = 0.

Thus, we consider the system Eq. (1) with
∮
T0 =

∮
h = 0 and

∮
T (t) = 0 for

every t ≥ 0.

Also, if μ > 0 the operator−μ ∂2

∂x2 , together with periodic boundary conditions,

is an unbounded, self-adjoint operator with compact resolvent in L2
per (0, 1) which

is positive when restricted to the space of zero-average functions L̇2
per (0, 1). Hence,

the second equation in Eq. (1) is of parabolic type for μ > 0.
Hereafter we denote by w = dv

dt
and we write the system (1) as the following

evolution system for the acceleration, velocity and temperature:

d

dt

⎛

⎝
w

v

T

⎞

⎠+
⎛

⎜
⎝

1
ε

0 0
0 0 0

0 0 −μ ∂2

∂x2

⎞

⎟
⎠

⎛

⎝
w

v

T

⎞

⎠ =
⎛

⎝
F1

F2

F3

⎞

⎠ (4)

with F1(w, v, T ) = − 1
ε
G(v)v + 1

ε

∮
Tf, F2(w, v, T ) = w and F3(w, v, T ) =

−v ∂T
∂x
+ h(v) and initial data (w, v, T )⊥(0) = (w0, v0,0 T )

⊥.

The operatorB =
⎛

⎜
⎝

1
ε

0 0
0 0 0

0 0 −μ ∂2

∂x2

⎞

⎟
⎠ is a sectorial operator in Y = R2×Ḣ 1

per(0, 1)

with domainD(B) = R2 × Ḣ 3
per (0, 1) and has compact resolvent, where

L̇2
per (0, 1) = {u ∈ L2

loc(R), u(x + 1) = u(x)a.e.,
∮

u = 0},

Ḣmper (0, 1) = Hmloc(R) ∩ L̇2
per (0, 1).
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Thus, we can apply the result about sectorial operator of [3] to prove the existence
of solutions of system (1).

Moreover, if we consider some additionally hypothesis to add for the frictionG,
i.e. there exits a constant h0 ≥ 0 such that:

lim sup
t→∞

|G′(t)|
G(t)

= 0 and lim sup
t→∞

|tG′(t)|
G(t)

≤ h0. (5)

Then, using the technique Lemma 3.1 in [7], we have the next result.
It is important to note that the conditions (5) are satisfied for all the friction

functionsG considered in the previous works, i.e., the thermosyphon models where
G is constant or linear or quadratic law. Moreover, the conditions (5) are true for
G(s) ≈ A|s|n, as s →∞.

Proposition 1 We suppose that H(r) = rG(r) is locally Lipschitz, f, h ∈ L̇2
per

h(v) ≥ h0 > 0. Then, given (w0, v0, T0) ∈ Y = R2 × Ḣ 1
per(0, 1), there exists a

unique solution of (1) satisfying

(w, v, T ) ∈ C([0,∞],Y) ∩ C(0,∞,R2 × Ḣ 3
per (0, 1)),

(ẇ, w,
∂T

∂t
) ∈ C(0,∞,R2 × Ḣ 3−δ

per (0, 1)),

where w = v̇ = dv
dt

and ẇ = d2v
dt2

for every δ > 0. In particular, (1) defines a
nonlinear semigroup, S(t) in Y, with S(t)(w0, v0, T0) = (w(t), v(t), T (t)).

Moreover, from (5) (see [7]) Eq. (1) has a global compact and connected
attractor, A , in Y. Also if h ∈ Ḣmper(0, 1) with m ≥ 1, the global attractor

A ⊂ R2 × Ḣm+2
per and is compact in this space.

Proof This result has been proved in Theorem 2.1, Proposition 3.1 and Corollary 4.1
from Jiménez-Casas et al. [7]. 
�

3 Asymptotic Behaviour of Finite Length Solutions

In previous works, like Jiménez-Casas et al.[7], the asymptotic behaviour of the
system Eq. (1) for large enough time is studied.

In this sense the existence of an inertial manifold associated to the functions
f (loop-geometry) and h (prescribed heat flux) has been proved. In this case, we
consider an inertial manifold M for the flow S(t)(w0, v0, T0) = (w(t), v(t), T (t))
in the space Y = R2 × Ḣ 1

per(0, 1) × L̇2
per (0, 1), as a smooth manifold M ⊂ Y

such that: (1) M is positively invariant, that is S(t)M ⊂ M for every t ≥ 0; (2) M
contains the attractor, that is, A ⊂M; (3) M is exponentially attracting in the sense
that there exists a constant δ > 0 such that for every bounded set B ⊂ Y there exists
C = C(B) ≥ 0 such that dist (S(t)B,M) ≤ Ce−δt , for every t ≥ 0.
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The abstract operators theory (Henry [3], Foias et al. [2] and Rodríguez-Bernal
[12, 13]) has been used for this purpose.

In Proposition 2 we consider the linear friction case [9] where G(v) = G0,
a positive constant and we prove some results under suitable conditions for the
geometry of the loop f and the heat flux h. These results rise an important
consequence: in this condition, for large time the velocity reaches the equilibrium—
null velocity—or takes a value to make its integral diverge.

Besides, Proposition 2 generalizes the result of thermosyphon model for Newto-
nian fluids of Rodríguez-Bernal and Van Vleck [14] in the case of a prescribed heat
flux, i.e. h = h(x), for a viscoelastic fluid.

3.1 Previous Results and Notations

In this section, we assume also that G∗(r) = rG(r) is locally Lipschitz satisfying
(5) (see [7]), and f, h ∈ L̇2

per are given by following Fourier expansions

h(x) =
∑

k∈Z∗
bke

2πkix; f (x) =
∑

k∈Z∗
cke

2πkix; (6)

where Z∗ = Z − {0}, while T0 ∈ Ḣ 2
per is given by T0(x) = ∑

k∈Z∗ ak0e
2πkix.

Finally, assuming that T (t, x) ∈ Ḣ 2
per is given by

T (t, x) =
∑

k∈Z∗
ak(t)e

2πkix (7)

where Z∗ = Z− {0}, we note that āk = −ak since all functions considered are real
and also a0 = 0 since they have zero average.

Now, we observe the dynamics of each Fourier mode and from Eq. (1), we get
the following system for the new unknowns, v and the coefficients ak(t).

{
ε d

2v
dt2

+ dv
dt
+G(v)v =∑k∈Z∗ ak(t)c−k

ȧk(t)+
[
2πkiv(t)+ 4μπ2k2

]
ak(t) = bk

(8)

• Assuming that the prescribed heat flux h ∈ Ḣmper , is given by

h(x) =
∑

k∈K
bke

2πkix,

and bk �= 0 for every k ∈ K ⊂ Z with 0 /∈ K , since
∮
h = 0.

We denote by Vm the closure of the subspace of Ḣmper generated by

{e2πkix, k ∈ K}.
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Then we have from Theorem 4.2 in Jiménez-Casas et al.[7] the set
M = R2 × Vm is an inertial manifold for the flow of S(t)(w0, v0, T0) =
(w(t), v(t), T (t)) in the space Y = R2× Ḣmper . By this, the dynamics of the flow
is given by the flow in M associated to the prescribed heat flux h.

This is
{

ε d
2v
dt2

+ dv
dt
+G(v)v =∑k∈K ak(t)c−k

ȧk(t)+
[
2πkiv(t)+ 4μπ2k2

]
ak(t) = bk, k ∈ K

(9)

• Moreover, we assume that the function associated to the geometry of the loop f ,
is given by

f (x) =
∑

k∈J
cke

2πkix

and ck �= 0 for every k ∈ J ⊂ Z with 0 /∈ J , since
∮
f = 0. We note also that

on the inertial manifold
∮

Tf =
∑

k∈K∩J
ak(t)c−k.

Thus, the dynamics of the system depend only on the coefficients in K ∩ J .
First, from Eq. (8) we can observe the velocity of the fluid is independent of

the coefficients for temperature ak(t) for every k ∈ Z
√∗ − (K ∩ J ). That is, the

relevant coefficients for the velocity are only ak(t) with k belonging to the set
K ∩ J. This important result about the asymptotic behaviour has been proved in
Corollary 4.2 from Jiménez-Casas et al.[7].

• We also note that 0 /∈ K ∩J and sinceK = −K and J = −J then the setK ∩J
has an even number of elements, which we denote by 2n0. Therefore, the number
of the positive elements of K ∩ J , (K ∩ J )+ is n0.

Moreover, the equations for a−k are conjugates of the equations for ak and
therefore we have:

∑

k∈K∩J
ak(t)c−k = 2Re(

∑

k∈(K∩J )+
ak(t)c−k).

Thus,

∮

Tf = 2Re(
∑

k∈(K∩J )+
ak(t)c−k). (10)

The aim is to prove Proposition 2, which generalizes, in some sense, the result of
thermosyphon model for Newtonian fluids of Rodríguez-Bernal and Van Vleck [14]
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in the case of a prescribed heat flux, i.e. h = h(x), for a viscoelastic fluid. To do so,
we examine which are these steady-state solutions, also called equilibrium points.

We have to note the difference between equilibrium points (constants respect to
the time) null velocity, called rest equilibrium, and equilibrium points with non-
vanishing constant velocity.

Equilibrium Conditions

(a) The system Eq. (8) presents the rest equilibrium (rest stationary solutions) w =
v = 0, ak = bk

4μπ2k2 ∀k ∈ K ∩ J under the assumption of the following
orthogonality condition:

I0 = Re(
∑

k∈(K∩J )+

bkc−k
k2 ) = 0. (11)

(b) Any other equilibrium position will have a non-vanishing velocity and the
equilibrium is given by:

⎧
⎪⎨

⎪⎩

G(v)v = 2Re(
∑

k∈(K∩J )+
akc−k)

ak = bk
4μπ2k2+2πkiv

(12)

3.2 Asymptotic Behaviour

Lemma 1 If we assume that a solution of Eq. (8) satisfies
∫∞

0 |v(s)|ds <∞, then
for every η > 0 there exists t0 such that

∫ t

t0

e−4μπ2k2(t−r)(e−
∫ t
r 2πikv − 1)dr ≤ η, (13)

with t ≥ t0.
Proof If

∫∞
0 |v(s)|ds < ∞, then for all δ there exists t0 > 0 such that for every

t0 ≤ r ≤ t we have | ∫ tr v| ≤ δ. Then, for any η > 0 we can take t0 large enough
such that

|e−
∫ t
r 2πikv − 1| ≤ η for all t0 ≤ r ≤ t . (14)

Therefore, we get

∫ t

t0

e−4μπ2k2(t−r)(e−
∫ t
r 2πikv − 1)dr ≤
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≤ η

4μπ2k2 (1 − e−4μπ2k2(t−t0)) ≤ η with t ≥ t0 and taking into account that η → 0
for t →∞ and μ > 0, we get Eq. (13). 
�
Proposition 2 We consider the linear friction case, i.e. G(v) = G0 with G0 a
positive constant.

i) If we assume that I0 = Re
(∑

k∈(K∩J )+
bkc−k
k2

)
= 0, with K ∩ J finite set, and

that a solution of Eq. (8) satisfies
∫∞

0 |v(s)|ds < ∞. Then, the system reaches
the rest stationary solution, that is:

{
v(t)→ 0, and w(t)→ 0, as t →∞

ak(t)→ bk
4μπ2k2 , as t →∞

Moreover,

T (t, x)→ θ∞ in Ḣ 1
per ,

where θ∞ is the unique solution in Ḣ 2
per(0, 1) of

−μ∂
2θ

∂x2 = h(x).

ii) Conversely, if I0 = Re(
∑

k∈(K∩J )+

bkc−k
k2 ) �= 0 then for every solution

∫∞
0 |v(s)|ds = ∞, and v(t) does not converge to zero.

iii) IfK ∩J = ∅, then the global attractor for system Eq. (1) inR2× Ḣ 1
per (0, 1) is

reduced to a point {(0, 0, θ∞)}, where θ∞ is the unique solution in Ḣ 2
per(0, 1)

of

−μ∂
2θ

∂x2 = h(x).

Proof First, we study the behaviour for large time of the coefficients ak(t).
The distance between the coefficients that represents the solution of the system,

ak(t) to the values of those coefficients in the equilibrium, bk
4μπ2k2 is computed.

For t0 enough large, we know that for every t > t0 we have

ak(t) = ak(t0)e−
∫ t
t0

2πikv+4μπ2k2 + bk
∫ t

t0

e−
∫ t
r 2πikv+4μπ2k2

dr (15)

and using

∫ t

t0

e−
∫ t
r 4μπ2k2 = 1

4μπ2k2 (1− e−4μπ2k2(t−t0)), (16)
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we have that

ak(t)− bk(1− e
−4μπ2k2(t−t0))

4μπ2k2 = ak(t0)e−
∫ t
t0

2πikv+4μπ2k2+

+bk
∫ t

t0

e−
∫ t
r 4μπ2k2

(e−
∫ t
r 2πikv − 1)dr.

Taking limits when t →∞, we get

ak(t) − (1 − e−4μπ2k2(t−t0)) bk
4μπ2k2 → 0, since ak(t0)e−

∫ t
0 2πikv+4μπ2k2 → 0

and from Eq. (13) (Lemma 1) we have that bk
∫ t
t0
e−
∫ t
r 4μπ2k2

(e−
∫ t
r 2πkiv − 1)→ 0.

Now taking into account that
(1− e−4μπ2k2(t−t0)) bk

4μπ2k2 converges to bk
4μπ2k2 for large time we conclude that:

⎧
⎪⎨

⎪⎩

ak(t)→ bk
4μπ2k2

I (t) = 2Re(
∑

k∈(K∩J )+
ak(t)c−k)→ I0

2μπ2 = I∗0 (17)

with

I∗0 =
I0

2μπ2 = 2Re(
∑

k∈(K∩J )+

bkc−k
4μπ2k2 ).

We prove now

T (t, x) =
∑

k

ak(t)e
2πkix → θ∞ =

∑

k

bk

4μπ2k2 e
2πkix in Ḣ 1

per(0, 1)

and we also note

∂2θ∞
∂x2 = −1

μ

∑

k

bke
2πkix = −1

μ
h(x).

In effect, first from T (t, x) =∑k ak(t)e
2πkix ∈ Ḣ 1

per(0, 1) for every t ≥ t0 ≥ 0

we have that
∑
k k

2|ak(t)|2 < ∞ for every t ≥ t0 ≥ 0, and using h(x) =
∑
k bke

2πkix ∈ L̇2
per (0, 1) we also have that

∑
k |bk|2 <∞, and then

∞∑

k=m+1

k2|ak(t)|2 → 0, for every t ≥ t0 ≥ 0 and
∞∑

k=m+1

|bk|2 → 0 as m→∞.
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Next, we will prove that

∞∑

k=m+1

k2|ak(t)|2 → 0 as m→∞, uniformly for t large. (18)

From (15), taking into account that |e−
∫ t
r 2πikv| = 1 together with (16), we get

|ak(t)| ≤ |ak(t0)|e−4μπ2k2(t−t0) + |bk|
4μπ2k2 (1− e−4μπ2k2(t−t0)).

Therefore, using now e−4μπ2k2(t−t0) ≤ 1 and (1− e−4μπ2k2(t−t0)) ≤ 1, we get

|ak(t)| ≤ |ak(t0)| + |bk|
4μπ2k2 .

Thus, we obtain that

∞∑

k=m+1

k2|ak(t)|2 ≤ C
( ∞∑

k=m+1

k2|ak(t0)|2 + 1

16μ2π4

∞∑

k=m+1

k2|bk|2
)

since 1
k2 ≤ 1, with C > 0 independent of k,m and t , and we conclude (18).

Finally, we note that

‖(T (t, x)−θ∞)x‖2
L̇2
per (0,1)

≤ 4π2
∑

k

k2|ak(t)− bk

4μπ2k2
|2 ≤ 4π2

m∑

k=1

k2|ak(t)− bk

4μπ2k2
|2+

+4π2
∞∑

k=m+1

k2|ak(t)− bk

4μπ2k2
|2 = 4π2Sm(t)+ 4π2Rm+1(t),

where

Rm+1(t) =
∞∑

k=m+1

k2|ak(t)− bk

4μπ2k2
|2 ≤ C

∞∑

k=m+1

k2|ak(t)|2 + C

16μ2π4

∞∑

k=m+1

|bk|2 → 0

as m→∞ uniformly for t large thanks to (18).
Then, for every η > 0 there exists m0(η) > 0 such that 4π2Rm0+1(t) <

η
2 .

Therefore, using again (17), we obtain t0(η) > 0 enough large, such that we also
have 4π2Sm0(t) <

η
2 for every t ≥ t0, where

Sm0(t) =
m0∑

k=1

k2|ak(t)− bk

4μπ2k2 |2.
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This is, we get

‖(T (t, x)− θ∞)x‖2
L̇2
per (0,1)

→ 0 as t →∞.

Analogously, we also prove that

‖T (t, x)− θ∞‖2
L̇2
per (0,1)

→ 0 as t →∞,

and we get that T (t, x)→ θ∞ in Ḣ 1
per(0, 1).

To conclude, we study now when the velocity v(t) and the accelerationw(t) go to
zero. From (10) we can read the equation for v, the first equation of system Eq. (8),
as

ε
d2v

dt2
+ dv
dt
+G0v = I (t), with I (t) = 2Re(

∑

k∈(K∩J )+
ak(t)c−k).

(I) First, if we denote by vH (t) any solution of linear homogeneous equation
given by:

ε
d2v

dt2
+ dv
dt
+G0v = 0 with ε > 0,G0 > 0

then,

vH (t) = C1e
λ1t + C2e

λ2t

where λ1, λ2 are given by the solutions of P(λ) = ελ2 + λ + G0 = 0 and
both are negative real numbers or complex numbers with negative real part.
Therefore, we have that vH (t)→ 0 as t →∞ for every constants C1, C2.

(II) Second, using (17) this is, δ(t) = I (t) − I∗0 → 0 as t → ∞, we will prove
now for every vp(t) solution of

ε
d2vp

dt2
+ dvp
dt

+G0vp = δ(t), (19)

satisfies that vp(t)→ 0 as t →∞.
In effect, we can rewrite (19) as

dv∗
dt

+ av∗ = δ(t), with v∗ = ε dvp
dt

+ bvp (20)
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where a, b are given by

a = 1+√1− 4εG0

2ε
, b = G0

a
. (21)

Then:

v ∗ (t) = e−a(t−t0)v ∗ (t0)+
∫ t

t0

e−a(t−s)δ(s)ds (22)

and now, taking into account that a, is positive real numbers or complex
number with positive real part, together with δ(t)→ 0; we get v ∗ (t)→ 0 as
t →∞.

Now, we note that:

dvp

dt
+ b
ε
vp = v ∗ (t), and vp(t) = e− b

ε (t−t0)vp(t0)+
∫ t

t0

e−
b
ε (t−s) v ∗ (s)

ε
ds.

(23)

Working as above and taking into account that b, is positive real number or
complex number with positive real part, together with v∗(t)→ 0; we conclude
that vp(t)→ 0 as t →∞.

(III) Finally, we consider the equation for the velocity

ε
d2v

dt2
+ dv

dt
+G0v = I (t) = (I (t) − I∗0 )+ I∗0 with I∗0 =

I0

2μπ2 (24)

and using the superposition principle of solutions, we have that:

v(t) = C1e
λ1t + C2e

λ2t + vp + I∗0
G0

for some constants C1, C2, where vH = C1e
λ1t + C2e

λ2t is a solution for the

homogeneous linear equation ε d
2v
dt2
+ dv
dt
+G0v = 0,

I ∗0
G0

is a particular solution

of linear equation ε d
2v
dt2

+ dv
dt
+ G0v = I∗0 and vp is a particular solution of

linear equation ε d
2v
dt2

+ dv
dt
+G0v = δ(t) = (I (t) − I∗0 ).

Then, from the above parts I and II, we conclude that

v(t)→ I∗0
G0

as t →∞.
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(i) In particular, when I0 = 0, i.e. I∗0 = I0
2μπ2 = 0, we get v(t) → 0. Moreover,

δ(t) = I (t) − G0v(t) → 0 as t → ∞, since from (17) we have that I (t) →
I∗0 = 0, and using now (24) we obtain that,

ε
dw

dt
+w = δ(t), and w(t) = e−c(t−t0)w(t0)+

∫ t

t0

e−c(t−s)cδ(s)ds (25)

with c = 1
ε
> 0. Thus, we also prove that w(t) → 0 as t → ∞ and we

conclude.
(ii) We also note that if I0 �= 0, then I∗0 = 1

2μπ2 �= 0 and we get

liminft→∞|v(t)| > 0, which implies that
∫∞

0 |v(s)|ds = ∞. This result
is in contradiction with the initial condition

∫∞
0 |v(s)|ds < ∞, this implies it

is not a valid hypothesis.
(iii) If K ∩ J = ∅ from (10) we can read the equation for v, the first equation of

system Eq. (8), as

ε
d2v

dt2
+ dv
dt
+G0v = 0

and then we get the velocity goes to zero. Moreover, if v(t) → 0, working
as above from ε dw

dt
+ w = δ(t) with δ(t) = −G0v(t) → 0 we get also that

w(t)→ 0.

Finally, we can read the equation for ak(t), the second equation of system Eq. (8),
as

dak

dt
+ 4μπk2ak(t) = bk − δ(t) with δ(t) = 2πkiv(t)→ 0 as t →∞.

Moreover, using again the superposition principle of solutions, we have for some
C > 0, positive constant depending on the initial condition ak(t0), we have that

ak(t) = Ce−4μπk2t + bk

4μπik2 − a
p
k (t) (26)

where apk (t) is the particular solution of

da
p

k

dt
+ 4μπk2a

p

k (t) = δ(t), with μ > 0 and δ(t)→ 0 as t →∞,

hence apk (t)→ 0 as t →∞. This is, from (26) we get

ak(t)→ bk

4μπk2
as t →∞.
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Working as above, we also get T (t, x) → θ∞ in Ḣ 1
per (0, 1); therefore, in this

case, for every solutions we get (w(t), v(t), T (t, x)) → (0, 0, θ∞). This is, the
global attractor for system Eq. (8) is reduced to a point (0, 0, θ∞) and we conclude.


�

3.3 Concluding Remarks

Recalling that functions associated to circuit geometry, f, and to prescribed heat
flux, h, are given by f (x) = ∑

k∈J cke2πkix and h(x) = ∑
k∈K bke2πkix,

respectively. In Jiménez-Casas et al. [7], using the operator abstract theory, it is
proved that if K ∩ J = ∅, then the global attractor for system Eq. (1) in R2 × Ḣ 1

per

is reduced to a point {(0, 0, θ∞)}, where θ∞ is the unique solution in Ḣ 2
per(0, 1) of

−μ∂2θ

∂x2 = h(x).
In this sense, Proposition 2 offers the possibility to obtain the same asymptotic

behaviour for the dynamics, i.e., the attractor is also reduced to a point taking
functions f and h such that withK ∩ J = ∅. Moreover, also without this condition,

that is withK ∩J �= ∅ a finite set, it is enough that Re(
∑

k∈(K∩J )+

bkc−k
k2 ) = 0, to get

the solutions with finite length converge to the rest equilibrium, when we consider
the linear friction case G = G0. We note, the result about the inertial manifold
(Jiménez-Casas et al. [7]) reduces the asymptotic behaviour of the initial system
Eq. (1) to the dynamics of the reduced explicit system Eq. (9) with k ∈ K ∩ J.

We also observe from the analysis above, that it is possible to design the geometry
of circuit, f , and/or heat flux, h, so that the resulting system has an arbitrary number
of equations of the form N = 4n0 + 1 where n0 is the number of elements of
(K ∩ J )+ and we consider the real and imaginary parts of relevant coefficients for
the temperature ak(t) with k ∈ (K ∩ J )+ .

Note that it may be the case thatK and J are infinite sets, but their intersection is
finite. Also, for a circular circuit we have f (x) ∼ asen(x)+bcos(x), i.e. J = {±1}
and then K ∩ J is either {±1} or the empty set.

Recently, we have considered a thermosyphon model containing a viscoelastic
fluid and we have shown chaos in some closed-loop thermosyphon model with one-
component viscoelastic fluid not only in this model [7, 8], also in other kind of
transfer law (Yasappan and Jiménez-Casas et al. [17]), and even in some cases with
a viscoelastic binary fluid (Jiménez-Casas and Castro [5], Yasappan and Jiménez-
Casas et al. [18]).
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4 Numerical Experiments

4.1 Introduction

In this section, we will comment the results proved in [8] about the numerical
experiments obtained for the resolution of the differential equations, using a fourth-
order explicit Runge-Kutta method for stiffness equations, following the method
used in previous works [14]. We solve a system of ordinary differential equations
which are the projection of the partial differential equations on the inertial manifold
derived in the preceding sections. All the variables and equations that we deal with
are adimensional.

Specifically, we integrate the system of equations, where we consider only the
coefficients of temperature ak(t) with k ∈ K ∩ J (relevant modes). Then,

⎧
⎪⎪⎨

⎪⎪⎩

dw
dt
+ w

ε
+ G(v)v(t)

ε
= 2

ε
Real

(∑
k∈K∩J ak(t)c−k

)

dv
dt
= w

ȧk(t)+ ak(t)(2πkiv + μ4π2k2) = bk

where a−k = āk, b−k = b̄k and c−k = c̄k since all the physical observable are real
functions.

In particular, we will consider a thermosyphon with a circular geometry, so J =
{±1} and K ∩ J = {±1}. Consequently, we can take k = 1 and omit the equation
for k = −1. Hence,

⎧
⎪⎪⎨

⎪⎪⎩

dw
dt
= 2a1c−1

ε
− w

ε
− G(v)v(t)

ε
,

dv
dt
= w,

ȧ1(t)+ a1(t)(2πiv + μ4π2) = b1

where the unknowns are w(t) (the acceleration of the fluid), v(t) (velocity of the
fluid) and a1(t) (the Fourier mode of the temperature). More complex geometries
will result in higher dimensional dynamics on the inertial manifold.

In order to reduce the number of parameters we make the change of variables
a1c−1 → a1 and we then define the real and imaginary parts of the equations in the
following way:

a1(t) = a1(t)+ ia2(t), (27)

b1 = A+ iB (28)
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with A ∈ R, B ∈ R. Hence, our central results correspond to the system of
equations

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dw
dt
= 2a1

ε
− w

ε
− G(v)v(t)

ε
,

v̇ = w,
ȧ1 = A− μ4π2a1 + v2πa2,

ȧ2 = B − μ4π2a2 − v2πa1

(29)

Note that it is a system of four equations with four unknowns where we need
to make explicit choices for the constitutive laws for both the fluid-mechanical
and thermal properties. For the friction law G(v) and heat flux h(x) we will take
the one used in the reference [14]. For the numerical experiments which are of a
similar model of thermosyphon for a fluid with one component, they use the function
G(v) = (|v| + 10−4).

The function G(v) has a clear physical meaning; it interpolates between a low
Reynolds number friction law (in which the overall friction G(v)v is non-linear,
Stokes friction law) and high Reynolds number (in which the friction is a quadratic
law).

Besides, A and B, which refer in this model to the position-dependant (x) heat
flux inside the loop will be used as tuning parameters. Without loss of generality, we
will assume A = 0 in order to simplify, in analogy with the Lorenz’s model, as it is
shown in reference [14] (changingA and B simultaneously only results in a change
in the phase of initial temperature profile).

We have carried out two different sets of numerical experiments with regard to
heat diffusion.

The first set of numerical experiments are carried out keeping the heat diffusion
to zero as it was done in [14]. And the second set of numerical experiments are
performed with heat diffusion.

The initial conditions are fixed as w(0) = 0, v(0) = 0, a1(0) = 1, a2(0) = 1.
This split would appear naive as diffusion tends to smooth the solution, however, as
the order of the equations changes in the presence of diffusion (from first to second
order, due to the Laplacian) it is worth studying both cases separately.

Numerical analysis has been carried out keeping ε the viscoelastic coefficient as
the tuning parameter ranging from 100 to 0.0001 and B the heat flux also as another
tuning parameter ranging from 1 to 10,000. The impact of ε on the system has been
keenly observed for various intervals of time t , as short as 50 time units and as
long as 5000 time units. We will show that in analogy with the classical Lorenz’s
system, as ε varies, the dynamics of the model undergoes various transformations
including steady asymptotic behavior, meta-stable chaos, i.e., transient irregular
behavior followed by convergence to equilibria, periodic behaviors and chaotic
progressions (see [8]).
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4.2 Numerical Conclusions

The physical and mathematical implications of the resulting system of ODEs which
describe the dynamics at the inertial manifold is analyzed numerically. The role of
the parameter ε which contains the viscoelastic information of the fluid was treated
with special attention. We studied the asymptotic behavior of the system for different
values of ε the coefficient of viscoelasticity. We can conclude that for larger values
of ε the system behaves more chaotic.

Acknowledgements I want to thank M. Castro and J. Yasappan for the numerical experiments and
the referee for their helpful comments. This research was partially supported by grants MTM2012-
31298,MTM2016-75465-P and Project FIS2013-47949-C2-2 from Ministerio de Economia y
Competitividad, Spain; by GR58/08 Grupo 920894 BSCH-UCM from Grupo de Investigación
CADEDIF, Grupo de Dinámica No Lineal (U.P. Comillas)Spain and by the Project FIS2016-
78883-C2-2-P (AEI/FEDER,UE).

References

1. Bravo-Gutiérrez, M.E, Castro, M., Hernández-Machado, A., Poire, A.: Controlling viscoelastic
flow in microchannels with slip. Langmuir (ACS Publ.) 27, 2075–2079 (2011)

2. Foias, C., Sell, G.R., Temam, R.: Inertial manifolds for nonlinear evolution equations. J. Diff.
Equ. 73, 309–353 (1985)

3. Henry, D.: Geometric Theory of Semilinear Parabolic Equations. Lectures Notes in Mathemat-
ics, vol. 840. Springer, Berlin (1981)

4. Herrero, M.A., Velázquez, J.L.L.: Stability analysis of a closed thermosyphon. Eur. J. Appl.
Math. 1, 1–24 (1990)

5. Jiménez-Casas, A., Castro, M.: A thermosyphon model with a viscoelastic binary fluid.
Electron. J. Differ. Equ. (Conference 22), 53–61 (2015). ISSN: 1072–6691

6. Jiménez-Casas, A., Ovejero, A.M.L.: Numerical analysis of a closed-loop thermosyphon
including the Soret effect. Appl. Math. Comput. 124, 289–318 (2001)

7. Jiménez-Casas, A., Castro, M., Yasappan, J.: Finite-dimensional behaviour in a thermosyphon
with a viscoelastic fluid. Discrete Conti. Dynam. Syst. (9th AIMS Conference Sool.) 2013,
375–384 (2013)

8. Jiménez-Casas, A., Castro, M., Yasappan, J.: Chaotic behavior of the closed loop ther-
mosyphon model with memory effects. Chaotic Model. Simul. 2, 281–288 (2013)

9. Keller, J.B.: Periodic oscillations in a model of thermal convection. J. Fluid Mech. 26, 599–606
(1966)

10. Liñan, A.: Analytical description of chaotic oscillations in a toroidal thermosyphon. In:
Velarde, M.G., Christov, C.I. (eds.) Fluid Physics, Lecture Notes of Summer Schools, pp. 507–
523. World Scientific, River Edge (1994)

11. Morrison, F.: Understanding Rheology. Oxford University Press, Oxford (2001)
12. Rodríguez-Bernal, A.: Inertial manifolds for dissipative semiflows in Banach spaces. Appl.

Anal. 37, 95–141 (1990)
13. Rodríguez-Bernal, A.: Attractor and inertial manifolds for the dynamics of a closed ther-

mosyphon. J. Math. Anal. Appl. 193, 942–965 (1995)
14. Rodríguez-Bernal, A., Van Vleck, E.S.: Diffusion induced chaos in a closed loop ther-

mosyphon. SIAM J. Appl. Math. 58, 1072–1093 (1998)



Thermosyphon Model 105

15. Velázquez, J.J.L.: On the dynamics of a closed thermosyphon. SIAM J. Appl. Math. 54, 1561–
1593 (1994)

16. Welander, P.: On the oscillatory instability of a differentially heated fluid loop. J. Fluid Mech.
29, 17–30 (1967)

17. Yasappan, J., Jiménez-Casas, A., Castro, M.: Asymptotic behavior of a viscoelastic fluid
in a closed loop thermosyphon: physical derivation, asymptotic analysis and numerical
experiments. Abstr. Appl. Anal. 2013, Article ID: 748683 (2013)

18. Yasappan, J., Jiménez-Casas, A., Castro, M.: Stabilizing interplay between thermodiffusion
and viscoelasticity in a closed-loop thermosyphon. Discrete Conti. Dynam. Syst. Ser. B 20,
3267–3299 (2015)



Conservation Laws and Potential
Symmetries for a Generalized Gardner
Equation

Rafael de la Rosa, Tamara M. Garrido, and María Santos Bruzón

Abstract In this paper, a generalized Gardner equation with nonlinear terms of
any order has been analyzed from the point of view of group transformations and
conservation laws. The generalized Gardner equation appears in many areas of
physics and it is widely used to model a great variety of wave phenomena in plasma
and solid state. By using the direct method of the multipliers, we have obtained an
exhaustive classification of all low-order conservation laws which the generalized
Gardner equation admits. Then, taking into account these conserved vectors we have
determined the associated potential systems and we have searched for potential
symmetries of the equation. Furthermore, we have determined and examined its
first-level and second-level potential systems. From the first-level potential system
we have found two new nonlocal conserved vectors.

Keywords Partial differential equations · Conservation laws · Symmetries ·
Potential symmetries

1 Introduction

The Korteweg-de Vries (KdV) equation

ut + λuux + μuxxx = 0,

first emerged to look for the most efficient design for canal boats and it describes
the physics and the dynamics of shallow water [9]. Through the years, many
applications for the KdV equation have been found, for instance, it can be used
as a mathematical model to analyse different phenomena in mathematical physics,
nonlinear dynamics and plasma physics. The problem lies in the fact that when

R. de la Rosa (�) · T. M. Garrido · M. S. Bruzón
Departamento de Matemáticas, Universidad de Cádiz, Cádiz, Spain
e-mail: rafael.delarosa@uca.es; tamara.garrido@uca.es; m.bruzon@uca.es

© Springer Nature Switzerland AG 2019
J. L. García Guirao et al. (eds.), Recent Advances in Differential
Equations and Applications, SEMA SIMAI Springer Series 18,
https://doi.org/10.1007/978-3-030-00341-8_7

107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00341-8_7&domain=pdf
mailto:rafael.delarosa@uca.es
mailto:tamara.garrido@uca.es
mailto:m.bruzon@uca.es
https://doi.org/10.1007/978-3-030-00341-8_7


108 R. de la Rosa et al.

phenomena become more sophisticated, the KdV equation is considered too simple
to model them.

For this reason, different generalizations of the KdV have been given. For
example, the Gardner equation

ut + uux + au2ux + uxxx = 0,

also known as combined KdV-mKdV equation, is a generalization of the KdV
equation which involves more than one nonlinear term. This equation is applied
in several branches of physics, such as plasma physics, fluid dynamics and quantum
field theory. Specifically, this equation is used to model a great variety of wave
phenomena in plasma and solid state. Several papers have been devoted to analyse
some families of generalized Gardner equations [11, 13, 18, 25].

In this paper we consider a generalized Gardner equation given by

ut + a un ux + b u2n ux + c uxxx + d ux + e u+ f = 0, (1)

where n is a positive constant, a and b are not simultaneously equal to zero, c �= 0,
d , e and f are arbitrary constants.

Symmetry groups stand out because they can be used to determine exact solutions
of partial differential equations (PDEs) [14, 15, 17, 23, 24]. The study of the
generalized Gardner equation (1) started in a previous work [10] where classical
and nonclassical symmetries of the considered equation were obtained. Moreover,
taking into account the similarity variables and the similarity solutions, Eq. (1) was
reduced into some ordinary differential equations and, finally, some travelling wave
solutions were constructed.

On the other hand, for any evolution equation it is possible to obtain a complete
classification of local low-order conservation laws [2, 4, 5, 16, 19–22]. In [12], an
analysis of the conservation laws admitted by Eq. (1) was shown. Those conser-
vation laws which could have a physical sense come from low-order multipliers.
Moreover, conservation laws have many well-known applications in numerical
methods and mathematical analysis, for instance, they can be used to determine
the existence, uniqueness and stability of solutions of PDEs or to construct exact
solutions.

Bluman et al. [6, 7] introduced a method to find a new class of symmetries for
a PDE when it can be written in a conserved form. These symmetries are nonlocal
symmetries called potential symmetries. Potential symmetries can be used to obtain
nontrivial solutions of PDEs.

The aim of this work is to investigate the generalized Gardner equation (1) from
conservation laws and potential symmetries. Making use of the direct method of
the multipliers [1–5, 8], we have provided an exhaustive classification of all low-
order conservation laws admitted by Eq. (1) depending on the different values
of the parameters. We use some conservation laws of the Gardner equation (1)
and we obtain the associated first-level potential systems. Next, we classify the
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local conservation laws of each of these potential systems, which yield second-
level potential systems. Finally, we investigate nonlocal symmetries and nonlocal
conservation laws of these potential systems.

2 Conservation Laws

A local conservation law for Eq. (1) is a space-time divergence expression

DtT (t, x, u, ut , ux, . . .)+DxX(t, x, u, ut , ux, . . .) = 0, (2)

which is identically zero on all solutions of the PDE, where T and X represent
the conserved density and the spatial flux respectively, whereas Dt and Dx denote
the total derivative operators with respect to t and x. Although this concept has
its origin in physics, conservation laws have many applications in the study of
differential equations or systems of differential equations. For instance, they can be
used in mathematical analysis and numerical methods to enquire into the existence,
uniqueness and stability of solutions of PDEs. Moreover, the integrability of a
differential equation is strongly related to the existence of a large number of
conservation laws.

Two conservation laws are considered to be locally equivalent if they differ by a
locally trivial conservation law

T̃ = T +DxΘ(t, x, u, ut , ux, . . .),
X̃ = X +DtΘ(t, x, u, ut , ux, . . .), (3)

i.e. there is a function Θ(t, x, u, ut , ux, . . .) so that (DxΘ,−DtΘ) holds for every
solution u(t, x).

Anco and Bluman [2, 4, 5] showed a general method to determine conserved
quantities of a given PDE. To apply this method is necessary the concept of
multiplier. A multiplier is a non-singular function Q(t, x, u, ut , ux, . . .) satisfying
that (ut +a un ux+b u2n ux+c uxxx+d ux+e u+f )Q is a divergence expression
for all functions u(t, x), not only solutions of Eq. (1).

Each non-trivial conservation law can be stated in a general form

d

dt

∫

Ω

T dx = −X
∣
∣
∣
∣
∂Ω

,

where Ω ⊆ R is a fixed spatial domain. According to this method, if we move off
of the set of solutions of Eq. (1), any conservation law can be expressed by using
the characteristic form

DtT̃ +DxX̃ =
(
ut + a un ux + b u2n ux + c uxxx + d ux + e u+ f

)
Q. (4)
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In particular, from the characteristic form (4) it follows that each conserved
vector given by (2) derives from a multiplierQ of Eq. (1). MultipliersQ are obtained
by requiring that the divergence condition must be verified identically

δ

δu

((
ut + a un ux + b u2n ux + c uxxx + d ux + e u+ f

)
Q
)
= 0,

where δ
δu
= ∂u−Dx∂ux −Dt∂ut +DxDt∂uxt +D2

x∂uxx+ . . ., denotes the variational
derivative. Divergence condition can be split in explicit form with respect to ut , uxxx
and their differential consequences which yields an overdetermined system in Q.
Finally, the conserved vectors can be determined from the multipliers by integrating
the characteristic equation (4) [2, 8].

The generalized Gardner equation (1) admits low-order multipliers Q =
Q(t, x, u, ux, uxx) in the following cases

Case 1: e �= 0 : In this case, the following multipliers are obtained

Q1 = exp(e t),
Q2 = exp(2 e t)

(

u+ f
e

)

.

The conserved vectors are given by

T1 = exp(e t)
(

u+ f
e

)

,

X1 = exp(e t)
(

c uxx + a u
n+1

n+ 1
+ b u

2n+1

2n+ 1
+ d u

)

.

(5)

T2 = 1

2
exp(2 e t)

(

u2 + 2 f

e
u+ f

2

e2

)

,

X2 = exp(2 e t)
(

c uuxx + c f
e
uxx − c

2
u2
x +

d f

e
u + d

2
u2 + b

2n+ 2
u2n+2

+ b f

e(2n+ 1)
u2n+1 + a

n+ 2
un+2 + a f

e(n+ 1)
un+1

)

.

(6)

Subcase 1.1: Additionally, if a = 0 and n = 1
2 , besidesQ1 andQ2 the following

multiplier is obtained

Q3 = exp(e t)

b
(e (x − d t)+ b (u+ f t)) .
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The conserved vector is given by

T3 = exp(e t)

2 b e2

(
b e2 u2 + 2 e2(b f t + e x − d e t)u

+2f (e2 x − d e2 t + e d + b e f t − b f )
)
,

X3 = exp(e t)

6 b
(6 b c u uxx + 6 c(b f t + e x − d e t)uxx − 3 b c u2

x − 6 e c ux + 2 b2 u3

+3 b (b f t + e x −d e t + d) u2 + 6 d(b f t + e x − d e t)u
)
.

Case 2: e = 0: In this case, the following multipliers are obtained

Q4 = 1,

Q5 = u+ f t,

Q6 = c uxx + f x − d f t + b

2 n+ 1
u2 n+1 + a

n+ 1
un+1.

Consequently, we obtain the following conserved vectors

T4 = b t u2nux + a t unux + d t ux + u+ f t,

X4 = −b t u2nut − a t unut − d t ut + c uxx.

T5 = b t u2n+1ux + b f t2

2
u2nux + a t un+1ux + a f t2

2
unux + d t uux + d f t2

2
ux

+1

2
u2 + f t u+ f

2 t2

2
,

X5 = −b t u2n+1ut − b f t2

2
u2nut − a t un+1ut − a f t2

2
unut − d t uut − d f t2

2
ut

+c uuxx + c f t uxx − c

2
u2
x .
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T6 = − c
2
u2
x + f (x − d t)u+

b

2(n+ 1)(2 n+ 1)
u2 n+2 + 4 a

(n+ 1)(n+ 2)
un+2

+2 f 2 t (2 x − d t),

X6 = −c2 uxuxxx + c
2

2
u2
xx + c

(
b

2 n+ 1
u2n+1 + a

n+ 1
un+1 + f (x − d t)

)

uxx

−c
(

b u2 n + a un + d
2

)

u2
x − c f ux + d f (x − d t)u+

b2

2(2 n+ 1)2
u4 n+2

+b f (x − d t)
2 n+ 1

u2 n+1 + a2 + b d
2(n+ 1)2

u2 n+2 + a b

(n+ 1)(2 n+ 1)
u3 n+2

+a f (x − d t)
n+ 1

un+1 + a d

(n+ 1)(n+ 2)
un+2.

Subcase 2.1: Moreover, if a = 0 and n = 1
2 , besides Q4, Q5 and Q6 we obtain

the following multiplier

Q7 = x − b t
2
(f t + 2 u)− d t.

The conserved vector is given by

T7 = −b t
2
u2 + 1

2

(
2 x − 2 d t − b f t2

)
u− b f

2 t3

6
− d f t2

2
+ f x t,

X7 = −b c t uuxx + c

2

(
2 x − 2 d t − b f t2

)
uxx − b2 t

3
u3 + b

4

(
2 x − 4 d t − b f t2

)
u2

+d
2

(
2 x − 2 d t − b f t2

)
u+ b c t

2
u2
x − cux .

Subcase 2.2: Finally, if f = 0 and n = 1 besides Q4, Q5 and Q6 we obtain the
following multiplier

Q8 = 6 b c t uxx + 2 b2 t u3 + 3 a b t u2 +
(
a2 t + 2 b d t − 2 b x

)
u+ a d t − a x.
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ForQ8, the corresponding conserved vector is given by

T8 = 3 b c t u2
x −

b2 t

2
u4 − a b t u3 −

(
a2 t

2
+ b d t − b x

)

u2 − a (d t − x) u,

X8 = −3 b c2 t u2
xx + a c (x − d t) uxx − 2 b2 c t u3 uxx + c

(
2 b (x − d t)− a2 t

)
u uxx

−3 a b c t u2 uxx + 6 b2 c t u2u2
x + 6 a b c t u u2

x − c
(
b (x − 4 d t)− a2 t

2

)
u2
x

+c (6 b c t uxxx − a) ux − 2 b c u ux + a d (x − d t) u

+
(

b d(x − d t)+ a
2

2
(x − 2 d t)

)

u2 +
(

a b (x − 2 d t)− a3 t

3

)

u3

+
(
b2
(x

2
− d t

)
− a2 b t

)
u4 − a b2 t u5 − b3 t

3
u6.

3 First Level Potential Systems and Symmetries

Bluman et al. introduced a method to find a new class of symmetries for a PDE [7]
which can be written in conserved form. Given a conservation law of the form (2),
we introduce an auxiliary potential variable v and form an auxiliary potential system

vx = T (t, x, u, ux, ut , . . .),

vt = −X(t, x, u, ux, ut , . . .). (7)

From conservation laws (5) and (6) admitted by Eq. (1) in the case e �= 0 we
determine the associated potential systems

vx − u = 0,

vt + a

n+ 1
un+1 + b

2n+ 1
u2n+1 + cuxx + du+ ev + f x = 0,

(8)

and

vx − 1

2
u2 + f

e
u = 0,

vt + af

e(n+ 1)
un+1 + a

n+ 2
un+2 + bf

e(2n+ 1)
u2n+1 + b

2n+ 2
u2n+2 + cuuxx

+cf
e
uxx − c

2
u2
x +

d

2
u2 + df

e
u+ f 2

e
x + 2ev = 0.

(9)
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Taking into account potential system (8) we can replace u in terms of vx obtaining
an auxiliary potential equation

vt + a

n+ 1
vn+1
x + b

2n+ 1
v2n+1
x + cvxxx + dvx + ev + f x = 0. (10)

In order to obtain a complete classification of all point symmetries of systems (8)
and (9) we consider a one-parameter Lie group of transformations in the space
(t, x, u, v)

t∗ = t + ε τ(t, x, u, v)+O(ε2),

x∗ = x + ε ξ(t, x, u, v)+O(ε2),

u∗ = u+ ε η(t, x, u, v)+O(ε2),

v∗ = v + ε φ(t, x, u, v)+O(ε2),

(11)

where ε is the group parameter. The vector field takes the following form

V = τ (t, x, u, v)∂t + ξ(t, x, u, v)∂x + η(t, x, u, v)∂u + φ(t, x, u, v)∂v. (12)

The invariance of systems (8) and (9) under the one-parameter Lie group (11)
with infinitesimal generator (12) leads to a system of determining equations for
the infinitesimals τ (t, x, u, v), ξ(t, x, u, v), η(t, x, u, v) and φ(t, x, u, v). After
having solved the determining system, omitting tedious calculations, we obtain the
following results

Theorem 1 The point symmetries admitted by the potential system (8), for arbi-
trary a, b �= 0, c �= 0, d , e �= 0, f and n, are generated by:

V1 = ∂t ,
V2 = ∂x − f

e
∂v,

V3 = exp(−et)∂v.
(13)

Furthermore, if a = 0 and n = 1
2 additional point symmetries are generated by

V4 = exp(−et)
(
∂x − e

b
∂u +

( e

b
(dt − x)− f t

)
∂v

)
.

Similarly, for system (9) we obtain

Theorem 2 The point symmetries admitted by the potential system (9), for arbi-
trary a, b �= 0, c �= 0, d , e �= 0, f and n, are generated by:

V ′1 = ∂t ,
V ′2 = ∂x − f 2

2e2 ∂v,

V ′3 = exp(−2et)∂v.

(14)
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We recall that any Lie group of point transformations (11) yields a potential
symmetry of Eq. (1) if it verifies

τ 2
v + ξ2

v + η2
v �= 0. (15)

If a point symmetry of systems (8) and (9) does not satisfy condition (15), the point
symmetry projects to a point symmetry of Eq. (1). Furthermore, a point symmetry of
system (8) can be projected to the corresponding potential equation (10) which leads
us to a one-parameter Lie group of contact transformations in the space (t, x, v, vx)
whose infinitesimal generator is given by V = τ (t, x, v, vx)∂t + ξ(t, x, v, vx)∂x +
η(t, x, v, vx)∂v+φ(t, x, v, vx)∂vx . This symmetry will be considered as a prolonged
point symmetry solely when infinitesimals τ , ξ and η do not depend on vx . From
Theorems 1 and 2 we obtain

Proposition 1 All the point symmetries admitted by systems (8) and (9) project to
classical symmetries of the generalized Gardner equation (1).

4 Second-Level Potential Systems and Symmetries

In this section, by using the multipliers method we determine all nontrivial low-
order conservation laws of the potential equation (10). The potential equation (10)
only admits multipliers of second order of the form Q(t, x, vxx). We show the
results on multipliers of Eq. (10) in the following theorem:

Theorem 3 Equation (10), for arbitrary a, b �= 0, c �= 0, d , e �= 0, f and n, admits
the following conservation law multiplier

Q∗1 = exp(2et)vxx.

The conserved vector associated toQ∗1 is given by

T ∗1 = −1

2
exp(2et)v2

x ,

X∗1 =
1

2
exp(2et)

(

− 2a

(n+ 2)
vn+2
x − b

(n + 1)
v2n+2
x − 2cvxvxxx + cv2

xx − dv2
x − 2f v

)

.

(16)

Moreover, for a = 0 and n = 1
2 , besidesQ

∗
1 we obtain

Q∗2 = exp(et)
(
vxx + e

b

)
.
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Therefore, we obtain the following conserved vector

T ∗2 = −1

2
exp(et)

(

v2
x −

2e

b
v

)

,

X∗2 =
1

2
exp(et)

(

−2b

3
v3
x − 2cvxvxxx + cv2

xx +
2ec

b
vxx

−dv2
x +

1

b

(
ef x2 − 2bf v + 2dev

))

.

(17)

These conservation laws project to nonlocal conservation laws of the generalized
Gardner equation (1), where e �= 0 and v = ∫ u dx.

Making use of Theorem 3, we associate the conserved vector (16) to the potential
system given by

wx + v2
x = 0,

wt − 2a

(n+ 2)
vn+2
x − b

(n+ 1)
v2n+2
x − 2cvxvxxx + cv2

xx − dv2
x − 2f v + 2ew = 0.

(18)

Similarly, for the conservation law (17), we have

wx + v2
x −

2e

b
v = 0,

wt − 2b

3
v3
x − 2cvxvxxx + cv2

xx +
2ec

b
vxx − dv2

x +
1

b

(
ef x2 − 2bf v + 2dev

)
+ ew = 0.

(19)

An infinitesimal generator of systems (18) and (19) is given by

W = τ (t, x, v,w)∂t + ξ(t, x, v,w)∂x + φ(t, x, v,w)∂v + ψ(t, x, v,w)∂w.
(20)

By proceeding as in the previous section we obtain a linear system of determining
equations involving the infinitesimals τ , ξ , φ and ψ for each potential system (18)
and (19). Solving these systems, we obtain

Theorem 4 The potential system (18) admits point symmetries for arbitrary a, b �=
0, c �= 0, d , e �= 0, f and n, which are generated by:

W1 = ∂t ,
W2 = ∂x,
W3 = exp(−2et)∂w,
W4 = F(t)∂v + 2f exp(−2et)

∫
exp(2et)F (t) dt ∂w.

(21)

where F(t) is an arbitrary function.
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Theorem 5 The point symmetries admitted by the potential system (19), for
arbitrary b �= 0, c �= 0, d , e �= 0 and f , are spanned by:

W ′
1 = ∂t ,

W ′
2 = ∂x − f

e
∂v − 2f

e2b

(
be2 + bf − de) ∂w,

W ′
3 = exp(−et)∂w.

W ′
4 = exp(−et)

(
∂v + 2

b (bf t − edt + ex) ∂w
)
.

(22)

The vector field (20) projects to a symmetry of the generalized Gardner
equation (1). This projected symmetry will be considered a point symmetry solely
in the case that τ does not depend on x, v, w, and the other infinitesimals do not
depend on v and w. Thus:

Proposition 2 All the point symmetries admitted by systems (18) and (19) project
to point symmetries of the generalized Gardner equation (1).

5 Conclusions

In this paper, a generalized Gardner equation with nonlinear terms of any order
involving six parameters a, b, c, d , e, f and an arbitrary positive exponent n
has been considered. By using the multipliers method of Anco and Bluman we
have provided a complete classification of low-order conservation laws admitted
by Eq. (1) depending on the different values of the parameters. Making use of
these conservation laws, Eq. (1) can be written in conserved form. From these
conserved forms, related potential systems (7) and related integrated equations may
be obtained. We focus our attention on the case e �= 0 which yields conservation
laws (5) and (6). We have determined and analyzed the associated first-level and
second-level potential systems for this case. Moreover, we have shown that the
point symmetries admitted by the potential systems (8)–(9) and (18)–(19) project
to classical symmetries of Eq. (1). However, potential equation (10) yields two new
nonlocal conserved vectors of the generalized Gardner equation (1).
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On a Nonlocal Boussinesq System
for Internal Wave Propagation

Angel Durán

Abstract In this paper we are concerned with a nonlocal system to model the
propagation of internal waves in a two-layer interface problem with rigid lid
assumption and under a Boussinesq regime for both fluids. The main goal is to
investigate aspects of well-posedness of the Cauchy problem for the deviation of
the interface and the velocity, as well as the existence of solitary wave solutions and
some of their properties.

Keywords Internal wave propagation · Boussinesq systems · Solitary waves ·
Numerical approximation

1 Introduction

In this work a one-dimensional, nonlocal differential system for internal waves is
considered. The system is derived in [5] and describes the propagation of internal
waves in a two-layer interface problem with rigid lid assumption and under the
Boussinesq regime for both fluids. The idealized model is sketched in Fig. 1.

This consists of two inviscid, homogeneous, incompressible fluids of depths
dj , j = 1, 2 and densities ρj , j = 1, 2 with ρ2 > ρ1. The system is bounded above
and below by a rigid horizontal plane, with the origin of the vertical coordinate
z at the top. The deviation of the interface, denoted by ζ , is assumed to be a
graph over the bottom (described by the variable x) and surface tension effects
are not considered. The approach in [5] is based on the reformulation of the Euler
system with two nonlocal operators that link the velocity potentials associated to
the layers at the interface. Then, by using suitable asymptotic expansions of these
operators, several asymptotic models, consistent with the Euler system, are derived.
They are associated to different physical regimes for the layers. The one considered
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Fig. 1 Idealized model of
internal wave propagation in
a two-layer interface

here is the so-called Boussinesq-Boussinesq (B/B) regime, for which the interfacial
deformations are assumed to be of small amplitude for both the upper and lower
fluid domains and, additionally, the flow has a Boussinesq structure with respect to
the two layers, with the nonlinear and dispersive effects of the same size for both
fluids [3–5].

One of the differential systems to model the B/B regime in 1D is given by

ζt + 1

γ + δ ∂xvβ +
(
δ2 − γ
(δ + γ )2

)

∂x
(
ζvβ
) = 0,

(1− β∂xx)(vβ)t + (1− γ )∂xζ +
(
δ2 − γ

2(δ + γ )2
)

∂xv
2
β = 0, (1)

where γ = ρ1/ρ2 < 1, δ = d1/d2 are, respectively, the density and depth ratios, and

β = (1+ γ δ)
3δ(γ + δ) . The variables x and t are proportional to distance along the channel

and time respectively and u(x, t) is the velocity variable with vβ = (1− β∂xx)−1u.
When γ = 0, δ = 1, (1) reduces to the classical Boussinesq system for surface
water waves, see e.g. [3, 4, 6, 11, 17]. The purpose of this work is to deal with several
properties of (1) as approximation of the Euler equations for internal waves:

1. The first point treated here is a review of the derivation of (1) without using the
nonlocal operators defined and considered in [5] but with the original variables
instead [9].

2. Then, well-posedness of the corresponding Cauchy problem is considered. After
the analysis of the linear case (cf. [5]), the strategy used in [3, 4] for the surface
wave problem is applied here to obtain a result of local existence and uniqueness
of solution in suitable Sobolev spaces.

3. A final point of the paper is devoted to the solitary wave solutions of (1), that
is, wave profiles traveling with permanent form and constant speed, decaying to
zero at infinity. The study is divided into two parts. The first one is theoretical
and proves the existence of such solutions for a range of speeds depending
on the depth and density ratios of the two-fluid system, with the techniques
considered in [11] for the case of surface waves. Since the theoretical study
does not provide, in general, exact formulas for the waves, the second part is
computational. A numerical technique, based on the Petviashvili iteration [14],
along with extrapolation [15], is applied to analyze, by numerical means, some
properties of the solitary wave profiles, mainly focused on the regularity of the
waves, their asymptotic decay and the speed-amplitude relation.
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All these results are displayed in the paper according to the following structure.
In Sect. 2, an alternative to [5] for the derivation of (1) directly from the Euler
equations, is provided. Section 3 is concerned with the analysis of well-posedness
of the Cauchy problem. In Sect. 4 the existence result for solitary wave solutions
is derived, while in Sect. 5 the computational study of the waves is carried out. We
summarize the conclusions in Sect. 6.

The following notation will be used throughout the paper. From the L2 based
Sobolev space Hs = Hs(R), s ≥ 0 (with H 0 = L2(R), the space of squared
integrable functions on R) we consider the productXs1,s2 = Hs1 ×Hs2, s1, s2 ≥ 0,
with associated norm

||u||s1,s2 =
(
||u1||2s1 + ||u2||2s2

)1/2
, u = (u1, u2) ∈ Xs1,s2,

where ||·||s stands for the norm inHs and for simplicity we writeXs := Xs,s, s ≥ 0.
For T > 0 and s ≥ 0, the space of continuous functions v : (0, T ] → Hs is denoted
by C(0, T ,H s) and its norm by

||v||C(0,T ,Hs) = max
0<t≤T ||v(t)||s .

For s1, s2 ≥ 0, the corresponding product space, Xs1,s2T := C(0, T ,H s1) ×
C(0, T ,H s2), is provided by the norm

||(v,w)||
X
s1 ,s2
T

:=
(
||v||2C(0,T ,Hs1 ) + ||w||2C(0,T ,Hs2)

)1/2
,

and where XsT := X
s,s
T , s ≥ 0. We will additionally make use of the Fourier

transform

f̂ (k) =
∫

R

f (x)e−ikxdx, k ∈ R, f ∈ H 0.

2 Derivation of the Model

In this section we shall derive the system (1) without using the approach based on
nonlocal operators of [5].

2.1 Euler System for Internal Waves

Assuming that each flow is irrotational, let Φi, i = 1, 2 be the velocity potential
associated to the upper and lower fluid layer respectively. For the model idealized
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in Fig. 1, the Euler equations can be written in dimensional, unscaled variables as
follows. For t > 0, the governing equations are

Φ1xx +Φ1zz = 0, (x, z) ∈ Ω1
t , (2)

Φ2xx +Φ2zz = 0, (x, z) ∈ Ω2
t , (3)

where

Ω1
t = {(x, z)/−∞ < x <∞,−d1 + ζ(x, t) < z < 0},

Ω2
t = {(x, z)/−∞ < x <∞,−d1 − d2 < z < −d1 + ζ(x, t)}.

The rigid lid assumptions mean that the normal component of both velocity
potentials vanishes at the corresponding boundary; that is, for t > 0,

Φ1z = 0, at Γ1 = {(x, z)/−∞ < x <∞,−z = 0}, (4)

Φ2z = 0, at Γ2 = {(x, z)/−∞ < x <∞, z = −(d1 + d2)}. (5)

The kinematic conditions at the interface between the fluids are

ζt +Φixζx = Φiz at Γt = {(x, z)/ −∞ < x <∞,−z = −d1 + ζ(x, t)}, (6)

for t > 0 and i = 1, 2. Finally, the condition of continuity of the pressure can be
written as

ρ1

(

Φ1t + 1

2
(Φ2

1x +Φ2
1z)+ gζ

)

= ρ2

(

Φ2t + 1

2
(Φ2

2x +Φ2
2z)+ gζ

)

, (7)

at Γt , where g is the acceleration of gravity. From (6) and (7), two additional
equations will be used throughout the section. The first one is obtained by
subtracting the equations of (6) and eliminating ζt :

Φ1xζx −Φ1z = Φ2xζx −Φ2z at Γt , (8)

while (7) can also be written as

Φ2t − γΦ1t + g(1 − γ )ζ + 1

2
(Φ2

2x − γΦ2
1x + Φ2

2z − γΦ2
1z) = 0 at Γt . (9)

2.2 Non-dimensionalization

In [5], the system (2)–(7) is rewritten in terms of the potentials at the interface
and two nonlocal operators which relate them. Instead, we directly nondimension-
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alize (2)–(7) by using the dimensionless parameters

ε = a

d1
, μ =

(
d1

λ

)2

,

where a is a typical amplitude and λ a typical wavelength of the waves, as well as
the dimensionless variables and unknowns

x = λx̃, z = dz̃z, t = λ√
gd1

t̃ , ζ = aζ̃ , Φi = aλ
√
g

d1
Φ̃i .

Then the regions and boundaries are transformed into

Ω1
t = {(x, z)/−∞ < x <∞,−1+ εζ(x, t) < z < 0},

Ω2
t = {(x, z)/−∞ < x <∞,−d1 − d2 < z < −d1 + ζ(x, t)},

Γ1 = {(x, z)/−∞ < x <∞, z = 0}, Γ2 = {(x, z)/−∞ < x <∞, z = −1− 1

δ
},

Γt = {(x, z)/−∞ < x <∞, z = −1+ εζ(x, t)},

while (2)–(7) are written as

muΦ1xx +Φ1zz = 0, (x, z) ∈ Ω1
t , (10)

μΦ2xx +Φ2zz = 0, (x, z) ∈ Ω2
t , (11)

Φ1z = 0, at Γ1, (12)

Φ2z = 0, at Γ2, (13)

ζt + εΦixζx = 1

μ
Φiz at Γt , (14)

and (9) reads

Φ2t − γΦ1t + (1− γ )ζ + ε
2
(Φ2

2x − γΦ2
1x)+

ε

2μ
(Φ2

2z − γΦ2
1z) = 0, (15)

at Γt , t > 0. (Tildes were dropped.)

2.3 Boussinesq/Boussinesq Regime

We assume δ ∼ 1 and that the deviation of the interface is long and of small
amplitude for both fluids, which means that ε, μ << 1 as well as ε2, μ2 << 1,
where

ε2 = a

d2
= εδ, μ2 =

(
d2

λ

)2

= μ

δ2 ,
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are the amplitude and wavelength parameters with respect to the lower fluid (and
which are not independent of ε, μ). Furthermore, we are interested in the so-called
Boussinesq/Boussinesq regime [5]. This means that the nonlinear and dispersive
effects are of the same size for both fluids and thus

ε ∼ μ ∼ ε2 ∼ μ2. (16)

From this point, the derivation follows the strategy considered in [3] for surface
waves, see also [2, 9, 13, 17]. The potentials Φi, i = 1, 2, are formally expanded in
the corresponding domains as

Φ1(x, z, t) =
∞∑

m=0

f1m(x, t)z
m, (x, z) ∈ Ω1

t , (17)

Φ2(x, z, t) =
∞∑

m=0

f2m(x, t)(z + hδ)m, (x, z) ∈ Ω2
t , (18)

where hδ = 1+ 1

δ
. Now, satisfaction of (10) and (11) implies

(m+ 2)(m+ 1)fi,m+2(x, t) = −μ(fim(x, t))xx, i = 1, 2, (19)

while, due to the boundary conditions (12) and (13), we have fi,1(x, t) = 0, i =
1, 2, and therefore, according to (19), fi,2k+1(x, t) = 0, k ≥ 0, i = 1, 2. For the
even terms, the application of (19) leads to

fi,2k(x, t) = (−1)k

(2k)! μ
k ∂

2k

∂x2k Fi(x, t), k ≥ 0, i = 1, 2,

where Fi(x, t) = fi,0(x, t), i = 1, 2. Therefore, (17), (18) can be written as

Φ1(x, z, t) =
∞∑

k=0

(−1)k

(2k)! μ
k ∂

2k

∂x2k F1(x, t)z
m, (x, z) ∈ Ω1

t , (20)

Φ2(x, z, t) =
∞∑

m=0

(−1)k

(2k)! μ
k ∂

2k

∂x2k F2(x, t)(z + hδ)m, (x, z) ∈ Ω2
t , (21)

In what follows, the expansions (20) and (21) will be evaluated at the interface
z = −1+ εζ and, according to (16), the linear terms in ε, μ will be retained. Note
first that (8), in nondimensional form, reads

εΦ1xζx − 1

μ
Φ1z = εΦ2xζx − 1

μ
Φ2z (22)
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at Γt = {(x, z)/ − ∞ < x < ∞, z = −1 + εζ(x, t)}, which, in terms of the
expansions (20) and (21), leads to

1

δ
F2x + F1x = εζ(F1x − F2x)+ μ

6
(F1xxx + 1

δ3F2xxx)+O(ε2, εμ,μ2). (23)

On the other hand, we define Φ = Φ2 − γΦ1 and let u = Φx . According to (20)
and (21), we have

u = F2x − γF1x − μ
2

(
1

δ2F2xxx − γF1xxx

)

+O(ε2, εμ,μ2). (24)

Formulas (23) and (24) are now used to determine iteratively F1 and F2 in terms of
ζ and u (cf. [9]). After some computations, we have

F1x = 1

δ + γ
(

−u− ε δ(1+ δ)
δ + γ ζu− μ2+ 3γ δ + δ2

6δ(δ + γ ) uxx

)

+O(ε2, εμ,μ2). (25)

F2x = 1

δ + γ
(

δu− ε δγ (1+ δ)
δ + γ ζu+ μ1+ 3δ + δ2(3γ − 1)

6δ(δ + γ ) uxx

)

+O(ε2, εμ,μ2). (26)

Finally, the application of (25) and (26) to the first kinematic condition in (14) and,
after differentiating in x, to (15), implies

ζt + 1

δ + γ ∂x(1+ βμ∂xx)u+ ε
(
δ2 − γ
(δ + γ )2

)

∂x(ζu) = O(ε2, εμ,μ2), (27)

ut + (1− γ )ζx + ε2
(
δ2 − γ
(δ + γ )2

)

∂x(u
2) = O(ε2, εμ,μ2), (28)

where β is defined in (1). Note that if vβ = (1 − βμ∂xx)−1u, then vβ = (1 +
βμ∂xx)u + O(μ2) and substitution into (27) and (28) leads to (1), assuming (16)
and when the O(ε2, εμ,μ2) terms are dropped.

Remark 1 Similarly, from system (27), (28), the three parameter family of Boussi-
nesq systems for internal waves presented in [5] can alternatively be derived by
adapting the procedure implemented in [3] for the case of surface waves.
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3 Well-posedness

3.1 Linear well-posedness

We now study the linear well-posedness of (1). The associated linear system, written
in terms of ζ and u is of the form

ζt + 1

γ + δ ∂x(I − β∂xx)
−1ux = 0,

ut + (1− γ )∂xζ = 0. (29)

The application of the Fourier transform leads to the system

d

dt

(
ζ̂ (k, t)

û(k, t)

)

+ (ik)A(k)
(
ζ̂ (k, t)

û(k, t)

)

= 0, k ∈ R,

where

A(k) =
(

0 ω(k)

1− γ 0

)

, ω(k) = 1

δ + γ
1

1+ βk2 , (30)

Then well-posedness is determined by the behaviour of the matrix

e−ikA(k)t =
⎛

⎝
cos(kσ (k)t) −i

√
ω(k)
1−γ sin(kσ (k)t)

i

√
1−γ
ω(k)

sin(kσ (k)t) cos(kσ (k)t)

⎞

⎠ , (31)

where σ(k) = √
(1− γ )ω(k). Specifically, the linearized problem (29) is well-

posed when (31) is bounded in finite intervals of t . We define the order of σ(k) as
the integer l such that

σ(k) ≈ |k|l, |k| → ∞,

and letm1 = max{0,−l},m2 = max{0, l}. Since ω(k) has neither poles or zeros on
the real axis then we have [3]:

Theorem 1 Let β > 0. System (1) is linearly well-posed for (ζ, u) ∈ Xs+1,s and
therefore for (ζ, vβ) ∈ Xs+1,s+2, s ≥ 0.

Remark 2 Theorem 3.1 completes the linear well-posedness result established in
[5] by specifying the spaces where that holds.
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3.2 Local Well-posedness of the Full Nonlinear System

Taking the Fourier transform in x to (1) for ζ and u we have

d

dt

(
ζ̂

û

)

+ ikA(k)
(
ζ̂

û

)

+ ikF
(
ζ̂

û

)

(k) = 0, (32)

where A is given by (30) and

F = Kγ,δ
⎛

⎝

[
ζ(1− β∂xx)−1u

]̂
(k)

([
(1−β∂xx)−1u

]2
)̂

2 (k)

⎞

⎠ , Kγ,δ = δ2 − γ
(δ + γ )2 .

In order to study well-posedness of the system (1), we use a similar strategy to that
of [4] by decoupling the linear part with the operatorΣ such that

Σ̂f (k) =
√
ω(k)

1− γ f̂ (k), k ∈ R,

where ω is given in (30). Defining new variables v,w such that

ζ = Σ(v + w), u = v − w,

then the system (32) is of the form

d

dt

(
v̂

ŵ

)

+ ik
(
σ(k) 0

0 −σ(k)
)(

v̂

ŵ

)

+ ikP−1F = 0, (33)

with σ(k) given in (31) and

P−1 = 1

2

⎛

⎝

√
1−γ
ω(k)

1
√

1−γ
ω(k)

−1

⎞

⎠ . (34)

Then the following local well-posedness result holds:

Theorem 2 Let (ζ0, vβ,0) ∈ Xs+1,s+2, s ≥ 0. Then there exists T > 0 and a

unique solution (ζ, u) in Xs+1,s
T of (1) with initial condition (ζ0, u0) with u0 =

(1− β∂xx)vβ,0.
Proof We consider the variables

v0 = Σ−1(ζ0)+ u0

2
, w0 = Σ−1(ζ0)− u0

2
.
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Then (v0, w0) ∈ Xs and taking the inverse Fourier transform in (33) we have

d

dt

(
v

w

)

+B

(
v

w

)

= F

(
v

w

)

, (35)

where B is the operator with symbol

ik

(
σ(k) 0

0 −σ(k)
)

,

and

F

(
v

w

)

= −P−1Kγ,δ

⎛

⎝
[(1− β∂xx)−1(v −w)]Σ(v +w)

([
(1−β∂xx)−1(v−w)]2

)

2

⎞

⎠ ,

with P the operator associated to ikP (k), obtained from (34), as symbol. By
Duhamel formula, the solution of (35) satisfies

(
v

w

)

= S(t)

(
v0

w0

)

+
∫ t

0
S(t − τ )F

(
v

w

)

dτ,

where S(t) is the group generated byB. Consider then the mapping (̃v, w̃) �→ (v,w)

where

(
v

w

)

= S(t)

(
v0

w0

)

+
∫ t

0
S(t − τ )F

(
ṽ

w̃

)

dτ. (36)

Note first that S(t) is a unitary group on Xs . On the other hand, the operator F
can be estimated by using Lemma 2.2 of [4], in such a way that if T > 0 and if
(̃v1, w̃1), (̃v2, w̃2) are in a closed ball of radius R centered at 0 in XsT then there is
C(R) > 0 for which

‖F(̃v1, w̃1)(τ )− F(̃v2, w̃2)(τ )‖Xs ≤ C(R)
∥
∥
∥
∥

(
ṽ1

w̃1

)

(τ )−
(
ṽ2

w̃2

)

(τ )

∥
∥
∥
∥
Xs

, (37)

for any 0 ≤ τ ≤ T . Now, (37) and the property F(0, 0) = (0, 0) imply that there
is T > 0, sufficiently small, such that (36) is a contraction of the closed ball into
itself. Then the result follows by using the Contraction Mapping Theorem. 
�
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4 Solitary Wave Solutions

In this section, the existence of solitary wave solutions of (1) is studied. They are
solutions of traveling-wave form ζ = ζ(x − cst), u = u(x − cs t) (or vβ = vβ(x −
cst)) for some speed cs �= 0 and where the profiles ζ = ζ(X), u = u(X),X =
x − cst (or vβ = vβ(X)) with ζ, u→ 0 as |X| → ∞ must satisfy

(
cs

−1
δ+γ

γ − 1 cs(1− β∂xx)

)(
ζ

vβ

)

= Kγ,δ
(
ζvβ
v2
β

2

)

. (38)

Solving the first equation of (38) for ζ and substituting into the second one lead to

v′′β −
1

β
vβ +G′(vβ) = 0, (39)

whereG(v) =
∫ v

0

1

βcs
g(z)dz, cγ,δ =

√
1− γ
δ + γ and

g(v) = δ2 − γ
2(δ + γ )2 v

2 + c2
γ,δv

cs − δ2−γ
(δ+γ )2 v

.

4.1 Existence of Solitary Waves

The analysis of (39) leads to the following result (cf. [11]).

Theorem 3 Let 0 < γ < 1, δ2 − γ �= 0 and c2
s − c2

γ,δ > 0. Then (38) has a unique
solution (ζs(X), vβ,s(X)) which is even and goes to zero as |X| → ∞. The profiles
ζ, vβ are of elevation when δ2 − γ > 0 and of depression when δ2 − γ < 0.

Proof We assume cs > 0 (the arguments are similar in the case cs < 0).
Equation (39) is conservative with the energy given by

E = 1

2
(v′β)2 + U(vβ),

where U(x) = − x
2

2β
+G(x) is the potential energy. Since U(0) = U ′(0) = 0 and

U ′′(0) = −c
2
s − c2

γ,δ

βc2
s

< 0 then the phase plane analysis shows that the origin is a
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Fig. 2 Phase portraits for (39) with (a) Kγ,δ > 0 and (b) Kγ,δ < 0

saddle point (see Fig. 2). Note that

G(v) = Kγ,δv
3

6βcs
+
(
cs

cγ,δ

)2
cs

βKγ,δ

(

−v + cs

Kγ,δ
ln

(
cs/Kγ,δ
cs
Kγ,δ

− v

))

.

The sign ofKγ,δ determines the behaviour ofG in the following sense (cf. [11]):

(i) If Kγ,δ > 0, then G increases smoothly from 0 to ∞ as 0 < v <
cs

Kγ,δ
.

(ii) If Kγ,δ < 0, then G decreases smoothly from∞ to 0 as
cs

Kγ,δ
< v < 0.

In both cases, the function G is always positive and therefore we can find v∗ =
v∗(γ, δ) such that

U(v∗) = G(v∗)− (v
∗)2

2β
= 0,

with 0 < v∗ < cs

Kγ,δ
in the case (i) and

cs

Kγ,δ
< v∗ < 0 in the case (ii). Thus,

the solution of (39) with vβ(0) = v∗, v′β(0) = 0 has zero energy, is even, positive
when Kγ,δ > 0, negative when Kγ,δ < 0 and goes to zero as |X| → ∞. Note that
from (38) we have

ζs = 1

Kγ,δ(γ + δ)
vβ

cs
Kγ,δ

− vβ ,

and from (39)

us := (1− β∂xx)vβ = βG′(vβ).
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Therefore, both ζs, us are also of elevation when Kγ,δ > 0 and of depression when
Kγ,δ < 0. 
�

5 Numerical Approximation to Solitary Waves

Since explicit formulas for the solitary waves are, to our knowledge, in general
unknown, then the study of the form and additional properties of the profiles will
be done in this section by computational means. A numerical procedure used to this
end will be first briefly described and then applied to analyze features of the waves,
mainly concerned with their regularity, asymptotic decay and the relation between
the amplitude and the speed of the profiles.

5.1 A Numerical Technique to Compute Solitary Wave Profiles

In order to compute approximate solitary wave profiles of (1), the system (38) is
discretized on an interval (−l, l), l large, using Fourier pseudospectral approxima-
tion. Let N ≥ 1 be integer and even, and let (ζh, vh) be a 2N-vector approximation
to the profile (ζ, vβ) at the uniform grid of collocation points xj = −l + jh, h =
2l/N, j = 0, . . . , N . Then (ζh, vh) satisfies the system

Lh

(
ζh

vh

)

= Nh(ζh, vh) (40)

Lh =
(

csIN − 1
δ+γ IN

(γ − 1)IN cs(1− βD2
N)

)

, Nh(ζh, vh) = Kγ,δ
(
ζh.vh

1
2vh.vh

)

,

where IN stands for the N × N identity matrix, DN stands for the N × N

pseudospectral differentiation matrix, [7], and the dot inNh stands for the Hadamard
product of vectors. System (40) is implemented in Fourier space, in such a way that
if ζ̂h(k), v̂h(k), k = 0, . . . , N − 1 denote the k-th discrete Fourier components of ζh
and vh respectively, and k′ = πk/l, then (40) leads to 2 × 2 algebraic systems of
the form

(
cs − 1

δ+γ
(γ − 1) cs(1+ β(k′)2)

)(
ζ̂h(k)

v̂h(k)

)

= Kγ,δ
(
ζ̂h.vh(k)

1
2 v̂h.vh(k)

)

, (41)

for k = 0, . . . , N − 1. Once (41) is solved for each k = 0, . . . , N − 1 the
approximation uh to u at the collocation points is defined as uh = (IN − βD2

N)vh

or, in Fourier components, as ûh(k) = (1+ β(k′)2)v̂h(k), k = 0, . . . , N − 1.
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The system (40), or its Fourier version (41), is numerically solved by iteration
with the Petviashvili method [14]: given initial data ζ [0]h , v

[0]
h , the (ν+1)-th iteration

ζ
[ν+1]
h , v

[ν+1]
h , ν = 0, 1, . . . , is the solution of

mν =
〈Lh

(
ζ
[ν]
h

v
[ν]
h

)

,

(
ζ
[ν]
h

v
[ν]
h

)

〉

〈Nh(ζ [ν]h , v[ν]h ),
(
ζ
[ν]
h

v
[ν]
h

)

〉
,

Lh

(
ζ
[ν+1]
h

v
[ν+1]
h

)

= m2
νNh(ζ

[ν]
h , v

[ν]
h ), (42)

where 〈·, ·〉 stands for the Euclidean inner product in R
2N . (See e.g. [12] for a

justification of the formulas.) The iteration is supplemented with an extrapolation
method [10, 15], a technique which has been revealed useful in the acceleration
of the convergence when computing approximate solitary wave profiles [1]. The
implementation of the iterative procedure is carried out in Fourier space and the
accuracy of the method was checked in the standard way, see e.g. [8] for the details.

5.2 Numerical Results

The form of the profiles of depression and of elevation is illustrated in Fig. 3, which
displays some computed waves for different speeds, close to the limiting value cγ,δ.
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Fig. 3 Approximate ζ solitary-wave profiles of (38): (a) corresponds to γ = 0.5, δ = 0.8 (Kγ,δ >
0, waves of elevation) while (b) corresponds to γ = δ = 0.5 (Kγ,δ < 0, waves of depression)
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Fig. 4 (a), (b) Amplitude vs. speed and (c) amplitude vs. Kγ,δ for the profiles of Fig. 3a

Note that the amplitude (the magnitude of the maximum negative excursion for the
case of waves of depression) increases with the speed.

This speed-amplitude relation is confirmed in Fig. 4, which corresponds to the
waves of elevation of Fig. 3a. In Fig. 4a we can observe the amplitude as increasing
function of the speed in the deviation of the interface and both velocity variables.
Figure 4b shows the speed-amplitude relation only for the interfacial deviation ζ and
for a wider range of speeds. The goal is trying to specify a relation ζmax ≈ AcBs +C
by fitting the experimental data for the parameters A,B and C. The resolution of
the fitting problem gives A = 18, B = 2.75 and C = −4.626 with, as a measure
of the goodness of fit, a sum of squares due to error (SSE) of about 4.146× 10−9,
a R-squared value of 1 and a root mean squared error (RMSE) of approximately
2.434× 10−5.

On the other hand, in Fig. 4c, for γ = 0.5, various δ and cs = cγ,δ + 0.05, the
amplitude is displayed as function of the parameterKγ,δ which determines the type
(of elevation or of depression) of the profile. The amplitude also increases withKγ,δ
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Fig. 5 Phase portraits of the approximate profiles shown in Fig. 3
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Fig. 6 (a) Modulus of the Fourier transform |̂ζ (k)| of a profile vs. k; (b) Profile ζ(x) and fitting
curve axbecx vs. x

and Fig. 4c shows the dependence of the amplitude of the waves on the depth and
density ratios of the two-fluid system (through the parameterKγ,δ).

Figure 5 shows the phase portraits of the approximate profiles of Fig. 3, computed
by using pseudospectral differentiation [7]. We think that the smooth way how the
orbits approach the origin suggests an exponential decay of the waves. This is also
supported by the smooth form of the modulus of the Fourier transform of one of
the profiles, displayed in Fig. 6a. If part of the wave is fitted to a curve of the
form axbecx (Fig. 6b), then the solution of the corresponding least squares problem
confirms this behaviour (see Table 1). Actually, similar arguments to those of [11]
for the case of surface water waves (by applying the Stable Manifold Theorem)
might be used to show that the profiles decay exponentially to zero.

The decay of the Fourier transform can give more information on the regularity
of the profiles. This is illustrated in Fig. 7. In linear-log and log-log scales, Fig. 7a
shows the modulus of the Fourier transform versus the wavenumber, while in
Fig. 7b, part of this modulus is fitted to a curve of the form akbeck , [16], and
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Table 1 Curves and
goodness of fit for data from
Figs. 6b (up) and 7b (down)

Fitting curve g.o.f.

f (x) = axbecx SSE = 1.967 × 10−8

a = 2.8176, b = 0.0114 R-squared = 1

c = −0.5323 RMSE = 4.233 × 10−6

f (k) = akbeck SSE = 3.548 × 10−11

a = 1261.4, b = −0.1728 R-squared = 1

c = −0.1023 RMSE = 4.896 × 10−7

according to the goodness of fit (Table 1), the curve shows a reliable exponential
decay, which suggests a smooth character of the solitary wave profile.

6 Conclusions

Considered in this paper is a nonlocal system for internal waves. The model was
derived in [5] as a consistent approximation to the Euler equations for the wave
propagation in a two-layer fluid system, with rigid lid assumptions and under
a Boussinesq physical regime for both fluids. In this paper, having in mind the
treatment of the case of surface wave propagation in the literature [3, 11], several
mathematical aspects of the model are studied in more detail. After an alternative
derivation of the differential system (which does not make use of the nonlocal
operators considered in the original presentation in [5]), a result of local existence
and uniqueness of solution in suitable Sobolev spaces is proved. The study is then
focused on the solitary wave solutions. They are shown to exist for a range of
the speeds which includes bidirectional propagation and depends on the depth and
density ratios of the two-fluid problem. These ratios also determine the character of
elevation or of depression of the wave. Finally, a numerical technique to generate
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approximate solitary wave profiles is introduced and applied to suggest some
features: the waves look to be smooth, decay exponentially to zero at infinity and
their amplitude looks to behave as an increasing power function of the speed.

The analysis, theoretical and numerical, of the solitary waves performed in
the last part of the paper must be taken into account as starting point for a
future research, mainly focused on the dynamics of the waves. In this sense, a
computational work concerning experiments of stability under small and large
perturbations, head-on and overtaking collisions, resolution of initial data into trains
of solitary waves, etc., is essential for this purpose. This includes a detailed analysis
of the codes designed and used to this end. From the theoretical point of view, the
results, presented in the literature (see e.g. [11]) about stability are again a necessary
tool to go more deeply into this topic.

Acknowledgements This research is supported by Spanish Ministerio de Economía y Competi-
tividad under grant MTM2014-54710-P with the participation of FEDER and by Junta de Castilla y
León under grant VA041P17. The author would like to thank Professors V. Dougalis, D. Dutykh
and D. Mitsotakis for fruitful discussions and so important suggestions.

References

1. Alvarez, J., Durán, A.: Petviashvili type methods for traveling wave computations: II.
Acceleration with vector extrapolation methods. Math. Comput. Simul. 123, 19–36 (2016)

2. Benjamin, T.B.: Lectures on nonlinear wave motion. In: Nonlinear Wave Motion (Proc. AMS-
SIAM Summer Sem. Clarkson Coll. Tech., Potsdam, N. Y., 1972). Lectures in Applied
Mathematics, vol 15, pp. 3–47. American Mathematical Society, Providence (1974)

3. Bona, J.L., Chen, M., Saut, J.-C.: Boussinesq equations and other systems for small-amplitude
long waves in nonlinear dispersive media: I. Derivation and linear theory. J. Nonlinear Sci. 12,
283–318 (2002)

4. Bona, J.L., Chen, M., Saut, J.-C.: Boussinesq equations and other systems for small-amplitude
long waves in nonlinear dispersive media: II. The nonlinear theory. Nonlinearity 17, 925–952
(2004)

5. Bona, J.L., Lannes, D., Saut, J.-C.: Asymptotic models for internal waves. J. Math. Pures Appl.
89, 538–566 (2008)

6. Boussinesq, J.V.: Théorie générale des mouvements qui sont propagés dans un canal rectangu-
laire horizontal. C. R. Acad. Sci. Paris 73, 256–260 (1871)

7. Canuto, C., Hussaini, M.Y., Quarteroni, A., Zang, T.A.: Spectral Methods in Fluid Dynamics.
Springer, New York (1988)

8. Dougalis, V.A., Duran, A., Mitsotakis, D.E.: Numerical approximation of solitary waves of the
Benjamin equation. Math. Comput. Simul. 127, 56–79 (2016)

9. Grimshaw, R., Pudjaprasetya, S.R.: Hamiltonian formulation for the description of interfacial
solitary waves. Nonlinear Process. Geophys. 5, 3–12 (1998)

10. Jbilou, K., Sadok, H.: Vector extrapolation methods. Applications and numerical comparisons.
J. Comput. Appl. Math. 122, 149–165 (2000)

11. Pego, R.L., Weinstein, M.I.: Convective linear stability of solitary waves for Boussinesq
equations. Stud. Appl. Math. 99, 311–375 (1997)

12. Pelinovsky, D.E., Stepanyants, Y.A.: Convergence of Petviashvili’s iteration method for
numerical approximation of stationary solutions of nonlinear wave equations. SIAM J. Numer.
Anal. 42, 1110–1127 (2004)



On a Nonlocal Boussinesq System for Internal Wave Propagation 139

13. Peregrine, D.H.: Equations for water waves and the approximation behind them. In: Meyer,
R.E. (ed.) Waves on Beaches and Resulting Sediment Transport, pp. 95–121. Academic, New
York (1972)

14. Petviashvili, V.I.: Equation of an extraordinary soliton. Sov. J. Plasma Phys. 2, 257–258
(1976)

15. Smith, D.A., Ford, W.F., Sidi, A.: Extrapolation methods for vector sequences. SIAM Rev. 29,
199–233 (1987)

16. Sulem, C., Sulem, P.-L., Frisch, H.: Tracing complex singularities with spectral methods. J.
Comput. Phys. 50, 138–161 (1983)

17. Whitham, G.B.: Linear and Nonlinear Waves. Wiley, New York (1974)



Subdivision Schemes and Multiresolution
Analyses: Focus on the Shifted Lagrange
and Shifted PPH Schemes

Zhiqing Kui, Jean Baccou, and Jacques Liandrat

Abstract Subdivision schemes have been extensively developed since the eighties
with very powerful applications for surface generation. To be implemented for
compression, subdivision schemes have to be coupled with decimation operators
sharing some consistency relation and with detail operators. The flexibility of
subdivision schemes (they can be non-stationary, position or zone dependent, non-
linear,. . . ) makes that the construction of consistent decimation operators is a
difficult task. In this paper, following the first results introduced in Kui et al. (On the
coupling of decimation operator with subdivision schemes for multi-scale analysis.
In: Lecture notes in computer science, vol. 10521. Springer, Berlin, pp. 162–185,
2016), we present the construction of multiresolution analyses connected to general
subdivision schemes with detailed application to a non-interpolatory linear scheme
called shifted Lagrange (Dyn et al., A C2 four-point subdivision scheme with
fourth order accuracy and its extensions. In: Mathematical methods for curves and
surfaces: Tromsø 2004. Citeseer, 2005) and its non-linear version called shifted PPH
(Amat et al., Math. Comput. 80:959–959, 2011).
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1 Introduction

Since 50 years, subdivision schemes have been developed, analyzed and used with
very powerful applications such as curve generation, image processing or animation
movies. One of their advantages stands in the flexibility of the construction of
their masks. One can easily derive various types of subdivision schemes adapted
to specific goals; one can cite for instance the development of position dependent
schemes devoted to the treatment of local singularities in the data [3] or the devel-
opment of non-linearly perturbed subdivision schemes for removing undesirable
behaviours [1]. When used for compression, subdivision schemes are plugged into
a multiresolution framework that involves a so-called decimation operator [9].
However, although the decimation operator is trivially defined as a sub-sampling
when handling interpolatory subdivision schemes, it is a difficult task to derive it in
other situations.

Following the first results presented in [10], the contribution of this paper is
a generic approach to derive decimation operators that will be called consistent
with a given general subdivision scheme. We will focus on two examples related
to the shifted Lagrange subdivision scheme (that is linear and non-interpolatory)
introduced in [8] and to the shifted PPH subdivision scheme (that is non-linear
and non-interpolatory) introduced in [2]. After an overview on subdivision schemes
and multiresolution analyses (Sect. 2), we focus on the construction of decimation
operators (Sect. 3) and on the so-called prediction errors and details (Sect. 4).
Section 5 is devoted to numerical tests obtained using the shifted Lagrange and
the shifted PPH multiresolutions.

2 Subdivision Schemes and Associated Multiresolution
Transform

2.1 Subdivision Schemes

2.1.1 General Construction

We consider binary subdivision schemes [7] defined as operators S : l∞(Z) →
l∞(Z) constructed from real-valued sequences (hk)k∈Z having a finite number of
non-zero values such that (fk)k∈Z ∈ l∞(Z) �→ ((Sf )k)k∈Z ∈ l∞(Z) with

(Sf )k =
∑

l∈Z
hk−2lfl . (1)

The set of non-zero values of (hk)k∈Z is called the mask of S.
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Subdivision is generally iterated starting from an initial sequence (f J0
k )k∈Z to

generate (f jk )k∈Z for j ≥ J0 as

f j+1 = Sf j , j ≥ J0 . (2)

One of the advantages of subdivision schemes stands in the flexibility associated
with the choice of the mask when changing position (k), scale (j ) and data (f j ).
The simplest strategy is to consider the same mask for every position, scale and data
[7] and to set h2k = δk,0. It leads to linear (i.e. the mask is independent of f j ),
uniform (i.e. the mask is independent of k), stationary (i.e. the mask is independent
of j ) and interpolatory (i.e. f j+1

2k = f jk ) schemes. The main limitation of this type
of construction is the generation of Gibbs oscillations for discontinuous data. A
better strategy is then to work with non-uniform or non-interpolatory schemes. The
shifted Lagrange scheme [8] is non-interpolatory. Moreover, for each position and
scale, the construction of the subdivision can be adapted according to the regularity
of the data to specifically handle discontinuities. Among various schemes following
this strategy, one can mention the ENO [4] or PPH1 [1] approach: for each j and k,
the subdivision depends on the values of the sequence (f jl )l∈Z for l in the vicinity
of k. It leads to non-linear schemes.

In this paper, we focus on these types of schemes and more specifically on
the shifted Lagrange and shifted PPH schemes. The construction of PPH has
been first performed in an interpolatory framework [1] by modifying the classical
linear Lagrange 4-point interpolating scheme [6]. Then, a non-interpolatory version
(called shifted PPH) has been introduced in [2]. The corresponding definitions are
recalled in the remaining of this section.

2.1.2 Shifted Lagrange and Shifted PPH Schemes

The situation we consider here is a specific case where a non-linear subdivision
scheme is constructed as a perturbation of a linear one.

We start from the 4-point Lagrange interpolation and consider its shifted version.
More precisely, for any value of k ∈ Z we build

Pk(x) = L−1(x)fk−1 + L0(x)fk + L1(x)fk+1 + L2(x)fk+2,

where {Ln(x)}−1≤n≤2 denotes the degree 3 Lagrange interpolatory polynomial
associated with the stencil {−1, 0, 1, 2}.

1As it will become clear in the next section, this type of scheme is derived from a perturbation of
a linear one. Therefore, a non-linear mask cannot be constructed but it is straightforward to extend
the definition of a subdivision scheme provided by Expression (1).
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The 4-point shifted Lagrange linear scheme is given by:

{
(SLAf )2k = Pk( 1

4 )

(SLAf )2k+1 = Pk( 3
4 )

. (3)

The shifted PPH scheme is constructed introducingNk(x), a degree 3 polynomial
depending non-linearly on (fk−1, fk, fk+1, fk+2) and substituting in (3) Pk by Pk+
Nk .

More precisely, if

A(x, y) = x + y
2

, H(x, y) = xy

x + y (sgn(xy)+ 1)

where sgn denotes the sign function and Dk = (fk+1 − fk)− (fk − fk−1) then,
if |Dk| ≤ |Dk+1|,

Nk(x) = 2L2(x) (H(Dk,Dk+1)− A(Dk,Dk+1)) ,

if |Dk| > |Dk+1|,
Nk(x) = 2L−1(x) (H(Dk,Dk+1)− A(Dk,Dk+1)) .

Introducing the non-linear perturbation SN defined by

{
(SNf )2k = Nk( 1

4 )

(SNf )2k+1 = Nk( 3
4 )

,

the shifted PPH subdivision scheme can be written as

SPPHAf = SLAf + SNf. (4)

Expression (2) can be interpreted as a two-scale relation. It is therefore possible
to establish a connection between subdivision schemes and local prediction oper-
ators in a multiresolution framework. This framework as well as the associated
precisions required to construct subdivision-based multiresolution transforms are
recalled in the next section.

2.2 Multiresolution Transform

A Harten multiresolution analysis [9] is characterized by the family of triplets(
(V j ,D

j

j+1, P
j+1
j )

)

j∈∈Z where V j is a separable space (j is a scale parameter)

and Djj+1 (resp. Pj+1
j ) is a decimation (resp. prediction) operator connecting
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V j+1 (resp. V j ) to V j (resp. V j+1). If f j ∈ V j is obtained after decimation
of f j+1 ∈ V j+1, Pj+1

j f j does not usually coincide with f j+1. However the
following consistency condition is required:

D
j

j+1P
j+1
j = IV j (5)

where IV j stands for the identity operator in V j .
In order to recover f j+1 after a decimation and a prediction, a sequence of

prediction errors ej+1 =
(
e
j+1
k

)

k∈Z is introduced and defined as:

e
j+1
k = f j+1

k −
(
P
j+1
j D

j

j+1f
j+1
)

k
=
((
IV j+1 − Pj+1

j D
j

j+1

)
f j+1

)

k
(6)

The mapping f j+1 �→ {f j , ej+1} is a key ingredient for the multiresolution
transform.

Focussing on a given j and denoting h̃ = Djj+1 and h = Pj+1
j , the consistency

relation (5), h̃h = IV j , leads in the linear case to the fact that h̃ej+1 = 0.

Introducing dj and oj such that ∀k ∈ Z, d
j
k = e

j+1
2k+1 and ∀k ∈ Z, o

j
k = e

j+1
2k ,

we get a linear relation of type Ljoj = Rjdj where Lj and Rj are two linear
operators. As soon as Lj is invertible, this relation allows to recover oj from dj ,
and therefore ej+1 from dj . One can then substitute the previous mapping by the
following bijective one f j+1 �→ {f j , dj }.

In the non-linear case, one can not, in general, deduce such a bijection from the
consistency relation. We postpone to Sect. 4 for the construction of this bijection in
the case of the shifted PPH scheme.

Finally, for a fixed level J0 ≤ j , the multiresolution decomposition of a sequence
f j+1 is the element {f J0, dJ0, dJ0+1, . . . , dj }. The advantage of this representation
stands in the fact that generally the norm of the details dl decays exponentially with
the level l. Similarly a reconstruction transform can be introduced to recover f j+1

from {f J0, dJ0, dJ0+1, . . . , dj }.
Exploiting (2), the prediction from V j to V j+1 can be performed using a subdi-

vision scheme. The main advantage of the corresponding operator is that it inherits
the interesting properties of the scheme such as the flexibility in the construction of
the mask. One can therefore introduce interpolatory or non-interpolatory, linear or
non-linear predictions according to the data, that generally improve the classical
wavelet-based multi-analyses framework [5]. However, the full specification of
the multiresolution transforms is more involved. The construction of a decimation
still remains difficult to tackle for non-interpolatory schemes since, generally, a
subsampling operator does not satisfy the consistency property (5). Moreover,
as mentioned in the previous section, the storage of the prediction error is well
described for linear operators but cannot be extended to the non-linear framework.
Therefore, we propose in the next sections new contributions to handle these two
open questions with a specific application to the shifted Lagrange and shifted PPH
schemes recalled in Sect. 2.1.
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3 Decimation Operators

3.1 The Linear Case

A linear and uniform decimation operator h̃L is defined through a sequence (h̃k)k∈Z
having a finite number of non-zero values as (fk)k∈Z ∈ l∞(Z) �→ ((Df )k)k∈Z ∈
l∞(Z) with

(Df )k =
∑

l∈Z
h̃l−2kfl .

The set of non-zero values of (h̃k)k∈Z is called the mask of D and denotedMh̃.
A generic method to construct the mask of a decimation scheme consistent with

a given linear uniform subdivision scheme has been proposed in [10]. The main
results are recalled in the two following propositions. The first one is devoted to the
construction of elementary operators (i.e. with masks of minimal number of non-
zero values) while the second one describes how all consistent decimation operators
can be recovered using linear combinations of translated versions of elementary
operators.2

Proposition 1 Let h be a prediction operator whose mask is constructed from the
sequence

{hn−2α, hn−2α+1, . . . , hn, hn+1}

with hn−2αhn+1 �= 0 (i.e. mask of even length) or with hn−2α = 0 and
hn−2α+1hn+1 �= 0 (i.e. mask of odd length).

IntroducingHMh =
⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

hn hn−2 · · · hn−2α 0 · · · 0
hn+1 hn−1 · · · hn−2α+1 0 · · · 0

0 hn hn−2 · · · hn−2α · · · 0
0 hn+1 hn−1 · · · hn−2α+1 · · · 0
...

...

0 0 · · · hn hn−2 · · · hn−2α

0 0 · · · hn+1 hn−1 · · · hn−2α+1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

if det (HMh) �= 0, there exists at most 2α consistent elementary decimation
operators whose masks are of length not larger than 2α. These masks are given
by each row of H−1

Mh
.

2For any decimation operator h̃ constructed from (h̃k)k∈Z and any integer t , we define Tt (h̃) the
translated decimation operator related to the sequence (h̃k−t )k∈Z.
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Proposition 2 A subdivision operatorh being fixed and satisfying the hypotheses of
Proposition 1, we denote {h̃i}1≤i≤2α the set of the elementary consistent decimation
operators.

Then, all the consistent decimation operators can be constructed as

∑

t∈T

∑

i∈I
ci,t T2t (h̃

i) (7)

with

∀t ∈ T ⊂ Z,
∑

i∈I
ci,t = δt,0, and 0 ∈ T .

The large choice of decimation schemes offered by this approach is of prime
importance in practice since it allows to optimize some specific characteristics of
the scheme according to given objectives. In image compression for example, it is
important to select decimation operators with minimal L∞-norm because this norm
is involved in the stability of the multiresolution transforms.

We finally conclude this section by applying our approach to the shifted Lagrange
linear subdivision scheme for which, up to now, there was no consistent decimation
operator available in the literature.

Decimation operators consistent with the shifted Lagrange scheme
From (3), the shifted Lagrange scheme is given by:

{
(SLAf )2k = − 7

128fk−1 + 105
128fk + 35

128fk+1 − 5
128fk+2,

(SLAf )2k+1 = − 5
128fk−1 + 35

128fk + 105
128fk+1 − 7

128fk+2.

and its mask is therefore

Mh = {h−4, h−3, h−2, h−1, h0, h1, h2, h3}

= {− 5

128
,− 7

128
,

35

128
,

105

128
,

105

128
,

35

128
,− 7

128
,− 5

128
}.

A straightforward application of Proposition 1 leads to the set of consistent
elementary decimation operators whose masks correspond to each row of the
following matrix:

H̃LA =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

24367
1152 − 63605

1152
31115

576 − 10325
576 − 4165

1152
2975
1152

2975
1152 − 4165

1152
1771
576 − 565

576 − 245
1152

175
1152

175
1152 − 245

1152
875
576 − 245

576 − 133
1152

95
1152

95
1152 − 133

1152 − 245
576

875
576 − 245

1152
175

1152
175

1152 − 245
1152 − 565

576
1771
576 − 4165

1152
2975
1152

2975
1152 − 4165

1152 − 10325
576

31115
576 − 63605

1152
24367
1152

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.
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Following Proposition 2, one can also increase the length of the decimation mask
in order to reduce the L∞-norm of the operator. If for example the length is fixed to
8, the mask of minimal L∞-norm is given by:

Mh̃ = {h̃−4, h̃−3, h̃−2, h̃−1, h̃0, h̃1, h̃2, h̃3} (8)

= { 95

2304
,− 133

2304
,− 35

256
,

1505

2304
,

1505

2304
,− 35

256
,− 133

2304
,

95

2304
}.

This decimation operator is often considered since it has the same length as the
initial subdivision scheme and it is symmetrical.

3.2 Extension to the Non-linear Perturbation Case

Generalizing Expression (4) and using the notations of the subdivision-based
multiresolution framework, the non-linear subdivision scheme considered in this
paper satisfies:

hf j = hLf j + hNf j , (9)

where hL is the prediction associated to a linear subdivision scheme and hN stands
for a non-linear perturbation operator.

Starting from a sequence f j+1 ∈ V j+1, we can construct a consistent non-linear
decimation operator by solving the following fixed-point equation:

f j = h̃Lf j+1 − h̃LhNf j , (10)

where h̃L is a linear decimation operator consistent with hL and constructed by the
method described in the previous section.

The contractivity of the operator h̃LhN which means that there exists c ∈
R, |c| < 1, such that ∀(u, v) ∈ (l∞(Z))2,

||h̃LhNu− h̃LhNv|| ≤ c||u− v||,

is required to ensure the existence and uniqueness of f j according to the Banach
fixed-point theorem.

Moreover, f j = limn→+∞(f j )n where ((f j )n)n∈Z is constructed by induction:

{
(f j )0 = h̃Lf j+1

(f j )n+1 = h̃Lf j+1 − h̃LhN(f j )n, . (11)
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Concerning the consistency of the decimation operator defined above, if f j+1 =
hgj , the unique solution of the fixed-point equation denoted f̂ j satisfies:

f̂ j = h̃Lhgj − h̃LhN f̂ j = gj + h̃LhNgj − h̃LhN f̂ j .

Since gj is solution of the previous equation, it is the unique solution. Therefore
gj = h̃f j+1 = h̃hgj that leads to the consistency of h̃.

When h is the shifted PPH non-linear scheme, the following proposition provides
that, for a suitable choice of h̃L, the fixed-point is unique and can be reached using
fixed-point iterations:

Proposition 3 If hL is the prediction operator associated with the shifted Lagrange
linear scheme and h̃L is the consistent decimation whose mask is given by

{h̃−6, h̃−5, h̃−4, h̃−3, h̃−2, h̃−1, h̃0, h̃1, h̃2, h̃3, h̃4, h̃5}

={ 19

16128
,− 19

11520
,

19

576
,− 19

576
,− 2623

16128
,

7639

11520
,

7639

11520
,− 2623

16128
,− 19

576
,

19

576
,− 19

11520
,

19

16128
}

then the operator h̃LhN is contractive with a Lipschitz constant bounded by 19657
20160 .

4 Prediction Errors and Details

4.1 Construction of the Details

As mentioned in Sect. 2.2, the construction of the details is straightforward in the
linear case and is based on a splitting of the prediction error that belongs to the
kernel of the decimation operator. One can not apply such a construction in the non-
linear case. However, for the shifted PPH scheme, the same idea can be exploited
to address the problem of prediction error storage. It is stated by the following
proposition.

Proposition 4 Let h = hL+hN be a non-linear subdivision operator defined by (4)
and h̃ be a consistent decimation operator constructed from Eq. (10).

For all f j+1 ∈ l∞(Z), the associated prediction error ej+1 satisfies

h̃Le
j+1 = 0, (12)

and

h̃ej+1 = 0. (13)
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Proof Under the contractivity condition, if f̂ j = h̃f j+1 denotes the unique solution
to Eq. (10), the prediction error can be written as

ej+1 = f j+1 − hh̃f j+1

= f j+1 − hLf̂ j − hN f̂ j

= (I − hLh̃L)f j+1 − (I − hLh̃L)hN f̂ j .

Then Eq. (12) is straightforward using the consistency condition linking hL and h̃L.
Assuming wj = h̃ej+1,

wj = h̃Lej+1 − h̃LhNwj = −h̃LhNwj .

According to the Banach fixed-point theorem, wj = 0 is the unique solution which
leads to (13). 
�

Therefore, following what has been done in Sect. 2.2 and introducing the
corresponding operators LjL and RjL, a bijective mapping f j+1 �→ (f j , dj ) can
be derived leading to the details dj .

4.2 Prediction Error Decay

The following proposition, borrowed from [10], explains that for the linear case
and a couple of consistent operators (h, h̃), the decay of the prediction error with
the scale is fully controlled by the polynomial approximation property of the
subdivision operator. Indeed, we have:

Proposition 5 Let (V j , h, h̃)j∈Z define a linear multiresolution analysis with h a
subdivision operator associated to the real sequence (hk)k∈Z and h̃ a decimation
operator constructed from the real sequence (h̃k)k∈Z. We assume that the associated
multi-scale transform is applied from a fine scale Jmax to a coarse one J0.

If there exists L ∈ N such that ∀n ∈ {0, 1, . . . , L},
∑

l∈Z
h2l (2l)

n =
∑

l∈Z
h2l+1(2l + 1)n , (14)

then for sufficiently large j ∈ [J0, Jmax − 1],

||ej || ≤ C2−(L+1)j , (15)

where C does not depend on j .
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In the case of the 4-point shifted Lagrange scheme, it is easy to verify that ∀n ∈
{0, 1, 2, . . . , 4},

2∑

i=−1

Li(
1

4
)(−2i)n =

2∑

i=−1

Li(
3

4
)(−2i + 1)n,

and it follows from the previous proposition that the decay rate of the associated
prediction error is 5.

When the subdivision is non-linear the consistency and the polynomial approx-
imation property can not be combined to provide the decay of the prediction error,
and therefore of the details. A direct analysis must be performed. In this paper, a
numerical study is provided in the next section.

5 Numerical Results

This section provides a series of tests in order to evaluate the linear (shifted
Lagrange) and non-linear (shifted PPH) multiresolutions. The results obtained using
the Lagrange interpolatory scheme with mask

Mh = {−1/16, 0, 9/16, 1, 9/16, 0,−1/16, 0}

and consistent decimationM
h̃
= {1} are also provided as a comparison.

Initial data are sampled from related functions. Figure 1 deals with a piecewise
regular function with a discontinuity at x0 = 0.5 (Left). The multiresolution
transform of this function is performed using the linear consistent decimation
operator given by Proposition 3 while the non-linear one satisfies the fixed-point
equation (10). Figure 1 (right) displays the convergence rate of the fixed-point in
algorithm (11). The slope of the curve exhibits the convergence rate. It appears that
very few iterations (less than 17) are required for convergence.

In Fig. 2, the prediction error associated to regular data (sampled from the sin
function) is numerically estimated and plotted versus the scale. For each approach,
a multi-scale decomposition transform is applied from a fine level Jmax = 12 to a
coarse one J0 = 7. It appears that the decay rate is larger for the linear approach
(slope of 5.0379, to be compared with the theoretical value of 5) than for the non-
linear one (slope of 4.21979).This can be explained by the presence of the non-
linear perturbation term that reduces the degree of polynomial approximation. As a
comparison, the interpolatory approach has a slope of 4.00717, to be compared with
the theoretical value of 4.

For the functions of Fig. 3, we consider in Fig. 4 the prediction errors around
the point x0 = 0, 5. It appears that the stronger the discontinuity the better is the
related performance of the non-linear scheme. This good behaviour of the non-linear
scheme is confirmed by the plots in Fig. 5.
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Fig. 1 Left: Test function, Right: log ||f jn − f jn−1||∞ versus n for the fixed-point algorithm (11)
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Fig. 5 Left: Test functions, Right: Log of the prediction error versus scale

6 Conclusion

In this paper, we have defined the different elements required to construct a
multiresolution analysis associated to linear or non-linear subdivision schemes. The
key points are the generation of consistent decimation operators and the definition
of the details starting from the prediction error. The construction of decimation
is performed inverting a matrix in the linear case and next solving a fixed-point
problem in the non-linear case. The detail operators are constructed exploiting a
specific relation implying a linear decimation. We have described the construction
of two schemes (shifted Lagrange and shifted PPH) for which no multiresolution
was available before. The different numerical results show the interest of such
frameworks for the compression of data.
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Modelling Sparse Saliency Maps
on Manifolds: Numerical Results
and Applications

Euardo Alcaín, Ana Isabel Muñoz, Iván Ramírez, and Emanuele Schiavi

Abstract Saliency detection is an image processing task which aims at automati-
cally estimating visually salient object regions in a digital image mimicking human
visual attention and eyes fixation. A number of different computational approaches
for visual saliency estimation has recently appeared in Computer and Artificial
Vision. Relevant and new applications can be found everywhere varying from
automatic image segmentation and understanding, localization and quantification
for biomedical and aerial images to fast video tracking and surveillance. In this
contribution, we present a new variational model on finite dimensional manifolds
generated by some characteristic features of the data. A Primal-Dual method is
implemented for the numerical resolution showing promising preliminary results.

Keywords Saliency detection and segmentation · Superpixels · Non local total
variation on graphs · Energy minimization · Primal-dual algorithm

1 Introduction

In the last years, there has been a growing interest in the production of computational
methods for the detection of saliency objects in an image. A general overview of
existing methods, drawbacks and virtues can be found in [5]. Salient (or foreground)
objects are those objects which grasp the most interest when an image is considered.
This estimation is normally used as a preprocessing step in a pipeline for a computer
vision system. The concept of saliency has been applied to adaptive compression of
images [7], image retrieval [2] and image cropping [14] to name just a few emerging
applications. Saliency methods can be classified into three categories: biological
based, purely computational and a mix from both methods.
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Although variational methods have achieved great success when applied in com-
puter vision (denoising, deblurring, inpainting, etc.), there have been few saliency
detection models which make use of the power of the variational setting. This
introduces the main contribution of the paper which consists of a new variational
model for automatic saliency detection in digital images based on Total Variation
(TV) minimization on graphs.

We consider as a starting point of our modelling exercise the work in [15] where a
non localL0 minimization problem is proposed for bottom-up pure computationally
saliency estimation. Based on the discrete L0 norm on graphs, this model is
appropriate to capture the sparse properties of saliency maps which are vectors,
finite dimensional solutions which estimate the saliency of each superpixel in which
the image has been previously partitioned. In fact, following the idea in [15] and
with a view to fast (real time) video saliency detection, the data image is divided
into superpixels for dimensional reduction and a non local graph is constructed in a
feature space in which each vertex is a superpixel connected to its k-NN (k-nearest
neighbour).

There has been a lot of effort in these years to develop the formalism of
Non-local Calculus [9] and Non-local Operators so providing a new tool for the
mathematical analysis of problems on graphs. This has generated a new kind of
models where the influence of any pixel value is extended to all (or part) of
the domain through the concept of Non-local derivatives. When a graph structure
is generated, by considering some characteristics of a given data image, spatial
proximity is lost or attenuated and Non-local operators are necessary to describe
the manifold landscape.

In such a framework, our proposal is twofold. We first generalize the superpixels
partition considered in [15] including edges as features in the graph by means of
the use of the SCALP algorithm [12] where contour adherence is imposed using
linear paths. Also, instead of considering a fixed threshold, the final saliency mask
is obtained using the method proposed in [13]. Secondly, and more important,
the L0-norm of the non local gradients in the saliency model presented [15] is
replaced by the NLTV (non local total variation) semi-norm on graphs defined
by the non local total variation operator, which preserves edges and induces the
sparsity of the gradients of saliency maps. This step amounts to a convexification
of the problem which allows classical variational calculus to be applied. Finally,
as in [15], a control map is computed in the graph to drive the solution towards
salient regions. With all these ingredients a strictly convex energy functional is
considered for minimization and the well-posedness of the model is guaranteed.
The numerical resolution is based on a primal-dual algorithm that we designed to
solve the associated minimization NLTV problem. The proposed algorithm proves
to be faster in convergence to the solution than the one presented in [15] for the non
local L0 minimization problem, while obtaining results at least comparable to the
ones in [15].

The paper is organized as follows: First, in Sect. 2 we introduce the concept
of superpixel (SP) as a guided (informed) partition of the given image through
the chosen characteristics. This is a critical step because the produced superpixels
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partitions (in number and characteristics) shall not be modified along the whole
pipeline. In Sect. 3 the finite dimensional manifold (weighted graph) generated by
the partition of the image into superpixels by using some characteristic features
of the data is constructed. Sections 4 and 5 are devoted to the mathematical
definitions of the control map and non-local operators used in the model. The main
contribution is presented in Sect. 6 where the proposed Non-Local Total Variation
Model (NLTVM) and its numerical resolution in terms of a primal-dual algorithm
are described. The final saliency map segmentation step is considered in Sect. 7.
Numerical results and discussion are presented in Sects. 8 and 9 in order to illustrate
the performance of the proposed model.

2 Superpixel Segmentation of the Image

This section is based on the ideas and methods published in [12, 15]. In order to com-
pute the graph structure, we first segment the given image into superpixels which
are clusters of pixels partitioning the image following some relevant characteristics
of the data. This will reduce the computation time of the saliency map providing
a dimensional reduction of the problem and fast implementation. Notice also that
the relevant information originally located into pixels is then encoded through the
shape and values of the superpixel. The method used in [15] to generate superpixels
is the SLIC method (Simple Linear Iterative Method [1]) which has been proven
to be very efficient in the sense that it is fast, easy to use and it produces high
quality partitions of the image. This method performs a local clustering of pixels
taking into account the location and the values of the CIELAB colour space of
the pixels of an image. The employed measure makes the superpixels shape to be
compact and uniform. As an alternative to SLIC in [15] and in order to impose edges
conservation we consider the SCALP method (superpixels with contour adherence
using linear path [12]) which takes into consideration a contour prior with the aim
of obtaining superpixels constrained by the existing contours, being this aspect not
considered with SLIC (see Fig. 1 for comparison). In the SCALP algorithm, when
trying to associate a pixel to a superpixel during clustering, the distance is enhanced
by considering the linear path to the superpixel barycenter and a contour prior. The

Fig. 1 Comparison between SLIC (left) vs SCALP (right) algorithm with 300 superpixels. The
edges and contours of the cheetah are better preserved in the partition provided by SCALP
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prior contour can be calculated by some recent learning based approaches to detect
edges like [8] or more classical variational approaches enhanced by implicit finite
differences [3]. In this work we used the approach in [8] suggested in [12]. Different
strategies shall be explored in future work.

3 Weighted Graph

Given an image and the superpixels partition generated by SLIC or SCALP method,
we consider, as in [15], an undirected, symmetric and weighted graph G in the
space of the superpixels. The weighted graphG = (V ,E,w) consists of a finite set
of superpixels V , the edgesE linking superpixels and their associated weights wpq ,
pq ∈ E. The weights are given by:

wpq = exp
(

−||fp − fq ||2
2σ 2

)

,

where fp is a feature vector at superpixel p defined by fp = (αcp, lp), being cp
the mean of the superpixels in CIELAB colour space, and lp, the mean of the
coordinates in the spatial space. In this case, α = 0.9 is a parameter controlling
the balance between the two features.

In order to reduce computational cost and to exploit local relationships in the
feature space, once we have computed the weight for each superpixel p with every
other superpixel q , we consider its k-nearest neighbours the first k vertices in a
decreasing list with respect to weight) and keep these associated weights while
setting to zero the remaining ones. Then, a superpixel p is associated with a
superpixel q if the weight wpq is not zero. To go further in the suppression of the
background, the boundaries are connected together as well those superpixels such
that their initial saliency map has a value (score) below a user fixed threshold in the
weight matrix. In our case the 25% of the less representative values in the control
map are neglected (see Fig. 2).

Fig. 2 The image was divided by SLIC. On the left, we show a superpixel (yellow) and its
k-neighbours. On the right, it is shown a superpixel within less than 25 % in the initial control
map is associated to the boundaries as well to its k-neighbours
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4 Control Map

We still follow the ideas in [15] to compute a saliency control map which we will
include in the fidelity term of the variational model here presented. The control
map vc is a vector of components vc = {vcp, p ∈ G}, where vcp is the value of
the salient map in the superpixel p. This value, vcp, is computed as the product of
a contrast prior vconp , which takes into consideration similarity of colours weighted

by the distance to each superpixel and an object prior vobjp , which introduces the
assumption of the most likely location of the salient object. Hence, the saliency
control map is computed:

vcp = vconp · vobjp ,

where

vconp =
∑

q,pq∈E
w(l)pq ||cp − cq ||2, w(l)pq = exp

(

− 1

2σ 2 ||lp − lq ||2
)

and

v
obj
p = exp

(

−||lp − l̄||
2

2σ 2

)

.

where l̄ are the coordinates of the center of the image (where the region of interest
is usually located). The parameter σ is empirically set as in [15] where σ 2 = 0.05.

5 Non Local Operators

In order to deal with variational models in a weighted graph, we need to introduce
the notion of non local gradient and divergence operators in a weighted graph G.
Details can be found in [9].

Definition 1 Let p ∈ G, v = (vp)p∈G be a real function defined on G and taking
values in IR, and wp,q , for p and q ∈ G, a nonnegative symmetric weight function.
Then, the nonlocal gradient at a superpixel p, ∇wvp, is defined as the vector of all
partial differences ∇wvp,q at p:

∇wvp = {∇wvp,q , pq ∈ E},
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where

∇wvp,q = √
wp,q(vq − vp).

In fact, we are only interested in the components such that wp,q �= 0. Hence,
the nonlocal gradient ∇wv is defined as ∇wv = (∇wvp)p∈G. Analogously, the
divergence divw of a vector dp, given a function d : G × G → IR can be defined
as:

divwdp =
∑

q, qp∈E
(dp,q − dq,p)√wp,q.

Notice that, in our particular case, dp will be taken as ∇wvp.

5.1 Non Local L0 for Saliency Detection

In this section, we shall briefly present the model and the method of numerical
resolution presented in [15]. This will allow the reader to notice where our
contribution resides.

In [15] it is proposed the following nonlocal discrete L0 minimization model to
describe the sparse structure of the saliency maps:

min
v

(
∑

p

||∇wvp||0 + λ
2
||v − vc||2

)

, (1)

where vp stands for the value of the saliency map v at the superpixel p, ∇wvp =
{∇wvp,q : pq ∈ E}, as it was defined in the previous section, and the L0 norm is
given by ||∇wvp||0 = #{q : ∇wvp,q �= 0, pq ∈ E} (# is the cardinality of the set).
The positive constant λ is a parameter controlling the relative importance given to
the fidelity term with respect to the sparsity inducing prior.

In order to solve the minimization problem, the authors in [15] use an Alternated
Directions Method (ADM). Setting dp = ∇wvp the equivalent minimization
problem

min
v,d

(
∑

p

||dp||0 + λ
2
(vp − vcp)2

)

.
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is solved through the iterative scheme

vk+1 = min
v

(
∑

p

λ

2
(vp − vcp)2 +

ρ

2
||dkp −∇wvp +

1

ρ
ykp||2

)

dk+1 = min
d

(
∑

p

||dp||0 + ρ
2
||dp −∇wvk+1

p + 1

ρ
ykp||2

)

where the relaxation variable is given by yk+1
p = ykp+ρ(dkp−∇wvk+1

p ). The solution

of the problem for vk+1
p can be written as

(λ+ 2ρ
∑

q

wpq)v
k+1
p = λvcp

−ρ
∑

q

√
wpq(d

k
pq − dkqp +

1

ρ
(ykpq − ykqp))+ 2ρ

∑

q

wpqv
k+1
q .

Finally, the auxiliary problem for dk+1 has a component-wise close solution is given
by:

dk+1
pq =

{
0, |∇wvk+1

p,q − 1
ρ
ykpq | ≤

√
2ρ,

∇wvk+1
p,q − 1

ρ
ykpq, otherwise.

In [15], the iterative procedure is stopped when a fixed number of iterations
is reached. This is not a convergence criteria and obscures the behaviour of the
algorithm. In order to analyze and compare the results with the ones obtained with
our NLTV model, we consider in both cases a typical convergence criteria: the
computation is stopped when the difference between two consecutive iterations is
less than a small value ε. In our computations we have considered ε = 10−5. We
refer the reader to [15] for more details. Notice that this convergence criteria do not
reveal if the limit solution is a minimum of the original L0 model problem (1). It
just shows that the algorithm stabilizes and converges to a saliency vector which
may not be a minimum of functional (1). This is due to the fact that, contrary to our
model, the energy in (1) is not convex. In fact, a careful analysis of the behaviour of
the energy functional reveals the existence of two different cases which we show in
Figs. 3 and 4 where the total energy, the L0 energy and the fidelity L2 discrepancy
norm are represented. We shall refer to case 1 when the total energy stabilizes to a
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Fig. 3 Case 1: From top to bottom and left to right: original image, ground truth, saliency map,
energy curve, L0 term of the energy functional and the fidelity term

value but do not converge to a minimum. The L0 norm is constant and the energy
is dominated by the fidelity term. Case 2 refers to convergence to a minimum. An
oscillatory form is presented (see Fig. 4) and the energy is dominated by the L0
norm.
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Fig. 4 Case 2: From top to bottom and left to right: original image, ground truth, saliency map,
energy curve, L0 term of the energy functional and the fidelity term

6 Non Local Total Variation Model

As an alternative to the nonlocal L0 norm, we propose the following saliency
detection model based on the consideration of a non local version of the total
variation suitable for weighted graphs, taken into consideration the well known
properties of the total variation operator.
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In order to do that, we shall first present the notion of NLTV norm of the weighted
gradient ∇wv introduced in Definition 1 (see [10]):

Definition 2 The non local total variation norm in its discrete version can be
defined as the following isotropic L1 norm of the weighted graph gradient ∇wv:

JNLT V,w(v) =
∑

p∈G

⎛

⎝
∑

q, pq∈E
wp,q(vq − vp)2

⎞

⎠

1/2

.

The minimization problem based on the NLTV for saliency detection we shall
consider is:

min
v

⎛

⎝α
∑

p∈G
‖∇wvp‖2 + λ

2

∑

p∈G
|vp − vcp |2

⎞

⎠ , (2)

where

‖∇wvp‖2 =
⎛

⎝
∑

q, pq∈E
wp,q(vq − vp)2

⎞

⎠

1/2

.

In order to illustrate the mathematical foundations of our numerical method we
rewrite our minimization problem in the general setting of the primal problem:

min
v
F (∇wv)+G(v), (3)

with

F(∇wv) = α
∑

p∈G
‖∇wvp‖2 and G(v) = λ

2

∑

p∈G
|vp − vcp|2.

6.1 Numerical Resolution: Primal-Dual Algorithm

In order to solve numerically the minimization problem (3), we generalize the
Primal-Dual algorithm [4, 11]. We briefly review the mathematical setting. The
primal-dual formulation of the nonlinear primal problem in (3) is the saddle-point
problem

min
v

max
d
〈∇wv, d〉 +G(v)− F ∗(d) (4)

for the primal variable v, the dual variable d and F ∗, the convex conjugate of F .
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Assuming that these problems have a solution (v, d), it satisfies

∇wv ∈ ∂F ∗(d), divw(d) ∈ ∂G(v)

where ∂F ∗ and ∂G are the subdifferentials of F ∗ and G. Introducing the resolvent
operator defined through

ṽ = (I + τ∂G)−1(v) = min
v

( ||v − ṽ||
2τ

+G(v)
)

the final algorithm is:

{
dn+1 = (I + σ∂F ∗)−1(dn + σ∇wvn)
vn+1 = (I + τ∂G)−1(vn + τ divwdn+1)

The algorithm therefore consists of an alternate minimization and maximization
step, where the dual variable d is updated in the maximization step and the solution
v is set in the minimization one. These two steps are repeated iteratively until the
convergence is reached. Making explicit the above equations we have: Given the
k-step solution (vk, dk):

• Maximization step: For every superpixel q compute

dk+1
q = dkq + τd∇wvkq

max(1, |dkq + τd∇wvkq |∞)
.

Notice that dkq is a vector of components dkq,p for p superpixel such that qp ∈ E.

• Minimization step: Fixed dk+1, we compute vk+1 for every pixel q:

vk+1
q = (1− τp)vkq + τp

(
1

λ
div(dk+1

q )+ vcq
)

,

where

div(dk+1
q ) =

∑

p,qp∈E
(dk+1
q,p − dk+1

p,q )
√
wp,q (5)

The iterations are stopped when the difference between the values in two
consecutive iterations is less than a fixed value ε.

The parameters τd and τp refers to the gradient descent steps employed to solve
the maximization and minimization problems associated to the dual d and the primal
variable v respectively. A pseudo code of our primal dual algorithm for saliency is
shown in Algorithm 1.



168 E. Alcaín et al.

0 200 400 600 800 1000 1200 1400 1600 1800
Iterations

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

En
er

gy
 T

V

Energy TV 300 Pixeles

Iterations

0

0.5

1

1.5

2

2.5

Te
rm

 R
eg

0 200 400 600 800 1000 1200 1400 1600 1800

0 200 400 600 800 1000 1200 1400 1600 1800
Iterations

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Te
rm

 F
id

el
ity

Fig. 5 Results obtained with the NLTV model for the image consider in case 1 (Fig. 3): from top
to bottom and left to right: original image, ground truth, saliency map, energy curve, the NLTV
term of the energy functional and the fidelity term

In Figs. 5 and 6, we present the results obtained with our NLTV model for the
examples shown in Figs. 3 and 4 regarding the L0-mode. It can be seen that in this
case, convergence to a minimum of the functional is achieved, and also that the
convergence is faster than in the L0 case.
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Fig. 6 Results obtained with the NLTV model for the image consider in case 2 (Fig. 4): from top
to bottom and left to right: original image, ground truth, saliency map, energy curve, the NLTV
term of the energy functional and the fidelity term
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Algorithm 1 Saliency estimation on non local TV

1: procedure SALIENCYNLTV(inputImage,parameters)
2: Calculate Superpixels
3: wknn← Create knn graph
4: controlMap← Calculate controlMap
5: vk = controlMap;
6: d = 0;
7: repeat
8: d = d + (τd · gradNLTV (wknn,vk,NoSuperpixels) / max(1, | d + τd ·

gradNLTV (wknn,vk,NoSuperpixels) |∞)) ;
9: div d= (1/λ) · divNLTV(wknn,d,NoSuperpixels);

10: Prevvk=vk;
11: vk = (1 -τp) · vk + τp ·( div d + controlMap);
12: energyvk= energyNLTV(wknn,vk,controlMap ,λ);
13: stopCriteria = | Prevvk-vk |
14: energyPrevvk=energyvk ;
15: iter = iter + 1;
16: until stopCriteria ≤ tol
17: return vk;
18: end procedure

end

In Sect. 8, we shall show a comparison about the times of computation and also
the results obtained for several measures with the L0 and NLTV models.

7 Saliency Map Segmentation

The segmentation by fixed threshold Tf ∈ [0, 255] is the simplest method to
obtain the final saliency map of the input image. Varying Tf provides also a fair
methodology to compare other algorithms with the precision vs recall curves and
confirm the efficiency. However, there exist methods which provide a final saliency
segmentation given a saliency map such as the Saliency Binarization with Mean
Shift or the Saliency Cut algorithm [6] to name a few. The Saliency Cut Algorithm
is based on the GrabCut algorithm [13] and it can be initialized with the saliency
map calculated with the algorithm. For this it was considered here to obtain the final
saliency map (Fig. 7).
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Fig. 7 Saliency cut algorithm in an image from MSRA10K benchmark. On the left hand side our
NLTV + SCALP + Bon and right hand side the result of applying SaliencyCut to this saliency map

8 Numerical Results

The results have been carried out on MSRA10K benchmark which has 10,000
images and each image has an unambiguous salient object. This benchmark provides
the ground truth masks (salient objects) with pixel level accurately in comparison
with MSRA where only the bounding box is provided. For L0 algorithm, we take
the parameters proposed by the authors in [15] N = 300 (number of superpixels),
k = 5, λ = 0.001, ρ = 0.0001, α = 0.9 and σ 2 = 0.05 for NLT V algorithm
τp = 0.3, τd = 0.03, λ = 0.1 and N = 300, k = 5, α = 0.9 for fair comparison.
There are three more parameters that have been modified (enable/disable) to see the
influence in the variational methods:

• Normal: No boundaries, no location prior.
• Prior: The control map gives more importance to the center position of the

superpixels in the image.
• Boundaries: Suppression of the background associating the external borders in

the image and the superpixels with less value.

The naming conventions used in the experimental results are as follows:

• Variational method: NLTV and L0
• Superpixel method: SLIC and SCALP
• Parameters: Loc (location prior is enabled) for the control map and Bon (Location

prior is enabled as well as Boundaries) for the weights otherwise these parameters
are disabled.

The results of applying the SaliencyCut algorithm to the whole benchmark
MSRA10K for both saliency algorithms L0 and NLTV is shown in Fig. 8. We used
the precision, recall and Fβ measurements to compare our results with the ones
obtained with the model proposed in [15], and illustrate the fact of including the
location prior and the boundaries identification. On one hand, precision (positive
predictive value) is the fraction of relevant instances among the retrieves instances.



172 E. Alcaín et al.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

L0 TV L0-LOC  TV-LOC L0-BON TV-BON

SLIC

Precision
Recall
F

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

L0 TV L0-LOC  TV-LOC L0-BON TV-BON

SCALP

Precision
Recall
F

Fig. 8 Precision, recall and F-measure for the complete data set MSRA10K using SLIC and
SCALP as superpixels method and L0 and NLTV as the regularization terms and Loc and Bon
mean with Location prior and Boundaries background suppression enabled

On the other hand, recall (sensitivity) is the fraction of relevant instances that have
been retrieved over the total amount of relevant instances. The Fβ measure is given
by

Fβ = (1+ β)2Precision · Recall
β2 · Precision + Recall

, β = 0.3.

It can be seen that the results we have obtained are similar confirming the efficiency
of our proposal.

The results in Fig. 9 demonstrate that the quality of the solution in both cases
(case 1 and case 2, see Figs. 3, 4, 5 and 6) is good. We compare both methods
with the same initial control map enabling a fair comparison. Although the case
2 presents oscillations in the energy functional, it achieves the best performance
for these two images. We understand that the oscillations and the way to reach
the convergence are not determinant for the quality in the solution. However, the
method we proposed achieves a much better performance in computational time
while keeping the same grade of quality in terms of precision and recall metrics.

Experimentation was performed on an Intel Xeon E5-1650v3, 3.5 GHz hexa-core
processor, from the 2014 Intel Haswell architecture (Haswell-EP), 1.5 MB L2 cache
and 15 MB L3 cache with 64 GB DDR3 RAM as a CPU platform using Microsoft
Windows Server 2012R2 as operating system. this procesor can run up to 12 threads
among its 6-cores simultaneously due to the Intel Hyper Threading technology
(HTT). The Intel Xeon family of microprocessors belongs to the professional line
instead of the more consumer oriented Intel Core family.
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Fig. 9 On the top of the image we present from left to right the results obtained in the L0 model
for the precision vs recall curves in the case 1 and case 2. On the bottom, the ones obtained with
our model for the same cases

Table 1 Computational time
(in seconds) using the two
variational methods for each
case 1 (Bear) and case 2
(Parachute man)

# Case Method Iterations Time Size

1 TV 1620 1.38 s [400×253]

L0 4128 9.09 s [400×253]

2 TV 1903 1.45 s [400×300]

L0 4266 8.43 s [400×300]

As it can be seen NLTV method improves considerably
both iterations and time performance

The algorithm has been implemented in C++ Visual Studio 2015 with Intel tools
for compilation. No threads implementation has been used in our code. The elapsed
time until convergence and the iterations in the cases 1 and 2 for L0 and T V are
shown in Table 1.
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9 Conclusions

In this work, we have presented a new saliency model as an alternative to the sparse
gradient saliency detection model based on L0 minimization proposed in [15]. An
efficient primal dual variational method to obtain the saliency of an input image has
also be described and implemented. A numerical comparison is presented based on
the MSRA10K benchmark dataset. The results are qualitative and quantitatively
comparable to [15], but the numerical resolution is faster opening the way to
automatic real time saliency detection in video and multichannel images. We also
included the edges and contours of the images to generate high quality superpixels
using the SCALP algorithm. Some preliminary results indicate a clear improvement
but the results are not conclusive in this benchmark.

Considering the model parameter we observe that the location prior parameter
has more influence than the boundaries in the generation of accurate saliency binary
partitions similar to the ground truth. From the results we can see that there is a
clear improvement when applying the location prior (0.89 vs 0.83 when no location
prior is imposed). The initial control map is also a key ingredient to obtain high
quality results and machine learning techniques shall be used in future work to learn
prior information about the object to be detected. This will allow to develop models
tailored to specific saliency detection tasks.

The automatic segmentation has proven to be a robust method to efficiently
segment the final saliency against the fixed threshold. Regarding the numerical
performance the computation time is less than 0.5 s per image when the converge
criteria is not that strict making this technique promising for real time systems.

In future research, we shall extend this computation to GPGPU1 to be able to
detect saliency in video in real time.
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Linear Elimination in Chemical Reaction
Networks

Meritxell Sáez, Elisenda Feliu, and Carsten Wiuf

Abstract We consider dynamical systems arising in biochemistry and systems
biology that model the evolution of the concentrations of biochemical species
described by chemical reactions. These systems are typically confined to an
invariant linear subspace of R

n. The steady states of the system are solutions to
a system of polynomial equations for which only non-negative solutions are of
interest. Here we study the set of non-negative solutions and provide a method for
simplification of this polynomial system by means of linear elimination of variables.
We take a graphical approach. The interactions among the species are represented
by an edge labelled graph. Subgraphs with only certain labels correspond to sets
of species concentrations that can be eliminated from the steady state equations
using linear algebra. To assess positivity of the eliminated variables in terms of the
non-eliminated variables, a multigraph is introduced that encodes the connections
between the eliminated species in the reactions. We give graphical conditions on the
multigraph that ensure the eliminated variables are expressed as positive functions of
the non-eliminated variables. We interpret these conditions in terms of the reaction
network. The results are illustrated by examples.

Keywords Steady states · Elimination · Linear system · Reaction network ·
Noninteracting · Conservation law

1 Introduction

A reaction network describes the interactions among molecular species in a bio-
chemical system. The evolution of the species concentrations is typically modelled
by a system of (parametrized) polynomial ordinary differential equations (ODEs)
ẋ = f (x) in R

n
≥0. The trajectories of this system are generally contained in invariant
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linear subspaces of dimension smaller than n. These subspaces are determined by
the initial conditions of the system.

We are particularly interested in the steady states of the system, that is, the
solutions to the steady state equations 0 = f (x). Since f (x) is a polynomial, the
steady states form an algebraic variety constrained to the non-negative orthant Rn≥0.
In this context, two types of questions arise. On one hand, we would like to describe
the set of steady states, for instance, by means of a parameterization [8, 15]. On
the other hand, we would like to study the properties of the steady states in each
invariant linear subspace of the system, which typically is a finite number of points.

The number of steady states in an invariant linear subspace is of biological
relevance and relates to the function of the system. In particular, multistationarity,
that is, the capacity of the system to have multiple steady states in an invariant linear
subspace is linked to cellular decision making and memory-related on/off responses
to graded input [7, 11, 16]. It is therefore of relevance to determine which invariant
linear subspaces have multiple steady states and which have not.

Even for small systems, addressing the two problems above is a difficult task
and case-by-case studies often appear to be the only way forward. It is therefore of
interest to simplify the steady state equations (perhaps constrained to the invariant
linear subspaces), for example, by eliminating variables. That is, we would like to
express some variables (the eliminated) in terms of the remaining variables (the
non-eliminated), by using the steady state equations and possibly also the equations
describing the invariant linear subspaces. Since the system evolves in R

n≥0, positive
parameterizations are of particular interest, that is, parameterizations such that the
eliminated variables are positive provided the non-eliminated variables are positive.
In this case we say that the eliminated variables are positively eliminated.

Standard elimination techniques from applied algebraic geometry such as Gröb-
ner bases and the Shape Lemma are often not very fruitful. In some situations the
expressions obtained are very long and difficult to simplify, or the positivity of
the eliminated variables is hard to establish. In either case, the result is of little
use. Further, the methods are computationally expensive. In this paper we identify
subsets of variables that can be eliminated using only linear algebra, by exploiting
the fact that these variables have degree at most one in the monomials of the system.

Generally, not much is known about the positivity of solutions to polynomial
systems, let alone for linear systems [2, 13]. In a way this is surprising as many
problems in applied mathematics require solutions to be non-negative (or positive).
In the natural sciences, for instance, chemical concentrations, species abundances
and gene frequencies are all non-negative quantities that typically are found by
solving non-linear equations.

In [3], a method is presented, in which so-called noninteracting species are
positively eliminated. In [14] we provide general graphical criteria for positivity
of solutions to linear systems. The setting of this paper and that of [3] are special
cases of [14]. We consider elimination of so-called reactant-noninteracting species
and give conditions that ensure the positivity of the eliminated variables as functions
of the non-eliminated variables. See also [4, 5] for related work.
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Our approach starts with an undirected graph that shows the interactions of the
species as reactants or products in the different reactions. This graph encodes the
monomials that appear in the polynomial ODE system and it is used to identify
sets of species that might be eliminated based on certain criteria. Such a set leads
to a linear system in the concentrations of the species in the set, whereas the
concentrations of the non-eliminated species are added to the coefficient field. We
give easy-to-check conditions on the reaction network that ensure the positivity of
the solution to this linear system.

If sufficiently many variables can be eliminated, then we obtain a parameteri-
zation of the positive part of the steady state variety. Such a parameterization can
be used, for instance, to study the number of steady states in each invariant linear
subspace [1].

In what follows we make the mathematical problem under consideration precise
and present our results. We then show how our approach can be applied to a
reaction network modelling an allosteric kinase [6], and to a particular type of
phosphorylation networks that are abundant in cellular systems [12].

2 Chemical Reaction Networks

In this section we introduce the basic concepts for the study of chemical reaction
networks.

A reaction network on a finite set S = {S1, . . . , Sn} is a digraph (C,R) where
C ⊆ Z

n
≥0 and

1. S is an ordered set of elements, called species.
2. The nodes, elements of C, are called complexes.
3. The edges, elements of R, are called reactions.

We consider a complex as a linear combination of the species. The source of a
reaction r (that is, an edge) is called the reactant and denoted yr , and the target is
called the product and denoted y ′r . We identify the species with the unit vectors in
R
n and the complexes with vectors in R

n.

Example 1 Consider the reaction network

S + E −−⇀↽−− ES −−⇀↽−− Sp + E

which models the reversible transformation of a substrate (S) into a modified
substrate (Sp) catalysed by an enzyme (E). The conversion proceeds through
the formation of an intermediate species (ES). This type of reaction network is
found abundantly in molecular biology. There are four different species: S, Sp ,
E and ES. Since the species do not have any particular order, we choose one:
{S, Sp,E,ES}. The complexes are S + E (or equivalently (1, 0, 1, 0)), ES (or
equivalently (0, 0, 0, 1)) and Sp + E (or equivalently (0, 1, 1, 0)). There are four
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reactions: the reactant of the first reaction is S + E and its product is ES. The
second reaction is the reversed one, and so on.

We denote by xi the concentration of species Si and let x = (x1, . . . , xn) be
the vector of concentrations. We assume mass-action kinetics, that is, the rate of a
reaction r ∈ R is

κrx
yr = κr

n∏

i=1

x
(yr)i
i ,

where κr > 0 is called the reaction rate constant. By convention, 00 = 1. The
evolution of the species concentrations over time is then modelled by the following
system of ODEs:

ẋ =
∑

r∈R
κrx

yr (y ′r − yr), x ∈ R
n
≥0, (1)

where ẋ = (ẋ1, . . . , ẋn) denotes the derivative of x with respect to time. The non-
negative orthant is invariant under the solutions to (1). In general, the reaction rate
constants are not known, so we consider them as parameters of the system.

Example 2 Consider the reaction network in Example 1. We let x1 = [S], x2 =
[Sp], x3 = [E] and x4 = [ES]. Let κ1, . . . , κ4 ∈ R>0 be the reaction rate constants.
The ODEs for the species concentrations are:

ẋ1 = −κ1x1x3 + κ2x4,

ẋ2 = κ3x4 − κ4x2x3,

ẋ3 = −κ1x1x3 + κ2x4 + κ3x4 − κ4x2x3,

ẋ4 = κ1x1x3 − κ2x4 − κ3x4 + κ4x2x3.

We note that ẋ1+ ẋ2+ ẋ4 = 0 and ẋ3+ ẋ4 = 0, so the solutions to the ODE system
are constrained by the linear equations: x1+ x2+ x4 = T1 and x3+ x4 = T2, where
T1, T2 ∈ R≥0 are determined by the initial condition of the system.

The stoichiometric subspace of a reaction network is the vector subspace of Rn

given by

S = 〈y ′r − yr | r ∈ R〉 ⊆ R
n.

If ω ∈ S⊥, then it follows from (1) that ω · ẋ = 0. If {ω1, . . . , ωd } is a basis of S⊥,
then the trajectory with initial concentration x0 is confined to the linear subspace
with equations

Ti = ωi · x, where Ti = ωi · x0, for i = 1, . . . , d.



Linear Elimination in Chemical Reaction Networks 181

Each of the previous equations is called a conservation law with total amount Ti ∈
R, corresponding to ωi ∈ S⊥. We are interested in the steady states in an arbitrary
invariant linear subspace, so the total amounts are considered parameters of the
system.

In Example 2, S = 〈(−1, 0,−1, 1), (0, 1, 1,−1)〉 and S⊥ = 〈(1, 1, 0, 1),
(0, 0, 1, 1)〉. Thus the two linear constraints given in Example 2 are conservation
laws and any other conservation law can be expressed as a linear combination of
these two.

The steady states of system (1) are the solutions to the polynomial system
∑

r∈R
κrx

yr (y ′r − yr) = 0 with x ∈ R
n
≥0,

referred to as the steady state equations. Note that we consider only non-negative
solutions. The set of solutions to the steady state equations is described by a real
algebraic variety (called the steady state variety) intersected with the non-negative
orthant.

In Fig. 1 we show an example of a steady state variety in R
2≥0 given by a cubic

polynomial and such that the invariant linear subspaces are given by lines, that is,
dim S⊥ = 1. We show three different invariant linear subspaces. They are translates
of each other, since they are obtained by varying the total amounts. One of the linear
subspaces contains three steady states while the other two contain one steady state.
By varying the total amounts there is, in this case, at least one steady state in each
invariant linear subspace.

2.1 Elimination System

The aim of the paper is to simplify a system of equations by eliminating a subset
of variables using linear algebra. That is, the eliminated variables will be given as
functions of the remaining variables.

Fig. 1 Steady state variety in
R

2 with three invariant linear
subspaces



182 M. Sáez et al.

We will focus on either one of two situations: The steady state variety (defined
by the steady state equations alone), or the intersection of the steady state variety
with some of the conservation laws. In the first case the system of equations to be
considered is given by the steady state equations alone, while in the second case it
is given by the steady state equations and some of the conservation laws.

Let U be a subset of the species corresponding to the concentrations we wish to
eliminate. Consider the system of equations given by the steady state equations for
the species in U, that is, without any conservation laws. If there is a vector ω ∈ S⊥
with support contained in U, then the steady state equations for the species in the
support of ω are linearly dependent. Therefore, removing one equation from the
system does not change the set of solutions. Furthermore, this generally implies that
the steady state equations for the species in U do not have a unique solution for
the concentrations of the species in U. This is in particular the case if the steady
state equations are linear in the concentrations of the species in U. If this is so, there
might be a unique solution if some of the conservation laws are included, or if some
of the species are removed from U, thereby aiming to solve a smaller system.

These considerations lead to the following definition. The elimination system for
U is the system consisting of the steady state equations for the species in U (or
equivalently, a maximal set of independent steady state equations for the species in
U), enlarged with a maximal set of independent conservation laws that involve only
species in U (if any). The concentrations of the species in U can be eliminated if
the elimination system has a unique solution for fixed concentrations of the non-
eliminated species (those that are not in U).

We will say that an expression depending on parameters and/or variables is
positive (resp. negative) if it takes positive (resp. negative) or zero values for all
positive values of the parameters and/or variables.

Example 3 The steady state equations for the reaction network in Example 1 are:

0 =− κ1x1x3 + κ2x4,

0 = κ3x4 − κ4x2x3,

0 =− κ1x1x3 + κ2x4 + κ3x4 − κ4x2x3, (2)

0 = κ1x1x3 − κ2x4 − κ3x4 + κ4x2x3.

Take U = {S,ES}. Then, the elimination system for U is given by the first and
fourth equation in (2), and its solution for x1 and x4 is

x1 = κ2κ4x2

κ1κ3
, x4 = κ4x2x3

κ3
. (3)

The solution is clearly positive for positive values of the parameters and x2, x3.
In this case we obtained a parameterization of the steady state variety. This
parameterization further shows that the steady state variety has dimension 2, and
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hence, using only the steady state equations, it is not possible to express more than
two variables in terms of the other variables.

The elimination system for U = {E,ES} consists of the third equation in (2)
together with x3 + x4 = T1. In this case we obtain the solution

x3 = T1(κ2 + κ3)

κ1x1 + κ4x2 + κ2 + κ3
,

x4 = T1 − x3 = T1(κ1x1 + κ4x2)

κ1x1 + κ4x2 + κ2 + κ3
.

The elimination system for U = {S,E,ES} is given by the first and fourth
equation in (2) together with x3 + x4 = T1. It has solution

x1 = κ2κ4x2

κ1κ3
, x3 = T1κ3

κ4x2 + κ3
, x4 = T1κ4x2

κ4x2 + κ3
. (4)

Also in this case, the solution is unique and positive for positive values of the
parameters and x2.

To find the full solution of the steady state equations together with the conserva-
tion laws, we make use of the only remaining non-trivial equation, x1+x2+x4 = T2.
After substitution by (4) and simplification, we obtain the following polynomial
equation in x2:

κ4 (κ1κ3 + κ2κ4) x
2
2 + κ3 (κ1κ3 + κ2κ4) x2 − T2κ1κ

2
3 = 0.

Since for any choice of positive parameter values there is exactly one change of
sign in the list of the coefficients of the polynomial, we deduce, by Descartes’ rule
of signs, that there is exactly one positive real root for any choice of positive values
of the parameters. Hence, using elimination we can deduce that this system has
exactly one steady state in each invariant linear subspace.

Similarly, a positive parameterization could be obtained for the set U =
{S, Sp,ES} using (3) and the conservation law x1 + x2 + x4 = T2, expressing
x1, x2, x4 in terms of x3.

2.2 Some Further Concepts

We conclude this section with some concepts we will use in the next section.
Given a complex η ∈ C ⊆ Z

n
≥0, we call ηi the stoichiometric coefficient of Si

in η. We say that a complex involves a species S if the stoichiometric coefficient of
S in the complex is non-zero. A reaction r involves a species S if it is involved in
the reactant or product of r . We say that a pair of species interact as reactants (resp.
as products) if there is a reactant (resp. product) that involves both of them. In the
above example, the complex S+E involves only S and E (both with stoichiometric
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coefficient equal to 1). Therefore S and E interact as reactants in the reaction S +
E −−→ ES and as products in the reaction ES −−→ S + E.

Let S, S′ ∈ S be species (not necessarily different). We say that S produces S′,
and denote it by S � S′, if there exists a reaction that involves S in the reactant and
S′ in the product. Let S′ ⊆ S be a subset of species and S, S′ ∈ S′. We say that S
ultimately produces S′ via S′ if there exist Si1 , . . . , Sik ∈ S′ such that

S � Si1 � · · ·� Sik � S′.

3 Reactant-Noninteracting Species

In this section we introduce certain subsets of species U whose elimination system
is linear in the variables corresponding to the species in U, as in Example 3.
Subsequently, we give conditions that ensure the solution to this linear system is
positive whenever the non-eliminated variables are positive.

Definition 1 A subset U ⊆ S is reactant-noninteracting if it does not contain a
pair of species interacting as reactants, and the stoichiometric coefficient of every
species in U in the reactant of any reaction is either 0 or 1.

Returning to Example 1, the sets U = {S,ES},U = {E,ES} and U =
{S, Sp,ES} are reactant-non-interacting, but U = {S,E,ES} is not, as S and E
are both in the reactant complex S + E.

Let U ⊆ S be a reactant-noninteracting subset of species of cardinality m.
Let ρ : Rn → R

m (resp. σ : Rn → R
n−m) be the projection on the components

corresponding to U (resp. to S \ U). We denote by RU ⊆ R the set of reactions
that involve species in U. Let S⊥U be the subspace of S⊥ defined by the vectors ω
with σ(ω) = 0, that is, the vectors that define conservation laws that relate the
concentrations of the species in U only. Let {ω1, . . . , ωd } be a basis of S⊥U (which
can be empty) giving rise to the conservation laws ωi · x = Ti , i = 1, . . . , d .

The ODE for the species Si ∈ U is

ẋi =
∑

j | Sj∈U

⎛

⎜
⎜
⎝

∑

r∈RU
(yr )j �=0

κrσ (x)
σ(yr)(y ′r − yr)i

⎞

⎟
⎟
⎠ xj +

∑

r∈RU
ρ(yr )=0

σ(x)σ(yr)(y ′r )i .

(5)

The right-hand side of this equation is linear in the concentrations of the species in
U. For simplicity, let u = ρ(x) denote the vector of the concentrations of the species
in U. Then the elimination system is linear in u. We state it as

Au+ b = 0, (6)
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and note that A and b depend on the parameters and the concentrations of the
species that are not in U. Thus their entries are in the coefficient field of the rational
functions on the reaction rate constants and concentrations of the species that are not
in U. The matrix A has size (m+ d)×m and b is a vector of sizem+ d . The first m
rows of A correspond to the steady state equations and are given by the first term of
(5). The last d rows of A are ρ(ωi), i = 1, . . . , d . The first d components of b are
given by the second term of (5) and the last d components of b are −T1, . . . ,−Td .

The rank of A is at most m, since the d conservation laws imply that at least d
steady state equations can be written as linear combinations of the others. If A has
maximal rank m, then this system has a unique solution, which may be positive
or not. To check whether A has maximal rank, we remove d of the rows of A
corresponding to redundant steady state equations. The resulting matrix is a square
matrix of size m, and hence A has maximal rank if and only if the determinant of
this matrix is a nonzero polynomial in the parameters and the concentrations of the
species that are not in U.

Theorem 1 below gives a condition that guarantees positivity of the solution, in
case it is unique. Before stating it, we need to introduce a few concepts.

Assume there exists a (possibly empty) basis of S⊥U, {ω1, . . . , ωd }, given by
vectors with non-negative components. We let

U0 ⊆ U

denote the subset of species in U that are not in the support of any ωi . Let

T ⊆ RU

be the set of reactions defined as follows: r ∈ T if and only if the reactant of r
involves one species in U0 and the sum of the stoichiometric coefficients of the
species in U0 in the product of r is at least 2.

Theorem 1 ([14]) Let U be a reactant-noninteracting set of species. Assume
{ω1, . . . , ωd} is a basis of S⊥U given by vectors with non-negative components and
that the matrix A in the elimination system (6) has maximal rank m.

Assume that for each reaction r ∈ T, there exists at most one species Si ∈ U0
involved in the product of r fulfilling:

if Sj ∈ U0 is involved in the reactant of r,

then Si ultimately produces Sj via U0.

Further, assume that, if such a species Si exists, then its stoichiometric coefficient in
the product of r is 1. Then the solution to the elimination system is positive.

As a consequence of the theorem, if the species in U do not interact (as reactants
or products) and all stoichiometric coefficients are 0 or 1, then the elimination is
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positive, as already shown in [3]. Indeed, in this case the set T is empty. Such a set
is called noninteracting.

Example 4 Consider the following reaction network

X1 +X5
κ1−−→ X2 +X3 X3

κ2−−→ X1

X4 +X5
κ3−−→ X2 +X3 X2

κ4−−→ X5

0
κ5−−⇀↽−−
κ6
X1 0

κ7−−⇀↽−−
κ8
X4

and the reactant-noninteracting set U = {X1,X2,X3,X4}. We have S⊥ =
〈(0, 1, 0, 0, 1)〉 and hence S⊥U = {0}. Thus we have U0 = U. The set T consists
of the reactions

X1 +X5
κ1−−→ X2 + X3 and X4 +X5

κ3−−→ X2 +X3.

For the first reaction, the species in U0 that is in the reactant is X1 and the two
species in U0 that are in the product are X2 and X3. Both have stoichiometric
coefficient 1. The species X2 does not ultimately produce X1 via U0. The species

X3 does so due to the reaction X3
κ2−−→ X1. The condition of Theorem 1 holds for

this reaction.
For the second reaction, the species in U0 that is in the reactant isX4, and the two

species in U0 that are in the product are X2 and X3. Neither X2 nor X3 ultimately
produceX1 via U0.

The coefficient matrix of the elimination system in this case has maximal rank.
Hence, by Theorem 1, we deduce that the solution to the elimination system for the
species in U is positive.

3.1 The Interaction Graph

To find variables to be eliminated, Theorem 1 tells us that a good place to start is to
look for reactant-noninteracting sets of species. In order to find this type of sets, we
introduce an edge labelled graph to represent the interactions among the species.

Definition 2 The interaction graph for a reaction network with set of species S is
the undirected graph with node set S, and edge set as follows. There is

– a dotted edge connecting Si and Sj for i �= j if they interact only as products,
– a dotted self-edge for Si if the stoichiometric coefficient of Si in a product is

larger than 1, but in any reactant it is 0 or 1,
– a solid edge connecting Si and Sj for i �= j if they interact as reactants, and
– a solid self-edge for Si if the stoichiometric coefficient of Si in a reactant is larger

than 1.
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A subset of species U is reactant-noninteracting if and only if the subgraph of the
interaction graph induced by the subset of nodes U has no solid edges. Similarly, a
set is noninteracting if and only if the induced subgraph has no edges.

If we are interested in finding maximal sets of concentrations to eliminate, then
we look for node induced subgraphs with no solid edges and with the maximal
number of nodes. Note, however, that if U1 and U2 are reactant-noninteracting
sets, then U1 ∪U2 is not necessarily reactant-noninteracting. Hence, there might be
several reactant-noninteracting sets that are maximal in the sense that they cannot
be extended further. This is for example the case in Example 1. Here U1 = {E,ES}
and U2 = {S, Sp,ES} are reactant-noninteracting, but their union is not.

Once we have chosen a set of species to eliminate, we assess whether the
coefficient matrixA has maximal rank and we assess positivity of the solution using
Theorem 1. It might happen that only for some, or even for none, of the maximal
sets the elimination is positive.

3.2 Ideas Underlying the Proof of Theorem 1

The proof of Theorem 1 is based on a multidigraph that encodes the transformations
among the species in U. The Laplacian of this multidigraph relates to the steady
state equations for the concentrations of the species in U. By means of the All
Minors Matrix-Tree Theorem [10] and Cramer’s rule, the solution to the elimination
system can be written as a rational function whose numerator and denominator are
linear combinations of the labels of certain spanning forests of the multidigraph.
With that, we find conditions on the multidigraph that ensure that all negative
labels cancel in the expressions, thereby providing positivity of the solutions to the
elimination system. Finally, we translate these conditions on the multidigraph back
into conditions on the reaction network, (as given in Theorem 1).

The main tool for the study of the positivity of the solution to the elimination
system is the following multidigraph.

Definition 3 Let U be a reactant-noninteracting set of species. We define the
labeled multidigraph GU with node set U ∪ {∗} and edge set given, for every
r ∈ RU, by the edges

Si
(y ′r )j κr σ (x)σ(yr)−−−−−−−−−→ Sj if (yr)i (y ′r )j �= 0,

Si
κrσ (x)

σ(yr )−−−−−−→ ∗ if (yr)i = 1 and ρ(y ′r ) = 0,

∗ (y ′r )j κrσ (x)σ(yr)−−−−−−−−−→ Sj if ρ(yr) = 0 and (y ′r )j �= 0,

Si
−λrκrσ (x)σ(yr)−−−−−−−−−→ ∗ if (yr)i = 1 and λr =∑j |Sj∈U(y

′
r )j − 1 > 0.
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By construction, each edge in GU corresponds to a reaction in RU, and each
reaction in RU corresponds to at least one edge in GU, but there can be more. Only
edges with target ∗ might have negative label. For every edge with negative label,
any other edge corresponding to the same reaction is of the type Si −−→ Sj . Note

that if a species is involved in the reactant as well as the product of a reaction, it
gives a self-edge in the graph.

If we write the steady state equations for the concentrations of the species in U

as 0 = Âu+ b̂, then the Laplacian of GU is in block form,

L =
(
Â b̂

· · · ·
)

.

Using Cramer’s rule and the Matrix-Tree theorem, we can write the solution
to the elimination system as a rational function in the labels of certain spanning
forests of GU, the nonzero entries of the vectors ωi and the total amounts Ti for
i = 1, . . . , d . The only negative terms in these expressions come from the edges in
GU with negative labels. Theorem 1 is a consequence of the following result.

Theorem 2 ([14]) Consider the situation above. Assume that for every edge in GU

with negative label, at most one other edge corresponding to the same reaction is
contained in a directed cycle that does not contain ∗. Further, assume that, if such
an edge exists, then the target of the edge has stoichiometric coefficient 1 in the
product of the corresponding reaction. Then the solution to the elimination system
is positive.

As shown in [14], the condition of Theorem 2 is automatically fulfilled for edges
with negative label and source node not in U0. This is due to the particular structure
of the multidigraph imposed by S⊥U and its basis with vectors having non-negative
components. Thus, it is sufficient to check the condition for the edges with negative
label and source node in U0.

An edge with source (resp. target) node ∗ and positive label corresponds to a
reaction that does not involve any species in U in the reactant (resp. the product).
From this it follows that a species Si ∈ U ultimately produces Sj ∈ U via U if and
only if there is a path in GU from the node Si to the node Sj that does not contain
the node ∗. A self-edge is trivially a cycle that does not contain ∗. Additionally, an
edge with source node in U0 and negative label corresponds to a reaction in the set
T. These two observations show that the condition on the edges in Theorem 2 is
equivalent to the condition on the reactions of the network in Theorem 1.

Example 5 To illustrate how we check the conditions in Theorem 2, we consider
Example 4 again. For the reactant-noninteracting set U = {X1,X2,X3,X4}, the
graph GU is:
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X1 X2

X3
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κ κ

κ

κ

κ

κ
κκκ

κ κ
κ

1x5

− 1x5
6

2

3x5

3x5

− 3x5
8

5

7

4

We show that the condition on the edges in Theorem 2 for the graph GU holds. There
are two edges with negative label:

X1
−κ1x5−−−−→ ∗ and X4

−κ3x5−−−−→ ∗.

The first edge corresponds to the reaction with reaction rate constant κ1. There are
two other edges corresponding to this reaction (those with label κ1x5). Any cycle

involvingX1
κ1x5−−→ X2 involves ∗ as well. The cycle

X1
κ1x5−−−→ X3

κ2−−→ X1

shows that the other edge with label κ1x5 is contained in a cycle that does not
involve ∗. Since the stoichiometric coefficient of X3 in the product of the reaction

X1 + X5
κ1−−→ X2 + X3 is equal to one, the condition in Theorem 2 is satisfied for

X1
−κ1x5−−−→ ∗.

The second edge with negative label corresponds to the reaction with reaction
rate constant κ3. The two edges with label κ3x5 correspond to this reaction. Any
cycle involving one of these edges contains also ∗. Therefore, the condition in

Theorem 2 is satisfied for X4
−κ3x5−−−→ ∗.

4 Examples

4.1 Allosteric Kinase

We consider a reaction network consisting of an allosteric kinase for one substrate
[6]. This type of reaction network has been made famous by Monod, Wyman and
Changeux in 1965. They proposed a model of this type to explain a number of
puzzling experimental observations in molecular biology [9].
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The kinase presents two possible conformations: Kr (relaxed) and Kt (tense).
Each of these conformations catalyses the transformation of a substrate S into its
phosphorylated form Sp. The network has the following reactions:
Phosphorylation of S:

Kr + S
κ1−−⇀↽−−
κ2
KrS

κ3−−→ Kr + Sp

Kt + S
κ4−−⇀↽−−
κ5
KtS

κ6−−→ Kt + Sp

Dephosphorylation of Sp: Sp
κ7−−→ S.

Conformational change: Kr
κ8−−⇀↽−−
κ9
Kt KrS

κ10−−⇀↽−−
κ11

KtS.

We denote the concentrations of the different species as follows:

x1 = [Kr ], x2 = [Kt ], x3 = [KrS], x4 = [KtS],
x5 = [S], x6 = [Sp].

Under the law of mass-action, the dynamics of the concentrations over time is
modelled by the following system of ODEs:

ẋ1 = −κ1x1x5 + (κ2 + κ3)x3 − κ8x1 + κ9x2,

ẋ2 = −κ4x2x5 + (κ5 + κ6)x4 + κ8x1 − κ9x2,

ẋ3 = κ1x1x5 − (κ2 + κ3)x3 − κ10x3 + κ11x4,

ẋ4 = κ4x2x5 − (κ5 + κ6)x4 + κ10x3 − κ11x4,

ẋ5 = −κ1x1x5 + κ2x3 − κ4x2x5 + κ5x4 + κ7x6,

ẋ6 = κ3x3 + κ6x4 − κ7x6.

The dynamics of the ODE system is confined to the linear subspace defined by the
following two conservation laws:

x1 + x2 + x3 + x4 = T1 and x3 + x4 + x5 + x6 = T2,

where T1, T2 > 0 are positive total amounts of the kinase and the substrate,
respectively.

The interaction graph for this network is:

Kr

Kt

KrS

KtS

S

Sp
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A maximal reactant-noninteracting set is

U = {Kr,Kt ,KrS,KtS, Sp}

as there are no solid edges in the subgraph induced by U. There is one conservation
law among the species in U, namely x1+x2+x3+x4 = T1. The elimination system
becomes

0 = −(κ1x5 + κ8)x1 + κ9x2 + κ2x3,

0 = κ8x1 − (κ4x5 + κ9)x2 + (κ5 + κ6)x4,

0 = κ1x5x1 − (κ2 + κ3 + κ10)x3 + κ11x4,

0 = κ4x5x2 + κ10x3 − (κ5 + κ6 + κ11)x4,

0 = κ3x3 + κ6x4 − κ7x6,

0 = x1 + x2 + x3 + x4 − T1.

The rank of the matrix A is 5. This is checked by considering the coefficient matrix
of the system where the first equation of the elimination system is removed. The
determinant of this matrix is a nonzero polynomial in κ1, . . . , κ10 and x5. Thus the
elimination system has a unique solution.

In this case, U0 = {Sp} and the set T is empty since there is no reaction where
two species in U0 interact as products and the stoichiometric coefficient of Sp in
all complexes is 0 or 1. Therefore, the unique solution of the elimination system is
positive by Theorem 1.

As in [6] one can then substitute the solution to the elimination system into the
conservation law x3+x4+x5+x6 = T2. After simplifying the obtained expressions
and removing the denominator, we obtain that the non-negative solutions to the
steady state equations together with the two conservation laws are in one to one
correspondence with the non-negative solutions of a degree three polynomial in x5.
The coefficients of the polynomial depend on the reaction rate constants and the
total amounts.

By means of this polynomial, we can deduce that for appropriate values of the
parameters there are linear invariant subspaces with three different non-negative
steady states (see [6] for the details). There is thus multistationarity.
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4.2 Phosphorylation and Dephosphorylation

The second example is an example of a cellular signalling system that is found
ubiquitously in living organisms [12]:

E + S κ1−−⇀↽−−
κ2
ES

κ3−−→ E + Sp

E + Sp
κ4−−⇀↽−−
κ5
ESp

κ6−−→ E + S

0
κ7−−⇀↽−−
κ8
S 0

κ9−−⇀↽−−
κ10

E.

A substrate S is modified by phosphorylation into Sp in a similar way to the
network of Example 1. The reverse process of transforming Sp into S makes
use of the same catalyst (E) as the forward process, but by means of a different
intermediate molecule. Additionally, both substrate and catalyst might be regulated
by the environment, which is modelled by the bottom two reactions.

There are no conservation laws. We denote x1 = [S], x2 = [Sp], x3 = [E],
x4 = [ES] and x5 = [ESp]. The interaction graph is

S SpE ES ESp.

We deduce that a maximal reactant-noninteracting set is U = {S, Sp,ES,ESp}.
In fact, it is noninteracting as the subgraph induced by U has no edges. The
coefficient matrix of the elimination system has maximal rank 4. Hence, we directly
deduce that the elimination is positive. Indeed, the solution is

x1 = κ7

κ8
, x2 = κ1κ3 (κ5 + κ6) κ7

(κ2 + κ3) κ4κ6κ8
,

x4 = κ1κ7x3

(κ2 + κ3) κ8
, x5 = κ1κ3κ7x3

(κ2 + κ3) κ6κ8
.

If we substitute these expressions in the equation ẋ3 = 0 we obtain

−κ10x3 + κ9 = 0.

Solving this equation leads to the conclusion that there is a single steady state for
the reaction network:

x1 = κ7

κ8
, x2 = κ1κ3 (κ5 + κ6) κ7

(κ2 + κ3) κ4κ6κ8
, x3 = κ9

κ10
,

x4 = κ1κ7κ9

(κ2 + κ3) κ8κ10
, x5 = κ1κ3κ7κ9

(κ2 + κ3) κ6κ8κ10
.
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In this case, we have found the unique steady state of the system by linearly
eliminating the concentrations of all species in two steps.
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Minimal Set of Generators
of Controllability Space for Singular
Linear Systems

María Isabel García-Planas

Abstract In recent years, there has been increasing the interest in the descriptive
analysis of singular (also called generalized) systems in the form Eẋ(t) = Ax(t)

because they play important roles in mathematical modelling problems permeating
many aspects of daily life arising in a wide range of applications. Considerable
advances have been obtained in the description of their structural and dynamical
properties. However, much less effort has been devoted to studying the exact
controllability measuring the minimum set of controls that are needed to steer the
whole system Eẋ(t) = Ax(t) toward any desired state. In this paper, we focus the
study on the obtention of the set of all B making the systemEẋ(t) = Ax(t)+Bu(t)
controllable.

Keywords Controllability · Exact controllability · Eigenvalues · Eigenvectors ·
Singular linear systems

1 Introduction

In these recent years, the study of the control of complex networks with linear
dynamics has gained importance in both science and engineering. Controllability
of a dynamical system has being largely studied by several authors and under many
different points of view, (see [1, 3, 4, 9, 12, 14, 17] and [7], for example). Between
different aspects in which we can study the controllability we have the notion of
structural controllability that has been proposed by Lin [15] as a framework for
studying the controllability properties of directed complex networks where the
dynamics of the system is governed by a linear system: ẋ(t) = Ax(t) + Bu(t)
usually the matrix A of the system is linked to the adjacency matrix of the network,
x(t) is a time dependent vector of the state variables of the nodes, u(t) is the vector
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of input signals, and B which defines how the input signals are connected to the
nodes of the network and it is the called input matrix. Structurally controllable
means that there exists a matrix Ā in which is not allowed to contain a non-zero
entry when the corresponding entry in A is zero such that the network can be driven
from any initial state to any final state by appropriately choosing the input signals
u(t). Recent studies over the structural controllability can be found on [16].

Another important aspect of control is the notion of output controllability that
describes the ability of an external data to move the output from any initial condition
to any final in a finite time. Some results about can be found in [9].

In this article, we analyze the exact controllability concept that following
definition given in [19], it is based on the maximum multiplicity to identify the
minimum set of driver nodes required to achieve full control of networks with
arbitrary structures and link-weight distributions. We were focusing the study on the
obtention of the set of all matrices B making the system Eẋ(t) = Ax(t) + Bu(t)
exact controllable. We have included several examples in order to make the work
easier readable, and it is complete with an example in the case of an undirected
network.

2 Notations

1. Mn×m(C): set of n-rows and m-columns matrices with entries in the set of
complex numbers

2. Mn(C): set of n-order square matrices with entries in the set of complex numbers
3. Gl(n;C): set of invertible matrices with entries in the set of complex numbers
4. Ci = Mi×1(C): the set of column vectors of dimension i
5. The product of the matrices X ∈ Mn×m(C) and Y ∈ Mm×p(C) is denoted by
XY ∈ Mn×p(C)

6. The block column matrix of X ∈ Mn×m(C) and Y ∈ Mn×p(C) is denoted by
(
X Y

) ∈ Mn×(m+p)(C)
7. The diagonal block matrix of X ∈ Mn×m(C) and Y ∈ Mp×r (C) is denoted by

diag(X, Y ) =
(
X 0
0 Y

)

=
(
X

Y

)

∈ M(n+p)×(m+r)(C)

3 Preliminaries

It is well known that many complex networks have linear dynamics and they have a
state space representation for its description:

Eẋ(t) = Ax(t)+ Bu(t) (1)
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whereE,A ∈ Mn(C), B ∈ Mn×m(C) with n,m ≥ 1, x(t) ∈ C
n is a time dependent

vector column of the state variables and u(t) ∈ C
m is the vector column of input

signals.
For simplicity, from now on we will write the system (1) as the triple of matrices

(E,A,B). If matrix B does not appears in the system it is called homogeneous
singular system and we will write simply as a pair of matrices (E,A).

To obtain qualitative properties of the system we can make basis change into
the basis space x = Px1 as well premultiply the system by an invertible matrix
Q. Operations that can mathematically be expressed as follows (E1, A1) =
(QEP,QAP) and permit us consider the homogeneous singular linear system
(E,A) as a matrix pencil sE − A that will be called pencil associate to the system.

We will consider the case where the matrix pencil sE−A is regular, as it is usual,
in order to ensure that the system has a unique solution for any sinput function u(t)
having as many derivatives as needed [5]. Under this regularity assumption, there
exist invertible matrices Q,P ∈ Gl(n;C) such that Ē = QEP = diag (Ir ,N),
Ā = QAP = diag (J, In−r ), J a Jordan matrix and N a nilpotent matrix and we
will say that the pencil is it is canonical reduced form.

So, considering x(t) = P x̄(t) and premultiplying the system (1) by Q and
calling B̄ = QB, the system can be written as Ē ˙̄x = Āx̄(t) + B̄u(t), that is to
say:

(
Ir 0
0 N

)(˙̄x1(t)
˙̄x2(t)

)

=
(
J 0
0 In−r

)(
x̄1(t)

x̄2(t)

)

+
(
B̄1

B̄2

)

u(t) (2)

In general we say that two systems (E,A,B) and (Ē, Ā, B̄) are equivalent
if and only if, there exist invertible matrices P and Q such that (Ē, Ā, B̄) =
(QEP,QAP,QB). This equivalence relation corresponds with strict equivalence
of the pencil s

(
E 0
) − (A B) = (sE − A B). So the collection of invariants of the

pencil are the invariants for the system.
In particular, for the homogeneous systems Eẋ(t) = Ax(t) the generalized

eigenvalues of the system are the generalized eigenvalues of the pencil sE − A.

Definition 1 λ0 is a generalized eigenvalue of the system, if and only if rank (λ0E−
A) < n.

It is easy to observe that the generalized eigenvalues of sE−A are the eigenvalues
of the matrix J in the reduced form (2):

rank (λ0E − A) = rank (λ0Q
1ĒP−1 −Q−1ĀP−1)

= rankQ−1(λ0Ē − Ā)P−1 = rank (λ0Ē − Ā)

and

rank (λ0Ē − Ā) = rank

(
λ0Ir − J

λ0N − In−r

)

< n if and only if rank (λ0Ir − J ) < r.
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In a more general form we have the following proposition.

Proposition 1 Let (E,A) and (Ē, Ā) be two equivalent singular homogeneous
systems, λ0 is an eigenvalue of (E,A) if and only if it is an eigenvalue of (Ē, Ā) =
(QEP,QAP).

If λ0 is a generalized eigenvalue of (E,A), then there exists a vector 0 �= w0
such that (λ0E − A)w0 = 0.

Definition 2 This vector is called the generalized eigenvector associated to λ0.

Proposition 2 Let (E,A) and (Ē, Ā) be two equivalent systems, w0 is an eigen-
vector of (E,A) if and only if P−1w0 is an eigenvector of (Ē, Ā) = (QEP,QAP).
Proof Let (E,A) and (Ē, Ā) = (QEP,QAP) two equivalent systems.
(λ0E−A)w0 = 0 if and only if (λ0Q

−1ĒP−1−Q−1ĀP−1)w0 = 0, equivalently
if and only if Q−1(λ0Ē − Ā)P−1w0 = 0, that is to say, if and only if (λ0Ē −
Ā)P−1w0 = 0. 
�
In the particular case where the equivalent system is in the reduced form we have
the following corollary.

Corollary 1 The corresponding eigenvector v0 = P−1w0 to the eigenvalue λ0, is

in the form v0 =
(
v1

0
0

)

with v1
0 ∈ C

r and 0 ∈ C
n−r and v1

0 is an eigenvector of J .

Proof Let v0 =
(
v1

0
v2

0

)

with v1
0 ∈ C

r and v2
0 ∈ C

n−r be an eigenvector of a pair of

matrices in its canonical reduced form corresponding to eigenvalue λ0. Then,

((
λ0Ir

λ0N

)

−
(
J

In−r

))(
v1

0
v2

0

)

=
(

0
0

)

So, clearly v2
0 = 0 and Jv1

0 = λ0v
1
0. 
�

The following result is important.

Proposition 3 Eigenvectors corresponding to different eigenvalues are indepen-
dent.

Proof Let w1, . . . , w� � eigenvectors corresponding to λ1, . . . , λ� with λi �= λj for
all i �= j and consider

∑�
i=1 αiwi .

Then
∑�
i=1 αiP

−1wi = 0 and Āk
∑�
i=1 αiP

−1wi =∑�
i=1 αiλ

k
i P

−1wi = 0
Solving the system

∑�
i=1 αiP

−1wi = 0
∑�
i=1 αiλiP

−1wi = 0
...

∑�
i=1 αiλ

�−1
i P−1wi = 0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,
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we obtain αi = 0, for i = 1, . . . �. Consequently, the vectors are linearly
independent. 
�

It is important to remark the following proposition corresponding to the eigen-
vectors of infinity.

Proposition 4 Let (E,A) and (Ē, Ā) be two equivalent systems and 0 �= w ∈ C
n.

w ∈ KerE if and only if P−1w ∈ Ker Ē with (Ē, Ā) = (QEP,QAP).
Proof Let (E,A) and (Ē, Ā) = (QEP,QAP) two equivalent systems.
Ew = 0 if and only ifQ−1ĒP−1w = 0, equivalently if and only if ĒP−1w = 0.


�

3.1 Quasi-Weierstraß Form

The pair of matrices (E,A) can be reduced to a weaker form called Quasi-
Weierstraß form [2]

(
EV AW

)−1
(E,A)

(
(V W)

(V W)

)

=
((
Ir

N

)

,

(
Ar

In−r

))

= (Ẽ, Ã)

where Ar is some matrix and N is nilpotent. Matrices V ∈ Mn×r (C) and W ∈
Mn×(n−r)(C) are in such a way that the block column matrices

(
V W

)
and

(
EV AW

)

are invertible.
The vector spaces ImV and ImW are spanned by the generalized eigenvector at

the finite and infinite eigenvalues respectively, and they are derived by the following
recursive subspace iteration with a limited number of steps called Wong sequences
[18].

V0 = C
n, Vi+1 = {v ∈ C

n | Av ∈ E(Vi)}
W0 = {0}, Wi+1 = {v ∈ C

n | Ev ∈ A(Wi)}

verifying

V0 ⊇ V1 ⊇ . . . ⊇ V� = V�+1 = . . . V�+q = V ∗ ⊇ KerA
W0 ⊆ W1 ⊆ . . . ⊆ wm = Wm+1 = . . .Wm+q = W∗

It is easy to prove that � = m and satisfy AV ∗ ⊆ EV ∗ and EW∗ ⊆ AW∗.
Matrices V andW are defined in such away that V ∗ = ImV andW∗ = ImW .
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Example 1 Let (E,A) a system with

E =
⎛

⎝
1 1 2
1 2 3
1 1 2

⎞

⎠ and A =
⎛

⎝
2 −1 −1
−1 2 −1
−1 −1 2

⎞

⎠

W0 = {0}

W1 = KerE =
⎡

⎣
1
1
−1

⎤

⎦ = W2 = W

V0 = R
3

V1 =
⎡

⎣
1 0
0 1
1 0

⎤

⎦ = V2 = V

then,

⎛

⎝
3 1 2
4 2 2
3 1 −4

⎞

⎠

−1⎛

⎝
2 −1 −1
−1 2 −1
−1 −1 2

⎞

⎠

⎛

⎝
1 0 1
0 1 1
1 0 −1

⎞

⎠ =
⎛

⎝
1 0 0
0 1 0
0 0 0

⎞

⎠ = Ẽ

⎛

⎝
3 1 2
4 2 2
3 1 −4

⎞

⎠

−1⎛

⎝
1 1 2
1 2 3
1 1 2

⎞

⎠

⎛

⎝
1 0 1
0 1 1
1 0 −1

⎞

⎠ =
⎛

⎝
2 −2 0
−5 5 0
0 0 1

⎞

⎠ = Ã

Similarly to Propositions 1, 2 and 4 we can prove the following results.

Proposition 5 Let (E,A) be a system and (Ẽ, Ã) its quasi-Weierstraß form. λ0 is
an eigenvalue of (E,A) if and only if it is an eigenvalue of (Ẽ, Ã).

Proposition 6 Let (E,A) be a system and (Ẽ, Ã) its quasi-Weierstraß form. w0
is an eigenvector of (E,A) if and only if P−1w0 is an eigenvector of (Ẽ, Ã) and

P−1w0 =
(
v1

0
0

)
with v1

0 ∈ C
r and 0 ∈ C

n−r and v1
0 is an eigenvector of Ar .

It is important to remark the following proposition corresponding to the eigen-
vectors at the infinity.

Proposition 7 Let (E,A) be a system and (Ẽ, Ã) its quasi-Weierstraß form. Let us
consider a non-zero vector w ∈ C

n. Then, w ∈ KerE if and only if P−1w ∈ Ker Ẽ
with (Ẽ, Ã) = (QEP,QAP).
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3.2 Controllability

An important concept concerning structural properties is the controllability that is
defined as follows.

Definition 3 The system (1) is called controllable if, for any t1 > 0, x(0) ∈ C
n and

w ∈ C
n, there exists a control input u(t) sufficiently smooth such that x(t1) = w.

The controllability character can be computed by means of the generalized Hautus
test for controllability of singular systems.

Proposition 8 ([10]) The system (1) is controllable if and only if:

rank
(
E B

) = n
rank

(
sE − A B) = n, ∀s ∈ C

}

. (3)

Proposition 9 ([10]) A system (E,A,B) is controllable if and only if the matrix

M =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

E B 0 0 0 0 0 0 0
A 0 B E B 0 0 0 0
0 0 0 A 0 B E B 0
0 0 0 0 0 0 A 0 B

.. .

⎞

⎟
⎟
⎟
⎟
⎟
⎠

∈ Mn2×((n−1)n+2(n−1)m)(C).

has full rank.

Observe that the matrix M is constructed gluing matrix blocks

(
E B 0
A 0 B

)

in the

lower right corner.

4 Exact Controllability

There are many possible control matrices B in the system (1) that satisfy the
controllability condition. The goal is to find the set of all possible matricesB, having
the minimum number of columns corresponding to the minimum number nB(E,A)
of independent controllers required to control the whole network.

Definition 4 Let (E,A) be a pair of matrices. The exact controllability nB(E,A)
is the minimum of the rank of all possible matrices B making the system (1)
controllable.

nB(E,A) = min {rankB,∀B ∈ Mn×i 1 ≤ i ≤ n, (E,A,B) controllable}.
(4)

If confusion is not possible we will write simply nB .
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Taking into account the generalized Hautus condition (3), it is straightforward
the following proposition.

Proposition 10 The exact controllability nB is invariant under equivalence relation
considered, that is to say: for any couple of invertible matrices (Q,P ),

nB(E,A) = nB(QEP,QAP).

Proof

rank
(
QEP QB

) =
rankQ

(
E B

)
(
P

I

)

= rank
(
E B

)

rank
(
sQEP −QAP QB) =

rankQ
(
sE − A B)

(
P

I

)

= rank
(
sE − A B)


�
As a consequence, if necessary we can consider (E,A) in its canonical reduced

form.

Example 2

1) If E = A = 0, nB = n
2) If E = I and A = diag(λ1, . . . , λn) with λi �= λj for all i �= j , then nB = 1, (it

suffices to take B = (1 . . . 1)t ).
3) Not every matrix B having nB columns is valid to make the system controllable.

For example if E = I , A = diag(1, 2, 3) and B = (1, 0, 0)t , the system
(A,B) is not controllable, (rank

(
B AB A2B

) = 1 < 3, or equivalently

rank
(
A− λI B) = 2 for λ = 2, 3.

4) If E =
(

1
0

)

and A =
(

0
1

)

, nB = 1. It suffices to consider B =
(

1
1

)

.

For standard systems we have the following result

Proposition 11 ([19])

nB = maxi {μ(λi)}

where μ(λi) = dim Ker (A−λiI) is the geometric multiplicity of the eigenvalue λi .
This proposition is a direct consequence of the Fattorini-Hautus test proved in [6]
(in the infinite-dimensional version) and [11] (for finite-dimensional systems).

For singular systems, it is obvious that nB ≥ n− rankE = nE , and we have the
following theorem.
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Theorem 1 Let (E,A) be a singular system. The exact controllability nB is
computed in the following manner.

nB = max {nE,μ(λi)}

where μ(λi) = dim Ker (λiE − A) and λi (for each i) is the eigenvalue of pencil
sE − A.

Proof rank (λiE − A) = rank

(

λi

(
I

N

)

−
(
J

I

))

= n2 + rank (λiI − J ). 
�

Example 3 Let (E,A) be a singular system with

E =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

and

A =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

3 0 0 0 0 0 0 0 0 0 0 0 0
1 3 0 0 0 0 0 0 0 0 0 0 0
0 1 3 0 0 0 0 0 0 0 0 0 0
0 0 0 3 0 0 0 0 0 0 0 0 0
0 0 0 1 3 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0
0 0 0 0 0 1 2 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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We have:

rankE = 10

rank (sE − A) =
⎧
⎨

⎩

11 for s = 3
12 for s = 2
13 for all s �= 2, 3.

So,

nE = 3,
μ(3) = 2,
μ(2) = 1,

then nB = max(3, 2, 1) = 3.
In fact, taking

B =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0
0 0 0
0 0 0
0 0 1
0 0 0
1 0 0
0 0 0
1 0 0
0 0 0
0 1 0
0 0 0
0 0 1
0 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

rank
(
E B

) = 13
rank

(
sE − A B) = 13 for all s ∈ C.
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Obviously, for all matrix

B =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

b11 b12

b21 b22

b31 b32

b41 b42

b51 b52

b61 b62

b71 b72

b81 b82

b91 b92

b101 b102

b111 b112

b121 b122

b131 b132

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

rank
(
E B

)
< 13.

5 Generators of Control Space

As we have discussed in the previous section, not every matrix B serves to make the
system controllable, of all possible, we want to find those with the least number of
columns.

Proposition 12 Let (E,A) be a system with E invertible. Then, the matrices B
making the system (E,A,B) controllable are those that make the standard system
ż(t) = AE−1z(t)+ Bu(t), controllable.
Proof

rank
(
E B

) = n for all matrix B

rank
(
sE − A B) = rank

(
sI − AE−1 B

)
(
E

I

)

=
rank

(
sI − AE−1 B

)

Then, rank
(
sE − A B) = n if and only if rank

(
sI − AE−1 B

) = n. Now, it
suffices to apply Hautus test for linear systems [11]. 
�

The minimal sets of matrices B making a standard systems controllable are
described in [8].

The solution of the problem for standard systems is linked to the eigenstructure
of the matrix AE−1. In our particular setup, the eigenstructure of the AE−1 corre-
sponds to the eigenstructure of the pair (E,A) because of det(sI −AE−1) detE =
det((sI − AE−1)E) = det(sE − A).
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Then, we have the following proposition.

Proposition 13 Let (E,A) with E regular and λ1, . . . , λn with λi �= λj for
i �= j , the generalized eigenvalues of (E,A) and w1, . . . , wn the corresponding
generalized eigenvectors. then (E,A,B) with B = [∑n

i=1 αiEwi ] with αi �= 0 is
controllable.

Proof It suffices to observe that if wi is a generalized eigenvector of (E,A) for the
generalized eigenvalue λi , then Ewi is an eigenvector of AE−1 corresponding to
the eigenvalue λi , and now to apply [8], proposition 2, or equivalently we can apply
Kalman rank [13]. 
�
Proposition 14 Suppose that the the pair of matrices (Ē, Ā) defining the singular
system is in its canonical reduced form and that the associate pencil to the pair
(Ē, Ā) is regular and rank Ē = n − 1. Let λ1, . . . , λr with λi �= λj for all i �= j

are the generalized eigenvalues of the the pair of matrices (Ē, Ā). Then, the system
(Ē, Ā, B̄) with B̄ = (α1, . . . , αn)

t and αi �= 0 for i = 1, . . . , r and i = n is
controllable

Proof By hypothesis N verifies that Nn−r = 0 but Nn−r−1 �= 0 and J is
diagonal.

i)

rank
(
Ē B̄

) = rank

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 α1
. . .

...

1 αr

0 1 αr+1
. . .

...

0 1 αn−1

0 αn

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= n

ii)

rank
(
sĒ − Ā B̄) =

rank

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s − λ1 α1
. . .

...

s − λr αr

−1 s αr+1
. . .

...

−1 s αn−1

−1 αn

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= n, ∀s ∈ C.


�



Minimal Set of Generators of Controllability Space for Singular Linear Systems 207

Remark 1 Notice that v1 = (1, 0, . . . , 0), . . ., vr = (0, . . . , 0,
r
$

1 , 0, . . . , 0) verify

(λ1Ē − Ā)v1 = 0, . . . (λr Ē − Ā)vr = 0.

Then, v1, . . . , vr are the generalized eigenvectors of (Ē, Ā), and vn ∈ Ker Ēn−r .

Proposition 15 Suppose that the the pair of matrices (Ē, Ā) defining the singular
system is in its canonical reduced form and that the associate pencil to the pair
(Ē, Ā) is regular of index one. Let λ1, . . . , λr with λi �= λj for all i �= j are
the generalized eigenvalues of the the pair of matrices (Ē, Ā). Then, the system

(Ē, Ā, B̄) with B̄ = (∑r+1
i=1 vi, vr+2, . . . vn) where vi = (0, . . . , 0,

r
$

1 , 0, . . . , 0), is
controllable

Proof By hypothesisN verifies that N = 0 and J is diagonal.

i)

rank
(
Ē B̄

) = rank

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 1 0 . . . 0
. . .

...
. . .
...

1 1 0 . . . 0
0 1 0 . . . 0

0 0 1 . . . 0
. . .

...
. . .
...

0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= n

ii)

rank
(
sĒ − Ā B̄) =

rank

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s − λ1 1 0 . . . 0
. . .

.

.

.
. . .

.

.

.

s − λr 1 0 . . . 0
−1 1 0 . . . 0

0 1 . . . 0
. . .

.

.

.
. . .

.

.

.

−1 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= n, ∀s ∈ C.


�
Proposition 16 Suppose that the pencil (Ẽ, Ã) is in its quasi-Weirstraß form and it
has a unique eigenvalue of multiplicity r with a unique eigenvector and let 0 �= u ∈
Ker (Ā− λI)r \ Ker (Ā− λI)r−1 and 0 �= v ∈ Ker Ēn−r \ Kern−r−1. We consider
ImB = [u+ v], then (Ē, Ā, B̄) is controllable.
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Let P = (
V W

)
,Q = (

EV EW
)−1

be invertible matrices such that

(QEP,QAP) = (Ẽ, Ã) is in its quasi-Weierstraß form.

Proposition 17 Suppose that the associate pencil to the pair (E,A) is regular of
index one and rankE = n − 1. Let λ1, . . . , λn−1 with λi �= λj for all i �= j

are the generalized eigenvalues and w1, . . . , wn−1 the corresponding generalized
eigenvectors of the the pair of matrices (E,A) and 0 �= wn ∈ KerE. Then, the
system (E,A,B) with B = Q−1P−1∑n

i=1 αiwi , αi �= 0 for i = 1, . . . , n is
controllable.

Proof It suffices to apply Propositions 5, 6, 14 and 10. 
�
Let P and Q invertible matrices such that (QEP,QAP) = (Ē, Ā) is in its

canonical reduced form.

Proposition 18 Suppose that the associate pencil to the pair (E,A) is regular
of index one. Let λ1, . . . , λr with λi �= λj for all i �= j are the generalized
eigenvalues and w1, . . . , wr the corresponding generalized eigenvectors of the the
pair of matrices (E,A) and let {wr+1, . . . , wn} be a basis of KerE. Then, the system
(E,A,B) with

B = Q−1P−1
r+1∑

i=1

αiwi,Q
−1P−1wr+2, . . . ,Q

−1P−1wn,

αi �= 0 for i = 1, . . . , r + 1 is controllable.

Proof Let vi be as in Proposition 15.
Taking into account that wi , i = 1, . . . , r are generalized eigenvectors and

(wr+1, . . . , wn) is a basis of KerE, we have that P−1wi = αj vj with αj �= 0,
for some j = 1, . . . , n (we consider vi ordered in such a way that P−1wi = αivi).

On the other hand, we have that (P−1wr+1, . . . , P
−1wn) is a basis of Ker Ē. So,

P 1wi =∑n
j=r+1 αij vj , and

(P−1wr+1, . . . , P
−1wn) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 . . . 0
...

...

0 . . . 0
αr+11 . . . αr+1n−r
...

...

αn1 . . . αnn−r

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

with

det

⎛

⎜
⎝

αr+11 . . . αr+1n−r
...

...

αn1 . . . αnn−r

⎞

⎟
⎠ �= 0
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Now it suffices to apply Proposition 15 for

B̄ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

α1 0 . . . 0
...

...
...

αr 0 . . . 0
αr+11 αr+12 . . . αr+1n−r
...

...
...

αn1 αn2 . . . αnn−r

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

and Proposition 10. 
�
Example 4 Let (E,A) be a system with

E =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

2 2 2 2 2 2 2
1 3 3 3 3 3 3
1 2 4 4 4 4 4
1 2 3 5 5 5 5
2 3 5 6 6 6 6
3 7 12 13 13 13 13
0 1 1 2 2 2 2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

A =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

4 4 4 4 4 4 4
2 8 8 8 8 8 8
2 5 13 13 13 13 13
2 5 9 19 19 19 19
4 7 15 20 24 24 24
6 18 38 43 44 46 46
0 3 3 8 8 9 10

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

KerE = [w5 = (0, 0, 0,−1, 0, 0, 1), w6 = (0, 0, 0, 0,−2, 0, 2), w7 =
(0, 0, 0, 0, 0,−3, 3)]

Taking

B =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

2 0 0
3 0 0
4 0 0
5 0 0

10 0 0
16 4 0
4 4 3

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

The system is controllable.
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6 Conclusion

In this work, given two n-order square matrices E,A defining regular generalized
systems Eẋ = Ax. We ask for minimal number of columns that must have a matrix
B in order to make the system (E,A,B) controllable. Examples have been included
to make the work easier readable. Finally, a characterization of controllable states
for regular generalized systems of index at most one are presented.
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On Stability of Discontinuous Galerkin
Approximations to Anisotropic Stokes
Equations

Francisco Guillén-González, María Victoria Redondo-Neble,
and José Rafael Rodríguez-Galván

Abstract This work delves into the numerical approximation of Anisotropic Stokes
equations (with small vertical diffusion coefficient), which is a generalization of
the Hydrostatic Stokes equations (with zero vertical diffusion). It is known that the
Ladyzhenskaya-Babuška-Brezzi condition is not sufficient to stabilize usual finite
elements approximations, because a new stability condition appears. Here we extend
to the Anisotropic Stokes equations the new approach given in Guillén González et
al. (On stability of discontinuous galerkin approximations to the hydrostatic Stokes
equations, 2018, submitted) for the Hydrostatic case. This approach is a symmetric
interior penalty discontinuous Galerkin method (SIP DG) with adequate stability
terms, approximating both velocity and pressure in the same Finite Element (FE)
space (Pk-discontinuous). Stability and well-posedness of this method is proven.
Finally, we show some numerical tests in agreement with our numerical analysis.

Keywords Stokes equations · Anisotropic viscosity · Discontinuous Galerkin ·
Finite elements · Fluid mechanics · Stability

1 Introduction

In this work we delve into the stability of a discrete discontinuous Galerkin (DG)
formulation for the steady Anisotropic Stokes equations, which can be written as:

−νΔu+∇xp = f, (1)
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−εΔv + ∂zp = g, (2)

∇x · u+ ∂zv = 0, (3)

in a domain Ω ⊂ R
d (d = 2 or d = 3). Although the numerical analysis will be

done in the general case, d = 2 or d = 3, due to the theoretical orientation of this
work and to the high computing requirements of the 3D case, only 2D numerical
experiments will be performed. Of course, in the isotropic case (ε = ν), Eqs. (1)–
(3) correspond to the usual Stokes equations for viscous flow. Here we consider
the anisotropic case, assuming diffusion coefficients ν > 0 and ε > 0 of different
orders. Specifically, ν is considered of order one while ε is vanishing. The unknowns
are the pressure, p : Ω → R, and the 3D velocity field, (u, v) : Ω → R

3,
where u = (u1, u2) and v are respectively the horizontal and vertical components
of velocity. We introduce the notation ∇x = (∂x, ∂y)T , ∇x · u = ∂xu1 + ∂yu2. The
term f = (f1, f2)

T models a given horizontal force while g involves the force due
to gravity (which can be written in a potential form and incorporated to the pressure
term, hence it can be assumed g = 0).

This kind of equations arise in more general (transient non-linear Anisotropic)
models, for instance, Navier-Stokes equations for geophysical fluid dynamics
governing large-scale motion of the ocean, which are derived from the conservation
laws from physics [5]. Typically, in these models, the coefficient ε is related to the
“small layer” hypothesis:

ε̂ = vertical scale

horizontal scale
is very small,

for example, a few km over some thousand km, that is ε̂ % 10−3, 10−4. After a
vertical scaling, the anisotropic domain is transformed into the following isotropic
or adimensional (independent of ε̂) domain

Ω = {(x, z) ∈ R
3 / x = (x, y) ∈ S, −D(x) < z < 0

}
,

where S ⊂ R
2 is the surface domain and D = D(x) is the bottom function. We

decompose the boundary into three parts: the surface, Γs = S × {0}, the bottom,
Γb = {(x,−D(x)) / x = (x, y) ∈ S}, and the talus (if it exists) or lateral walls,
Γl = {(x, z) / x ∈ ∂S,−D(x) < z < 0}. Finally, a ε̂-dependent scaling of vertical
velocity is introduced (see [4]), leading (in the simplified linear steady case) to the
Anisotropic (1)–(3) equations, where ε = ν̂ε2. Note that the limit case ε = 0,
corresponds to the simplified model that is known as Hydrostatic Navier-Stokes or
Primitive Equations [7].

Equations (1)–(3) are endowed with the boundary conditions:

ν∂zu|Γs = gs, v|Γs = 0, (4)

u|Γb∪Γl = 0, v|Γb = 0, (5)
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ε∇xv · nx|Γl = 0, (6)

where gs represents the wind stress and nx is the horizontal part of the normal vector.
For the sake of simplicity we consider ν = 1 in what follows.

According to [3, 10–12], the strong anisotropy of these equations introduces
some difficulties in addition to those already known for usual (isotropic) Stokes
equations. In particular, standard continuous finite element approximations (like
Taylor-Hood P2/P1 or bubble P1,b/P1 elements) are not stable when ε→ 0. More
specifically, we consider the following variational formulation: find (u, v, p) ∈
U× V × P such that

(∇u,∇u)− (p,∇x · u) = (f,u)+ (gs,u)Γs ∀u ∈ U, (7)

ε(∇v,∇v)− (p, ∂zv) = 0 ∀ v ∈ V, (8)

(∇ · (u, v), p) = 0 ∀p ∈ P. (9)

Here and in what follows (·, ·) is the L2(Ω) scalar product, (·, ·)Γs is the L2(Γs)

scalar product and

U = H1
b,l(Ω) =

{
u ∈ H 1(Ω)2 | u|Γb∪Γl = 0

}
,

V = H 1
z,0(Ω) =

{
v ∈ L2(Ω) | ∂zv ∈ L2(Ω), v|Γs∪Γb = 0

}
,

P = L2
0(Ω) =

{
p ∈ L2(Ω) |

∫

Ω

p = 0
}
.

We emphasize that formulation (7)–(9) is purely differential and, unlike most
usual formulations for Primitive Equations, it avoids vertical integration and also
avoids hypotheses of the type D(x) > D0 > 0. Consequently, it facilitates the use
of standard (not necessarily structured) meshes and also tools and techniques like
mesh adaptivity.

The space U is endowed with the norm ‖∇u‖0 (hereafter ‖·‖0 denotes theL2(Ω)-
norm) while in V we consider ‖∂zv‖0, which is a norm owing to the homogeneous
Dirichlet condition v|Γs∪Γb = 0 and a vertical Poincaré inequality. We take in P the
usual L2(Ω)-norm.

As stated in [10], the (uniformly when ε → 0) well-posedness of (7)–(9) hinges
on the following inf-sup conditions:

βp‖p‖0 ≤ sup
0 �=(u,v)∈U×V

(∇ · (u, v), p)
‖(∇u, ∂zv)‖0

∀p ∈ P, (IS)P

βv‖∂zv‖0 ≤ sup
0 �=p∈P

(∂zv, p)

‖p‖0
∀ v ∈ V, (IS)V
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where ‖(∇u, ∂zv)‖0 is the norm in U × V , βp is the Stokes inf-sup or LBB
(Ladyzhenskaya–Babuška–Brezzi) constant and βv = 1. In fact, one always has

‖∂zv‖0 = sup
0 �=p∈P

(∂zv, p)

‖p‖0
∀ v ∈ V.

Note that (IS)P is basically the well-known LBB inequality while (IS)V is a new
“hydrostatic” condition.

For the discrete setting, it was shown in [10] that the discrete counterpart of the
inf-sup condition (IS)P is no longer sufficient for stability of standard conforming
FE approximations of (7)–(9), because it is also necessary to choose FE spaces
satisfying the discrete counterpart of (IS)V . The problem is that the standard
FE spaces used in the Stokes framework (for instance, Taylor-Hood P2-P1 or
(P1bubble)-P1 continuous FE approximations) do not satisfy the discrete version
of (IS)V , and then different FE must be considered (for instance, via a different
approximation for horizontal and vertical velocity, see [10, 12]).

A different idea was introduced in [11], where discrete (IS)V condition
is avoided by adding a consistent stabilizing term to the vertical momentum
equation (8). In this way, stability for Stokes-LBB FE combinations is shown
and error estimates are provided for Taylor-Hood P2–P1 FE and mini-element
(P1bubble)–P1 approximations, showing optimal convergence order in the P2–P1
case.

The goal of this paper is to extend to the general case (ε �= 0) the ideas introduced
in [13], which is focused on the hydrostatic (ε = 0) case. Like in [13], we explore
a new approach for the finite element approximation of (7)–(9): by considering
symmetric interior penalty discontinuous Galerkin (SIP DG) methods, we can define
approximations that satisfy both (IS)V and (IS)P restrictions.

In Sect. 2 we introduce the well-known SIP DG discontinuous Galerkin approx-
imations for classical (isotropic) Stokes equations, where the velocity field and
the pressure are composed of same order discontinuous Pk polynomials. The
novel results are in Sect. 3, where this approximation is extended to anisotropic
equations (1)–(3), showing stability and well-posedness, and in Sect. 4, where we
show some numerical tests in agreement with our numerical analysis.

2 SIP DG Approximation of the Stokes Problem

In this section, we introduce the mixed-type SIP DG approximation of classical
Stokes equations, as can be found in literature (see e.g. [8, 15, 16] and references
therein included). Before presenting the bilinear forms arising in Stokes-type SIP
DG approximations, let us introduce some notation and introduce the SIP DG
schemes for linear second order elliptic equations.
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2.1 SIP DG Discretization of Second Order Elliptic Equations

In the usual sense of Ciarlet [6], we denote by Th a family of meshes of the
domainΩ ⊂ R

d into non-degenerate disjoint simplicial elementsK satisfying usual
regularity assumptions:

∃ ρ > 0 / ρ hK ≤ rK ∀K ∈ Th,

where hK is the diameter of K and rK is the radius of the largest ball inscribed in
K . The number of edges (faces) of the elements is denoted by N∂ .

We associate to each triangulation Th the set of interior faces (edges in 2D)
E0
h and the set of boundary faces E∂h, defined as follows: e ∈ E0

h if there are two
polyhedraK+ an K− ∈ Th such that e = K+ ∩K− and e ∈ E∂h if there is K ∈ Th

such that e = ∂K ∩ ∂Ω . We define Eh = E0
h ∪ E∂h.

Let u be a scalar-valued function on Ω and assume that u is smooth enough to
admit on all e ∈ E0

h a (possibly two-valued) trace. We define respectively the jump
and the average of v on e ∈ E0

h as follows: if e = K+∩K− then [[u]]e = u|K+−u|K−
and {{u}}e = 1

2 (u|K+ + u|K−). If e ∈ E∂h, we define [[u]] = {{u}} = u|e.
Let us define the following broken discrete Sobolev space, for each m ≥ 0,

Hm(Th) =
{
u ∈ L2(Ω) | u ∈ Hm(K) ∀K ∈ Th

}
,

the broken gradient operator ∇h for each u ∈ H 1(Th),

(∇hu)|K = ∇(u|K) ∀K ∈ Th

and the following finite-dimensional subspace of Hm(Th), for each k ∈ N:

Pkh := Pk(Th) =
{
u ∈ L2(Ω) | u ∈ Pk(K), ∀K ∈ Th

}
.

The following discrete trace inequality shall be useful: for all uh ∈ Pkh and K ∈ Th,

h
1/2
K ‖uh|K‖L2(∂K) ≤ Ctr ‖uh‖L2(K), (10)

where Ctr is a constant independent of h andK (and depending on k, d and ρ). See
e.g. [8], Lemma 1.46 and Remark 1.47, for details. From this inequality, one has the
following technical result.

Lemma 1 For every ph ∈ Pkh, the following inequalities are satisfied:

( ∑

e∈Eh
he

∫

e

{{ph}}2
)1/2 ≤ C‖ph‖L2(Ω), (11)
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( ∑

e∈Eh
he

∫

e

[[ph]]2
)1/2 ≤ C‖ph‖L2(Ω), (12)

where C > 0 independent of h (and dependent on k, d and ρ) and he is the diameter
of the edge or face e.

Let us consider the well-known symmetric interior penalty (SIP) bilinear form,
which was introduced by D.N. Arnold [1] for discontinuous FE approximation of
second order elliptic equations:

a
sip,η
h (u, u) =

∫

Ω

∇hu · ∇hu

−
∑

e∈Eh

∫

e

( {{∇hu}} · ne [[u]]+ [[u]] {{∇hu}} · ne
)

+ η
∑

e∈Eh

1

he

∫

e

[[u]] [[u]] , (13)

for each u, u ∈ Pkh. Here ne = (nx, nz) ∈ R
d denotes the normal vector (in a fixed

chosen sense) across the edge or face e and η > 0 is a constant. The second term
at RHS of (13) arises for consistency and symmetry, while the last one introduces
a penalization for the jumps on interior faces which is needed to gain coercivity for
the ‖ · ‖sip defined bellow. Specifically, one has the following coercivity result in Pkh
(see e.g. [8, Lemma 4.12]):

Lemma 2 (Coercivity for asip
h (·, ·)) Let us denote η∗ = C2

tr, with Ctr given in (10).
For all η > η∗, one has

a
sip,η
h (uh, uh) ≥ C(η)‖uh‖2

sip, ∀ uh ∈ Pkh, (14)

where C(η) = (η − η∗)/(1+ η).
Here

‖u‖sip =
( ‖∇hu‖2

0 + |u|2sip

)1/2
,

where the SIP jump seminorm

|u|sip =
( ∑

e∈Eh

1

he

∫

e

[[u]]2
)1/2

(15)

introduces a penalization for jumps of u. Thus, one of the keys in SIP DG is to use
coercivity inequality (14) to regain continuity of infinity dimensional solution, when
h→ 0.
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One also has boundedness of asip,η
h (uh, uh) in Pkh with respect to ‖ · ‖sip-norm

(see e.g. [8, Lemmas 4.16 and 4.20]): there exists Cbnd > 0 independent of h (and
depending on η) such that, for all uh, uh ∈ Pkh,

a
sip,η
h (uh, uh) ≤ Cbnd‖uh‖sip‖uh‖sip. (16)

2.2 SIP DG Formulation of Stokes Equations

Let us focus in this section in the well-known DG SIP approximation of the classical
steady Stokes equations for viscous flows in Ω (for simplicity, we fix isotropic
viscosity ν = 1 and homogeneous Dirichlet boundary conditions on ∂Ω): find
(w, p) ∈ (H 1

0 (Ω)
)d × L2

0(Ω) such that

−νΔw+∇p = f, (17)

∇ · w = 0, (18)

in a weak sense. It is well-known that this problem can be expressed as a mixed
formulation which is well-posed in the sense of Hadamard. In this section, we
consider a well-known SIP-DG discretization of (17)–(18) based on equal-order
velocities and pressures (see e.g. [8, 16] and references therein included).

Specifically, for any k ∈ N we define the following discrete velocity and pressure
spaces:

Wh = (Pkh)d , Ph,0 = Pkh ∩ L2
0(Ω)

and the following Stokes SIP DG bilinear forms: for all wh,wh ∈ Wh, ph ∈ Ph,0,

aSto
h (wh,wh) =

d∑

i=1

a
sip,η
h (wi,wi), (19)

bSto
h (wh, ph) = −

∫

Ω

ph ∇h · wh +
∑

e∈Eh

∫

e

[[wh]] · ne {{ph}} . (20)

Here we denote wh = (wi)di=1, ∇h· is the “broken” divergence operator (defined on
eachK ∈ Th) and the last term in (20) appears when Green’s theorem is applied on
each element.

A partial coercivity result follows from Lemma 2: for all η > η∗, there exists
C(η) > 0 such that

aSto
h (wh,wh) ≥ C(η)‖wh‖2

sip, ∀wh ∈ Wh,
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with the natural energy norm

‖wh‖2
sip :=

d∑

i=1

‖wi‖2
sip.

It is not difficult to show the continuity of bSto
h (wh, ph) with respect to the norms

‖wh‖sip and ‖ph‖0 in Wh×Ph,0. Also, the following inf-sup condition holds (see [8,
Lemma 6.10]): there exists β > 0 such that

β ‖ph‖0 ≤ sup
wh∈Wh\{0}

bSto
h (wh, ph)

‖wh‖sip
+ |ph|P , ∀ph ∈ Ph,0. (21)

Note that the norm ‖ph‖0 in Ph,0 cannot be controlled uniquely in term of bSto
h (·, ·).

In fact, the following extra semi-norm term

|p|P =
( ∑

e∈E0
h

he

∫

e

[[p]]2
)1/2

must be added to the usual discrete Stokes inf-sup condition. Note that (12) implies
that |p|P ≤ C ‖ph‖0. Therefore, in order to apply (21), a stabilization term is added
to the usual Stokes mixed variational formulation.

Specifically, the following discretization of (17)–(18) is considered for classical
Stokes equations:

aSto
h (wh,wh)+ bSto

h (wh, ph) = (f,wh) ∀wh ∈ Wh, (22)

−bSto
h (wh, ph)+ sph (ph, ph) = 0 ∀ph ∈ Ph,0, (23)

where the stabilization bilinear form

s
p
h (ph, ph) =

∑

e∈E0
h

he

∫

e

[[ph]]
[[
ph
]]

(24)

is introduced to control ‖ph‖0 by the DG inf-sup condition (21). Then the following
global inf-sup stability holds (see e.g. [8, Lemma 6.13]), which imply stability (and
in particular well-posedness) of the scheme (22)–(23): there exists γ > 0 such that
for all (wh, ph) ∈ Xh = Wh × Ph,0,

γ ‖(wh, ph)‖Xh ≤ sup
(wh,ph)∈Xh\(0,0)

cSto
h ((wh, ph), (wh, ph))

‖(wh, ph)‖Xh
, (25)
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where we denote

‖(wh, ph)‖2
Xh = ‖wh‖2

sip + ‖ph‖2
0 + |ph|2P , (26)

cSto
h ((wh, ph), (wh, ph)) = aSto

h (wh,wh)+ bSto
h (wh, ph) (27)

− bSto
h (wh, ph)+ sph (ph, p).

We remark that |ph|P ≤ C ‖ph‖0 implies that |ph|P can be removed from (26).
Anyway we keep explicitly this term, as usual in literature (see e.g. [8]). On the other
hand, continuity of bSto

h (·, ·), and then of cSto
h ((wh, ph), (wh, ph)), with respect to

‖ · ‖Xh is straightforward.

3 SIP DG Approximation of Anisotropic Stokes Equations

This section is devoted to the generalization to the anisotropic case of the results
presented in the previous section. Firstly, we study a way to generalize to the
anisotropic case the functional framework which was introduced in Sect. 2.2 for
Stokes equations. Then, in Sect. 3.2, we apply this new framework for defining a
SIP DG scheme for the approximation of (7)–(9) and show an inf-sup inequality,
similar to (25) which implies stability.

3.1 SIP DG Framework for Anisotropic Stokes Equations

As in the previous section, we consider the same discrete spaces for velocity and
pressure (all of them with the same polynomial order), while the following notation
emphasizing the anisotropy of the velocity wh = (uh, vh) is applied:

Uh = (Pkh)d−1, Vh = Pkh, Wh = Uh × Vh = (Pkh)d , Ph,0 = Pkh ∩ L2
0(Ω).

For each wh = (uh, vh) and wh = (uh, vh) ∈ Wh, with uh = (ui)
d−1
i=1 and uh =

(ui)
d−1
i=1 , we define the following bilinear form associated to (7)–(9):

aanis
h (wh,wh) =

d−1∑

i=1

a
sip,η
h (ui, ui)+ ε asip,η

h (vh, vh)+ (1− ε)svh(vh, vh) (28)

where svh(vh, vh) is the following bilinear form

svh(vh, vh) =
∑

e∈Eh

1

he

∫

e

(
[[vhnz]] [[vhnz]]

)
.
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We remark that, for horizontal velocity uh, it corresponds to the SIP DG bilinear
form defined for Stokes in (22), but for vh we introduce a new bilinear form taking
into account the jump of vh in the z-normal direction. This former bilinear form (28)
generalizes the hydrostatic (ε = 0) bilinear form which was analyzed in [13]. The
effects of the presence or absence of this term is illustrated in numerical tests at
Sect. 4.

The next step consists in the introduction of a suitable norm on wh = (uh, vh) ∈
Wh for which a coercivity result of aanis

h (·, ·) can be obtained. Note that Lemma 2
can be applied to obtain the following partial coercivity,

d−1∑

i=1

a
sip,η
h (ui, ui) ≥ C(η)‖uh‖2

sip, (29)

for ‖uh‖2
sip :=

∑d−1
i=1 ‖ui‖2

sip. Then, it is easy to show:

Lemma 3 (ε-Dependent Coercivity) For all η > η∗, with η∗ given in Lemma 2,
and for all wh = (uh, vh) ∈ Wh,

aanis
h (wh,wh) ≥ C(η)

(‖uh‖2
sip + ε‖vh‖2

sip

)+ (1− ε)|vh|2V (30)

where C(η) is given in Lemma 2 and

|vh|2V =
∑

e∈Eh

1

he

∫

e

[[vhnz]]2. (31)

Note that, applying (16), the following boundedness of aanis
h (wh,wh) can be shown:

aanis
h (wh,wh) ≤ Cbnd

(‖uh‖sip‖uh‖sip + ε ‖vh‖sip‖vh‖sip
)

(32)

+(1− ε)|vh|V |vh|V .

Lemma 3 presents only ε-dependent coercivity respect to the norm ‖vh‖2
sip, but we

will get a uniform coercivity respect to ∂zvh in L2(Ω), whose deviation from the
mean will be bounded in terms of ph:

Lemma 4 (Stability for ∂z,hvh in L2(Ω)) For every vh ∈ Vh, it holds

‖∂z,hvh − 〈∂z,hvh〉Ω‖0 = sup
ph∈Ph,0

∫

Ω ph ∂z,h vh

‖ph‖0
, (33)

where 〈∂z,hvh〉Ω is the mean of ∂z,hvh inΩ .
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Proof Given vh ∈ Vh, and using that
∫

Ω ph 〈∂z,hvh〉Ω = 0 for any ph ∈ Ph,0,

sup
ph∈Ph,0

∫

Ω
ph ∂z,h vh

‖ph‖0
= sup
ph∈Ph,0

∫

Ω ph
(
∂z,h vh − 〈∂z,hvh〉Ω

)

‖ph‖0
.

Therefore, it suffices to note that the supreme on the right hand side is reached for
ph = ∂z,hvh − 〈∂z,hvh〉Ω ∈ Ph,0.

We define the norm

‖vh‖anis,ε =
(
ε‖vh‖2

sip + (1− ε)‖∂z,hvh‖2
0 + (1− ε)|vh|2V

)1/2
, (34)

where ∂z,h is the broken vertical derivative (defined similarly to ∇h). Taking into
account equality

[[vh]] [[vh]] = [[vhnx]] · [[vhnx]]+ [[vhnz]] [[vhnz]] , (35)

it is verified

‖vh‖2
anis,ε = ε‖∇x,hvh‖2

0 + ‖∂z,hvh‖2
0 +

∑

e∈Eh

1

he

∫

e

(
ε [[vhnx]]2 + [[vhnz]]2

)
.

In particular, since ε ≤ 1, one has

‖vh‖2
anis,ε ≤ ‖vh‖2

sip.

Similarly, we consider the following anisotropic velocity norm:

‖wh‖anis,ε =
(
‖uh‖2

sip + ‖vh‖2
anis,ε

)1/2
. (36)

At this point, stability of the discrete problem, uniformly on ε → 0, hinges on a
bound of ‖ph‖0. We adapt to the anisotropic norm (36) the SIP-DG discrete inf-sup
condition which was introduced in (21):

Lemma 5 (Stability for ph) There exists γp > 0 independent of h, such that

γp ‖ph‖0 ≤ sup
wh∈Wh\{0}

bSto
h (wh, ph)

‖wh‖anis,ε
+ |ph|P , ∀ph ∈ Ph,0. (37)

The proof lies in the discrete DG inf-sup condition for Stokes equations (21) and
the fact that (since ε ≤ 1)

‖wh‖2
anis,ε ≤ ‖wh‖2

sip = ‖uh‖2
sip + ‖vh‖2

sip.
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See [13] for details in the particular case ε = 0. For bSto
h (wh, ph), it is not difficult

to show continuity with respect to ‖wh‖anis,ε.

3.2 Stability and Well-Posedness of the Discrete Scheme

Similarly to the isotropic SIP DG Stokes discretization (22)–(23) in Sect. 2.2, let
us consider the following discretization of the Anisotropic Stokes problem (7)–(9):
find (wh, ph) ∈ Wh × Ph,0 such that

aanis
h (wh,wh)+ bSto

h (wh, ph) =
∫

Ω

f · uh+
∫

Γs

gs · uh, (38)

∀wh = (uh, vh) ∈ Wh,

−bSto
h (wh, ph)+ sph (ph, ph) = 0, ∀ph ∈ Ph,0, (39)

where sph (ph, ph) is defined in (24).
Also similarly to the Stokes case, the above formulation can be rewritten in a

vector form as follows: find (wh, ph) ∈ Wh × Ph,0 such that

canis
h

(
(wh, ph), (wh, ph)

) =
∫

Ω

f · uh +
∫

Γs

gs · uh, (40)

for all (wh, ph) ∈ Wh × Ph,0, where

canis
h

(
(wh, ph), (wh, ph)

) = aanis
h (wh,wh)+ bSto

h (wh, ph)

− bSto
h (wh, ph)+ sph (ph, ph). (41)

We consider the following norm in Xh = Wh × Ph,0:

‖(wh, ph)‖2
ε,Xh = ‖wh‖2

anis,ε + ‖ph‖2
0 + |ph|2P =
‖uh‖2

sip + ‖vh‖2
anis,ε + ‖ph‖2

0 + |ph|2P .

According to Banach-Necas-Babuška theorem (see e.g. [9]) stability of discrete
problem (38)–(39) follows from the following inf-sup result for canis

h (·, ·).
Theorem 1 (Discrete inf-sup Stability) Assume that the penalty parameter η in
a
sip,η
h (·, ·) is such that η > η∗, with η∗ defined in Lemma 2. Then, there exists γ > 0

independent of h such that, for all (wh, ph) ∈ Xh = Wh × Ph,0, one has

γ ‖(wh, ph)‖ε,Xh ≤ sup
(wh,ph)∈Xh\{0}

canis
h ((wh, ph), (wh, ph))

‖(wh, ph)‖ε,Xh
. (42)
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Remark 1 Since for all ε > 0,

‖(wh, ph)‖2
ε,Xh ≥‖(wh, ph)‖2

0,Xh

=‖uh‖2
sip + ‖∂z,hvh‖2

0 + |vh|2V + ‖ph‖2
0 + |ph|2P ,

then (42) implies

γ ‖(wh, ph)‖ε,Xh ≤ sup
(wh,ph)∈Xh\{0}

canis
h ((wh, ph), (wh, ph))

‖(wh, ph)‖0,Xh
.

Consequently, scheme (38)–(39) is stable uniformly on ε→ 0.

Proof (Proof of Theorem 1)
A particular case of this theorem (ε = 0) was shown in [13]. Here we outline that

proof, focusing only on the new difficulties related with the general case ε �= 0. For
any (wh, ph) ∈ Xh, we denote S(wh, ph) the supreme given in the right hand side
of (42). Owing to (30),

canis
h ((wh, ph), (wh, ph)) = aanis

h (wh,wh)+ sph (ph, ph)
≥ C(η)(‖uh‖2

sip + ε‖vh‖2
sip)+ (1− ε)|vh|2V + |ph|2P

therefore

C(η)(‖uh‖2
sip + ε‖vh‖2

sip)+ (1− ε)|vh|2V + |ph|2P
≤ S(wh, ph)‖(wh, ph)‖ε,Xh. (43)

The rest of the proof is divided into the following steps.

Step 1: Estimate of ‖ph‖0 Definition of canis
h (·, ·) means that, for all wh ∈ Wh,

bSto
h (wh, ph) = canis

h ((wh, ph), (wh, 0))− aanis
h (wh,wh),

therefore inf-sup condition (37) implies

γp ‖ph‖0 ≤ sup
wh∈wh

−aanis
h (wh,wh)

‖wh‖anis,ε
+ S(wh, ph)+ |ph|P .

Boundedness of aanis
h (·, ·) for ‖ · ‖anis,ε follows from (32),

aanis
h (wh,wh) ≤ Cbnd

(‖uh‖sip‖uh‖sip + ε‖vh‖sip‖vh‖sip

)
+ (1− ε)|vh|V |vh|v,
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so that

‖ph‖0 � ‖uh‖sip + ε‖vh‖sip + (1− ε)|vh|V + S(wh, ph)+ |ph|P . (44)

Here and below, we used the following notation: Φ � Ψ if Φ ≤ C Ψ for some
constant C > 0 independent of h (and ε).

Step 2: Estimate of ‖∂z,hv−〈∂z,hvh〉Ω‖0 Definition of canis
h (·, ·) and bSto

h (·, ·) yields

∫

Ω

ph ∂z,hvh = −
∫

Ω

ph ∇x,h · uh +
∑

e∈Eh

∫

e

[[wh]] · ne
{{
ph
}}

+ canis
h ((wh, ph), (0, ph))−sph (ph, ph)

for all ph ∈ Ph,0.
Applying inf-sup condition (33) one can proceed like in [13] obtaining

‖∂z,hvh − 〈∂z,hvh〉Ω‖0 � ‖uh‖sip + ‖vh‖anis,ε + S(wh, ph)+ ‖ph‖0 (45)

Step 3: Estimate of ‖〈∂z,hvh〉Ω‖0 by vertical jumps Using (11) and (31) like in [13]:

∣
∣
∣

∫

Ω

∂z,hvh

∣
∣
∣ =

∣
∣
∣
∣

∑

K∈Th

∫

K

∂zvh

∣
∣
∣
∣ ≤

∑

e∈Eh

∫

e

| [[vhnz]] |

≤
(
∑

e∈Eh

1

he

∫

e

[[vhnz]]
2
)1/2( ∑

e∈Eh
he

)1/2

≤ C |Ω | |vh|V ,

therefore

‖〈∂zvh〉Ω‖0 ≤ C|vh|V . (46)

Step 4: Gathering (43)–(46), one has

‖(wh, ph)‖2
ε,Xh � S(wh, ph) ‖(wh, ph)‖ε,Xh + S(wh, ph)2.

The conclusion follows from Young’s inequality. 
�
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4 Numerical Tests

We have developed some numerical tests which agree with the stability results
shown in previous sections. They are just 2D experiments, developed with the
intention of supporting those theoretical results and in particular we are only looking
for an adequate qualitative behavior of solutions. A more detailed suite of numerical
tests, including 3D experiments, is left for a future work.

We used the FreeFem++ language [2, 14] to program three cavity tests, for ε = 0,
ε = 10−8 and ε = 1. In all cases we used discontinuousP1 elements for velocity and
pressure and introduced the following parameters:Ω = (0, 1)2 ⊂ R

2, unstructured
mesh with h ≈ 1/30, horizontal viscosity ν = 1, and SIP stabilization parameter
η = 5.

The following Dirichlet boundary conditions were used in all the experiments
included in this section: uh = x(1− x) and vh = 0 on the surface boundary (Γs =
{(x, 1) / x ∈ (0, 1)}); uh = 0 and vh = 0 on bottom (Γb = {(x, 0) / x ∈ (0, 1)});
uh = 0 on lateral walls (Γl = {(x, y) ∈ R

2 /x ∈ {0, 1}, y ∈ (0, 1)}). We consider
the homogeneous Neumann boundary condition ε∇vh · n = 0 on Γl . As n = (1, 0)
or n = (−1, 0) on Γl , this represents the slip boundary condition ε∂xvh = 0. Note
that it is not related to the Dirichlet boundary condition vh = 0, that would not make
sense in the limit case ε = 0 (in which vh loses regularity).

As usual in DG methods, former boundary conditions are fixed weakly. Specif-
ically, let us consider the bilinear form a

sip
h (·, ·), which is utilized in (28) for the

components of velocity, and also the bilinear form bSto
h (·, ·) which couples velocity

and pressure. We introduce in the bilinear forms those terms which are related
to means and jumps of the solution in interior and in Dirichlet boundary edges.
See [13] for details on implementation.

Also, for each term regarding to jumps and averages on Dirichlet boundary
edges of the velocity, a corresponding term which includes the corresponding
Dirichlet boundary value is introduced in the right hand side of the discrete equation.
As Dirichlet boundary conditions are zero except u|Γs , the only additional terms
correspond to:

∑

e∈Eh∩Γs

∫

e

x(1− x)(−∇uh · n+ η

he
uh − nxph)ds

(former expression can be simplified even more, considering that nx = 0 on Γs).
On the other hand, boundary terms regarding to averages of normal derivatives

of velocity which appear in asip
h (·, ·), can be passed to the RHS and used to

apply Neumann boundary conditions in a standard way. Since we only have one
homogeneous Neumann condition, ε∇vh ·n = 0 on Γl , we add nothing to the RHS.

For our first numerical test, we fix ε = ν = 1. Then we have no anisotropy and
resulting velocity field and pressure iso-values reproduce the expected behaviour in
a standard Stokes cavity test (Fig. 1).
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Fig. 1 Cavity test, ε = 1

Fig. 2 Cavity test, ε = 10−8

In the second numerical test (Fig. 2) we fix the value ε = 10−8. Note that,
in the case of anisotropic equations derived from large scale geophysical fluid
dynamics, this value would correspond to a realistic domain scale ratio, ε̂ =
(vertical scale)/(horizontal scale) = 10−4, see Sect. 1. Fluid is almost hydrostatic
because diffusion in vertical momentum equation is negligible. Velocity field re-
circulation and hydrostatic (vertical) iso-values for pressure are obtained, according
to expected qualitative behaviour.

We have also done an experiment with the value ε = 0, i.e. where fluid is purely
hydrostatic. Graphics are not plotted because results are very similar to the case
ε = 10−8 (Fig. 2).
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Fig. 3 Cavity test, without the term (1 − ε)svh(vh, vh) for ε = 1, ε = 10−2 and ε = 10−4,
respectively

Finally, we present a test where we illustrate numerically the necessity of addition
of the anisotropic term

(1− ε)svh(vh, vh)

in the bilinear form aanis
h (·, ·) (see (28)). Specifically, in Fig. 3 we present some

simulations where this term is not included in the bilinear form. Results are good
for the isotropic case ε = 1 but velocity is unstable in the anisotropic case ε = 10−4.
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Numerical Simulation of Wear-Related
Problems in a Blast Furnace Runner

Patricia Barral, Begoña Nicolás, Luis Javier Pérez-Pérez,
and Peregrina Quintela

Abstract Two hydrodynamic problems related to the wear suffered by refractory
linings at blast furnace runners during a stage of the steelmaking process are
proposed. A thermo-hydrodynamic model is posed with the scope of finding the
position of the critical isotherms inside the solid refractory layers. The compu-
tational domain is based on a runner at the ArcelorMittal Company, where the
three-phase flow of slag, hot metal and air is solved using the SSTK−ω turbulence
model and the VOF method. Radiation heat transfer is accounted for using the S2S
model. The impact of a jet of hot metal falling from the blast furnace on the runner is
also analyzed using a similar hydrodynamic model. Shear stress, which is the main
driving factor of the erosion rate, is computed at the impinging zone. Both models
are solved using ANSYS Fluent.

Keywords Steelmaking · Simulation · Heat transfer · Radiation ·
Hydrodynamics · Multiphase · Free surface · Jet impact

1 Introduction

In the iron and steel industry, there are two major methods for steel production:
electric arc furnace steelmaking and basic oxygen steelmaking. Our work is focused
on a stage of the latter, which uses hot metal as feed material. Hot metal is produced
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Fig. 1 Schematic diagram of a longitudinal cut of the blast furnace runner

in the blast furnace, a large metallurgical furnace where some reductant sources like
coke and coal are used to transform the iron-bearing components. In addition, the
by-product known as slag is formed from ore gangue and coal ashes.

Both these materials, hot metal and slag, behave as liquids at the high operation
temperatures, around 1500 ◦C, inside the hearth of the blast furnace. Their removal
from the blast furnace takes place through the taphole, which is a drilled opening
on its shell. After leaving the furnace, both fluids fall on a trench-like structure built
with several layers of concrete refractories, known as the blast furnace runner or
main trough. This structure is designed to enable separation of slag and hot metal as
they flow downstream due to their density difference (see Fig. 1).

It is a major concern for the steel industry to minimize the wear suffered by
refractory linings at blast furnace runners. Usually, the first layer of concrete, called
the working layer, is completely replaced after 2 months of usage in order to prevent
damage from extending to the remaining layers. This wear is due to a combination
of factors: first, there is corrosion of the refractories due to the chemical attack of
slag. Erosion also plays a role, both due to the falling jet impact on the trough and
also to the flow of the fluids on it. Lastly, the high temperatures induce large thermal
stresses. In fact, the wear of the runner is believed to be strongly related to the posi-
tion of the critical isotherms, which are linked to the onset of chemical composition
changes in the refractories. The nature of the problem, with extreme heat posing a
big challenge to experimentation, motivates the use of numerical simulation in order
to try to assess how these wear mechanisms affect the concrete refractories.

To the best knowledge of the authors, although there is a significant body of
research about numerical simulation of processes inside the blast furnace, there is
not much work available regarding the runner. Similar—albeit simpler—approaches
to the critical isotherm computation were described in [13] and [15]. In the latter,
a steady-state two-dimensional thermal problem was solved while in the former,
a thermo-hydrodynamic model was solved for a symmetric three-dimensional
domain. In [12], the hot metal jet behaviour travelling through the air and its mixing
with the pool of hot metal was simulated. Additionally, in [11] the mechanical
response of alumina refractory concrete used in a main trough was investigated
under severe high temperature cyclic loading. Moreover, in [8], the characteristics
of hot metal and slag flow in the runner were studied with scale models.

The scope of this work is twofold: first, to find the position of the critical
isotherms inside the solid materials composing the runner by solving a thermo-
hydrodynamic problem; and second, to study the shear stress exerted by the jet of hot
metal on the runner, by solving a different hydrodynamic model that describes the
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dynamical behaviour of the jet. Shear stress is the main driving factor of mechanical
erosion (see [2]). Thus, the two problems are treated separately in the subsequent
discussion, although both of them are related to the described wear mechanisms.

2 Physical Problem

The blast furnace runner is composed of several layers of concrete refractories and
a steel frame, as depicted in Fig. 2. The runner is covered with a refractory cover,
which totally stops radiation emitted by the slag free surface from escaping to the
surroundings, enhancing heat transfer towards the refractory vessel. The trough is
refrigerated with air that circulates freely around both the steel frame and the cover.
Additionally, air is aspirated next to the taphole in order to capture dust particles
that can be ejected out of the furnace. The function of the cover is not only to
avoid excessive cast iron cooling, but also to ensure the effective aspiration of these
dust particles. Therefore, there is a forced flow of air below the cover that goes
countercurrent in comparison to slag and hot metal.

To model the solid refractories composing the different layers, the constant
values shown in Table 1 are used, according to the data supplied by ArcelorMittal.
We denote the thermal conductivity, the specific heat, and the density as k, cp
and ρ respectively. For more details about refractories and their composition, we
refer to [9]. Fluids are assumed to be incompressible and immiscible, with constant
properties provided by ArcelorMittal, shown in Table 2. We denote the dynamic
viscosity as μ. These different fluids are regarded as distinct phases of the flow,
separated by free surfaces whose position has to be found.

The tapping of the blast furnace is not a continuous process, as it is done in
cycles. Typically, each cast lasts for about 90 min with its end being indicated by
blast furnace gas bursting out through the taphole, the point at which it is plugged.

Fig. 2 Transversal cut of the blast furnace runner (left). View of the computational domain for the
thermo-hydrodynamic problem, outlining the cover and fluid subdomain (right)
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Table 1 Properties of the
solid materials

k (W/(m K)) cp(J/(kg K)) ρ(kg/m3)

Working layer 2.60 1212 2500

Safety layer 1.80 1172 2900

Insulation layer 0.14 1050 480

Cover refractory 1.00 – 1950

Steel 54.00 465 7863

Table 2 Properties of the
fluid materials

k cp μ ρ

(W/(m K)) (J/(kg K)) (kg/m3) (Pa s)

Hot metal 16.50 850 7015.00 7.15e−3

Slag 9.70 807 2600.00 0.50

Air 2.57e−2 1005 1.21 1.82e−5

Afterwards, there is a 15–30-min stop to allow the liquid level inside the hearth
to rise back again. In spite of the stops, both experimental measures and numerical
simulations show that the temperature in the bulk of the solids composing the runner
reaches a steady state. Given that we are only interested in this final state of the
temperatures for the computation of the critical isotherms, we consider a steady
state thermal problem in Sect. 3.

Inside the hearth of the blast furnace, slag and hot metal are stratified, with slag
remaining on top. Thus, at the beginning of each cast cycle only hot metal comes
out. Moreover, given that there is a pool of fluids from prior casts covering the
runner, the first cast is critical, as the jet of hot metal falls on the dry concrete,
whereas in subsequent ones the impact is mitigated by the pool of fluids. In fact, it
is believed that this first impact of the jet may cause high damage to the refractories.
The computation of the corresponding shear stress is the main objective of Sect. 4.

3 Thermo-Hydrodynamic Problem

The scope of the thermo-hydrodynamic problem is to find the temperature field
inside the runner in order to compute the position of the critical isotherms. A three-
dimensional computational domain is chosen, as depicted in Fig. 2. It includes the
latter half of the runner, part of the slag runner and the skimmer. With the purpose
of ensuring that slag and hot metal are fully separated and stratified, the first part
of the runner is not considered. The total length of the domain is 9.5 m, while the
complete runner is about 15 m long. Moreover, it is 3 m wide and approximately
2 m deep.

The computational domain Ω is split in a fluid subdomain Ωf and a solid sub-
domainΩs , such thatΩ = Ωf ∪Ωs . Since constant properties and incompressible
fluids are considered, the energy equation is decoupled from the hydrodynamic
model and can be solved afterwards to obtain the temperature field.
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3.1 Free Surface Flow

In order to model the different phases of the flow, the Volume of fluid method (VOF)
is used (see [5]). It is a front-capturing method, which means that the fluid phases
are considered as a single fluid in a fixed domain, with properties described using
piecewise constant functions. In the specific case of VOF, the characteristic function
ϕi : Ωf × (0, T )→ R indicates if phase i is present at point x and time t :

ϕi(x, t) =
⎧
⎨

⎩

1, x ∈ Ωf,i(t),

0, x �∈ Ωf,i(t),

where Ωf,i(t) denotes the portion of Ωf occupied by phase i at time t . The points
where ϕi is discontinuous indicate the position of the free surface. Numerically,
an approximation of ϕi is taken on each computational cell, the so-called volume
fraction αi :

αi = 1

Vol(V )

∫

V

ϕidV,

where Vol(V ) is the volume of the cell V . In virtue of this approximation, αi is 1
when phase i fills the cell and 0 whenever phase i is not in the cell. Hence, any value
between 0 and 1 indicates that a free surface is located inside the cell.

The properties of the fluids are taken such that the value of a scalar spatial field
associated with an arbitrary property φ is

φ̃ =
N∑

i=1

φiαi, (1)

where φi is the property associated with the fluid phase i and N is the total number
of phases, which for this problem is N = 3 (air, slag and hot metal). For a more
detailed description of the VOF model, we refer to [14].

3.2 Hydrodynamic Model

The estimated Reynolds number of the flow is clearly above the critical values. Thus,
with the aim of accounting for the turbulence-related phenomena without having
to solve the full range of flow scales, the use of an adequate turbulence model is
needed. In this problem, the SSTK−ω turbulence model, proposed by Menter (see
[10]), is used. The model includes two new variables, which are used to compute the
turbulent or eddy viscosity μT : ω, known as specific dissipation rate and K , called
the turbulent kinetic energy. The eddy viscosity and the turbulent kinetic energy
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are used to compute the value of the Reynolds stress tensor through the Boussinesq
hypothesis, which describes the influence of the fluctuations in the mean flow (see
[17]). The choice of the SST K − ω model is motivated on its well-documented
performance in a wide range of wall-bounded flows, as it retains the advantages
of the Standard K − ω and K − ε models without suffering from some of their
specific drawbacks. This is achieved by using blending functions that change the
model depending on the wall distance.

Consequently, the PDE system to be solved inΩf is the following:

div(V) = 0, (2)

∂αi

∂t
+ div(αiV) = 0, 1 ≤ i ≤ N, (3)

∂(ρ̃V)
∂t

+ div(ρ̃V⊗ V) = div

(

2μ̃T D(V) − 2

3
ρ̃KI

)

− grad(Π)+ div(2μ̃D(V))+ f,

(4)

∂(ρ̃K)

∂t
+ div(ρ̃KV) = div

[(

μ̃+ μ̃T
σK

)

grad (K)

]

+GK − YK, (5)

∂(ρ̃ω)

∂t
+ div(ρ̃ωV) = div

[(

μ̃+ μ̃T

σω

)

grad(ω)

]

+Gω − Yω +Dω. (6)

We denote asΠ and V the mean fields of the pressure π and velocity v, respectively,
and as D(V) the symmetric part of the mean velocity gradient. Furthermore,
f = −ρ̃ge2 is the body force due to gravity, where the orientation of the Cartesian
coordinate axis is shown in Fig. 2. We omit the details of the turbulent constants σK
and σω, the K and ω production terms GK and Gω, the dissipation terms YK and
Yω and the cross-diffusion termDω. For the precise details on their definition for the
SST K − ω turbulence model, see [1].

3.2.1 Initial Conditions

Since the main interest of the hydrodynamic model is to supply information to solve
the steady state thermal problem, the initial conditions are chosen adequately to
obtain a faster convergence to a quasi-steady state. We assume that the free surfaces
are located initially at planes with constant y coordinate, giving the initial condition
for each αi . For the remaining flow variables, we set V = 0 m/s, K = 1 m2/s2 and
ω = 1 s−1.
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3.2.2 Boundary Conditions

The position of inlets and outlets present at the computational domain is indicated
in Fig. 2. We briefly summarize the main boundary conditions:

Inlets There are four different inlets in the domain, one for slag, another for hot
metal and two for air. At each of these inlets, we set constant velocities following
the normal direction. These velocities are extrapolated from daily slag and hot
metal production, as detailed in [15]. Therefore, we take V · n = 0.074 m/s and
V · n = 0.035 m/s, respectively. The air velocity is taken as V · n = 2 m/s in both
inlets. For the turbulent variables, standard values are chosen.

Outlets At outlets, pressure values are fixed. In the one corresponding to air, we set
atmospheric pressure, whereas for slag and hot metal hydrostatic pressure profiles
are used.

Walls For the walls, as a consequence of no-slip (V = 0 m/s) taking place, we
use wall laws for V, K and ω. For more information about the wall laws and their
implementation, we refer to [16].

3.3 Thermal Model

Once the hydrodynamic model is solved, the flow variables found as its solution are
supplied to the steady state thermal problem. Turbulence plays a significant role,
enhancing diffusive heat transport in the fluids due to the action of the velocity
fluctuations. In order to account for this, the eddy viscosity μT is used to define the
turbulent conductivity kT , as detailed in [17]. Therefore, the equations that we solve
inΩf ∪Ωs to obtain the temperature θ are the following:

div(ρ̃c̃pVθ) = div((k̃ + k̃T )grad(θ)), inΩf ,

div(kgrad(θ)) = 0, inΩs.
(7)

At the interfaces between fluids and solids, continuity of both temperature and
heat flux q = k̃grad(θ) has to be satisfied. This is true except for the boundary of
the enclosure where the radiation heat transfer takes place, that is, the boundary of
the air subdomain, which we denote as ∂Ωf,a . There, a radiation contributionQrad
to the heat flux is applied. Consequently, we assume that the jump of the heat flux at
∂Ωf,a , denoted as [q]∂Ωf,a , verifies that:

[q]∂Ωf,a (x) · nf,a = Qrad(x), (8)
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where nf,a is the unit normal vector on ∂Ωf,a , pointing towards the exterior of the
air subdomain. The jump is defined as follows:

[q]∂Ωf,a (x) := lim
δ→0

q(x+ δnf,a)− lim
δ→0

q(x− δnf,a). (9)

3.3.1 Radiation

A model accounting for radiation heat transfer has to be provided to compute the
radiation contribution term Qrad . With this purpose, we assume that both slag and
hot metal are opaque to radiation, as are all the solids. Thus, radiation heat exchange
takes place only in the region corresponding to the air subdomain, denoted byΩf,a .
It can be regarded as a cavity or enclosure, where the boundaries that are open to air
flow—inlets and outlets—need special treatment. The boundary of the enclosure,
denoted as ∂Ωf,a , is divided in M open sets1 Si in ∂Ωf,a, such that ∪Mi=1Si =
∂Ωf,a .

The surface-to-surface model (S2S) is used. It is based on the net radiation
method, described in [6], and has been used in similar problems, as in [7], where it
enabled the computation of radiation fluxes inside an electric arc furnace. For each
i, Si is assumed to be a gray, diffuse, opaque surface, characterized by a constant
temperature. The interior of the cavity, which is filled with air, is considered to be
totally transparent to incident radiation. Hence, the net radiation exchange between
surfaces i and j may be obtained evaluating:

Ji = Ei + (1− εi)
M∑

j=1

Fij Jj , (10)

where Ei = σεiθ
4
i is the emissive power on the surface Si according to Stefan-

Boltzmann law,2 θi is the temperature on the surface and Ji is the outgoing radiation
from the surface, known as radiosity. Lastly, Fij is the view factor between i and j ,
which is computed evaluating the integral

Fij = 1

Ai

∫

Ai

∫

Aj

cosψi cosψj
πR2

δij dAjdAi, (11)

with ψi being the plane angle between surface i normal vector and the vector
pointing from i to j . R denotes the distance among both surfaces, whereas the term

1These M open sets, called surfaces, can be taken as the cell faces on the boundary, which arise
from the discretization of the computational domain. Therefore, more accurate computations are
obtained, given the constraint that each surface is assumed to have a constant temperature.
2With σ , we denote the Stefan-Boltzmann constant, i.e., σ = 5.67 · 10−8 W/(m2 K4).
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δij accounts for the presence of other surfaces blocking the view. The view factor
Fij represents the fraction of radiation leaving i that is intercepted by surface j .

If the temperature and emissivity εi at each surface are known, then equa-
tions (10) for all i ∈ {1, . . . ,M} can be regarded as a linear system ofM equations
and unknowns. Its solution yields the value of the radiosity, which then can be used
to calculate the net heat flux due to radiation:

qrad,i = Ji −
M∑

j=1

Fij Jj . (12)

Then, the Qrad(x) term, needed to compute the jump of the heat flux in (8), is
obtained as a piecewise constant function:

Qrad(x) = qrad,i, (13)

where x ∈ Si , for each i ∈ {1, . . . ,M}.

3.3.2 Boundary Conditions

For the purpose of clarity, we distinguish between external walls, flow openings and
other boundaries.

External Walls On the external walls of the runner, we set convective boundary
conditions:

−k ∂θ
∂n

= h(θ − θext ),

with h being the convection coefficients and θext = 20 ◦C the external temperature.
For lateral and bottom walls, the convection with the surrounding air is considered
to be natural, and the estimated values of h are 2 W/(m2 K) for the bottom wall and
5 W/(m2 K) for the lateral walls. In addition, the cover external wall is assumed to
be cooled down by convection and by radiation emission to the environment:

−k ∂θ
∂n

= h(θ − θext )+ σε(θ4 − θ4
ext,r),

where h = 15 W/(m2 K), θext = θext,r = 293 K (20 ◦C) and ε = 0.7.

Flow Openings On the flow openings corresponding to inlets, we set that θ =
1500 ◦C for hot metal and θ = 20 ◦C in the case of air. For slag, we use a
profile which varies from 1327 ◦C at the free surface with air to 1500 ◦C at the
free surface with hot metal. At the outlets, the normal temperature gradient is set to
zero. Concerning the radiation model, ε = 1 is taken, which makes these surfaces
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behave as black bodies3 emitting at θ0 = 20 ◦C. In addition, for the air outlet, we
choose an emissivity ε = 0. This means that we model it as a symmetry boundary
for radiation, since all incoming radiation will be reflected in virtue of Kirchhoff’s
law, with no emission from the boundary.

Other Boundaries On the sections where the main trough and the slag runner are
cut, we set zero heat flux.

3.4 Results

The solution procedure is as follows: First, the transient hydrodynamic model is
solved until a quasi-steady state is reached, which means that the computed position
of all the free surfaces is stationary. Then, those surfaces corresponding to slag-air
and hot metal-air are reconstructed as walls, splitting the fluid subdomain Ωf in
two regions, one corresponding to the region occupied by slag and hot metal and
another for the air (Ωf,a). This enables an accurate computation of the view factors
Fij (see 11), which are needed to account for the radiation heat transfer. Afterwards,
the velocity and turbulence fields, obtained via the hydrodynamic model, have to be
interpolated to a new mesh to solve the thermal one, described in Sect. 3.3, which
provides the desired temperature field.

The proposed mathematical model is solved using the package ANSYS Flu-
ent version 15.0, which uses a cell-centered finite volume discretization of the
conservation equations. The pressure-based solver is used, with pressure-velocity
coupling performed with the SIMPLE iterative algorithm. Face pressure values are
interpolated using the PRESTO! scheme whereas gradient terms are discretized with
the least squares cell-based scheme. Convective fluxes are integrated with second
order upwind schemes. Advection and reconstruction of the free surfaces are done
with the geo-reconstruct scheme (see [1]), which is a version of the well-known
PLIC scheme proposed by Youngs (see [14]). The final mesh is composed of 21
million cells and is conformal between the fluid and solid subdomains.

The model was solved using 32 cores at a computer cluster composed of 25 Dell
PowerEdge machines, ranging from R815 ones, equipped with AMD Opteron 6174
processors, to C6220 II systems with Intel Xeon E5-2637 v4 processors. Regarding
computation times, the transient hydrodynamic model required 5 days, whereas the
steady-state thermal one was solved in 7 h. This long computation time for a steady
state problem owes to the relaxation factors that were required to ensure stability
through the iterative procedure, as the radiation submodel is highly nonlinear.

In Fig. 3, the velocity modulus is shown along a longitudinal plane going
through the middle section of the runner, including the streamlines for the air flow.

3This is reasonable, given that all radiation going out through those boundaries is expected to
disperse around the casthouse and most incoming radiation would then be emitted by bodies at
ambient temperature.



Numerical Simulation of Wear-Related Problems in a Blast Furnace Runner 239

Fig. 3 Critical isotherms computed position (left). Velocity modulus on a longitudinal cut of the
runner and streamlines (right)

Fig. 4 Temperature contours in the solid subdomain Ωs , hot metal and slag (left). Temperature
contours in the slag-air free surface and the external part of the runner viewed from above (right)

The position of the critical isotherms (1200 and 1250 ◦C) is also depicted. Both
isotherms are located inside the working lining, even though the 1200 ◦C one is
close to the safety layer. In Fig. 4 (right), the temperature map in the computational
domain is shown, seen from above and hiding both the air subdomain and the
cover. Thus, the temperature at the slag-air and hot metal-air (after the skimmer)
free surfaces is depicted, as well as the external part of the working layer. As slag
flows downstream, its temperature decreases due to radiation emission and forced
convection with air. However, hot metal remains at a high temperature during its
voyage along the runner, as it is covered by the slag until it reaches the skimmer.

ArcelorMittal has provided temperature measurements obtained using six ther-
mocouples embedded inside the insulation lining. These are shown in Table 3
alongside the computed values. Even though the agreement among the computed
values and the measurements is good, it is not very significant because the
thermocouples are placed far away from the working layer, where the highest
temperatures are reached. This suboptimal placement is due to both economical
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Table 3 Thermocouple measurements, computed temperature, absolute error in (◦C) and relative
error

Measured Numerical Absolute error Relative error

Thermocouple 1 576 596.2 20.2 3.5e−2

Thermocouple 2 669 617.9 51.1 7.6e−2

Thermocouple 3 755 767.4 12.4 1.6e−2

Thermocouple 4 770 759.1 10.9 1.4e−2

Thermocouple 5 644 645.8 1.8 2.8e−3

Thermocouple 6 626 625.8 0.2 3.2e−4

concerns and access difficulties to better locations, as the thermocouples have to be
placed during the main trough construction process.4

4 Jet Impact Problem

In order to assess how the jet impact affects the runner refractories, its dynamic
behaviour has to be investigated. With the purpose of simulating and tracking the jet
trajectory and its impact on the runner, a turbulent multiphase flow is considered. As
described in Sect. 2, the first tapping of the blast furnace on a new working lining is
believed to be critical, due to the jet of hot metal falling on dry concrete. Subsequent
taps benefit from having a pool of fluids that dampens the impact.

The evolution of the free surface between the jet of hot metal and air is obtained
using the same numerical techniques described in Sect. 3.1. In contrast with the
previous problem, surface tension is computed using the Continuum Surface Force
model (see [4]). The computational domain Ω2 is a longitudinal cut along the
runner, as shown in Fig. 5 together with its boundaries.

4.1 Mathematical Model

The mathematical model of the jet is composed of the Navier-Stokes equations for
an incompressible, turbulent, two-phase flow. Here, the Wilcox K − ω turbulence
model is used (see [17]). Then, the same (2)–(6) equations are solved in Ω2,
adjusting the turbulence constants and terms accordingly. The number of fluid

4It is also noteworthy that there is a degree of uncertainty on the actual position of the
thermocouples. This is greatly worsened by the fact that the insulation layer has a low thermal
conductivity (see Table 1), provoking that small deviations on the reported position of the
thermocouples may imply high deviations on the computed temperature values due to the high
temperature gradients.
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Fig. 5 Computational domain Ω2. Γ1 is the end of the taphole, Γ2 corresponds to fictitious
boundaries and Γ3 is the runner surface

phases is N = 2, as we only consider hot metal and air. Surface tension is modeled
adding a body force term mσ to the momentum conservation equation.

4.1.1 Boundary Conditions

Concerning the boundary conditions (see Fig. 5), the following are taken:

• A velocity inlet condition is imposed on Γ1, which corresponds to the taphole,
using an estimation from production data, provided by ArcelorMittal. The
modulus of the estimated velocity, v0 = 6.2 m/s, is decomposed into its
components in order to account for the 10◦ inclination of the taphole. The volume
fraction for hot metal is equal to one, and standard values for turbulent variables
are considered.

• On Γ2 a fixed pressure condition is taken, with Π = 0 Pa.
• On the bottom surface of the runner, Γ3, which is considered as a rigid wall, a

no-slip wall condition is imposed. As the flow is turbulent, wall laws are used to
compute both the velocity V and the turbulent variablesK and ω.

4.1.2 Initial Conditions

To complete the mathematical model, it is necessary to provide initial conditions.
Initial velocity is taken to be equal to zero all over the domain, whereas standard
values are assumed for the turbulent variables: K = 1 m2/s2 and ω = 1 s−1.

4.2 Results

For the numerical simulation of the jet behaviour, the model is also solved using
the package ANSYS Fluent. Identical discretization schemes to those described in
Sect. 3.4 are chosen. The computational mesh is composed of 120,000 cells and it
is refined in the areas of interest, namely, the area where the jet is expected to travel
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Fig. 6 Shear stress profile on the runner (left), shear stress profile at the impact zone (right), for
diverse time values

Table 4 Maximum values of shear stress on both sides of the minimum, minimum values of shear
stress and their position for different time values

t τmaxl
x(τmaxl

) τmaxr x(τmaxr ) τmin x(τmin)

(s) (Pa) (m) (Pa) (m) (Pa) (m)

1.5 1161.15 4.572 1132.57 4.683 100.75 4.612

2.0 1181.83 4.562 1121.66 4.683 102.07 4.612

2.5 1170.44 4.562 1125.61 4.683 100.20 4.612

3.0 1075.88 4.572 1115.30 4.683 96.42 4.612

3.5 1159.72 4.572 1129.19 4.683 96.28 4.612

through and the boundary layer on the runner, where an accurate computation of the
velocity profile is needed to find the shear stress.

The computed time of impact is 0.765 s. At this instant, the point of the runner
that suffers the maximum shear stress value is the one located 4.85 m away from
the fluid inlet, where the shear stress is 4026 Pa. As time progresses, the shear stress
becomes lower due to attenuation caused by hot metal being accumulated on the
impact area.

In Fig. 6, shear stress profiles on the runner surface are depicted for several
time values. Close to the impact zone, all curves show the same structure, with
two maximums and a minimum in between. These profiles remain approximately
constant and have a similar shape compared to those obtained experimentally by
Beltaos and Rajaratnam (see [3]). They studied the shear stress produced by a
normal submerged jet observing two symmetrical maximums on both sides of a
minimum. This minimum corresponds to the impact point of the jet’s centerline. In
our case, the maximums are not completely symmetrical, which is due to the jet
impact being oblique to the runner.

Minimum shear stress values, denoted as τmin, their location and evolution with
time are collected in Table 4. The value and position of the maximum shear stress
at the left (τmaxl ) and right (τmaxr ) of the minimum, as well as their positions are
shown. All these positions remain essentially constant over time.
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Fig. 7 Shear stress profile on the runner (left), shear stress profile at the impact zone (right), for
diverse time values considering a pool of hot metal covering the runner

Additional simulations were performed considering the presence of a 10-cm deep
pool of hot metal. Results are shown in Fig. 7. It is significant that there are almost
no differences between the shear stress values obtained in both cases over time.

5 Conclusion

The proposed decoupling methodology was used to successfully obtain the temper-
ature field in the main trough of a blast furnace. A reasonable qualitative agreement
with the measured temperatures was obtained despite the simplifications that were
made. Nevertheless, the computed temperature field suggests that solidification may
take place on the slag-air free surface, which would imply that the assumptions
made about the slag flow being incompressible should be changed in future studies.
Furthermore, the constant velocity inlet conditions are also likely to be unrealistic,
since the flow of slag and hot metal could still be affected by the jet of slag and hot
metal falling from the taphole, as evidenced by the results of the jet impact problem.
Future work also aims to pose more realistic inlet conditions.

Regarding the jet impact on the runner, it was observed that the maximum values
of shear stress were obtained for the impact instant, followed by a rapid decrease
until a steady state is reached. The numerical shear stress profiles are in good
agreement with those found in the bibliography for jets impacting normally on rigid
surfaces.
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