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Abstract. In this paper a reduced complexity eye tracking technique is
introduced. The proposed technique is based on a recently introduced eye
localization method [5]. In order to exploit its accuracy and robustness
under difficult illumination conditions, the presence of occlusions, shad-
ows and pose variations, and making possible its use in real-time applica-
tions, we drastically reduce its computational cost while in the same time
its accuracy is increased, by the use of an efficient tracking scheme. We
also implement the proposed method in low-level C++ programming,
using the OpenCV library, thus reducing even more its computational
cost. All experiments we have conducted confirm our claims.
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1 Introduction

The tremendous progress of robotic systems over the last decades and their pen-
etration in almost every aspect of the contemporary life has inevitably induced
a growing interest in improving the Human-Robot Interaction (HRI). Except
from the traditional input devices (keyboards, mouses, touch surfaces, sensors),
an input modality which is lately gaining momentum is eye gaze. Systems that
exploit the eye gaze, offer a convenient and natural means of interaction with-
out the requirement of physical contact. Eyes constitute the most distinctive
features of the human face, while the iris positions with respect to the head
pose and gaze are significant sources of information regarding the cognitive and
affective state of human beings. Specifically, the information about the location
of the eyes centers are commonly used in applications such as face alignment,
face recognition, human-computer interaction, human-robot interaction, control
devices for disabled people, user attention and gaze estimation (e.g. driving
and marketing) [1,2]. Although many commercial products for eye detection
and tracking are available in the market, they all require dedicated, high-priced
hardware. The most common approaches in research and commercial systems
use active infrared (IR) illumination, to obtain accurate eye location through
corneal reflection [3], contact lenses and special helmets or glasses [4]. How-
ever, despite the sufficient accuracy of these systems, they cause discomfort to
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the users and introduce limitations for everyday applications. Thus, image and
computer vision-based techniques constitute a challenge to incorporate the eye
center and gaze information in many applications, where the use of extra dedi-
cated hardware is impracticable. Despite the active research in this field, precise
eye center localization and tracking remains a challenging problem due to many
limitations that downgrade the accuracy of the detected eye centers. These lim-
itations are related to the great variety in shape and color of human eyes, the
eye state (open or closed), the iris direction, the facial expressions, the head
pose etc. The localization accuracy can be also reduced under the presence of
occlusions from hair, glasses, reflections and shadows and is strongly affected by
the lighting conditions and the camera resolution. Precise eye localization and
tracking problem becomes even more challenging in the cases of incorporating it
into robotic systems, where of real-time performance is crucial. This constitutes
the main motivation of this work, to speed-up our previously presented (precise
eye localization) method [5] and introduce a reduced complexity eye tracking
technique and an implementation of this in low-level C++ programming, using
the OpenCV library.

2 Related Work

Over the last decades many techniques have been proposed in the literature
for the eye center detection and its tracking. Eye localization methods, working
under different illumination conditions, the presence of occlusions and shadows
can be roughly divided into the following two main categories:

(i) Feature-based methods and
(ii) Appearance-based methods.

Feature based methods use a priori knowledge to detect candidate eye centers
from simple pertinent features based on shape, geometry, color and symmetry.
These features are obtained from the application of specific filters on the image
and don’t require any learning or model fitting techniques. They are also robust
to shape and scale changes. A number of methods have been employed trying
to model the eye shape parametrically by matching a deformable template to
the image and minimizing an energy based cost function [6,7] thus achieving
the desired localization. Exploiting the circularity of the iris, Hough transform
is another widely used eye localization method [8,9]. However, its use is con-
strained only in frontal or near frontal and well illuminated faces in high resolu-
tion images. The idea of isophote curvatures proposed by Valenti et al. [10-12]
as a voting scheme for detecting eye locations. However, this method can lead
to eyebrow or eye corner wrong detections when the number of features in the
eye region is insufficient. To enhance this method Valenti in [12] proposed the
use of the SHIFT descriptor and a k-NN based classifier in a machine learning
framework. Filter responses and especially Gabor filters have attracted much
popularity. Radial symmetry operators have also been studied and their use,
mostly in combination with other operators, for the automatic eye detection has
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been proposed [15]. Yang et al. in [16] presented an algorithm for first detect-
ing the eye region with Gabor filters and then localizing the center of the iris
with the use of the radial symmetry operator. Unfortunately, the accuracy of
this technique heavily depends on the location of the iris and rapidly degrades
as it moves to the eye corners. In our previous work [5] we introduced a new
high precision eye center localization technique, based on a modified version
of the Fast Radial Symmetry Transform [13]. This method emphasizes on the
shape of the iris, by computing the components of the transform from differ-
ent modalities of the original image. In this way we succeeded to improve the
accuracy of the eye center localizer and achieved precise localization even in the
presence of strong photometric distortions, shadows and occlusions (e.g. glasses).
Finally, color information has been used to distinguish the eye from the skin area.
Skodras et al. in [14] proposed a method based on the synergy of color and radial
symmetry of the eyes to localize their centers. However, the accuracy of this
method degrades in the presence of glasses because often the color of the frame
of the glasses and the iris are similar and therefore they equally enhanced by the
eye map operator. In general, appearance based methods employ a prior model
of the eye holistic appearance and surrounding structures and try to detect the
location of the eyes by fitting the trained model. For this purpose, many machine
learning algorithms have been proposed. Specifically, Niu et al. in [24] introduced
a two-direction cascaded AdaBoost framework for eye localization, Campadelli
et al. in [21] proposed an eye localization technique using a SVM trained on prop-
erly selected Haar wavelet coefficients, while techniques based on artificial neural
networks, Bayesian models and hidden Markov models (HMM) were proposed in
[17-19] and [20] respectively. Moreover, in [22] Pentland was the first who tried
to describe facial eigenfeatures (i.e. eigeneyes, eigennoses, eigenmooths) using a
multi-observer eigenspace technique. Wang et al. [23] proposed a method that
first applies statistically learned non-parametric discriminant features to char-
acterize eye patterns, then determines probabilistic classifiers to separate eye
and non-eye features, and finally combines multiple classifiers in an AdaBoost
framework to accurately detect the eye center. Despite their enhanced accuracy
in detecting the eye area, in the case of pose and illumination variations the
appearance-based methods fail to locate precisely the eye centers. In addition,
a large amount of training data is required to be collected in order the high
variability of the eyes to be reliably learned by the algorithms.

Eye tracking methods throughout the literature can be broadly divided in
three main categories according to the representation of the target to be tracked:

(i) Point Tracking
(ii) Kernel Tracking
(iii) Contour Tracking.

In point tracking, the eyes detected in consecutive frames are represented by
points and the association of the points is based on the previous object state
which can include object position and motion. Kim et al. in [25] locate the iris
region using a contrast operator to amplify differences between the center and
its neighboring region, and the detection accuracy is further enhanced using a



Real Time Eye Localization and Tracking 563

Kalman tracker. In kernel tracking, the shape and appearance of the eyes are
modeled. They are tracked by estimating the motion in consecutive frames and
calculating an affine transformation between them. A real time tracking scheme
using a mean-shift color tracker and an Active Appearance model is proposed in
[26]. Tian et al. [27] propose a method of tracking the eye locations, detecting the
eye states, and estimating its parameters. Finally, in contour tracking approaches
the eyes are tracked using shape matching. The shape is usually a circle or an
ellipse and tracking is performed by estimating the object region in each frame.
Hansen and Pece [28] model the iris as an ellipse, fitting locally the ellipse to
the image through an EM and RANSAC optimization scheme, while Wu et al.
[29], track the iris contour as a 3D eye model in order to estimate gaze direction.
The performance, in terms of accuracy, of our technique proposed in [5] seems to
outperform all the aforementioned methods. In this paper, in order to incorporate
this method into real-time applications and systems, we introduce a speed-up
procedure and a tracking scheme. We also implement the proposed method in
low-level C++ programming, using the OpenCV library, reducing in this way
dramatically the speed of the computational time.

3 Proposed Algorithm

3.1 Precise Eye Center Localization

The proposed algorithm is based on the Precise Eye Center Localization Tech-
nique presented in [5]. The Eye Center Localization Technique is based on a
two-stage modified radial symmetry transform (RST) that is used to localize
the eye centers. This transform constitutes a voting procedure that emphasizes
on circular shapes and exploits the symmetry of the eyes to detect precisely their
centers. Every stage of the transform is applied to a different modality of the
original image. Specifically:

(i) The Magnitude-based RST is applied to the Red color component to take
advantage of the enhanced contrast between the eyes and the skin.

(ii) The Orientation-based RST is applied to the Self-Quotient Image [31] to
take into consideration the edge-preserving filtering to distinguish the eye
shape.

(iii) The final result is calculated by adding the individual results from the
Magnitude and Orientation Radial Symmetry Transforms, after their nor-
malization.

The interested reader can refer to [5] for all the details of the algorithm.

3.2 Efficient Eye Center Tracking

The appearance of the same target in an image sequence is continuously affected
by changes in lighting, occlusions, camera imperfections etc. Thus, the target is
difficult to be detected precisely in every frame and the exploitation of temporal
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Fig. 1. Rotation angle between the eye ROIs and the horizontal axis

information can enhance the detection accuracy. Tracking is performed in order
to smooth the eye detection noise by taking advantage from the continuity of the
motion between successive frames. The eye localization method presented above
achieves high accuracy even in the most challenging circumstances. However, it
depends on the accuracy of the Viola and Jones face detector [30]. This means
that the eye localizer cannot be applied when the face detector fails to detect
the candidate face. Considering that the Viola and Jones presents reduced effi-
ciency in the cases of non-frontal faces and pose variations, inevitably the eye
localizer is also affected. However, this problem can be overcome in the case of
a sequence of images by exploiting the information from the previous frames of
the video. Considering that the positions of the eyes between the consecutive
frames are moved imperceptibly, the eye ROIs can be selected regardless of the
face detection results. In this way, the eye localizer becomes rotation invariant
and achieves precise detection independently of the head pose variations.

3.3 Proposed Tracking Scheme

The proposed eye center tracking technique takes into consideration the previous
eye center positions to define the next frame eye ROIs. These ROIs can appear
in different levels, depending on the rotation of the head, and form an angle
between the vertical axis and their line as shown in Fig. 1. This rotation angle
0 permits the tracking of the eyes in any pose and ensures that the entire eyes
are inside the ROIs.

The proposed eye center tracking technique consists of the following steps,
also depicted in Fig. 2:

S1: In the first step, the face is detected using the Viola and Jones detector and
the two eye ROIs are selected.

So: Then, the precise eye center localization is performed and the two eye centers
are detected at the positions where the modified RST attains its maximum
values.
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S3: Finally, a threshold T is computed as the ratio of the global maximum M,
and the second in magnitude maximum m; of the transform (Fig. 3), that is:

M,
mi ’

T (1)
By taking into account that the uncertainty of the correct detection is propor-
tional to this ratio, the value of this threshold is crucial in avoiding errors prop-
agation. When this ratio overcomes the defined threshold, the ROIs are defined
using the Viola and Jones face detector, otherwise, they are selected based on the
previous eye center positions. In this way, the Viola and Jones algorithm is used
for ROIs correction only in the cases where the eyes are not clearly detected.
The necessity of this correction is obvious in the example depicted in Fig.4,
where the ROIs in the case of not using it are trapped in an invalid area due to
inaccurate eye localization (first row). However, the use of the threshold T can
prevent these undesirable situations and preserve the entire eyes inside the ROIs
(second row).

l Precise Eye Center Localization
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Fig. 2. The proposed eye tracking scheme

Fig. 3. The proposed threshold prevents (frames shown in the second row) the ROIs
selection from trapping (frames shown in the first row) due to inaccurate localizations
(please see text)
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Fig. 4. The ratio of the global maximum and the second in magnitude maximum,
strongly affects the uncertainty of the detection (please see text)

4 Experimental Results

4.1 Parameters Specification

The set of radii N is selected based on the expected iris size in relation to the face
dimensions. The minimum radius is defined as FaceWidth/60 and the maximum
as FaceWidth/6. The threshold T is defined as T' = 0.8, meaning that in the
cases when the second maximum overcomes the 80% of the global maximum, the
Viola and Jones algorithm will be used for error correction. This value results
from the experiments performed in the Talking Face Video database, as it gives
us better results in terms of accuracy.

4.2 Experimental Setup

In order to evaluate the performance of the proposed method, we have con-
ducted several experiments in two publicly available face databases. Specifically,
the selected Gi4E [32] and Talking Face Video databases are among the most
challenging and characteristic datasets and were widely used in previous eye-
center localization and tracking techniques.

Fig. 5. Precise eye center localization results
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The Gi4E dataset consists of 1380 color images of 103 subjects of high res-
olution (800 x 600). All the images are captured at indoor conditions with an
illumination and background variation. The subjects are asked to look at 12
different points on the screen causing a wide pose variation. The head move-
ments, lighting changes, movement of the eyes and eyelid occlusions compose
realistic conditions for eye localization and tracking systems. The Talking Face
video counsists of 5000 frames (576 x 720 pixels) taken from a person engaged in
a natural conversation. The data set has also been tracked with an AAM using
a 68 point model. Although the annotation was performed semi-automatically,
it has been checked visually and is generally sufficiently accurate to represent
the facial movements during the sequence. The main purpose of the database
is to evaluate how tracking improves the eye localization procedure in a con-
trolled indoor environment, simulating an office or a home workstation. The
main challenges for eye localization on the Talking Face video stem from the
unconstrained head motion and eye closures. In order to evaluate the accuracy
of the proposed method a normalized error is adopted, representing the worst
eye center estimation of the two eyes. The normalized error e is defined as [37]:

maz(||Cy — Cill, G, = Cill)

e = 2
-Gl @)

where, C;, C, are the localized by the proposed method left and right eye center
coordinates and Cj, C, are the manually labeled corresponding coordinates.
The term in the denominator represents the distance between the two real eye
centers and is used as a normalization factor for the localization error. The
accuracy of the algorithm is expressed by the ratio of the number of the eye
center localizations that fall below the assigned error threshold and their total
number. Finally, the threshold e < 0.25 represents the distance between the eye
center and the eye corners, the e < 0.1 represents the range of the iris and the
e < 0.05 represents the pupil area.

4.3 Results

The evaluation of the proposed method leads us to the conclusion of a robust
and highly precise localization method. The method deals successfully with the
most challenging circumstances including shadows, pose variations, occlusions by
hair or strong reflections, out-of-plane rotations and presence of glasses (Fig. 5).
The proposed method fails to accurately locate the eye centers only in cases
when the eyes are totally closed and in extreme cases of irregular illuminations,
shadows and occlusions where the eyes can be semi-hidden. A comparison of
the proposed method with the state of the art methods is carried out and the
results are presented on the following table. Table 1 provides supporting evidence
that the eye localization method outperforms its rivals. This table contains the
results, in terms of the accuracy, obtained from the application of the proposed
method in Gi4E face database. Due to high resolution images and absence of
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Table 1. Accuracy vs. normalized error in the Gi4dE database

Method Accuracy (%)
e<0.05/e<01/e<0.15/e<0.2|e<0.25
Proposed 99.40 99.74 199.91 99.91 99.91

Skodras [14] 1 99.14 99.66 |99.66 99.74 199.74

Anjith [33] 89.28 92.3 93.64 94.22 |-
Baek [34] 81.4 89.3 - 89.9 -
Daugman [35] | 61.1 84.1 86.7 88.15 |-
Valenti [12] | 54.5 712 797 881 |-
Wang [36] 411 66.3 75.9 80 -

occlusions and irregular illuminations, the proposed method achieves almost
accurate localization in every error category.

To consistently evaluate the improvement in performance using the pro-
posed tracking scheme, experiments were performed in the Talking Face Video
database. The performance of the eye localization method was compared against
the basic Kalman filter approach, and the proposed eye tracking method. Table 2
presents the tracking results for the Talking Face, where there is an advantage
improvement for all normalized errors. This improvement stems from the fact
that, in the cases of head pose rotations, the eyes are reaching the ROIs limits
and the accuracy of the detection is degraded. Instead, the proposed tracking
scheme reassures that the entire eyes will be included inside the ROlIs, even in
great rotation angles. It should be also noted that the upper limit in the accu-
racy of eye localization was almost reached using detection only and thus the
margin for improvement using the proposed tracking is limited.

Table 2. Tracking results in Talking Face database

Method Accuracy (%)
e<0.05/e<0.1/e<0.25
Without Tracking  94.46 98.76 | 99.76
Kalman Tracking 94.64 98.88 199.80
Proposed Tracking |94.88 98.96 ]99.84

4.4 Low Level C; 4 Implementation and Speed-Up Procedure

In order to reduce the computational time, it is possible to use a non-continuous
integer values between the defined limits without any noticeable loss of accu-
racy. Moreover, the set of the used radii N could be restricted between the limits
FaceWidth/45 for the minimum radius and the FaceWidth/15 for maximum one,
reducing in this way even more the computational complexity. The proposed eye
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tracking scheme does not provide only enhanced accuracy, especially in the cases
of great rotations and pose variations, but also decreases the computational cost
of the technique. This happens because the face detection step using the Viola
and Jones detector is not performed and instead, the selection of the ROIs is
based on the previous eye center positions. To quantify this claim, experiments
performed in the Talking Face Video database shows that the proposed tracking
scheme provides reduced complexity by decreasing the computational time for
12%. This percentage will be increased in the cases of lower resolution images,
as the proposed eye localization speed is proportionate to the resolution of the
image. Furthermore, the proposed method is implemented in low level Cy ; pro-
gramming, using the OpenCV library. This implementation is tested on an intel
i7 system (single core implementation) and achieved real-time performance with
a frame rate between 16-20 fps for 800 x 600 pixels video resolution. This vari-
ation stems from the distance variations between the face and the camera and
thus the resolution variations of the face image.

The C, code is publicly available in the web site of the Signal Processing
and Communications lab.!

5 Conclusion

In this paper, an eye tracking technique of reduced complexity was introduced,
based on a recently proposed eye localization method. The new tracking scheme
was achieving higher accuracy and robustness in challenging conditions with
a lower computational cost. The proposed method was implemented in low-
level C++ programming, using the OpenCV library, thus its execution time was
drastically reduced. In all experiments were conducted, the real time performance
and the enhanced accuracy of the proposed tracker was confirmed.
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