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Preface

We are pleased to present the proceedings of the 11th International Seminar on Speech
Production (ISSP 2017). This conference was co-organized by Tianjin High-Tech
Industry Association, Tianjin University, and the Institute of Linguistics of the Chinese
Academy of Social Sciences (CASS) and held during October 16–19 in Tianjin, China.

The conference was aimed to bring together leading academic scientists, research-
ers, and scholars to exchange and share their experience and research results on all
aspects of speech production and to discuss practical challenges encountered and the
solutions adopted. 68 presentations were contributed to ISSP 2017, covering a wide
range of speech science fields including phonology, phonetics, prosody, mechanics,
acoustics, physiology, motor control, neuroscience, computer science, and human
interaction. 89 participants came from 11 countries, namely: Australia, Belgium,
Canada, China, France, Germany, Hong Kong, Hungary, Japan, UK, and USA. All
presentations were in English.

The 20 papers in this issue were selected from 68 presentations (acceptance rate of
29.4%) accepted by ISSP 2017, which have been peer-reviewed by international
experts from the conference technical committee. These leading studies will give
excellent presentations that are anticipated to break through the barriers separating
various disciplines among the various fields of speech science. Finally, our appreciation
is extended to all the participants who contributed in making this conference successful
and beneficial.

July 2018 Qiang Fang
Jianwu Dang
Pascal Perrier
Jianguo Wei

Longbiao Wang
Nan Yan
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Personality Judgments Based on Speaker’s
Social Affective Expressions

Donna Erickson1,2,3(&), Albert Rilliard4,5, João de Moraes5,
and Takaaki Shochi6,7
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Abstract. This paper describes some of the acoustic characteristics that influ-
ence peoples’ judgments about others. The database used was the multilingual
corpus recorded with speakers in communicative dialogue contexts (e.g.,
Rilliard et al. 2013). The acoustic measurements were F0, intensity, HNR, H1-
H2, and formant frequencies (F1, F2, and F3). The personality assessment was
based on that proposed by Costa and McCrae (1992). A Multiple Factor
Analysis (MFA) related the acoustic measures, the performance scores for each
attitude, and the number of high, high-medium, low-medium and low ratings in
the 5 personality traits, for audio-only and for audio-visual modalities. The
results show that the most expressive speakers, those who produced the widest
range in acoustic changes, were perceived as more EXTROVERTED and
CONSCIENTIOUS. Speakers with high noise levels in the voice were judged
with low AGREEABLENESS, and produced the best expressions involving an
imposition on the interlocutor. Speakers judged as having high NEUROTICISM
and low OPENNESS were perceived as the best performers for expressions with
strong social constraints.

Keywords: Social affective expressions � Personality judgments
Acoustic analysis

1 Introduction

People make first impressions about a person—their age, social or ethnic origin, per-
sonality, current mood, emotional state, etc.—based on a variety of information (e.g.,
wwnorton.com/college/psych/personalitypuzzle6/ch/06/review.aspx), including facial
features, physical attributes and appearances, but also their voice and speech charac-
teristics (e.g. Scherer 1972; Lippa 1978; Ekman et al. 1980; Borkenau and Liebler
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1992). Voice cues, those that don’t take part in the actual linguistic message (cf. the
definition of “prosody” in Swerts and Kramer 2005) give information about a speaker’s
emotional state and expressivity (e.g., Goudbeek and Scherer 2010). Emotion-related
cues are linked to physiological changes, and as such, similar across languages and
cultures (e.g., Scherer et al. 2004). Conventional use of such cues, driven by symbolic
and cultural choices (e.g., Léon 1993; Ohala 1994; Madureira and Camargo 2010) are
used to facilitate social and interpersonal interactions, and it is these conventionalized
cues in the voice which tend to vary across languages (Delattre 1963), as does the
inventory of such conventional expressions (Shochi et al. 2009a, b). We refer to these
conventionalized expressions as “social affective expressions” (Halberstadt et al. 2001).
An interesting question is how do the acoustic changes in the speech signal used to
express social affective expressions influence peoples’ judgments about what kind of
personality a person has. Work by Costa and McCrae (1992), and elaborated on by
Nettle (2007), suggests that peoples’ personalities can be described in terms of five
major dimensions/traits along which all human characters vary. Traits stem from the
way their nervous systems are wired up; they are defined as “stable individual differ-
ences in the reactivity of mental mechanisms designed to respond to particular classes
of situations” (Nettle 2007: 43.). Each person has a certain amount of each of the five
traits, and the combination of traits is what defines a personality. The traits can only be
observed through a person’s behavior, not directly. The five traits are referred to under
the acronym, OCEAN (Table 1).

In this paper we use the five trait OCEAN model to investigate (1) whether people
can assess others’ personalities from audio-visual recordings of a person uttering a
variety of social affective expressions and (2) what are the acoustic cues associated with
that personality type. The personality assessment is based on the OCEAN personality
traits.

2 Method

2.1 Data Base Used

The database used was the multilingual audio-visual corpus recorded with speakers in
communicative dialogue contexts, with set communication goals guided by an inter-
locutor and predefined hierarchical relationships (e.g., Rilliard et al. 2013).

Table 1. 5-Trait OCEAN Model of Personality.

Trait Description

OPENNESS Creative, imaginative, eccentric vs. Practical, conventional
CONSCIENTIOUSNESS Organized, self-directed vs. Spontaneous, careless
EXTROVERSION Outgoing, enthusiastic vs. Aloof, quiet
AGREEABLENESS Trusting, empathetic vs. Uncooperative, hostile
NEUROTICISM Prone to stress & worry vs. Emotionally stable

4 D. Erickson et al.



The dialogues were set up to yield two target utterances (“Mary was dancing” and “a
banana”), each produced with sixteen expressive variants.

This paper focuses on the 16 expressive variants of the utterance “a banana”, as
spoken by 19 speakers (8 U.S. English speakers (3 m, 5 f), 5 French speakers of
English (3 m, 2 f) and 6 Japanese speakers of English (3 m, 3 f) (see Rilliard et al.
2013, 2014 for a detailed description of utterance selection). The 16 social affective
expressions were selected as representative of a set of possible social expressions, but
not inclusive of all possible ones (e.g. Uldall 1960). The expressions are labeled as
follows: admiration, arrogance, authority, contempt, doubt, irony, irritation, neutral
declarative sentence, neutral question, obviousness, politeness, seduction, sincerity,
surprise, uncertainty, and “walking on eggs”—cf. Rilliard et al. (2013) for all defini-
tions. Individual behavioral differences in the expression of these attitudes may reflect
some aspects of the speaker’s personality—the interpretation of these behavioral
changes is the aim of the present work, not the actual performance on individual
attitudes.

2.2 Performance Scores

Since speakers produce social affective expressions with a certain amount of variation,
their performances were rated on a 1 to 9 scale by a total of 68 L1 USA English
speakers as to how well they thought each speaker produced the intended expression
(details in Rilliard et al. 2013, 2014). Quality scores given by each listener were
standardized.

2.3 Acoustic Measurements

Six acoustic measurements were made: (1) F0, measured on each vowel using Praat’s
standard algorithm, and expressed in semitones relative to 1 Hertz (ST – measures were
not corrected for individual or gender differences, as such difference in pitch is per-
ceived by listeners, and a gender effect is observed in the perception results),
(2) Intensity, A-weighted intensity measured on vowels using a Praat script, and
expressed in decibels (dB) (note that the recordings were made using a calibrated
microphone to correct for change in gain control, thus allowing comparison of speaker
differences in their produced sound levels), (3) Harmonic-to-Noise Ratio (HNR),
measured on vowels, expressed in dB, (4) Difference between the first two harmonics
amplitude (H1-H2) using the COVAREP toolbox (Degottex et al. 2014), expressed in
dB, (5 & 6) Measures of the first two formants using the Praat standard algorithm, with
the parameters recommended for female or male voices (see Rilliard et al. 2016 for
details). The median and range (measured as the difference between the 90th and 10th

percentiles) values of these measurements over each sentence were taken as input of the
analysis (totaling 12 measures: two on each acoustic parameter).

2.4 Personality Assessment

36 subjects, all first language speakers of English at a Midwestern university in the
United States took the test; 15 were presented with the audio-only performances

Personality Judgments Based on Speaker’s Social Affective Expressions 5



(5 f, 10 m) and 21 (12 f, 9 m) with the audio-visual performances. The test was run on
a computer with headphones, using an interface based on Runtime Revolution
software.

Each subject was asked to listen to the performances of each of the 19 speakers
uttering “a banana” with 16 different affects (listed above). The raw performances on
these 16 attitudes were kept as any delexicalization process (e.g. Sonntag and Portele
1998) may alter voice quality and the subtle acoustic relations between audio and
visual modalities, possibly impairing ratings; reproducing these results using prosody-
only stimuli is interesting but challenging.

After listening to a speaker utter 16 variations of “a banana”, ratings were done
using the “Newcastle Personality Questionnaire” (Nettle 2007) containing 12 ques-
tions, such as “do you think this person would start a conversation with a stranger?
Make sure others are comfortable and happy? Use difficult words?” etc. The ratings
were on a 5-point scale ranging from “agree strongly” to “disagree strongly”. The
answers allow an estimation of the five personality traits proposed in Costa and McCrae
(1992). See Table 2 for the twelve questions along with corresponding trait.

The scores are then transformed into four categories (low, low-medium, high-
medium, high) according to the spread of population on these scores, as described in
Nettle (2007: 272ff).

2.5 Analysis of Acoustics, Performance Scores and Personality Traits

A Multiple Factor Analysis (MFA) (Bécue-Bertaut and Pagès Bécue-Bertaut and Pagès
2008, for mathematical details on the method; also, see R’s FactoMineR library Husson
et al. 2010) was applied so to relate the 12 acoustic measures, the performance scores
for each attitude, and the number of high, high-medium, low-medium and low ratings

Table 2. The twelve questions composing the questionnaire subjects had to fill in for rating the
perceived speakers’ personality, with the trait each question contributes to rate (E: extraversion,
N: neuroticism, C: conscientiousness, A: agreeableness, O: openness).

Assertion Trait

Starting a conversation with a stranger E
Making sure others are comfortable and happy A
Creating an artwork, piece of writing, or piece of music O
Preparing for things well in advance C
Feeling blue or depressed N
Planning parties or social events E
Insulting people A
Thinking about philosophical or spiritual questions O
Letting things get into a mess C
Feeling stressed or worried N
Using difficult words O
Sympathizing with others’ feelings A

6 D. Erickson et al.



in the 5 personality traits, for audio-only and for audio-visual modalities (5 scores for 5
traits in 2 modalities). An MFA performs multidimensional analyses (typically prin-
cipal component analysis) on each table in a set of tables having common rows or
observations and reporting different types of measures (here the three tables with
respectively the acoustic measures, the performance scores, and the personality judg-
ments—all measures summarizing one aspect of each speaker variation; the 19
speakers constitute the row of the matrices); the main dimensions of each analysis show
the dispersion of the row in sets of Euclidean spaces with a given number of abstract
dimensions. These dimensions are then matched by associating the position of the rows
in each individual analysis during a general analysis matching rows over tables.

3 Results

For each personality trait, contingency tables were built on the basis of the subjects’
answers, counting how many times each of the four levels of the scale was selected for
each speaker. The tables are analyzed with a log-linear model allowing tile represen-
tations, as shown in Figs. 1, 2 and 3. The color of tiles indicates speakers who sig-
nificantly depart (positively in blue or negatively in red) from the average of a given
scale level for a personality trait, while the type of line around the tiles indicates if this
departure is positive (plain lines–speakers who are more often perceived than average
on a given level for a personality trait) or negative (broken lines–speakers who are less
often perceived than average on a given level for a personality trait).

Figure 1 shows the results for EXTROVERSION: three speakers are judged with
high levels of extroversion: S24, S3, S6. The first two are judged so in both modalities,
S3 only in the AV modality. Four speakers (S12, S15, S25, S29) are judged with low
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Fig. 1. Tile representation of contingency matrix for speakers in each modality (in columns) of
the number of judgments in the four levels of EXTROVERSION (in lines: Low, Low-medium,
High-medium, High). The levels significantly departing from an average distribution are shown
in blue (for excess), or in red (for fewer ratings). (Color figure online)
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level of extroversion–all but S12 in the AV modality (S12 in the audio only). Extro-
verted speakers are L1 English speakers; the AV introverted speakers are L2 speakers –
thus a potential language/cultural effect.

Ratings of CONSCIENTIOUSNESS varied across speakers (cf. Fig. 2). Three
speakers (L1 females) received high scores (S18, S3, S6), the first two in both modal-
ities, S6 in AV only. Four speakers received low scores (S11, S29, S32, S7), all in the
AV modality. All of them are male, and mostly L2 speakers. For AGREEABLENESS
(cf. Fig. 3), four speakers (L1 females) received high or high-medium agreeableness
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scores (S18, S19, S24, S6); and one speaker (L2 male) was judged as having a dis-
agreeable personality (S34). All the positive judgments were made in the AV modality,
the negative one being done in the audio modality. For NEUROTICISM and OPEN-
NESS, few tendencies emerge since the results are spread over the scale, and due to
space, are not shown here.

In order to analyze further the changes in personality trait ratings made on the basis
of observations of audio or audio-visual performances, PCA were run on each trait
scale in each modality (complete results cannot be presented here, but see Rilliard et al.
2016 for more details). Most PCA have their first dimension correlated with the high-
low dimension. For NEUROTICISM and OPENNESS, where the spread is large, many
answers are grouped toward the lower bound, and the second dimension is used to
differentiate the remaining high scores.

Results of a Multiple Factor Analysis (MFA) are detailed in Table 3 which shows
the variables that are significantly associated to the first three dimensions of the MFA
(that explain more than 40% of the variance). No significant associations are observed
for the other dimensions. The MFA first dimension is positively associated to the
perception of high extroversion, conscientiousness, and agreeableness, and negatively
to low measures of extroversion and conscientiousness. This may be related to the
importance of range of F0, F1 and intensity, and a high F0 register – which relates to
good performance of irritation. The first dimension is related to the speaker’s gender,
with females having higher F0 register, and being rated as more extroverted than males.

The second dimension is inversely related to judgments of agreeableness and
openness; it is also linked to voices with a large range of noise, large intensity vari-
ation, small F2 variations, and low median HNR. These perceptions are linked to good
performances in authority, surprise, seduction, contempt and irritation. A relation with
a speaker’s gender is also observed (weaker than the one observed for the first
dimension, but significant), with females having higher ratings than males on the side
linked to high agreeableness, and less noisy voices.

The third dimension is correlated to the perception of neuroticism. It is correlated to
the perception of high performances in sincerity, declaration, authority and “walking-
on-eggs” – most expressions having strong social values and constraints. No specific
relations with the measured acoustic variables have been found. For the two supple-
mentary variables linked to speakers (gender and language background), only gender
shows significant relation with the three sets of measures: there is thus no observed link
between the speakers’ linguistic origin and personality judgment by interlocutors. On
the contrary, females in our set of speakers are rated with higher levels on the extro-
version, conscientiousness, agreeableness and openness traits (no effect on neuroticism
is observed). For agreeableness and openness, the video display may play a role, as
most correlates are only observed within the audio-visual group (but for high agree-
ableness). The relatively limited number of speakers of both genders did not allow us to
draw many conclusions on gender, given the complex nature of these observations.
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4 Summary

The results show that the most expressive speakers, those who produced the widest
range in acoustic changes, were perceived as more EXTROVERTED and CON-
SCIENTIOUS. F1, F0 and intensity range, with F0 register – acoustic parameters
linked to the speaker’s arousal and vocal effort (Scherer 2009; Rilliard et al. 2018) are
related to the perception of EXTROVERSION and CONSCIENTIOUS personalities,
consistent with hypotheses formulated by Ohala (1994) relating changes in F0 to
dominant behavior, and Gussenhoven (2004) relating vocal effort to attention and care.

Table 3. Measures of association (r – correlations for acoustic, performance and personality
variables, regression coefficient for supplementary variable) between the variables and the first
three dimensions of the MFA (negative correlations in italics). Personality measures are referred
to according the first letter of the personality trait (E: extroversion, N: neuroticism, C:
conscientiousness, A: agreeableness, O: openness), the modality (au: audio, av: audio-visual),
and the ratings (high, high-medium, low-medium, low).

1st dimension 2nd dimension 3rd dimension
Name r Name r Name r

Acoustic
F1 range 0.76 HNR range 0.72
F0 range 0.64 INT range 0.59
INT range 0.60
F0 median 0.60

HNR median −0.70
F2 range −0.70

Performance
IRRI 0.59 AUTH 0.58 SINC 0.51

SURP 0.58 DECL 0.48
SEDU 0.56 AUTH 0.47
CONT 0.46 WOEG 0.47
IRRI 0.46

Personality
E, au, high 0.85 A, av, low 0.67 N, au, hi-med 0.69
C, av, high 0.82 E, av, hi-med 0.56 O, au, lo-med 0.66
C, au, high 0.71
C, av, hi-med 0.71
A, au, high 0.68
E, av high 0.68
E, av, low −0.56 A, av, lo-med −0.57 N, au, low −0.60
C, au, lo-med −0.59 E, av, low −0.61
C, av, lo-med −0.64 A, au, hi-med −0.62
C, av, low −0.65 O, av, hi-med −0.73
Supplementary variable
Gender 0.53 Gender 0.30
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Ohala’s frequency code is related to the F0 register, while Gussenhoven Effort Code
relates to F0 span. Speakers with high noise levels in the voice were judged with low
AGREEABLENESS, and best produce the expressions involving an imposition on the
interlocutor. Correlation of noise (i.e. irregularities in voice) and expressions of
impositions are reported in the literature: for example, Goudbeek and Scherer (2010)
report spectral noise for the general potency/control dimension and shimmer for low-
activation potency (which may to some extend correlate to the expression of SEDU in
this study – cf. Rilliard et al. 2018 for another report of noise in charming voices).
Finally, speakers judged as having high NEUROTICISM and low OPENNESS were
perceived as the best performers for expressions with strong social constraints.
The MFA model does not find significant relations between central tendencies and
dispersions in acoustic parameters with this third dimension; yet note that these
expressions (mostly WOEG, SINC) are highly culturally encoded as can be seen in the
long time frame needed for children to acquire them (Shochi et al. 2009a, b) and
therefore subject to complex acoustic encodings not reflected in mean and dispersion
tendencies (examples of such fine cues could be found e.g. for irony in González-
Fuente et al. 2015).

Many questions remain to be answered. For instance, why was seduction grouped
with expressions involving an imposition on the interlocutor? What about gender
differences? Is there a link with L2 proficiency? Is there an effect of “foreign speaker”?
That is, we found a tendency for foreign speakers (French, Japanese) to be rated by
U.S. American subjects as less extroverted. This raises the question as to what extent
culture affects the perception of personality. More specifically, would French or
Japanese listeners judge these personalities the same ways as American listeners? Also,
there may be different cultural valences assigned to traits. For instance, in American
culture, extroversion and an expansive range of acoustic changes are seen as positive
characteristics; however, the contrary may be true in Japan. Extroversion might be
perceived more negatively, especially perhaps in professional situations, where being
conscientious may be more valued than being extroverted. And, finally, future research
is needed to tease out which modality (audio or visual) more readily conveys which of
the five traits. Our hope is that this pilot study will stimulate exploration into the topic
of how voice (and face) changes accompanying social affective expressions affect
judgments of personality.
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Abstract. Recently, increasing attention has been directed to the study of the
speech emotion recognition, in which global acoustic features of an utterance are
mostly used to eliminate the content differences. However, the expression of
speech emotion is a dynamic process, which is reflected through dynamic
durations, energies, and some other prosodic information when one speaks. In
this paper, a novel local dynamic pitch probability distribution feature, which is
obtained by drawing the histogram, is proposed to improve the accuracy of
speech emotion recognition. Compared with most of the previous works using
global features, the proposed method takes advantage of the local dynamic
information conveyed by the emotional speech. Several experiments on Berlin
Database of Emotional Speech are conducted to verify the effectiveness of the
proposed method. The experimental results demonstrate that the local dynamic
information obtained with the proposed method is more effective for speech
emotion recognition than the traditional global features.

Keywords: Speech emotion recognition � Local dynamic feature
Prosodic feature � Pitch � Segmentation

1 Introduction

As is all known, speech conveys some additional messages beyond the words, such as
emotion or identity of the speaker. With the rapid development of human-computer
interaction in recent years, there is a growing interest in the emotion recognition from
speech. Recognizing the emotion from the speech is beneficial for machines to com-
municate with the human. However, this is a problem full of challenges because the
expression of emotion varies from one person to another [1].

The traditional method of speech emotion recognition is as follows. In most
existing approaches, low-level features of each frame in an utterance are extracted
firstly. Then, the statistical features such as mean, maximum, and minimum values of
these frames are calculated from the whole utterance. However, taking the features of
the whole emotional utterance into account is somewhat unreasonable since human’s
perception of emotional speech is diverse. Considering the arithmetic capability of
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computers, some salient features are usually selected to represent the natures of the
emotional speech. Therefore, feature selection is critical to explore features which are
more effective for the expression of emotion in order to improve the recognition
performance. Finally, these selected salient features are fed into a classifier to conduct
the speech emotion classification.

In most of the previous works, global acoustic features of an utterance are usually
adopted to eliminate the content differences and reduce the number of features [2].
However, emotional information of the speech is usually characterized by its dynamic
changes [3]. In other words, the emotion-related components varies with time, rather
than being constant in an utterance. Thus, the utilization of global statistical features
alone, which takes statistics of the features in a whole utterance, may disregard some
local dynamic information of emotion in speech.

To take such local information into consideration, segmentation is simply used to
avoid the shortcomings of global features. There have been some studies working on
the segmentation of utterances for the classification of speech emotion. In the work of
Schuller et al. [4], several segmentation schemes are proposed. The experimental
results show that the combination of global and relative time interval features makes a
significant improvement. Jeon et al. [5] compare different segment units (3-words,
phrases, and time-based segment) and find that using time-based subsentence segment
units outperforms others. Zhang et al. [6] use different segment selection approaches
based on entropy, mutual information, and correlation coefficients, which yields better
performances. Rao et al. [7] report that the performance due to local prosodic features
is above that of global ones. All these previous research reveals the effectiveness of
segmental features on speech emotion recognition compared with the global utterance
features.

Besides, the prosodic features conveying significant emotional information are
utilized and analyzed in many previous studies [2, 8]. Pitch, as one of the prosodic
features, has been found discriminative across different emotions, to some extent. For
example, the average pitch of the speech with anger or happiness emotion is usually
higher than which with sadness or fear emotion. In addition, the contour of pitch also
differs among the utterances with different emotions [9].

At the aspect of classifiers utilized in previous research, some unsupervised
learning methods are commonly used, such as Gaussian Mixture Model (GMM) in
[10]. In addition, Support Vector Machine (SVM), which is a kind of supervised
learning method, is employed more because of its capability and performance for
modeling small-scale data with fewer parameters to be trained. Its target is to find a
hyperplane to distinguish the data. Recently, with the development of deep learning
methods, Deep Neural Network (DNN), Deep Belief Network (DBN) and some other
deep learning methods, which are based on the perception mechanism of the human
brain, are also utilized in speech emotion recognition [11, 12]. However, largescale
datasets are necessary for the training of such kind of deep learning methods.

In this paper, time-based segmentation approach, which is to divide an utterance
according to the time without taking the lexical information into account, is utilized to
capture the temporal information of the emotional speech. The utilization of time-based
segmentation achieves higher real-time capability, which can improve the audio stream
processing performance to certain degree. And a novel pitch probability distribution,
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which is obtained by drawing the histogram, is proposed as a local dynamic prosodic
feature, since pitch plays an important role in the expression of emotion and the
histogram can reflect the distribution of the values to a certain degree. Firstly, the pitch
histogram and other acoustic features are extracted from each segment of the utterance.
After that, an optional processing of principal components analysis (PCA) is adopted
for feature selection. Finally, these selected features are fed into an SVM classifier and
the predicted class of emotion are obtained. The proposed framework for speech
emotion recognition is illustrated in Fig. 1. Several comparative experiments are
designed to validate the effectiveness of the proposed method. Based on the compar-
ison of the experimental results, it can concluded that the combination of segmentation
and the pitch probability distribution features, which considers the local dynamic
information, achieves better results.

The rest of this paper is organized as follows. In Sect. 2, the detailed method is
provided, in which the time-based segmentation and the proposed novel pitch proba-
bility distribution features obtained by drawing the histogram are introduced. Experi-
mental conditions and results are presented in Sect. 3. Discussion and conclusion are
given in Sect. 4.

2 Time-Based Segmentation and Local Dynamic Pitch
Probability Distribution Feature Extraction

2.1 Time-Based Segmentation

The Relative Time Intervals (RTI) approach [4] is utilized for time-based speech
segmentation. In addition, traditional Global Time Intervals (GTI) approach is adopted
for comparison, which simply means using the whole utterance without segmentation
and is usually used in traditional methods. Figure 2 shows the illustration of applying
GTI and RTI approaches for the utterances with different lengths, in which the strips
represent the utterances and the numbers refer to the indexes of the segments.

Feature 
extraction

Dimensionality 
reduction

ClassificationTime-based segmentation

Fig. 1. Overview of the proposed method
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In the time-based segmentation approaches, taking the average is one of the sim-
plest techniques to divide an utterance, which also guarantees the same number of the
divided segments in an utterance. Therefore, in the RTI approach, as shown in Fig. 3,
an utterance is first divided into n segments with the same duration of s=n, in which
s denotes the length of the utterance, and n keeps invariant in the whole process. Next,
each segment will be divided into frames of 25 ms length with 15 ms overlap.

2.2 Local Dynamic Pitch Probability Distribution Feature Extraction

After the segmentation, the pitch value of each frame is calculated, and only the values
within a certain range are taken into account for pitch histogram computation. As
shown in Fig. 3, the horizontal axis corresponds to several bins (or intervals) of the
pitch range, while the vertical axis is the occurrence frequency of the pitch falling into
each bin. The pitch histogram is normalized, with the sum of the heights equaling one.
When the range of pitch is set to [a, b] and the bin width is h, there will be b� að Þ=h
bins for each segment in the histogram.

GTI

RTI

1

1

1             2              3

1                   2                  3

Fig. 2. Global Time Intervals (GTI) and Relative Time Intervals (RTI) approaches applied to a
short and a long utterance respectively [4]
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Fig. 3. Local dynamic pitch probability distribution feature extraction n ¼ 3ð Þ
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Finally, the value of each bin is concatenated and treated as the pitch probability
distribution feature, and then is fed into the classifier for emotion recognition, together
with some other features extracted from each segment, which are described in the next
section. Z-score normalization is used to eliminate the difference in the scales of
different kinds of features. The calculation is as follows:

x0 ¼ x� l
r

ð1Þ

where l and r are the mean value and standard deviation of the population,
respectively.

3 Experiments

3.1 Experimental Conditions

In this paper, our proposed approach is experimentally evaluated on the commonly
used Berlin Database of Emotional Speech (Emo-DB), which contains 535 utterances
in German covering seven emotions [13]. Ten sentences without emotional content are
acted by five actress and five actors, who are all professional. The distributions of the
samples with different emotions in the database are 23.7% anger, 15.1% boredom,
8.6% disgust, 12.9% fear, 13.3% happiness, 11.6% sadness, and 14.8% neutral. 84.3%
accuracy is reported for a human perception test.

The parameters for above mentioned time-based segmentation and feature extrac-
tion are set as following: n ¼ 3, a ¼ 50Hz, b ¼ 500Hz, and h ¼ 50Hz. The pitch
values are extracted with Praat [14].

Apart from the pitch probability distribution features, we also use a 384 dimen-
sions’ feature set which is provided by INTERSPEECH Emotion Challenge 2009 [15]
and is usually employed as a global feature set. The features are obtained by applying
12 functionals to several lowlevel descriptors (LLDs) including zero-crossing rate
(ZCR), root mean square (RMS) energy, pitch, harmonics-to-noise ratio (HNR), and
MFCC 1–12, together with their first order delta regression coefficients. The whole
LLDs and functionals in the feature set are shown in Table 1. These features are
extracted automatically with the open resource toolkit openSMILE [16].

Table 1. INTERSPEECH Emotion Challenge 2009 feature set

LLDs (16 � 2) Functionals (12)

(D)ZCR, (D)RMS energy,
(D)pitch, (D)HNR,
(D)MFCC(1–12)

mean, standard deviation, kurtosis, skewness
extremes: min/max value, relative min/max, position, range
linear regression: offset, slope, MSE
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HNR, as one of the LLDs, is computed from the Autocorrelation Coefficient
Function (ACF), and can be regarded as voicing probability. It is calculated as:

HNR nð Þ ¼ 10 log
ACF T0ð Þ

ACF 0ð Þ � ACF T0ð Þ ð2Þ

ACF sð Þ ¼
XN�1�s

m¼0

x mð Þx mþ sð Þ ð3Þ

in which N, x mð Þ, and T0 denote the fundamental period [17], the frame length, and the
m th sampling point in the n th frame, respectively.

For the classification model, we used SVM with WEKA 3 Data Mining Toolkit
[18]. Linear kernel is applied to avoid overfitting. Leave-one-out cross validation is
performed for SVM training and testing to miximize the scale of training data.

In order to evaluate the effectiveness of our proposed method and features, several
comparative experiments are conducted from different aspects. Firstly, experiment
using global acoustic features of utterances without segmentation is regarded as a
benchmark. Then, experiments of different segmentation methods are conducted to
verify the effectiveness of our proposed local dynamic pitch probability distribution
features. In addition, principal components analysis (PCA) is employed for dimen-
sionality reduction of the features.

3.2 Experimental Results

In this paper, weighted average recall (WA, the number of correctly classified instances
divided by the total amount of instances) and unweighted average recall (UA, the mean
value of the recall for each class) are used to evaluate the performance of classification,
in which the weighted average recall is able to reflect the overall accuracy for
imbalanced class.

Explanations:

• No. 1: Commonly-used global features of utterances without segmentation.
• No. 2: Pitch probability distribution features extracted from each segment together

with commonly-used global features.
• No. 3: Commonly-used local features extracted from each segment.
• No. 4: Both pitch probability distribution features and commonly-used features

extracted from each segment.
• No. 5: Apply PCA with a cumulative contribution rate of 99.0% to the features in

No.4.

Table 2 presents the speech emotion recognition accuracies of different compara-
tive experiments. Comparing the results of Experiment 1 without segmentation with the
others, we find that time-based segmentation contributes to the accuracy with signifi-
cant improvements. In addition, the pitch probability distribution features are able to
increase the accuracy as well. Furthermore, with segmentation and the pitch probability
distribution features applied together, the performance is further improved in
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Experiment 4. When the dimensionality is reduced to 409 with the utilization of PCA
(cumulative contribution rate: 99.0%), the best result is achieved in Experiment 5,
whose relative error rate is 18.08% lower than the benchmark in terms of UA. The
improvement is achieved by the local dynamic information extracted with the seg-
mentation approach.

The confusion matrices of the benchmark (Experiment 1) and the best result
(Experiment 5) are given in Tables 3 and 4. From the confusion matrices, it can be
observed that the performances of our proposed method in Experiment 5 are much
better than which in Experiment 1 for most of emotions, which verified the effec-
tiveness of our method.

Table 2. Comparative results with different experiments in terms of (un-)weighted average
recall (UA/WA)

No. Feature dimensions WA (%) UA (%)

1 384 82.80 81.53
2 384 + 93 = 411 83.55 82.36
3 384 � 3 = 1152 84.11 83.77
4 384 � 3 + 93 = 1179 85.23 84.65
5 1179 ! PCA(99.0%) = 409 85.42 84.87

Table 3. Confusion matrix for Experiment 1 (%)

Hap. Neu. Ang. Sad. Fear Bore. Dis.

Hap. 73.24 1.41 16.9 0 5.63 0 2.82
Neu. 2.53 84.81 2.53 0 1.27 8.86 0
Ang. 7.87 0.79 90.55 0 0.79 0 0
Sad. 0 1.61 0 80.65 0 16.13 1.61
Fear 8.7 1.45 5.8 1.45 76.81 1.45 4.35
Bore. 0 2.47 0 9.88 1.23 86.42 0
Dis. 4.35 2.17 2.17 0 8.7 4.35 78.26

Table 4. Confusion matrix for Experiment 5 (%)

Hap. Neu. Ang. Sad. Fear Bore. Dis.

Hap. 73.24 2.82 16.9 0 7.04 0 0
Neu. 2.53 91.14 1.27 0 1.27 3.8 0
Ang. 11.02 0 88.19 0 0.79 0 0
Sad. 0 3.23 0 85.48 1.61 9.68 0
Fear 7.25 1.45 7.25 0 81.16 1.45 1.45
Bore. 0 6.17 0 2.47 1.23 90.12 0
Dis. 0 4.35 2.17 4.35 0 4.35 84.78
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Table 5 gives performances of proposed method in terms of UA on each emotion
state. We observe that the segmentation and local dynamic pitch probability distribu-
tion features increase the performances of recognition of the majority of emotion states,
except for happiness and anger. This result is understandable because happiness and
anger utterances have similar dynamic trends on the pitch features [9] and therefore
tend to be confused with each other.

Besise, some further experiments are also conducted to explore how the number of
segments and interval in the pitch histogram affect the recognition result. The exper-
imental results show that the combination of pitch probability distribution features and
commonly-used features extracted from each segment together with dimensionality
reduction using PCA (i.e. the experimental program of Experiment 5) achieves the best
result in each experimental condition. Table 6 shows the results under the experimental
program of Experiment 5 in terms of UA (%). In order to examine the relationship
between the number of the segments and the recognition results, experiments with four
and five segments for each utterance are conducted, but the results are not as good as
that with three segments. In addition, the UA decreases with the increase of the number
of the segments. Moreover, the result with a bin width of 50 Hz is better than that of
25 Hz. A possible reason is that with smaller granularity of the segmentation and the
pitch probability distribution features extraction, some of the emotional information is
counteracted by the content differences in an utterance, and therefore it is adverse to the
recognition of speech emotion.

Table 5. Effects of proposed method in terms of UA changes on each emotion state (%)

Emotion Benchmark Best result UA changes

Disgust 78.26 84.78 +6.52
Neutral 84.81 91.14 +6.33
Sadness 80.65 85.48 +4.84
Fear 76.81 81.16 +4.35
Boredom 86.42 90.12 +3.70
Happiness 73.24 73.24 0.00
Anger 90.55 88.19 –2.36

Table 6. Results of different bins in the pitch histogram and number of segments under the
experimental program of Experiment 5 in terms of UA (%)

Interval in pitch histogram 3 segments 4 segments 5 segments

50 Hz 84.87 83.16 81.78
25 Hz 82.76 81.85 81.38
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4 Discussion and Conclusion

In this paper, a novel local dynamic pitch probability distribution feature is proposed in
time-based segments to improve the performance of speech emotion recognition. The
experimental results suggest that the local dynamic information obtained by time-based
segmentation and pitch probability distribution features are more effective for speech
emotion recognition than those traditional global features. Some different segmentation
related parameters are also examined in the experiments, the results show that too large
or small granularity for the segmentation is adverse to the recognition of speech
emotion.

There are several emotional speech corpora in various languages being used in the
studies. The common problem, however, is that the scales of them are relatively small
with respect to those for Automatic Speech Recognition (ASR), which usually makes it
difficult to train the classifier well. Thus, it is also an issue to be addressed that how to
achieve ideal performance with small-scaled training data. In addition, pitch is selected
as one of the prosodic features that convey important information related to emotion for
histogram calculation in this paper. Other features can also be analyzed in the similar
way to expect a better performance in our future work.

In this study, we validate the dynamic nature of emotional speech in terms of
features. Actually, the classification model influences the performance of recognition in
large measure as well. Therefore, in the future, dynamic classification methods such as
Recurrent Neural Network (RNN) will be considered since these sequential models are
suitable for the dynamic information. Hybrid hierarchical models can also be
attempted. Moreover, deep learning methods, which are based on the perception
mechanism of the human brain, can be introduced for feature selection instead of
traditional PCA method. Also, these features and approaches need to be evaluated on
large-scaled dataset in order that the models can be trained enough.
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Abstract. This paper explores the commonalities of the glottal source waves
and vocal tract shapes among four speakers in emotional speech (vowel: /a/,
neutral, joy, anger, and sadness) based on a source-filter model with the pro-
posed precise estimation scheme. The results are as follows. When compared
with the spectral tilts of glottal source waves of neutral, (1) those of anger and
joy increased, and those of sadness decreased in the 200- to 700-Hz frequency
range; (2) those of anger increased, but those of joy decreased, and those of
sadness were the same as those of neutral in the 700- to 2000-Hz range; and
(3) all spectral tilts had the same tendency over 2000 Hz. For front vocal tract
shapes, the area function of anger was the largest, that of sadness was the
smallest, and those of joy and neutral were in the middle.

Keywords: Emotional speech � ARX-LF model � Glottal source waves
Vocal tract shapes

1 Introduction

Emotional-speech recognition and synthesis are topics of major interest in speech-
signal processing. Investigating the commonalities among speakers in emotional
speech is important for emotional speech-signal processing. Although the common-
alities of acoustic features of emotional speech have been investigated and used for
emotional speech conversion and recognition [1–3], it was also shown that it is difficult
to model emotions by using only these acoustic features [4]. Previous research has
suggested that features of speech-production organs, such as glottal source waves and
vocal tract shapes, be investigated [4–6]. This requires accurate and independent
measurement of glottal source waves and vocal tract shapes. However, the properties of
production organs for emotional speech have not been extensively investigated for
discussing commonalities. This is because (1) the measurement of vocal-fold vibration
and vocal tract shape simultaneously and directly when uttering emotional speech, such
as using magnetic resonance imaging (MRI) and electromagnetic articulography
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(EMA), is precise but costly [7, 8], and (2) independently and precisely estimating
glottal source waves and vocal tract shapes from uttered emotional speech is still
challenging.

The aim of this paper is to independently investigate the commonalities of glottal
source waves and vocal tract shapes among speakers in emotional speech. To achieve
this, three issues are covered: (1) collecting emotional speech data, (2) separating
glottal source waves and vocal tract shapes from emotional speech signals, and
(3) discussing commonalities among speakers.

2 Database

The vowel sound /a/was uttered by four actors (three males and a female) with different
speaking styles including eight emotional states; neutral, happy, sadness, afraid, dis-
gusted, relaxed, surprised, and angry. Neutral was uttered once and the other seven
states were uttered three times with different degrees (weak, normal, and strong). Thus,
there are a total of 88 utterances (1 + 7�3 = 22 for each speaker).

2.1 Data Selection

In order to confirm emotional state of speech from the point of view of the speech
perception, a listening experiment was carried out to evaluate the actors’ utterances.

There are two types of emotion-evaluation approaches, categorical approach and
dimensional approach (valence-arousal [V-A]) [2]. Using the dimensional approach,
category and degree of emotion can be described in the V-A space. Since the database
stores three different degrees of emotions, the dimensional approach was adopted to
evaluate emotions.

Fig. 1. Selected speech data in V-A space.
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Ten people participated in the listening test. For arousal and valence evaluations, a
7-point scale from −3 to 3 (-3: very negative to 3: very positive for valence and −3:
very calm to 3: very excited for arousal) was used, and the average evaluation values of
the ten participants were calculated. Four basic emotion categories (neutral, joy, sad-
ness, and anger) with strong degrees were selected from the database for further dis-
cussion of the commonalities on glottal source waves and vocal tract shapes. The
averages of the evaluated values of the selected speech data in the V-A space are shown
in Fig. 1.

3 Separation of Glottal Source Waves and Vocal Tract
Shapes

To flexibly examine the glottal source waves and vocal tract shapes of emotional
speech, a source-filter model was used [9]. Among the source-filter models, the ARX-
LF model, which combines the auto-regressive exogenous (ARX) model with the
Liljencrant-Fant (LF) model, has been widely used for representing glottal source
waves and vocal tract shapes of neutral speech, breathy voice and tense voice [10, 11].
Thus, it is possible to use the ARX-LF model to estimate glottal source waves and
vocal tract shapes for emotional speech.

The LF model has six parameters to represent the derivative of the glottal flow: five
parameters concerning time Tp, Te, Ta, Tc, and T0 and one parameter concerning
amplitude Ee, as shown in Fig. 2. The glottal opening instant (GOI) is set to 0, and T0 is
the end of the period, Tp is the phase of the maximum opening of the glottis, Te is the
open phase of the glottis, Ta is the return phase, Tc is end of the return phase, and Ee is
the amplitude at the glottal closure instant (GCI) point. The LF model in the time
domain is formulated as Eq. 1. Parameters E1, E2, a, b and x are implicitly related to
Tp, Te, Ta, Ee, and T0 [9].

u tð Þ ¼
E1eat sin xtð Þ 0� t� Te

�E2 e�b t�Teð Þ � e�b T0�Teð Þ� �
Te � t� Tc

0 Tc � t� T0

8<
: ð1Þ

3.1 ARX Model

The ARX model simulates a vocal tract filter. The speech production process can be
modeled as follows:

s nð Þþ
Xp

i¼1
ai nð Þs n� ið Þ ¼ b0 nð Þu nð Þþ e nð Þ ð2Þ

where s nð Þ is the observed speech signal, u nð Þ is the derivative of the glottal waveform
(LF waveform) at time n, ai nð Þ and b0 nð Þ are coefficients of the filter, p is filter order,
and e nð Þ is the residual signal.
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The output signal of the LF model acts as u nð Þ to the vocal tract filter. Equation (2)
is called the ARX model, and the output signal x nð Þ is a periodic component and e nð Þ is
a non-periodic component in speech.

x nð Þ ¼ �
Xp

i¼1
ai nð Þs n� ið Þþ b0 nð Þu nð Þ ð3Þ

3.2 Scheme of Analysis

The estimation procedure for a period of a glottal source wave is shown in Fig. 3, in
which two main processes are included. In the first process, LF parameters and vocal
tract coefficients can be obtained with a fixed GCI from a differential electro-
glottograph (dEGG) signal as initial values. The initial values of the LF parameters are
used for synthesizing u nð Þ. u nð Þ is then exploited to re-synthesis x nð Þ using the ARX
model with the parameters of the vocal tract filter updated within each period in the
mean square error (MSE) sense for e nð Þ with the help of the least square (LS) method
[12]. For the initial values, Te is estimated from the dEGG signal by searching the GCI
and GOI.

In the second process, we want to obtain more accurate LF parameters and vocal
tract coefficients. The GCI parameters shift around the initial GCI, and the first process
is updated again for the shifted GCI. For the given GCI, the iteration process in the
minimization of MSE (MMSE) optimization is set to 2000. The optimal glottal source
parameters and vocal tract coefficients are estimated by MMSE.

Fig. 2. LF model waveform and glottal waveform
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3.3 Evaluation of Proposed Estimation Scheme

A frequently used method for evaluating the estimation algorithm is to estimate syn-
thetic vowels, given the parameter values of synthesized voices. The accuracy of the
estimation algorithm can be evaluated by comparing estimated parameter values with
referenced values.

Synthesized Data. The speech data used in the evaluation is synthesized, in which
derivative glottal waves are synthesized by the LF parameters and the coefficient of
vocal tract filter are taken from two vowels /a/and /i/by Kawahara’s method [13]. To
synthesize speech that can mimic different degrees and types of emotions, the
parameters of ARX-LF model (corresponding to the glottal source wave and vocal tract
shape) are varied over a wide range. The glottal source parameters are set in a similar
way to those of [14, 15], given as Te 2 0:3 : 0:05 : 0:9½ �, Tp=Te 2 0:65 : 0:05 : 0:85½ �
and Ta 2 0:03; 0:08½ �: T0 F0ð Þ is directly taken from real emotional speech, including
18 different F0, and signal (glottal) to noise ratio (dB) 2 30 : 10 : 50½ �: Thus, the total
number of synthesized speech is 14040 periods for /a/ and /i/ 13 Te½ � � 5 Tp

� �� 2 Ta½ ���
18 F0½ � � 3 SNR½ � � 2 filter½ �Þ.

Fig. 3. Estimation scheme of glottal source wave and vocal tract shape
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Results and Discussion. In the analysis, the glottal source waves and vocal tract filters
are estimated from the synthesized 14040 periods speech by the ARX-LF model using
the proposed scheme.

Examples of the analysis results are shown in Fig. 4, which demonstrates the
effectiveness of the analysis approach for decomposing source and filter information.
The glottal source wave and vocal tract shape are estimated from one synthesized
vowel /a/. The solid lines in Figs. 4(a), (b), and (c) plot the original glottal source wave,
original vocal tract shape, and original speech wave, while, the dashed lines plot the
estimated glottal source wave, estimated vocal tract shape, and estimated speech wave,
respectively. Figures 4(d), (e), and (f) corresponded to (a), (b), and (c) in the frequency
domain, respectively. For the vocal tract shape, it was calculated by Wakita’s method
[16]. A 44100-Hz sampling frequency with a 44th order of the vocal tract filter was
applied to synthesize the voice in the synthesis step, while, a 12000-Hz sampling
frequency with a 15th order of the vocal tract filter was utilized in the analysis
step. Thus, the length of original vocal tract shape (17 cm) is shorter than the length of
the estimated vocal tract shape (21 cm) when the assumed sound speed is 340 m/s in
the vocal tract (see Fig. 4(b)) when the assumed sound speed is 340 m/s in the vocal
tract (see Fig. 4(b)). These results suggest that the estimated glottal source wave, vocal
tract shape and speech wave match the original data quite well in both the time and
frequency domains.

The values of Tp; Te; Ta; Tc
� �

as glottal source wave parameters and first and
second formant frequencies F1 andF2ð Þ as vocal tract shape parameters were evaluated
based on the reference values. The errors cð Þ between the reference parameters b 2
Tp; Te; Ta; Tc;F1;F2

� �
and estimated parameters bb were calculated as follows:

Fig. 4. (a) Original glottal source wave (solid line) and estimated glottal source wave (dashed
line), (b) original vocal tract shape (solid line) and estimated vocal tract shape (dashed line),
(c) original speech wave (solid line) and estimated speech wave (dashed line); (d) (e)
(f) corresponds with (a) (b) (c) in frequency domain, respectively.
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c ¼
bb�
��� bj

b
� 100% ð4Þ

The average errors c are listed in Table 1, which demonstrates that most of the
parameters of the ARX-LF model can be correctly estimated, with errors less than 6%
except for those of Ta. Since Ta was the smallest of all parameters and as denominator
in Eq. 4, the error of Ta was 34.6%, which indicates the parameters of ARX-LF model
can be correctly estimated using the proposed scheme.

3.4 Estimation of Glottal Source Wave and Vocal Tract Shape
from Actual Emotional Speech

To discuss the commonalities of glottal source waves and vocal tract shapes among
speakers in emotional speech, glottal source waves and vocal tract shapes were esti-
mated from emotional speech uttered by four different speakers (See Fig. 1). The
estimated results are illustrated in Figs. 5 and 6. Figure 5 shows that the estimated
spectra of glottal source waves, when compared with sadness, anger, and joy, have
more high-frequency components. These results show the same tendency as those of
the previous report [17]. Figure 6 shows that the front of vocal tract shape, when
compared with sadness, area function of anger was the largest, and those of neutral and
joy were between sadness and anger. These results are consistent with the previous
finds using the MRI and EMA data [7, 8].

4 Commonalities of Glottal Source Waves and Vocal Tract
Shapes

Since spectral tilts are frequently used to describe the characteristics of glottal source
waves, they were adopted in discussing the commonalities of glottal source wave
properties. For vocal tract shapes, the most notable characteristics are the vocal tract
area functions. Thus, area functions normalized with the glottis were adopted in dis-
cussing the commonalities of vocal tract shape properties.

The commonalities of glottal source waves properties among speakers were sum-
marized from the results shown in Fig. 5. When compared with the spectral tilts of the
glottal source waves of neutral, (1) those of anger and joy increased, and those of
sadness decreased in the 200- to 700-Hz frequency range; (2) those of anger increased,
but those of joy decreased, and those of sadness were the same as those of neutral in the
700- to 2000-Hz range; and (3) all spectral tilts had the same tendency over 2000 Hz.

Table 1. Average error c

Tp Te Ta Tc F1 F2

/c/ (%) 5.75 3.41 34.6 5.65 2.05 0.59
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Fig. 5. Results of four speakers (one speaker per row): (a) glottal source waves (first column);
(b) spectra of glottal source wave (second column); (c) difference in spectra between neutral and
other emotions (third column).
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Fig. 6. Results of four speakers (one speaker per row): vocal tract area functions and their
differences between neutral and other emotion.
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The commonalities of vocal tract shape properties among speakers are summarized
in Fig. 6. The width of the front area function of anger was the largest, that of sadness
was the smallest, and those of joy and neutral were in the middle.

Moreover, the first formant frequency F1ð Þ values, which are listed in Table 2, were
calculated among speakers and emotions from the ARX model. Table 2 shows that
values of F1 in joy and anger speech are higher than those in neutral and sad speech.
Table 2 and Fig. 6 show that a large mouth open area results in a higher F1 value for
anger and joy speech ([8] reported a similar finding using EMA).

5 Conclusion

The commonalities of glottal source waves and vocal tract shapes among speakers in
emotional speech were discussed in the following three steps. (1) For collecting
emotional speech data, utterances with varying emotions and degrees were extracted
from a database and evaluated using the dimensional approach, and four basic emotions
(neutral, joy, anger, and sadness) with a strong degree were selected from the V-A
emotional space. (2) For separating glottal source waves and vocal tract shapes from
emotional speech signals, they were estimated from selected emotional speech data
using a proposed precise estimation scheme based on the ARX-LF model. (3) For
discussion on the commonalities of glottal source waves and vocal tract shapes among
speakers, the spectra of glottal source waves and width of the front area function were
investigated. For glottal source waves, spectral tilts of anger and joy increased, and
those of sadness decreased in the 200- to 700-Hz frequency range; those of anger
increased, but those of joy decreased, and those of sadness were the same as those of
neutral in the 700- to 2000-Hz; all spectral tilts had the same tendency over 2000 Hz.
For front vocal tract shapes, the area function of anger was the largest, while that of
sadness was the smallest, and those of joy and neutral were in the middle. These results
are consistent with the previous findings using EMA and MRI.

The results are expected to be used for further discussion on the commonalities of
emotional speech glottal source waves and vocal tract shapes among speakers and the
applications to emotional speech processing from the point of view of speech
production.

The commonalities of four basic emotions with a strong degree were discussed. For
future work, we will discuss the commonalities of these emotions with different degrees
and attempt to find contributions of glottal source waves and vocal tract shapes to the
perception of emotions to further understand emotional speech production mechanisms.

Table 2. First formant frequency [Hz] calculated by ARX model

Anger Joy Neutral Sadness

Speaker 1 861 902 762 650
Speaker 2 920 1020 885 961
Speaker 3 727 791 809 691
Speaker 4 973 861 703 709
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Abstract. The aim of this work is to develop an algorithm for con-
trolling the articulators (the jaw, the tongue, the lips, the velum, the
larynx and the epiglottis) to produce given speech sounds, syllables and
phrases. This control has to take into account coarticulation and be flex-
ible enough to be able to vary strategies for speech production. The data
for the algorithm are 97 static MRI images capturing the articulation of
French vowels and blocked consonant-vowel syllables. The results of this
synthesis are evaluated visually, acoustically and perceptually, and the
problems encountered are broken down by their origin: the dataset, its
modeling, the algorithm for managing the vocal tract shapes, their trans-
lation to the area functions, and the acoustic simulation. We conclude
that, among our test examples, the articulatory strategies for vowels and
stops are most correct, followed by those of nasals and fricatives. Improv-
ing timing strategies with dynamic data is suggested as an avenue for
future work.

Keywords: Articulatory synthesis · Coarticulation
Articulatory gestures

1 Introduction

Articulatory speech synthesis is a method of synthesizing speech by managing
the vocal tract shape on the level of the speech organs, which is an advantage
over the state-of-the-art methods that do not usually incorporate any articu-
latory information. The vocal tract can be modeled with geometric [2,16,18],
biomechanical [1,13] and statistical [9,14] models. The advantage of statistical
models is that they use very few parameters, speeding up the computation time.
Their disadvantage is that they follow the data a priori without any guidance
and do not have access to the knowledge of what is realistic or physically pos-
sible. Because of this, to produce correct configurations, they need to be finely
tuned.

We were interested in exploring the potential in using quite little, and yet
sufficient, static magnetic resonance imaging (MRI) data and implementing one
c© Springer Nature Switzerland AG 2018
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of the few existing attempts at creating a full-fledged speech synthesizer that
would be capable of reproducing the vast diversity of speech sounds.

2 Building an Articulatory Speech Synthesis System

The system is basically made up of three components: the database with the
“building blocks” for articulating utterances, the joint control algorithm for the
vocal tract and the glottal source, and acoustic simulation. The primary concern
of this work are the first two components.

2.1 Dataset

The dataset construction and manipulation were inspired by the work of [3]. We
used static MRI data, 97 images collected with a GE Signa 3 T machine with
an 8-channel neurovascular coil array. The protocol consisted in a 3D volume
acquisition of the vocal tract acquired with a custom modified Enhanced Fast
Gradient Echo (EFGRE3D, TR 3.12 ms, TE 1.08 ms, matrix 256× 256× 76, with
spatial resolution 1.02× 1.02× 1.0 mm3). Then we selected the mid-sagittal slice
in those images. These data captured articulation without phonation: the speaker
was instructed to show the position that he would have to attain to produce a
particular sound. For vowels, that is the position when the vowel would be at
its clearest if the subject were phonating. For consonant-vowel (CV) syllables,
that is the blocked configuration of the vocal tract, as if the subject were about
to start pronouncing it. The assumption is that such articulation shows the
anticipatory coarticulation effects of the vowel V on the consonant C preceding
it. There were 13 vowels, 72 CV syllables and 2 semi-vowels in the final dataset.
This covers all main phonemes of the French language, but not in all contexts.
Each consonant was recorded in the context of the three cardinal vowels and
/y/, which is strongly protruded in French. Some intermediate vocalic contexts
were added so as to enable the vowel context expansion algorithm to be checked.

Fig. 1. An example of dataset image annotation (/a/).
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Fig. 2. The PCA-based articulatory model: curve change directions encoded in the
first three factors of each articulator (the jaw, the tongue, the lips, the epiglottis, the
larynx).

Expanding the Dataset. Since the collected French phonemic dataset was
limited, we needed to expand it to cover other contexts as well. We used the
notion of the cardinal vowels—/a/, /i/, /u/ and /y/,—assuming that /a/, /i/,
/u/ and /y/ represent the most extreme places of vowel articulation, and since
then any other vowel articulation can be expanded as a combination of its /a/,
/i/ /u/ and /y/ “components”. Having captured the C+/a/, C+/i/, C+/u/ and
C+/u/context for all consonants C and all non-cardinal vowels V on their own,
we were able to estimate the missing C+V samples:

– We projected the vowel V articulatory vector (from R
29) onto the convex hull

of the /a/, /i/, /u/ and /y/ vectors.
– Assuming that the linear relationship between the C+V vector and the

C+/a/, C+/i/, C+/u/ and C+/y/ vectors is the same as the one between V
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and /a/, /i/, /u/ and /y/, we estimated C+V from C+/a/, C+/i/, C+/u/
and C+/y/ using the coefficients from the projection of V onto the convex
hull of /a/, /i/, /u/ and /y/.

We also estimated the neutral C configuration, the one without any antici-
patory effects, as the average of C+/a/, C+/i/, C+/u/ and C+/y/.

Finally, we assumed that the voiced and unvoiced consonants did not have
any differences in the articulation.

Articulatory Model. After manually annotating the captures as shown in
Fig. 1 we applied a principal-component-analysis (PCA)-based model on the
articulator contours [10–12]. We paid special attention to the interaction between
articulators and the relevance of deformation modes. Moreover, articulators other
than the jaw, tongue and lips are often neglected and modeled with insufficient
precision, whereas they can strongly influence acoustics at certain points in the
vocal tract. Here are two examples. The position of the epiglottis, which is essen-
tially a cartilage, is likely to modify the geometry of the lower part of the vocal
tract by adding an artificial constriction disturbing all the acoustics. It is there-
fore important to model its deformation modes and interactions with other artic-
ulators correctly. In the same way, the velum plays an important role both in
controlling the opening of the velopharyngeal port, and in slightly modifying the
oral cavity to obtain resonant cavities that give the expected formants of vowels.
The acoustic tests we have carried out show in particular that the velum makes
it possible to better control the balance between the two cavities necessary for
the realization of /u/ and /i/.

Regarding the tongue, PCA was applied on the contours delineated from
images. Deformation modes are likely to be impacted by delineation errors. In the
case of the tongue, these errors are marginal, or at least give rise to deformation
modes coming after the genuine deformations whose amplitude is bigger. On
the other hand, the width of epiglottis and/or velum is small on the images,
and the errors of delineation, whether manual or automatic, are of the same
order of magnitude as genuine deformations. Consequently, PCA applied without
precaution will mix both types of deformation. To prevent the apparition of
these spurious deformation components the epiglottis was approximated as a
thick curve, and only the centerline of epiglottis was analyzed. As a matter of
fact, the centerline was determined after delineation of all the epiglottis contours,
and the width was set as the average width of all these contours in the upper
part where the two epiglottis edges are clearly visible (see Fig. 3). The height of
the upper part (where both contours are visible) is adjusted by hand to fit the
contours extracted from images. The centerline is approximated as a B-spline
and represented by its control points Pl (0 ≤ l < M where M is the number of
control points) in the form of a two-coordinate vector, and the reconstruction
of the epiglottis from the centerline amounts to draw a line at a distance of half
the width from the centerline.

The influence of delineation errors is very similar for the velum, which is a
fairly fine structure not always well marked on MRI images because it moves
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Fig. 3. Epiglottis and velum centerlines reconstructed by the model (solid blue lines).
Reconstructed vocal tract is represented by solid red lines. The vocal tract input and
output are represented in solid green lines. All these contours are superimposed onto
the contours (represented as solid yellow lines) delineated from the image. (Color figure
online)

quickly. As for epiglottis we used the centerline and a fairly simple reconstruction
algorithm. However, PCA was not applied directly on the control point of the
splines because the velum can roll up on itself. This particularity does not lend
itself well to the direct use of PCA, which results in the emergence of linear
components not appropriate in this case. The centerline is therefore broken down
into a series of segments of the same length. Each segment articulates with its
predecessor and the first point is fixed. The centerline is then defined as the
vector of angles between two consecutive segments. In this way PCA can be
applied effectively to velum and gives rise to relevant deformation modes.

The architecture and general organization of the articulatory model are based
on the dependency links between the articulators. The main articulator is the
jaw which is represented by 3 parameters to get a complete and accurate con-
trol. Its geometrical contribution is subtracted from the tongue contours before
the application of PCA because tongue is directly attached to the mandible.
The tongue is represented by 12 parameters in order to obtain a sufficient preci-
sion for the realisation of consonant constrictions. The lips are represented by 3
parameters. Unlike the tongue, the interactions between lips and jaw are more
complex. For this reason we subtract the correlation between jaw and lips before
applying PCA. The larynx is considered to be independent of the jaw and is
represented by 3 parameters to control ist orientation and vertical position. In
the same way the velum is considered as an articulator independent of the oth-
ers. It is analyzed as explained above and is represented by 3 parameters. The
epiglottis is the articulator that is subject to the greatest number of influences:
the jaw via the tongue, the tongue itself and the larynx. These influences are
subtracted by applying a multiple regression to the epiglottis centreline before
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applying CPA. Analysis of the variance shows that the various influences on
the epiglottis account for most of its deformations. Its intrinsic deformation are
represented by 3 parameters.

In total these parameters form a vector from R
27 (see Fig. 2 for major param-

eter contributions to the articulator shape). Since the model uses PCA, the
zero configuration should correspond to the central position as identified in the
dataset, and small changes in the parameter space within a certain neighborhood
of zero should correspond to small changes (in terms of distance and shape, not
in terms of the resulting acoustics) in the curves. A clipping algorithm is used
to solve problems of collision between articulators, i.e. essentially between the
tongue and palate. So the model’s behavior is not entirely linear.

2.2 Strategies for Transitioning Between the Articulatory Targets

The dataset provided static images capturing idealistic, possibly over-
articulated, targets for consonants anticipating particular vowels, whereas the
goal was to be also able to deal with consonant clusters and consonants that
would not anticipate any vowel at all—for example, due to their ultimate posi-
tion in a rhythmic phrase. So, in our context, to establish a transitioning strategy
would mean three things:

– Choose the building blocks: identify the articulatory target for each phoneme
in a phrase. It can either be what was captured in the dataset (a vowel
or a consonant assuming vocalic anticipation) or an estimation of what the
dataset was missing (missing phonemes, such as voiced consonants, missing
contexts or the absence of any context). A consonant cannot anticipate mul-
tiple phonemes, nor can vowels anticipate anything due to the restrictions of
the dataset at our disposal.

– Decide when — and whether — the articulatory target should be attained.
– Decide how to generate the articulatory positions between the target ones.

Our basic assumption was that by default, consonants anticipate the next
coming vowel. However, it would be unrealistic to assume it happens in all cases.
This is why we imposed several restrictions on the anticipatory effect:

– Temporal: no coarticulatory effect if the anticipated phoneme is more than
200 ms ahead;

– Spatial: if there is any movement scheduled between the anticipated vowel, the
phoneme in question negates the effect. For example, consider such sequence
as /lki/: after /l/, the tongue needs to move backward to produce /k/ before
coming back forward for /i/. In this situation, our algorithm does not allow
the /l/ to anticipate the coming /i/;

– Categorical: it is not possible to anticipate a vowel more than 5 phonemes
ahead, and this restriction becomes stricter if it applies across syllable bound-
aries.
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For vowels, there is also a model of target undershoot.
Having established the articulatory targets, the question is how to transition

between them. We have tested out three strategies for interpolation between the
target vectors:

– Linear: the interpolation between the target vectors is linear;
– Cosine;
– Complex: transitions are done with cosine interpolation, but the timing varies

by the articulators. The critical ones reach for their target position faster than
the others, while those articulators whose contribution to the resulting sound
intelligibility is not as large move slower (for example, the tongue can be
in a number of positions for the sound /b/, but the lips have to come into
contact). Besides, the articulators composed of heavier tissues (such as the
tongue back) move slower than the light and highly mobile ones (such as the
lips).

2.3 Obtaining the Sound

Each vocal tract position was encoded in an area function. They were obtained
by the algorithm of [7] with coefficients adapted by S. Maeda and Y. Laprie.
These parameters only depend on the position in the vocal tract between the
glottis and the lips. The transition from the sagittal view to the area function
has given rise to several works which contradict each other slightly ([17] and
[15]) and it is therefore clear that the determination of the area function will
have to take into account the dynamic position of the articulators in the future.

We used an acoustic simulation system implemented by [4] to obtain sound
from the area functions and supplementary control files: glottal opening and
pitch control.

Glottal opening was modeled by using external lighting and sensing photo-
glottography (ePGG) measurements [8]. Within the model, glottis is at its most
closed position when producing vowels, nasals and the liquid sound /l/, and
momentarily reaches its most open one when producing voiceless fricatives and
stops. Voiced fricatives and stops also create peaks in glottal opening, but not
as high.

There was no need to model voicing (high-frequency oscillations of low ampli-
tude superimposed onto the glottal opening waves) since the vocal folds operated
by the glottal chink model [4,5] are self-oscillating.

3 Evaluation

Each step in the system was evaluated on its own, and afterwards the synthesis
results were evaluated visually, acoustically and perceptually. Since the objec-
tive of the work was rather to have a fully functional algorithm that produces
reasonably realistic movements and sounds rather than to obtain high-quality
speech, a more rigorous evaluation, such as a quantitative comparison to the
dynamic data on articulatory trajectories, is still an avenue of future work.
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3.1 The Articulatory Model and the Trajectories

One peculiarity of the dataset and therefore of the model was the fact that
it used only the sagittal section of the speaker’s vocal tract. While full three-
dimensional models can capture the full geometry of the vocal tract with such
phenomena as lateral phonemes (e.g. /l/), two-dimensional models get the ben-
efit of faster computation time and overall simplicity, but irreversibly lose the
spatial information.

In general, the articulatory model captured vocal tract positions correctly
or with no critical errors, and some adjustments could be necessary only at the
points of constriction, since on its own the model did not impose much control
over them. This is a disadvantage brought by the nature of the articulatory
model: choosing to operate at the level of articulators rather than the resulting
vocal tract geometry.

As for the movements, for now we can say that they were reasonable and the
coarticulation-affected targets guided the articulators to the positions necessary
to produce a particular utterance. One key point here is the timing strategy.
Rule-based timing strategy seems to be very rigid for the dynamic nature of
speech; it would be more natural to follow speech production processes in humans
and to guide the synthesis with the elicited sound or the speaker’s expectation—
based on their experience—on what this sound will be. We plan to evaluate the
transitions with new dynamic MRI data.

3.2 Glottal Opening Control

The algorithm for the glottis opening successfully allowed to distinguish between
vowels and consonants. Distinguishing between voiced and voiceless consonants,
though, stays a point for improvement, as well as well-coordinated control over
the glottis and the vocal tract.

3.3 The Synthesized Sound

Vowels and stops were the most identifiable and correct, although sometimes
some minor adjustments in the original data were necessary to obtain formants
close to the reference values. When compared to human speech, the formant tran-
sitions within the suggested strategies sometimes occurred too fast and some-
times too slowly; again, this highlights the utmost importance of realistic timing
strategies. Figure 4 shows an example of the synthesis when it is guided by real
timing: /aSa/ as produced by the system and as uttered by a human. The high-
frequency contributions in /S/, not appearing in the human sample, are due to
the acoustic simulation. The noise of /S/ is at the correct frequencies, but with a
bit different energy distribution, probably because of differences in articulation
or in the area functions. There is also an acoustic artifact between /S/ and /a/,
which means that more work is necessary on liaising the vocal tract and the
source control.
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Fig. 4. An example of a human’s utterance of /aSa/ (left) and its synthesis (right)
along with the glottal closure control as copied from the EPGG data (below). Phoneme
durations are aligned.

4 Conclusion

Regarding speech as a process of transitioning between context-aware targets
is an interesting approach that can be connected with the mental processes of
speech production: to allow the others to perceive the necessary acoustic cue,
the speaker needs to come close enough to the associated articulatory goal. The
important difference between a real speaker and the algorithm is the fact that the
algorithm solves a static problem, laid out in full; it needs to hit particular targets
in a given order. As for humans, we solve a dynamic problem, and coarticulation
is not something we put in its definition; rather, coarticulation is our means to
make the problem of reaching too many targets in a too short period of time
solvable.

The statistically derived articulatory model encodes complicated shapes of
the articulators in only 29 parameters, sometimes struggling at the constric-
tions because of the inherent—and intentional—lack of control over the resulting
geometry of the vocal tract.

Those shapes of the articulators change in time according to the produced
trajectories of the vocal tract, and those are phonetically sound. Whether there
are any important differences between the produced transitions and the ones in
real speech, needs to be verified with actual dynamic data.

After the aspect of how the articulators move we need to consider when. The
timing strategies, currently rule-based, apparently need to be extracted from
dynamic data, and we can use the approaches by [6] for that.

A closer, intertwined interaction with the acoustic simulation unit—such as
guidance on how to navigate between the area functions at the level of separate
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acoustic tubes and improved control over the glottal opening—could improve
the results for consonants.
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Abstract. Recently developed Lagrangian particle aeroacoustic model has
shown its capability for simulating acoustic wave propagation problems in
flowing fluids. It also has high potential for solving transient acoustics in a
domain with moving boundaries. Typical application is sound wave propagation
in continuous speech production. When the fluid flow or moving boundary is
taken into account, initially evenly distributed particles will become irregular.
For irregular particle distribution, the smoothed particle hydrodynamics
(SPH) method with constant smoothing length suffers from low accuracy, phase
error and instability problems. To tackle these problems, SPH with particle
interaction adaptivity might be more efficient, with analog to mesh-based
methods with adaptive grids. When the wave arrives at the open boundary,
absorbing conditions have also to be applied. Therefore, the main task of this
work is to incorporate variable smoothing length and absorbing boundary
conditions into the Lagrangian particle aeroacoustic model. The extended model
is successfully validated against three typical one- and two-dimensional sound
wave propagation problems.

Keywords: Lagrangian particle aeroacoustic model
Continuous speech production � Variable smoothing length
Absorbing boundary

1 Introduction

Acoustic analysis of the vocal tract during human speech has been investigated using
many mesh-based methods, such as finite element method (FEM) [1], boundary ele-
ment method (BEM) [2], and finite-difference time-domain (FDTD) method [3, 4].
They have achieved great success for sound wave propagation in a domain with fixed
boundaries. For a domain with moving boundaries (e.g. dynamic vocal tract in con-
tinuous speech), however, these mesh-based methods suffer from various difficulties.
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Moving mesh can be applied, resulting in annoying disadvantages due to mesh dis-
tortion and mesh reconstruction. Immersed boundary method (IBM) is another option
as demonstrated by Wei et al. [5], but low accuracy and high computational cost are the
drawbacks.

Recently, as a promising numerical tool, the meshfree methods are termed as the
next generation of numerical methods for solving partial differential equations. As a
Lagrangian meshfree method, smoothed particle hydrodynamics (SPH) [6] naturally
handles problems with moving boundaries and overcomes the disadvantages due to
mesh distortion and reconstruction in moving mesh methods. Zhang et al. [7] inves-
tigated the application of SPH in acoustic simulation, but they only regarded SPH as a
generalized difference method and did not consider particle movement. A Lagrangian
aeroacoustic model [8], based on SPH, was developed to solve the problems of acoustic
propagation in flowing fluid. However, in this model the situation where the acoustic
wave propagates to the open boundary was not considered. In addition, adaptive
particle interaction was not included, which can be of high importance when particle
distribution becomes highly irregular due to boundary movement. To extend the
model’s ability to solve more generalized problems, in this paper, we focus on particle
interaction adaptivity and absorbing boundary conditions.

2 SPH Formulations of Acoustic Waves

In the Lagrangian framework, the continuity and momentum equations governing
sound wave propagation are written as

dq
dt

¼ �qr � v ð1Þ

dv
dt

¼ � 1
q
rp ð2Þ

where ρ, v, and p are the density, velocity and sound pressure, respectively. The linear
state equation is

dp ¼ c20dq ð3Þ

where c0 is the constant sound speed in the medium. With Eqs. (1) and (3), we can get

dp
dt

¼ �q0c
2
0r � v ð4Þ

where q0 is the reference density of the medium.
The discretized form of the continuity equation for particle a is written as [9]

dqa
dt

¼
XN
b¼1

mbvabraWab ð5Þ
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where N is the particle number in the computational domain, mb is the mass of particle
b, vab ¼ va � vb, Wab ¼ Wðxa � xb; hÞ is the kernel function with smoothing length
h and raWab is the kernel gradient with respect to the location of particle a.

Similarly, the momentum equation in SPH form is written as

dva
dt

¼ �
XN
b¼1

mb½paq2a
þ pb

q2b
�raWab ð6Þ

Note that if Eq. (6) is used to solve problems with shocks, an artificial viscosity
term should be added to reduce numerical oscillations [9].

3 Particle Interaction Adaptivity

The basic concept of SPH is to interpolate the quantities of a particle from its neighbors
(interpolation points) with a kernel function. The smoothing length h determines the
search radius for each particle. In the early development of SPH simulations, the
particle interaction distance, i.e., smoothing length, is fixed in space and time. How-
ever, the variation of kernel function with respect to the local particle concentration
might not be neglected, especially for flows in the fully compressible regime. Mon-
aghan [10] has presented a theoretical description to allow each particle to have its own
smoothing length. To better model the aeroacoustic problem with moving boundaries,
adaptive particle interaction has to be introduced. Based on the fact that the mass of
each particle is constant, i.e., ma ¼ qaDx

d ¼ 1
nd
qah

d
a is fixed, we have

ha ¼ n
ma

qa

� �1
d

ð7Þ

and

dha
dt

¼ � 1
d
ha
qa

dqa
dt

ð8Þ

where Dx is the initial particle spacing, h ¼ nDx with a constant n, and d is the
dimension. Comparing with Eq. (8), the variable smoothing length given by Eq. (7) is
simple and does not consider the history information.

The SPH equations for fluids with variable smoothing length have been presented
by Nelson and Papaloizou [11] and Monaghan and Rafiee [12]. We simply introduce
the main equations used herein.

In SPH the density of particle a is given by a sum over its neighboring particles as

qa ¼
X
b

mbWabðhaÞ ð9Þ
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Taking the Lagrangian time derivative of Eq. (9) yields

dqa
dt

¼ 1
Xa

X
b

mbðva � vbÞraWabðhaÞ ð10Þ

where

Xa ¼ 1þ 1
d
ha
qa

X
b

mb
@Wab

@ha
ð11Þ

The equation of motion for particle a is given by

dva
dt

¼ �
X
b

mb½ Pa

Xaq2a
raWabðhaÞþ Pb

Xbq2b
rbWabðhbÞ� ð12Þ

In this paper, the time stepping is based on the second-order Verlet integrator, of
which the details are given by Monaghan and Rafiee [12].

4 Absorbing Boundary

For the simulation of wave propagation in a free space, a computational domain with
absorbing boundaries needs to be introduced. Numerical treatment of absorbing
boundary conditions has received much attention in many fields, such as electromag-
netics [13], shallow water waves [14] and acoustics [15]. Here, we introduce the non-
reflecting conditions in the field of acoustics. It is apparent that boundaries will affect
the evolution of a specific physical phenomenon that would propagate into the free
space. Many methods have been applied to tackle this problem, and the perfectly
matched layer (PML) method pioneered by Berenger [16] is mostly used.

Here we use a simple and accurate method recently developed by Modave et al.
[17] for simulating linear and non-linear shallow water waves. The basic idea is to add
an absorbing layer like a sponge to the surroundings of the domain. In general, the
method is implemented by adding a sink term to the governing equations as:

dA
dt

¼ f ðA; @A
@x

; xÞ � rðxÞðA� AoutÞ ð13Þ

where A is a field variable, rðA� AoutÞ is the corresponding sink term, Aout is the
external boundary value, and rðxÞ is a damping function depending on the position in
the absorbing layer, which differs from zero only in the damping region. Therefore, the
continuity Eq. (1) and momentum Eq. (2) become:

dq
dt

¼ �qr � v� rðxÞðq� qoutÞ ð14Þ
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dv
dt

¼ � 1
q
rp� rðxÞðv� voutÞ ð15Þ

Here qout and vout are the density and velocity of the outflow, respectively, and they are
both set to be zero herein since in our study the acoustic wave propagates in a medium
without mean flow. The damping functions suggested by Molteni et al. [18] might be
applied, which decrease the pressure and velocity in the damping layer. Two different
choices can be made as

r1ðxÞ ¼ r0
L2 � ðx� x0Þ2

L2
ð16Þ

r2ðxÞ ¼ �r0
x� ðx0 þ LÞ

L
ð17Þ

where L is the thickness of the damping layer and x0 is its starting point. As Modave
et al. [17] suggested, we set the coefficient r0 ¼ vref =L, where vref is the sound speed.
Amongst the two choices, r1 is a parabolic function which obtains its maximum at x0,
and r2 is a linear function. It can be demonstrated that the above two equations produce
zero energy attenuation at the end of the damping layer. In this paper, the parabolic
damping function is used for the damping layer and the surroundings of the domain are
set with ten absorbing layers. In addition, to ensure that the support of the smoothing
kernel is completely covered with particles, we supplement the computational domain
with five layers of dummy particles. The pressure of a dummy particle ðpaÞ is computed
using the damping function prefrðxÞ, where pref is the end pressure of the damping
layer, while the velocity is computed by pa=c0.

5 Numerical Results

5.1 Variable Smoothing Length

A Gaussian wave propagating in one-dimensional domain is used to evaluate the
performance of the particle interaction adaptivity presented in Sect. 3. The Gaussian
sound source is given by

p ¼ p0e
�ðx�lÞ

2r2 ð18Þ

where p0 ¼ 10 Pa, l ¼ 0:1m and r ¼ 0:01. Other quantities of physical and acoustic
model parameters are shown in Table 1.

The SPH solutions with constant and variable smoothing length are shown in
Figs. 1a and b, respectively. For comparison, the exact solutions are displayed too. It is
clear that with a constant smoothing length, the magnitude of the Gaussian sound wave
increases (see Fig. 1a), indicating that the energy of the system is increasing but not
conserved. In addition, a slight phase error can be observed. On the other hand, when a
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variable smoothing length is used, the magnitude of the Gaussian wave remains
unchanged, and there is no phase error.

5.2 Absorbing Boundary Condition

The one- and two-dimensional Gaussian acoustic waves are used to test the absorbing
boundary. In the analog of PML in FDTD, a certain number of absorbing layers are set
in the particle model outside of the computational domain. To ensure that the kernel
support close to the boundary is fully covered with particles, five layers of dummy
particles are supplemented. Numerical results shown in Fig. 2 clearly demonstrate the
effectiveness of the implemented PML. The Gaussian wave propagating along the x
axis is gradually absorbed (waveform distortion) when it reaches the boundary layers.
The numerical results of 2D sound wave propagation with PML absorbing boundaries
are shown in Fig. 3. Again, the effectiveness of the damping layer is clearly
demonstrated.

To quantitatively evaluate the effectiveness of the absorbing layers, the system
energy in the sound field is calculated, which consists of the kinetic energy and
potential energy of all particles. The system energy is then written as

Table 1. Computational parameters.

Parameter Value

Sound speed 340 m/s
Particle spacing 3:0� 10�4 m
Smoothing length 4:32� 10�4 m
Time step 5:0� 10�7 s
Particle mass 3:0� 10�4 kg
Simulation time 1:5� 10�4 s
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Fig. 1. Comparisons between SPH results with (a) constant and (b) variable smoothing length
and theoretical solutions.
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Fig. 2. (Color online) 1D sound wave propagation at different time. (a) t = 0.002 ms,
(b) t = 0.05 ms, (c) t = 0.25 ms and (d) t = 0.5 ms.
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Fig. 3. (Color online) 2D sound wave propagation at different time. (a) t = 0 ms, (b) t = 40 ms.
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E ¼ Ek þEp ¼
XN
i

1
2
q0V0u

2
i þ

1
2

p2i
q0c

2
0
V0 ð19Þ

where Ek is the kinetic energy, Ep is the potential energy, q0 and V0 are the initial
density and volume of the particle, and u and p are the particle velocity and pressure.
As the sound pressure in the experiment is too small and the velocity is about 10�4, we

use the equation Etotal ¼
PN
i
p2i to calculate the energy.

Figure 4 shows the corresponding absorption rate (the ratio between absorbed
energy and initial energy) with different layers of PML. It is seen that the absorption
rate of the acoustic wave rapidly increases with the number of PML layers and it slows
down when the number exceeds seven. Therefore, the PML with seven layers is a
reasonable choice, with which up to 99.9% of the energy can be effectively absorbed.

5.3 Moving Boundary - Piston Problem

To test the ability of the Lagrangian particle aeroacoustic model to solve moving
boundary problems, a moving source (piston) is added to a 1D close-open tube with
length of Lt. A sine wave velocity profile is given to the piston at the closed end and
zero pressure is given at the open end. The frequencies of harmonic components are
compared with the theoretical results given by

f ¼ ð2n� 1Þc0
4Lt

ð20Þ

Two different oscillating frequencies, 400 Hz and 600 Hz, around the second
harmonic component are tested. The results are shown in Fig. 5. A strong inharmonic
frequency component appears corresponding to the oscillating frequency. The closer
the oscillation frequency is to the harmonic frequency, the stronger the amplitude of the
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Fig. 4. Absorption rate of different PML layers
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harmonic components. In addition, an extra experiment is tested where the oscillation
frequency is equal to the second harmonic frequency. Due to absence of viscosity and
dissipation in the system, the resonance leads the amplitude of the second harmonic
component to infinity and the program blows up as expected.

6 Conclusion and Discussion

In this study, the importance of adaptive particle interaction and absorbing boundary is
demonstrated in the Lagrangian particle aeroacoustic model developed for continuous
speech production. The particle interaction adaptivity is validated to be effective by an
example of one-dimensional Gaussian wave propagation problem. The developed
absorbing boundary layer model has good performance in both one- and two-
dimensional tests when a reasonable number (seven to ten) of PML layers is used. The
ability of the extended particle aeroacoustic model (with variable smoothing length and
absorbing boundary) for solving wave propagation problems with moving boundary is
demonstrated by a moving piston problem. The extended model has high potential to
solve high-dimensional sound propagation problems with moving boundaries, which is
the task being worked on.
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Abstract. In this paper, articulatory-to-F0 prediction contains two parts, one
part is articulatory-to-voiced/unvoiced flag classification and the other one is
articulatory-to-F0 mapping for voiced frames. This paper explores several types
of articulatory features to confirm the most suitable one for F0 prediction using
deep neural networks (DNNs) and long short-term memory (LSTM). Besides,
the conventional method for articulatory-to-F0 mapping for voiced frames uses
the F0 values after interpolation to train the model. In this paper, only F0 values
at voiced frames are adopted for training. Experimental results on the test set on
MNGU0 database show: (1) the velocity and acceleration of articulatory
movements are quite effective on articulatory-to-F0 prediction; (2) acoustic
feature evaluated from articulatory feature with neural networks makes a little
better performance than the fusion of it and articulatory feature on articulatory-
to-F0 prediction; (3) LSTM models can achieve better effect in articulatory-to-
F0 prediction than DNNs; (4) Only-voiced model training method is proved to
outperform the conventional method.

Keywords: F0 prediction � Deep neural network � Articulatory features
Recurrent neural network � Long short-term memory

1 Introduction

F0 reflects the significant glottal activities of human speech production systems.
Meanwhile, articulatory movements play an important role in generating speech, which
involve the systematic motions of a series of apparatus such as tongue, jaw, velum, etc.
Researchers have observed the influence of F0 on vowel articulation [1]. Moreover, its
known that the velocity and acceleration of the human tongue and lips will become
very large when producing stop consonants, especially for unvoiced stops without
vocal folds vibration [2]. Thus, there must be some inherent relations between F0 and
articulatory feature. F0 prediction based on articulatory features possesses much sig-
nificance for articulatory controllable speech synthesis [3]. Investigating the relation-
ship between F0 and articulatory feature can also make us a better understanding for
how speech is perceived and produced by humans.
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In recent years, there has been a good performance using neural networks for
predicting F0 from electromagnetic midsagittal articulography (EMA) [4] observations
[5]. However, there are two challenging issues to be solved. The first is which input
articulatory feature is the most suitable for F0 prediction from non-phonation signals.
In paper [5], EMA and the fusion of EMA with mel-generalized cepstrum (MCCs) [6]
estimated from EMA (EMA + MCC) are used for F0 prediction. As mentioned above,
articulatory velocity and acceleration parameters are also important but they have not
been considered for F0 prediction research. The second issue is how to optimize the
model training method. In paper [5], F0 interpolation at unvoiced frames is conducted
first using an exponential decay function during the articulatory-to-F0 mapping for
voiced frames, and then the F0 after interpolation is adopted to train the articulatory-to-
F0 for voiced frames mapping model. In fact, we just use F0 at voiced frames when
testing the model so only voiced frames make sense in the training process. Consid-
ering the interpolated values at unvoiced frames are unbeneficial to this mapping
model, there is room to improve the model training method. To solve the two issues,
this paper first explores several types of articulatory features to confirm the most
suitable one and proposes an only-voiced model training method, in which only voiced
frames are used to train the articulatory-to-F0 for voiced frames mapping model.

Articulatory-to-F0 prediction in this paper contains two parts, one part is
articulatory-to-voiced/unvoiced flag classification and the other one is articulatory-to-
F0 mapping for voiced frames. DNNs and LSTM are adopted for classification and
regression in articulatory-to-F0 prediction in this paper. The articulatory features we
use include EMA, delta and delta-delta coefficients of EMA, MCC estimated from
EMA and the fusion of them. During articulatory-to-F0 mapping for voiced frames,
considering only F0 at voiced frames make sense in the training process, we use only-
voiced model training method, that is, only voiced frames are adopted to train the
model.

The rest of the paper is organized as follows. Section 2 describes a brief overview
of the models used in our work, including DNN, RNN and LSTM. Section 3 intro-
duces the proposed articulatory features and an only-voiced model training method in
detail. The experimental setup, evaluation results and discussion are given in Sect. 4.
Finally, we conclude the research and the future work in Sect. 5.

2 Previous Works

2.1 DNN Based Articulatory-to-F0 Prediction

A DNN is a multi-layer perceptron with several hidden layers between the input layer
and the output layer, as illustrated in Fig. 1. DNNs can be trained in a two-stage
strategy: the pre-training stage and the fine-tuning stage [7]. For regression tasks, the
fine-tuning stage adopts back-propagation (BP) algorithm to minimize the mean square
error (MSE) on training set, while for classification tasks, the cost function is set to
minimize the cross-entropy (CE).

Consider a sequence of input feature vectors X ¼ X1;X2; . . .;Xt½ � and a parallel
sequence of output feature vectors Y ¼ Y1; Y2; . . .; Yt½ �, where t is the number of frames.
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In this paper, the input vector X denotes articulatory features. For regression, the output
vector Y includes the F0 values for voiced frames and the acoustic feature, 1-st to 40-th
orders of MCCs extracted from the waveform using STRAIGHT vocoder [8], for
classification, the output vector Y denotes the voiced/unvoiced flags.

2.2 RNNs with LSTM Units Based Articulatory-to-F0 Prediction

RNNs are neural networks with all outputs of the hidden layer feeding back to the input
layer, as shown in Fig. 2, where there are cyclical connections among hidden units at
the same layer. For fully meshed DNNs, its unable to model the changes in the time
sequence. While RNNs can map the history of previous input vectors to each output
vector, so that they can make better use of the context information of the input
sequence, which makes it more powerful when classifying or generating sequential
data. The feedforward processes of RNN are as follows:

Ht ¼ �h WxhXt þWhhHt�1 þ bhð Þ ð1Þ

Yt ¼ WhyHt ð2Þ

Where X ¼ X1;X2; . . .;Xt½ � is the input sequence for time 1; . . . t and the sequences
of hidden vectors H ¼ H1;H2; . . .;Ht½ �, output vectors Y ¼ Y1; Y2; . . .; Yt½ �. �h is the
activation function, W and b denote weight matrices and bias vectors respectively.
The RNN can be trained by the back propagation through time (BPTT) algorithm [9].

However, conventional RNNs have the vanishing gradient problem. To solve this
problem, long short term memory (LSTM) [10] architecture is proposed. An LSTM
unit has three gates, namely input gates, output gates and forget gates, whose functions
are to read, write, and reset, as shown in Fig. 3. An LSTM cell can be defined as
follows:

Fig. 1. Illustration of DNN.
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it ¼ g WxiXt þWhiht�1 þ bið Þ ð3Þ

ft ¼ g Wxf Xt þWhf ht�1 þ bf
� � ð4Þ

ot ¼ WxoXt þWhoht�1 þ boð Þ ð5Þ

cit ¼ tan WxcXt þWhcht�1 þ bcið Þ ð6Þ

Fig. 2. Illustration of RNN.

Fig. 3. Illustration of LSTM cell.
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ct ¼ ftct�1 þ itcit ð7Þ
ht ¼ ottanh ctð Þ ð8Þ

Where it, ft, ot, denote the values of input gates, output gates and forget gates at
time t respectively, cit is the input transformation value, W and b denote weight
matrices and bias vectors, Eqs. (7) and (8) are the state updating equations. Because of
the control of the gates, the LSTM cell can maintain the history context information
and guarantee that the internal gradient is not affected by the interference of adverse
changes in training process so that the vanishing gradient problem has been overcome.

3 Proposed Articulatory Features and Model Training
Methods for F0 Prediction

3.1 Articulatory Features for F0 Prediction

There have been different techniques to capture the movements of articulators, such as
surface electromyography (EMG) [11], real-time magnetic resonance imaging (rtMRI)
data of synchronized audio [12] and so on, in which, EMA has been widely exploited
in speech recognition [13], acoustic-articulatory inversion mapping [14] and text-to-
speech synthesis [3]. EMA data are recorded by the transduction device that provides
data on the trajectories of articulator flesh points carrying out synchronization of
speech. It has quite high temporal resolution and is able to track the motions of the
main articulators accurately [4]. In this paper, EMA data is adopted as one type of input
for articulatory-to-F0 prediction. As mentioned above, the velocity and acceleration of
the human tongue and lips will become very large when producing stop consonants,
especially for unvoiced stops without vocal folds vibration. Articulatory velocity and
acceleration parameters have been proved quite effective in speech recognition [13] and
text-to-speech synthesis [3]. Therefore EMA and its fusion with delta EMA and delta-
delta EMA (EMA + △EMA + △△EMA) are employed as one type of the input
articulatory features for F0 prediction.

Meanwhile, the fusion of EMA with MCC estimated from EMA (EMA + MCC)
are used in paper [5]. Considering that MCC as a type of acoustic feature may have
closer relationship than EMA, we apply MCC estimated from EMA as one type of the
input articulatory feature to investigate whether EMA there are redundant. EMA and its
fusion with delta EMA and delta-delta EMA and MCC (EMA + △EMA +△△EMA
+MCC) are also used as one type of the input articulatory feature.

3.2 Only-Voiced Model Training Method

As we know, F0 value is always zero for silence and unvoiced frames of a sentence
[15]. At those frames, the derivatives of F0 would become zero. At the boundaries of a
voiced section and an unvoiced section, the derivatives will become infinity. In both
cases, problems arise during training the mapping models. In order to solve this
problem, paper [16] proposes a continuation algorithm to define the F0 value at
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unvoiced section with an exponential decay function. Paper [5] employs this method to
do F0 interpolation at unvoiced frames, then the F0 after interpolation is adopted to
train the articulatory-to-F0 for voiced frames mapping model. However, we just use F0
at voiced frames when testing the model so only F0 at voiced frames make sense in the
training process in fact. As the interpolated F0 values at unvoiced frames are not the
real values, they are unbeneficial to this mapping model. Therefore in this paper, only
F0 values at voiced frames are used to train this mapping model.

4 Experiments

4.1 Experimental Setup

The MNGU0 database [17] is used in our experiments, which consists of 1263 British
English utterances from one male native British English speaker with parallel acoustic
and EMA recordings. EMA features are captured from 6 sensors located at tongue
dorsum, tongue body, tongue lip, jaw, upper lip and lower lip with a sampling fre-
quency of 200 Hz. For each sensor, the coordinates on the front-to-back axis and the
bottom-to-top axis (relative to viewing the speakers head from the front) are used,
making a total of 12 static EMA features at each frame. The waveforms were in 16 kHz
PCM format with 16 bit precision.

1000 utterances are selected from the database to build the training set for our
experiments. The validation set and test set contain 20 and 100 utterances respectively.
F0 value, voiced/unvoiced flags and MCC are extracted by STRAIGHT analysis.

The mel-cepstral distortion (MCD) [18] in dB between the ground truth and the
estimated MCC is adopted as the objective evaluation criterion, which is given by the
following equation:

Mel� CD½dB� ¼ 10
ln10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
Xn
d¼1

ðmcðtÞd � mcðeÞd Þ
s

ð9Þ

where mcðtÞd and mcðeÞd denote the dth coefficient of the target and the estimated mel-
cepstrum, respectively.

First EMA-to-MCC conversion experiment is conducted with DNN. In this part,
different DNN architectures and different sizes of context window are tested using
model selection with the testing set. And the results are shown in Tables 1 and 2.
Table 1 shows the EMA-to-MCC conversion result when the size of the context
window is 15 frames, which means that the previous 7 frames and the subsequent 7
frames along with the current frame are as inputs. And Table 2 shows the EMA-to-
MCC conversion result when the DNN architecture is one hidden layer and 1024
hidden nodes for the layer.

From the two tables, it can be found that when the DNN architecture is tuned to be
one hidden layer and 1024 hidden nodes for the layer, and the context window is set to
15 frames, we can get the best results, MCD as 0.5301 dB.

Then we utilize EMA, EMA combined with delta EMA and delta-delta EMA,
MCC estimated from EMA, EMA combined with the estimated MCC and the fusion of
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all to do articulatory-to-voiced/unvoiced classification and articulatory-to-F0 mapping
for voiced frames using DNN and LSTM.

The structures of the two DNN models for classification and regression are both
tuned to be one hidden layer and 512 hidden nodes for the layer. The structures of the
two LSTM models for classification and regression are set to be one hidden layer with
512 hidden nodes and one hidden layer with 1024 hidden nodes, respectively. And the
context windows are set to be 15 frames for all these models. Besides, we use the
interpolation method and the only-voiced method mentioned above when doing
articulatory-to-F0 mapping for voiced frames.

4.2 Experimental Results

The results of voiced/unvoiced classification with different input features are shown in
Table 3, and accuracy rate is chosen as the evaluation criterion. Table 4 illustrates the
results of articulatory-to-F0 mapping for voiced frames with different input features,
and shows the comparison of the interpolation method and the only-voiced method.
The root-mean-square error (RMSE) are chosen as the evaluation criterion. And the
two tables also compare the performance with DNNs and LSTM models for
articulatory-to-F0 prediction.

From the two tables first we can see LSTM achieve better performance than DNN
for F0 prediction. And delta and delta-delta coefficients of EMA contributes a lot for
the result, which demonstrates that articulatory velocity and acceleration parameters are

Table 1. The result of EMA-to-MCC conversion with different DNN architectures

The number of DNN layer The number of the nodes for each layer MCD (dB)

1 512 0.5311
1 1024 0.5301*
1 2048 0.5321
2 512, 512 0.5362
2 1024, 1024 0.5336
2 2048, 2048 0.5376

*: the best result of different DNN architectures or different sizes of context window.

Table 2. The result of EMA-to-MCC conversion with different sizes of context window

The size of context window (frames) MCD (dB)

1 0.5472
3 0.5372
9 0.5314
13 0.5309
15 0.5301*

*: the best result of different DNN architectures or
different sizes of context window.
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quite effective for articulatory-to-F0 prediction. And Table 4 also illustrates that only-
voiced method has much improvement than interpolation method on articulatory-to-F0
mapping for voiced frames.

Table 3 shows that MCC feature achieves the best performance for articulatory-to-
voiced/unvoiced flag classification. From Table 4, we can also find that MCC feature
achieves a better performance than EMA + MCC as input for mapping for voiced
frames when using DNN. As an acoustic feature, MCC has a closer relationship with
F0 than articulatory feature does, and it even degrades the performance when com-
bining the acoustic feature with articulatory feature. However, when the delta and delta-
delta coefficients of EMA are fused into, the degration does not seem to be so
remarkable.

It can be seen that EMA + △EMA +△△EMA +MCC achieve the best perfor-
mance for articulatory-to-F0 mapping for voiced frames in Table 4. For EMA + △
EMA +△△EMA +MCC feature, it has the most fusion of these features, acoustic
feature, articulatory feature, the articulatory velocity and acceleration parameters, so
that it can achieve the best performance for articulatory-to-F0 mapping for voiced
frames.

Table 3. The accuracy rates (%) of voiced/unvoiced classification with different input features

EMA EMA + △+△△ EMA + MCC EMA + △+△△ + MCC MCC

DNN 80.69 81.67 89.22 91.80 91.89
LSTM 81.52 83.33 91.16* 91.95 93.76**

△: delta coefficients of EMA.
△△: delta-delta coefficients of EMA.
*: the result of Liu, Ling, and Dai (2016).
**: the result of proposed input feature and method.

Table 4. The RMSEs of F0 at voiced frames prediction with different methods and input
features

Method EMA EMA + △+△△ EMA + MCC

DNN Interpolation 17.3186 17.1481 17.2264*
Only-voiced 14.0516 13.8016 13.8081

LSTM Interpolation 17.2199 17.1225 17.2119
Only-voiced 14.0471 13.3866 13.0382

EMA + △+△△ + MCC MCC
DNN Interpolation 17.0002 17.2214

Only-voiced 13.4163 13.6854
LSTM Interpolation 16.8696 17.1347

Only-voiced 12.5700** 13.3677

△: delta coefficients of EMA.
△△: delta-delta coefficients of EMA.
*: the result of Liu, Ling, and Dai (2016).
**: the result of proposed input feature and method.
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5 Conclusion and Future Work

In summary, for articulatory-to-voiced/unvoiced flag classification and articulatory-to-
F0 mapping for voiced frames, MCC feature and EMA + △+△△ + MCC achieve the
best performance respectively. And MCC may have an edge over other features
because of its good performance and lower dimensionality.

Although the articulatory feature and method proposed in this paper outperforms
the conventional method for F0 prediction, there still much room for improvement. In
the future work, first we will try to utilize different machine learning models, such as
bidirectional LSTM which can utilize not only the preceding information, but also the
subsequent information to improve the performance of articulatory-to-F0 prediction
and then apply this work to articulatory controllable speech synthesis.
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Abstract. A hybrid method for vocal-tract acoustic simulation is proposed to
handle the complex and moving geometries during speech production by
combining the finite-difference time-domain (FDTD) method and the immersed
boundary method (IBM). In this method, two distinct discrete point systems are
employed for discretization. The fluid field is discretized by regular Eulerian
grid points, while the wall boundary is represented by a series of Lagrangian
points. A direct body force is calculated on the Lagrangian points and then
interpolated to the neighboring Eulerian points. To validate the proposed hybrid
method, a 2D vocal tract model was set by extracting area function from MRI
data obtained for the Mandarin vowel /a/. By simulating acoustic wave in this
model, the synthesized vowel was analyzed and the obtained formant fre-
quencies were compared to those of real speech sounds. It is found that the mean
absolute error of formant frequencies was 8.17% and better than the result in
Literature. To show the ability of the hybrid method for solving acoustic
problems with moving geometry, a pseudo moving boundary problem was
designed and the results agree well with the acoustic theory.

Keywords: Sound propagation � Vocal tract � FDTD � IBM

1 Introduction

Acoustic analysis of the vocal tract by solving the wave equation using numerical
methods provides a new tool to study human speech and phonetics. Among the
common methods such as finite element method (FEM) [1], boundary element method
(BEM) [2], and finite-difference time-domain (FDTD) method [3, 4], FDTD stands out
due to its numerical advantages including second-order accuracy, high efficiency and
simple orthogonal grids. Using the FDTD method on 2D and 3D vocal tract model,
Takemoto et al. [3] performed detailed acoustic analysis of the vocal tract for five
Japanese vowels, and Wang et al. [4] for five Mandarin vowels. Although grid points
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can be placed exactly on the boundary by carefully choosing the grid size, it is difficult
for FDTD to handle complex and moving geometries. Grid transformation at boundary
regions can be performed, which however increases the computational time and
decreases the numerical accuracy.

Peskin [5] proposed the immersed boundary method (IBM) and applied it to
complex geometries and moving boundaries of the heart valve [6]. Its main advantage
is easy grid resizing without the necessity for grid points standing exactly on the
boundary. This method has been successfully implemented to many applications [7–9].
FDTD combined with IBM has been applied to Mandarin vowels with preliminary
success that wave penetration through boundaries was not observed [10]. However,
direct application of the non-dimensional Euler equations to real vocal tracts is ques-
tionable, and the frequency analysis was not given. In this paper, a hybrid method
combining FDTD and IBM is employed to simulate acoustic scattering in the vocal
tract during vowel production. The transfer functions obtained by frequency analysis
are compared with the measurements.

The rest of the paper is organized as follows. In Sect. 2, the governing equations,
numerical methods (FDTD and IBM) and treatment of absorbing boundary are intro-
duced. In Sect. 3, construction of the 2D vocal tract and the details of simulation
parameters are described. To show the capability of the proposed method for solving
problems with moving boundaries, a hypothetical test case is also designed. In Sect. 4,
the numerical results were presented and the acoustic analysis of the synthesized
vowels was conducted and compared with the measurements and theory. Finally,
conclusions were given in Sect. 5.

2 Mathematical Model

2.1 Governing Equations

Acoustic problems are usually considered as a non-viscous flow and thus the governing
equations in a homogeneous lossy acoustic medium [3] are

j
@p
@t

� ap ¼ �r � u ð1Þ

q
@u
@t

� a�u ¼ �rp ð2Þ

where p is pressure, u is velocity, q is density, j ¼ qc2 represents the compressibility
of the medium (c is sound speed), and a and a� are the attenuation coefficient asso-
ciated with compressibility and density of the medium, respectively. The coefficient a�

is defined as aq=j in the absorbing regions surrounding the computational domain, in
which however it is generally set to zero.
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2.2 Numerical Methods

FDTD Method. Yee [11] proposed a numerical approach named finite-difference
time-domain (FDTD) method to solve the electromagnetic wave propagation problems.
It has been widely used in other wave propagation fields like acoustics and seismic
waves.

In FDTD, the governing Eqs. (1) and (2) are discretized on a staggered grid with the
central difference for spatial derivatives and the leap-frog scheme for temporal
derivatives as:

pnþ 1=2ði; jÞ ¼ pnþ 1=2
x ði; jÞþ pnþ 1=2

y ði; jÞ ð3Þ

pnþ 1=2
x ði; jÞ ¼ j=Dt � a=2

j=Dtþ a=2
pn�1=2
x ði; jÞ

� 1
ðj=Dtþ a=2Þ=Dx ðu

n
xðiþ 1=2; jÞþ unxði� 1=2; jÞÞ

ð4Þ

pnþ 1=2
y ði; jÞ ¼ j=Dt � a=2

j=Dt � a=2
pn�1=2
y ði; jÞ

� 1
ðj=Dtþ a=2Þ=Dy ðu

n
yði; jþ 1=2Þ � unyði; jþ 1=2ÞÞ

ð5Þ

unþ 1
x ðiþ 1=2; jÞ ¼ q=Dt � a�=2

q=Dt � a=2
unxðiþ 1=2; jÞ

� 1
ðq=Dtþ a�=2Þ=Dx ðp

nþ 1=2ðiþ 1; jÞ � pnþ 1=2ði; jÞÞ
ð6Þ

unþ 1
y ði; jþ 1=2Þ ¼ q=Dt � a�=2

q=Dt � a=2
unyði; jþ 1=2Þ

� 1
ðq=Dtþ a�=2Þ=Dy ðp

nþ 1=2ði; jþ 1Þ � pnþ 1=2ði; jÞÞ
ð7Þ

where pnþ 1=2ði; jÞ is the sound pressure on grid point ði; jÞ at time step of n + 1/2 and it
is the sum of pressure along x and y directions, i.e., pnþ 1=2

x ði; jÞ and pnþ 1=2
y ði; jÞ,

unxðiþ 1=2; jÞ and unyði; jþ 1=2Þ represent the velocity components in the x and y di-
rection, and Dx and Dy are the grid size.

Immersed Boundary Method. The immersed boundary method was proposed by
Peskin [5] and has been used in many complex flow simulations [7, 8]. To better handle
the complex and moving boundary, a general treatment is to replace the boundaries
with a series of discrete control points (Lagrangian points), while the flow field is
discretized by a Cartesian grid (Eulerian points), as shown in Fig. 1a. For Lagrangian
point xk , the force fðxkÞ is calculated over these Lagrangian points and then interpo-
lated to the nearest Eulerian points by a linear interpolation procedure (see Fig. 1b), so
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that it obtains non-zero force term Fði; jÞ at grid points near the boundary. After the
interpolation, the boundaries of the complex geometry have been successfully handled
and then the acoustic equations are solved by a finite difference method.

Added Force Field. The Lagrangian force is only added to the momentum equation.
All terms are calculated over the Lagrangian points. Since a and a� are both set to zero
in the computational domain, Eqs. (1) and (2) become

j
@p
@t

þr � u ¼ 0 ð8Þ

q
@u
@t

þrp ¼ fðxkÞ ð9Þ

where fðxkÞ is the Lagrangian force and it can be expressed as

fðxkÞ ¼ faðxkÞþ fpðxkÞ ð10Þ

in which

faðxkÞ ¼ q
@u
@t

ð11Þ

fpðxkÞ ¼ rp ð12Þ

are the acceleration force and pressure force, respectively. For velocity and pressure
derivatives in (11) and (12), they are calculated on the Lagrangian points xk and the
four surrounding auxiliary points (see Fig. 1a). The distances between xk and the four
auxiliary points are the mesh size (Dx). The velocity and pressure values of these five
points are obtained by bi-linear interpolation from the surrounding Eulerian points that
enclose the Lagrangian point or virtual points in a grid box [8].

Interpolation. Once the added force on the Lagrangian points is calculated, it needs to
interpolate back to the surrounding Eulerian points. For each grid point ði; jÞ near the

(a)  (b)

Fig. 1. (a) Illustration of Lagrangian force; (b) Distribution of the force to the grid point.

A Hybrid Method for Acoustic Analysis of the Vocal Tract 71



boundary, we can identify the closest Lagrangian point xk. If the distance between the
grid point and the related Lagrangian point is greater than the diagonal length of the
grid, this point is discarded. Otherwise, the force is interpolated to it by a linear
interpolation as:

Fði; jÞ ¼ ð1� ds=hÞfðxkÞ ð13Þ

where ds is the distance between these two points and h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx2 þDy2

p
(see Fig. 1b).

Perfectly Matched Layer. In acoustic simulations, an important consideration is to
use a finite domain to properly approximate the infinite space. Perfectly matched layer
(PML) [12, 13], which can absorb the radiation sound waves propagating to the
boundary, is used herein to minimize the reflections from the boundaries.

3 Experimental Setup

3.1 Constructing 2D Vocal Tract

The study is based on the MRI data obtained for the Chinese mandarin vowel /a/. To
obtain the shape of the 3D vocal tract, a series of steps is followed. First, we perform
image preprocessing and teeth superimposition on the MRI volumetric images, then
convert the images from DICOM to TIFF, denoise using ImageJ software, and finally
refer to the teeth superimposition approach proposed by Takemoto [14] to visualize the
teeth in MRI images.

The MRI image of the mid-sagittal plane of the vowel /a/with teeth is shown in
Fig. 2a, in which two points representing the vocal fold line are manually selected.
Then a center line of the vocal tract is automatically calculated from the line [15].
Sections transverse to the line are re-sliced (see Fig. 2b) and the area of vocal tract is
measured in each section to obtain the area function.

Fig. 2. (a) The MRI image of the mid-sagittal plane of /a/; (b) The locations of cross sections.
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Area function of the vocal tract for vowel /a/is given in Fig. 3a. After getting the
area function, the model of the 2D vocal tract with area function is constructed to do
acoustic simulation experiments. The width of each cross section of the 2D vocal tract
is set to be the radius of the corresponding cross section, as shown in Fig. 3b. Then the
Cartesian grid for the 2D vocal tract is directly generated.

3.2 Experimental Parameters

In the numerical experiments, eight layers of PML are placed around the computational
domain. The simulation parameters are: q ¼ 1:17 kg=m3, c ¼ 346:3m=s, a = 100,
Dt ¼ 2� 10�7 s and Dx ¼ Dy ¼ 1:0mm. The number of Lagrangian points is 329.
Note that q and c are calculated at temperature 25

�
C.

A point sound source is set up above the glottis with Gaussian pulse as

pðtÞ ¼ 10 exp �ln2
ðx� xsÞ2 þðy� ysÞ2

b2

" #( )
ð14Þ

where ðxs; ysÞ is the sound source location and b = 0.002. An observation point is set
near the center of the lip to record the changing acoustic wave, which is used to
calculate the transfer function of vowel. The experiments are carried out on a Windows
system, which has 8 central processing units (CPUs) and 24 GB memory.

3.3 Pseudo Boundary in Motion

Compared with grid-based methods, the proposed hybrid method has the potential to
handle complex geometries with movement. This arises from the fact that it needs no
mesh reconstruction and only requires position changes of the Lagrangian points due to
boundary motion. To validate this advantage, a test with pseudo moving boundary has
been carried out. In this test, the original area function is manipulated by

Fig. 3. (a) Area function and (b) 2D sketch of the vocal tract for Mandarin vowel /a/.
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AincreasedðxÞ ¼ ½1þ 1
L
ðx� L

2
Þ�AoriginalðxÞ ð15Þ

AdescreasedðxÞ ¼ ½1� 1
L
ðx� L

3
Þ�AoriginalðxÞ ð16Þ

for increased and decreased openings (see Fig. 4a), respectively. The corresponding 2D
vocal tracts are then obtained as shown in Fig. 4b.

4 Results and Discussion

4.1 Model Validation

Pressure fields at different time levels are shown in Fig. 5. No acoustic wave penetrates
the vocal tract as seen in the figure.

Fig. 4. (Color online) (a) Area function and (b) 2D sketch of the vocal tract for Mandarin vowel
/a/: original (solid line), increased opening (dash line) and decreased opening (dash-dot line).

Fig. 5. (Color online) Pressure field at different times of vowel /a/(a) t = 0.1 ms, (b) t = 0.5 ms.

74 F. Wang et al.



Figure 6 shows the transfer function of the Mandarin vowel /a/. The first four
formant frequencies (F1–F4) are 595.5 Hz, 1115 Hz, 2504 Hz and 3470 Hz, respec-
tively. Compared with measurements performed by Wang et al. [4] in a sound proof
room, the error rates of the first four formant frequencies are −12.5%, 1.2%, −1.3% and
−8.7% with a mean absolute error rate of 8.17%. It is 18% smaller than the solution of
Wang et al. [16], of which the averaged error rate is 10%.

4.2 Pseudo Moving Boundary

Different shapes of vocal tract are simulated with a time change of 20 ms according to
the same conditions and the corresponding transfer functions are obtained as shown in
Fig. 7. Compared to the first two formants with original vocal tract (F1 = 595.5 Hz and
F2 = 1115 Hz), in the increased opening case (dash line), the first formant becomes
higher (626 Hz) and the second one becomes slightly lower (1103 Hz); on the other
hand, in the decreased opening case (dash-dot line), the first formant becomes lower
(511 Hz) and the second becomes higher (1148 Hz). The results meet the basic theory
of acoustics.

Fig. 6. Transfer function of the Mandarin vowel /a/.

Fig. 7. Comparison of transfer functions of Mandarin vowel /a/with original and manipulated
area functions.
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5 Conclusion

In this study, a hybrid method combining FDTD and IBM is developed and used to
simulate sound wave propagation in a 2D vocal tract with complex and moving
boundaries during the production of Mandarin vowel /a/. The simulated transfer
functions are compared with that of the real speech. Numerical results indicate that this
hybrid method is an effective way to solve the acoustic problems with complex
geometries and it has high potential to calculate transfer functions of the moving vocal
tract. The extension of this method to 3D vocal tract is more useful and is being worked
on.
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Abstract. One-dimensional tube models are an effective representation of the
vocal tract for acoustic simulations. However, the conversion of a 3D vocal tract
shape into such a 1D tube model raises the question of how to account for the
lips, because between the corners of the mouth and the most anterior points of
the lips, the cross sections of the vocal tract are open at the sides and hence not
well-defined. Here it was examined to what extent simplified tube models of the
vocal tract with notches as representations of the lips are acoustically similar to
corresponding unnotched models with reduced lengths at the lips end, both with
and without teeth. To this end, 3D-printed models of /a, ae, e/ and schwa with
different notches and reduced lengths were created. For these, the formant fre-
quencies were measured and analyzed. The results indicate that notched res-
onators are acoustically most similar to their unnotched counterparts when the
length of the unnotched tubes is anteriorly reduced by 50% of the notch depth.
However, depending on the formant, vowel, and notch depth, the optimal length
reduction can vary between 20–90%.

Keywords: Articulatory speech synthesis � Lip horn � Vocal tract termination

1 Introduction

Despite advanced three-dimensional articulatory models of the vocal tract (e.g., Eng-
wall 2003; Birkholz 2013; Stavness et al. 2012), vocal tract acoustics are mostly
simulated in terms of one-dimensional (1D) acoustic tube models that represent the
vocal tract as a series of abutting cylindrical tube sections (e.g., Birkholz and Jackèl
2004). The 1D tube models assume plane wave propagation along the vocal tract
midline and are much faster to compute than full 3D acoustic simulations. However,
the lip region represents a serious difficulty for the 1D approach because the cross-
sections of the vocal tract anterior to the corners of the lips are not closed at the sides
and hence not defined. This raises the general question of how the “lip horn”, i.e., the
triangular-shaped space between the corners of the mouth and the most-anterior points
of the lips, should be represented in 1D tube models from an acoustic point of view.

From measurements with one subject, Badin et al. (1994) found that the lip horn
can be roughly approximated by a single uniform tube section with a length of 11 mm
and an area equal to the intra-labial area (in the frontal plane). Lindblom et al. (2007)
investigated whether the formant patterns of straight cylindrical tubes with notches at
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the “lip end” can be generally reproduced with unnotched tubes of the same diameter
and reduced lengths. They found that this was possible when the length of the
unnotched tube was the length of the notched tube reduced by about half the notch
depth. The optimal length reduction depended somewhat on the tube radius, the notch
depth, and the formant index. Lindblom et al. (2010, 2011) furthermore examined
physical models with more realistic lip geometries and found that the acoustic effect of
the lip horn can be approximated by a length increment that is applied to the last section
of the “oral” tube (the tube running from the glottis to the corners of the lips). The
length increment is calculated as the “anterior front cavity volume” (the volume
anterior to the mouth corners) divided by the cross-sectional area of the most anterior
section of the oral tube. However, exactly how the anterior front cavity volume is
defined remained unanswered.

In the present study we built upon the investigation by Lindblom et al. (2007), i.e.,
we examined to what extent it is possible to obtain the formant frequencies of notched
tubes with corresponding unnotched tubes of reduced length. We extended the study of
Lindblom et al. in two ways:

1. We analyzed not only schwa-like tubes with a constant cross-section, but in addi-
tion three two-tube resonators representing the vowels /a, ae, e/.

2. All four resonators were analyzed with and without a row of teeth.

2 Method

2.1 Creation of the Physical Tube Models

In this study we constructed and 3D-printed simplified resonators for the vowels /a, ae,
e/ and schwa in nine variants each (one basic variant and eight modified versions).
While the basic resonator for schwa was approximated by a single straight cylindrical
tube with a constant cross-sectional area of 6 cm2, /a/, /ae/ and /e/ were approximated
by two uniform cylindrical tubes each. The geometries of the basic resonators for /a/
and /ae/ were adopted from Flanagan (1965). The basic geometry of /e/ was based on
the /i/ given by Flanagan (1965), but with the cross-sectional area of the anterior tube
increased from 1 cm2 to 2.15 cm2 to account for the lower tongue position in /e/. We
decided to use this /e/ instead of /i/ because the notches for the lips would have
unnaturally acute angles for the simplified /i/ resonators. The geometries of all four
basic resonators are shown in Fig. 1.

For each vowel, we constructed nine variants as exemplified for the /a/-resonator in
Fig. 2. Besides the basic geometry for each vowel, there were four variants where the
resonator length was reduced by 1 cm, 2 cm, 3 cm, and 4 cm at the anterior end. The
other four variants correspond to the basic resonator with notches of 1 cm, 2 cm, 3 cm,
and 4 cm depth at the anterior end. All models contained a small hole of 9 mm
diameter at the glottal end to mount a measurement microphone during the acoustic
measurements.

Finally, we constructed a simplified row of teeth for each vowel geometry that
could be inserted into or removed from the resonators. Based on anatomical data from
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Slaj et al. (2010), the teeth were modeled as a curved strip where the parabola
y = 0.043 � x2 − 2.981 defined the palatal boundary of the teeth row in the axial plane
with x and y being the coordinates on the left-right and anterior-posterior axes in mm,
respectively, and where (x, y) = (0, 0) is the contact point between the left and right
central incisors (see Fig. 3). The teeth strips were 2 mm thick and 1 cm high at the
incisors, and inserted at a distance of 2 mm from the most anterior points of the tubes.
Figure 3 shows the model variant with the 4 cm notch (maximally spread lips) and
inserted teeth, for each vowel.

Fig. 1. Dimensions of the four basic vowel resonators.

Fig. 2. The nine variants of resonators for /a/.
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All 4 � 9 = 36 resonators and the teeth rows were manufactured with a 3D-printer
(type Ultimaker 2) using the material polylactide (PLA), i.e., the resonators had hard
walls. The schwa-resonators were printed in one piece each, and the resonators for /a/,
/ae/, and /e/ were printed in two pieces each (“big tube” and “little tube”) and then
glued together. The wall thickness of all models was 3 mm, and the walls were 100%
filled with PLA (100% infill). In previous experiments we found that less than 100%
infill made the model walls less stiff, which may cause undesirable resonances in the
acoustic transfer functions due to vibrations of the walls.

2.2 Measurement of Formant Frequencies

For each resonator, we measured the volume velocity transfer functions between the
glottis and the lips both with and without teeth. The transfer functions were measured
with the recently proposed method by Fleischer et al. (2018) that avoids the difficulties
of constructing a volume velocity source for glottal excitation. It extends an idea of
Kitamura et al. (2009) that is based on the principle of acoustic reciprocity. The method
excites the resonances in a given model with a loudspeaker (VISATON speaker, type
FR 10-8 X, cone diameter 10 cm) about 30 cm in front of the model that emits a
broadband sine sweep with a power band of 50–10.000 Hz into the lip opening of the
model. At the same time, the sound pressure Pg(x) is measured at the glottal end inside
the model using a 1/4” measurement microphone (type MK301E/MV310, www.
microtechgefell.de) inserted through a hole at the (otherwise closed) glottal end. After
this, the lip opening of the resonator is closed with modeling clay, and a second
measurement of pressure Pm(x) with the same sweep excitation is performed with a
microphone centered around 3 mm in front of the closed lips. According to Fleischer
et al. (2018), the ratio Pg(x)/Pm(x) is exactly the volume velocity transfer function
between the glottis and the lips, that is typically used to characterize the acoustics of
vowels. The spectral resolution of the transfer functions was 1 Hz, and the first four
formant frequencies were determined as the peaks of the magnitude spectrum.

Fig. 3. Resonators with 4 cm notch depth and inserted teeth. The x and y axes define the
coordinate system in which the shape of the row of teeth was defined.
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The measurement setup is shown in Fig. 4, where the lips have been closed for the
measurement of Pm(x). All measurements were performed in an anechoic chamber.

Figure 5 shows three of the measured transfer functions for /ae/-resonators with
0 cm, 2 cm, and 4 cm deep notches (without teeth). Apparently, the formant fre-
quencies increase monotonically as the notch depth is increased from 0 cm to 4 cm.
Hence, the effect of increasing the notch depth in a tube is similar to the effect that we
expect when the length of the tube is reduced (without making a notch).

Fig. 4. Setup for the measurement of the acoustic transfer functions, here with a schwa resonator
with the lip opening closed with clay to measure Pm(x).

Fig. 5. Measured transfer functions for /ae/ without teeth with 0 cm (black), 2 cm (gray), and
4 cm (light gray) deep notches.
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2.3 Calculation of Reduction Factors

For each of the first four formants of the 16 individual notched resonators (4 vowels �
4 notch depths) we determined, based on the acoustic data, what the length reduction of
the corresponding basic (unnotched) resonator would need to be in order to produce the
same formant frequency. This procedure is illustrated in Fig. 6, which shows the
formant frequencies of the /a/-resonators for all four shortening lengths and notch
depths, i.e., for all nine tube variants for /a/. The Figure shows that the formant
frequencies of the notched resonators (solid lines) are consistently lower than the
frequencies of the unnotched resonators with a shortening length equal to the notch
depth. For any of the first four formants and any of the four notch depths (1 cm, 2 cm,
3 cm, 4 cm) of the notched resonators, there was one shortening length Dl of the
corresponding unnotched resonator that produced the same formant frequency. The
gray arrows in Fig. 6 illustrate the calculation of Dl for F4 of the /a/-resonator with a
3 cm notch. Here, the corresponding shortening length is Dl � 1.5 cm (formant fre-
quencies for shortening lengths between the discrete values of 0 cm, 1 cm, 2 cm, 3 cm,
and 4 cm were linearly interpolated). In this way, we calculated a “reduction factor”
k = Dl/d for each vowel, notch depth d, and formant, both with and without inserted
teeth, i.e., 4 � 4 � 4 � 2 = 128 factors in total. For the example in Fig. 6, the
reduction factor is k � 1.5 cm/3 cm = 0.5. Hence, the notch depth of a notched

Fig. 6. Measured formant frequencies for the vowel /a/ (without teeth) with the different notch
depths (solid lines) and shortened lengths (dashed lines). The gray arrows indicate as an example
that for F4, the resonator with a 3 cm notch is equivalent to the corresponding unnotched
resonator shortened by about 1.5 cm.
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resonator multiplied by the reduction factor yields the length by which the original
unnotched resonator has to be shortened to produce the same formant frequency.

3 Results

Figure 7 illustrates how the reduction factor varies as a function of the notch depth for
the vowel /a/. Here, the average reduction factor is 0.55 and varies between 0.23 to 0.75
for a notch depth of 1 cm, and between 0.4 and 0.7 for a notch depth of 4 cm.
Furthermore, the overall variation of the reduction factor is greater for the resonators
with teeth than for the resonators without teeth. Similar pictures were obtained for the
vowels /e/, /ae/, and schwa.

The same trends as shown in Fig. 7 can be observed when the 128 calculated
reduction factors are sorted by formants and vowels as in Fig. 8. Here the average
factor is also about 0.5. However, the factor varies across vowels and formants, and the
variation is considerably greater for models that include teeth (0.2–0.9) as compared to
models without teeth (0.3–0.7).

Fig. 7. Reduction factors for the /a/-resonators vs. notch depth. Solid lines: without teeth;
dashed lines: with teeth. The four solid lines and the four dashed lines correspond to the four
formants.
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4 Discussion and Conclusion

Lindblom et al. (2007) showed that it is possible to reproduce the formant frequencies
of a uniform cylindrical tube with a notch at the lip opening with a corresponding
unnotched tube, whose length is reduced by about 50% of the notch depth. Here we
examined to what extent this finding holds for other resonator shapes beyond a uniform
cylindrical tube and for the case that a row of teeth is included in the models. Across all
conditions (vowel, formant index, notch depth), the average reduction factor was about
0.5 (50%), in accordance with Lindblom et al. (2007). However, the variation of this
factor is considerably greater for resonators with teeth compared to resonators without
teeth. Hence, for more realistic vocal tract shapes, the error can become relatively high
when the notched lip region is replaced by a cylindrical tube section with half the
length of the notch. The greatest variation of reduction factors was obtained for the
vowel /e/ with teeth. So it seems that the impact of the teeth on the variation of the
reduction factor is greatest for where the cross-sectional areas of the anterior vocal tract
are small.

An aspect that was not analyzed here is the effect of a notch on the bandwidths of
the formants. A notched lip opening has a bigger radiating surface and hence a bigger
radiation impedance than an unnotched lip opening for the same vowel. Therefore,
notching can be expected to increase the bandwidths of the formants more as compared
to an unnotched case for which the formant frequencies are the same. So, using a
shortened unnotched tube to replace a notched lip opening might underestimate for-
mant bandwidths. However, that needs to be explored in detail in future work.

In conclusion, our data suggest that substituting the notch region of a notched tube
model by a cylindrical tube section with a length of half the notch depth provides
formant frequencies that are roughly equal to those of the notched resonator. The
alternative approximation of the lip horn by a fixed-length tube section of 11 mm, as
suggested by Badin et al. (1994), will not be optimal, because our data show that the
length of the substitute tube section should vary with the notch depth. In future pro-
jects, it might be interesting to explore whether the 3D lip region of a resonator can be
more accurately represented as a horn-shaped tube section in 1D tube models (instead

Fig. 8. Calculated length reduction factors for all measured conditions sorted by formants (left)
and by vowels (right). Data for the resonators with teeth are shown as the gray boxplots.
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of a single cylindrical tube section) with an increasing cross-sectional area from the
corners of the mouth to the most anterior points of the lips.
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Abstract. This study examined the production of neutral tone in disyllabic
words by two-year-old Mandarin-speaking children. The results showed that
children were fully aware of the neutral tone sandhi rule phonologically at the
age of two. However, they cannot phonetically produce neutral tone well. In
particular, children made off-standard production with higher pitch register,
wider pitch range and longer duration, while made correct production with
correct pitch pattern but the duration ratio between the initial syllable and the
final syllable is slightly larger than the adults’. The difficulty of the neutral tone
production is closely related to the type of the preceding tone and the coordi-
nation of articulation for disyllabic neutral tone words.

Keywords: Neutral tone � Disyllabic words � Production � Two-years-olds
Mandarin

1 Introduction

In Standard Chinese, apart from the four distinctive lexical tones, there exist weak
elements in terms of neutral tone (Chao 1922, 1979), which is a special type of tone
sandhi in Mandarin phonology. The neutral tone sandhi rule indicates that the neutral-
tone syllable loses its lexical tone and becomes weak and short. The pitch contour of
the neutral-tone syllable depends on the preceding tone within the same prosodic word.
Even though words in neutral tone only take up a very small portion in the adults’
lexicon, they appear in a relative higher percentage in children’s lexicon. Studies on
phonological development of children usually focused on the acquisition of conso-
nants, vowels and lexical tones, with little attention paid to the acquisition of neutral
tone. Li and Thompson (1977) reported that children (Taipei, in Taiwan) usually
substituted full tone for neutral tone, especially for the neutral-tone words with affix -
zi/tsɿ/. Zhu (2002) examined the acquisition of neutral tone of Mandarin-speaking
children in Beijing in a more detailed way. Since neutral tone is pitch-related, it is
interesting to know how the acquisition of neutral tone is related to the acquisition of
lexical tones. The literature on Mandarin lexical tone acquisition showed that lexical
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tone is acquired at around two years of age (Zhu 2002; Si 2006).1 Hence, we were
motivated to explore whether Mandarin-speaking children have acquired neutral tone at
the age of two by examining the acoustic patterns of the disyllabic neutral-tone words
in both F0 and durational dimensions. We also sought to discover how the acquisition
of neutral tone is related to the acquisition of lexical tone and whether there are general
principles in the acquisition of tonal combinations.

2 Neutral Tone in Mandarin

Neutral tone is related to both tone and stress system in Standard Chinese (Lu and
Wang 2005). Neutral tone does not occur in the initial position of a word and is
assumed to be associated with weak syllable, which is short and light. The disyllabic
neutral-tone words follow a strong-weak stress pattern. The final syllable being per-
ceived weak is mainly due to several factors: dropping of the original tone, reduced
pitch range, and shorter duration (Li 2017). The duration of neutral-tone syllable is
about 55%–66% of its preceding syllable (Li 2017). The perception of neutral tone is
determined more by F0 than duration (Li and Fan 2015). Spectral tilt is also proved to
play a role in perception, but it is less important than F0 and duration. Intensity of
neutral tone syllable is not always weaker than that of full tone syllable (Lin and Yan
1980). Vowel reduction is not a reliable cue either, which is highly related to personal
habit or dialect background (Lin 2012). The final part of the neutral tone syllable is
likely to be voiceless and the voiceless initial part is likely to be voiced (Li 2017).

As shown by the dotted lines in Fig. 1, the neutral tone T0 is a falling tone behind
Tone1 (T1, high-level tone), Tone2 (T2, high-rising tone), and Tone4 (T4, high-falling
tone), while it is a mid-level tone behind Tone3 (T3, low-dipping tone). Regarding the

T1+Tn T2+Tn T3+Tn T4+Tn

Fig. 1. The F0 contour patterns of all the two-tone combinations (dotted lines represent the
neutral-tone combinations; solid lines represent full-tone combinations; Tn denotes four full
tones and neutral tone). In the third panel, the high rising pitch contour on the first syllable is
subjected to Tone3-Tone3 sandhi rule. (The F0 data are the averages of five males and five
females normalized in Z-score. The X-axis is normalized duration.)

1 Another study on lexical tone acquisition of our team showed that two-year-old Mandarin-speaking
children still had around 13% tone errors and that the time of lexical tone acquisition was after 3.5
years of age.
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falls on the neutral-tone syllable, it can be seen from Fig. 1 that there are some phonetic
differences due to the offset of the preceding tone, i.e. a low fall following the high
falling tone (the dotted line in the fourth panel), a mid fall following a high-rising tone
(the dotted line in the second panel) and a half-low fall after a high-level tone (the
dotted line in the first panel).

To have a clear picture of the pitch patterns of the tone combinations, we put all the
full-tone combinations in one plot and all the neutral-tone combinations in the other
plot as shown in Fig. 2. Again, it shows that the tonal contours of the second syllables
are different in the two types of combinations: in full-tone combinations tonal contours
of the second syllables maintain their citation form, but in neutral-tone combinations
the second syllables exhibit a falling contour after T1, T2 and T4 and a mid level tone
after T3. In addition, the pitch range of the second syllables is smaller in the case of
neutral tone shown on the right panel than full tones on the left, and the pitch range of
the first syllables in the neutral-tone words is larger than that in the full-tone words.

In Standard Chinese, neutral tone serves different lexical or morphosyntactic
functions, as it can appear in about ten types of different contexts, such as some lexical
items (lexeme type, such as /yi1 fu0/, “clothes”), stem-affix structures (affix type, such
as -zi/tsɿ/), reduplications, locatives, directional complements, complement particle
(de/tɤ/), aspect particles, particle (de/tɤ/), modal particles, and quantifier (ge/kɤ/). The
last seven types are all related to grammatical morphemes. In the present study, we only
focused on the acquisition of the first three types of neutral tone. These neutral-tone
words are all disyllabic prosodic words.

3 Neutral-Tone Acquisition by Mandarin-Speaking Children

Zhu’s study (2002) aimed to investigate the phonological development of normally
developing Mandarin-speaking children. The study investigated 129 Mandarin-
speaking children in Beijing aged from 1;6 to 4;6. The results showed that 57% of
the youngest group (1;6–2;0, 21 children in total) could produce neutral tone and that
except the error of the deletion of the affix -zi(/tsɿ/) almost all the errors were associated
with pitch level and duration. Specifically, among the neutral-tone types like lexical

Fig. 2. The pitch contour patterns of all possible two-tone combinations on disyllabic prosodic
words in Mandarin, full-tone combinations shown in the left panel, neutral-tone combinations
shown in the right panel.
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item and reduplication, 93.4% of the errors were the substitution of the neutral tone by
the citation tone. For example, the neutral-tone word “hair” /tou2 fa0/ was realized as
/tou2 fa4/. According to Zhu, the high falling tone in /fa4/ – which was the underlying
citation tone of the syllable /fa/ – substituted the neutral tone which should have been a
mid fall with much shorter duration. But from our point of view, this substitution also
could be the result of lifting the onset of the pitch contour and widening the pitch range,
with a mid fall realized as a high falling tone. As a result, the mechanism underlying
the error may be related to pitch register and pitch range instead of substitution by the
underlying citation tone. To test which hypothesis is correct, we needed to examine
children’s production of the neutral-tone words whose neutral tone is transformed from
a rising full tone. For example, for the neutral-tone word , the neutral
tone of the second syllable is a low fall after a high falling tone while the full tone of
the second syllable is a high-rising tone2. If children produce the neutral tone of the
second syllable as a high fall, it means the error mechanism is raising the pitch level
and widening the pitch range instead of substitution of the neutral tone with a citation
tone (high rising tone). More detailed analyses were needed to testify what mechanism
underlies children’s production errors of neutral tone.

In Zhu’s study, there were two age groups including two-years-olds: 1;6–2;0 group
(21 children) and 2;1–2;6 group (24 children). Only 13 “weakly stressed syllables”
were examined. And there were no acoustic analyses reported on the error types
(deletion, pitch level and duration). To see whether and how the two-year-olds acquire
neutral tone, the acoustic patterns of more neutral words and more children were
needed.

4 Data

We selected two-year-old children’s production data of disyllabic neutral-tone words
from a large-sample corpus (CASS_CHILD_Word, Gao et al. 2013). The corpus was
the picture-naming production data of Mandarin-speaking children in the urban area of
Beijing. The selected data were annotated in two rounds by both authors, using Praat
(http://www.fon.hum.uva.nl/praat/).

379 tokens of 97 disyllabic neutral-tone words produced by 60 Mandarin-speaking
children were analyzed. All of them were two years old, aged from 2;0(01) to 2;0(30),
26 boys and 34 girls. The disyllabic neutral-tone words covered three types: the lexeme
type (132 tokens), the reduplication type (66 tokens) and the affix type (181 tokens).
The reduplication type contained two subtypes, the reduplicative words already in the
lexicon (40) like “dad” (/pa4pa0/), “mom” (/ma1ma0/), “baby” (/pao3pao0/),

and the reduplicative words created by reduplicating monosyl-
labic words (26). In the affix type, most words were the words with the affix zi (163). In
total, the data consisted of 77 T1 + T0 (T0 meant neutral tone) words, 126 T2 + T0
words, 55 T3 + T0 words and 121 T4 + T0 words.

All neutral-tone words are categorized into three groups based on the goodness of
neutral-tone production: Correct, Off-standard and Non-neutral-tone. The error of the
first tone was annotated as well. Table 1 illustrates the distribution of the neutral-tone
production. If calculated by tokens, 59.5% neutral tones are correctly produced, 33.5%
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were produced as Off-standard and 7% were produced as Non-neutral-tone. If calcu-
lated by population2, the statistics were 93%, 73% and 35% respectively.

F0 and duration of each tone were extracted and manually checked by the authors.
F0 data were then normalized into 10 points for later analyses.

5 Results

5.1 Pitch

40.6% (154/379) of the data were judged wrong, i.e. not produced as neutral tone.
These errors were made by 47 children, 22 boys and 25 girls. The errors could be
divided into two groups, off-standard neutral tone and non-neutral-tone. For the off-
standard-neutral-tone errors, the pitch movement of the final syllable followed the
neutral-tone sandhi rule, but the pitch register was higher and the pitch range wider,
which made the final syllable perceptually strong. This meant that children were aware
of the sandhi rule. For the non-neutral-tone errors, the pitch movement of the final tone
did not follow the neutral-tone sandhi rule. In these errors, some final syllables were
produced in the citation tone, which made final syllables being perceived metrically
strong. Other final syllables were produced as a level tone being perceived relatively
weak.

Off-Standard-Neutral-Tone Error
127 word tokens (produced by 44 children, 21 boys and 23 girls) were judged as soff-
standard-neutral-tone errors (82.5% of 154 errors). Among them, there were 273

Tone1-initial words (28.1% of 96 Tone1-initial words), 57 Tone2-initial words (45.8%
of 117 Tone2-initial words), 22 Tone3-initial words (42.3% of 52 Tone3-initial words)
and 21 Tone4-initial words (18.4% of the 114 Tone4-initial words).

It could be seen that off-standard-neutral-tone errors were more likely to occur in
Tone2-initial and Tone3-initial disyllabic neutral-tone words (the right panel in Fig. 3).
Compared to the correct productions (the left panel in Fig. 3), in off-standard-neutral-
tone errors, for Tone2-initial disyllabic words (T2 + T0), the pitch contour on the final

Table 1. Distribution of neutral tone production

Tokens (%) Children (%)

Correct 59.5% (225/379) 93% (56/60)
Error Off-standard neutral tone 33.5% (127/379) 73% (44/60)

Non-neutral-tone 7% (27/379) 35% (21/60)

2 For some children, they could only have correct production on some neutral-tone words. As a result,
the total of the children of the three production types exceeded 60.

3 This was counted based on children’s real production of the first tone rather than on orthography.
Children made substitution errors on the first tone, so the number of Tone 1 on the first syllable was
counted according to both correct production and substitutions. All the numbers hereafter were
counted based on children’s real productions.
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syllable had a higher onset and larger pitch range and for Tone3-initial disyllabic words
(T3 + T0), the pitch contour on the final syllable had a higher register. Besides, T4 in
T4 + T0 and T2 in T2 + T0 were not as steep as in the correct productions.

Non-Neutral-Tone Error
14 words (produced by 12 children, 6 boys and 6 girls) were produced as non-neutral-
tones (9.1% of 154 errors) with the final syllable bearing level tone (the left panel in
Fig. 4) despite whatever the initial tone was. The erroneously produced words were
shirt, insect, wheel, baby, older sister, ear, moon, place and leopard. Of the 14 words, 6
words were produced with the first-tone substituted as Tone1.

10 words (produced by 8 children, 5 boys and 3 girls) were produced as non-neutral
tones (6.5% of 154 errors) with the substitution of the neutral tone by the citation
Tone2 (the mid panel in Fig. 4), despite whatever the initial tone was. The reason why
children produced neutral tone as Tone 2 might be that the final syllables of most of the
10 words (i.e. cherry, lantern, clothes, steamed bun, sun) carry a high rising tone when
produced in isolation.

3 words (produced by 3 children, 1 boy and 2 girls) were produced (1.9% of 154
errors) with the neutral tone produced as Tone 3 (the right panel in Fig. 4). The reason
for this wrong production might be that children added pragmatically a final successive
boundary tone to the neutral tone. A fall neutral tone followed by a low rise made it
perceived as Tone3. The initial tones of the three words included two in Tone1 and one
in Tone2.

Fig. 3. The left panel is the mean F0 of the correct productions of Tn + T0 and the right panel is
for those of the off-standard productions.

Fig. 4. The pitch contour patterns of the non-neutral-tone error with the final syllable bearing
level tone Tone1 (left), high rising tone Tone2 (mid) and low rising Tone3 (right)
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Errors on the Initial Tone
Fewer errors occurred on the initial tones. There were two kinds of errors in the initial
tones. One was the off-standard production and the other was substitution. The initial
Tone2 and Tone4 were more likely to be subjected to off-standard production and
substitution as Tone1.

Even though children produced the initial tone wrongly into another tone, on most
occasions they had the right neutral tone (or at least the right pitch contour) on the final
syllable according to the ‘new’ initial tone. As such, in the off-standard cases of the
initial tone, children could still produce the neutral tone on the final syllable correctly.
These indicated that children were full aware of the neutral tone sandhi rule.

In these disyllabic words, the initial Tone2 was rarely produced wrongly as Tone3
and the initial Tone3 was rarely produced wrongly as Tone2. These were different from
the cases of the monosyllabic tones where Tone2 and Tone3 are the frequent substi-
tution targets for each other (according to the results of another study of ours).

Correct Productions of Neutral Tone
Figure 5 showed the pitch patterns of children’s correct production of neutral tone
grouped by the first tone. The mean contours were shown in the left panel of Fig. 3.
Table 2 presented the maxima and minima of mean F0 of the first syllables and the
neutral-tone syllables for correct and off-standard neutral-tone words (see Fig. 3).

In terms of neutral-tone syllables, the tonal range of the off-standard neutral-tone
tokens was 48 Hz wider and the tonal register was 9 Hz higher than those of the correct
neutral-tone tokens. In terms of the first syllable, the tonal range of the correct neutral-
tone tokens was 54 Hz wider and the tonal register was 9 Hz higher than those of the
off-standard neutral-tone tokens. The pattern of the Correct group was similar to the
adults’ production patterns (see Fig. 2).

Fig. 5. Correct production of neutral tone grouped with the first tone.
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5.2 Duration

Duration distributions of the Correct and Off-standard groups were plotted in Fig. 6.

Correct Production of Neutral Tone
For correct productions of neutral tone, the mean duration of the first syllable was
331 ms (Sd. 129 ms) and that of the second syllable was 249 ms (Sd. 106 ms). The
second syllable was shorter than the first syllable. On average, the duration of the final
syllable was 0.86 of the first syllable. The ratio was larger than the ratio in adults (0.55–
0.66) between the initial and the final syllables in disyllabic neutral-tone words.

Off-Standard Production of Neutral Tone
For off-standard productions, the mean duration of the first syllable was 324 ms (Sd.
130 ms) and that of the second syllable was 394 ms (Sd. 165 ms). The second syllable
was longer than the first syllable. The duration of the first syllable in incorrect pro-
ductions was similar to that in correct productions. But the second syllable in incorrect
productions was much longer than that in correct productions. On average, the duration
of the final syllable was 1.43 of the initial syllable. It meant that the final syllable was
much longer than the first syllable.

ANOVA analysis showed that the durations of the first syllable were not signifi-
cantly different between two groups (F = 0.214, p = 0.64), but the durations of the
neutral tone syllable were significantly different between two groups (F = 0.050,
p = 0.00).

Table 2. Mean F0(Hz) of Correct and Off standard productions.

CorrSyll1 CorrNeu OffSyll1 OffNeu

F0max 387 354 351 399
F0min 247 230 265 227
F0average 317 292 308 313
F0range 140 124 86 172

Fig. 6. Duration distribution for first syllable (DS1) and neutral tone syllable (DS2) for two
groups. Group1 stands for the correct productions and group2 for the off-standard neutral-tone
productions.
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5.3 Summary

Out of 97 words in the experiment, are more
likely to be produced with off-standard-neutral-tone error, as the pitch on the final
syllable had a higher register. At the same time,

are more likely
to be produced with off-standard-neutral-tone error, as the pitch on the final syllable
had a much higher onset and wider pitch range.

In another study (Gao et al. 2017) on the acquisition of lexical tones by Mandarin-
speaking children, we showed that the difficulty ranking of lexical tones on mono-
syllabic words is T3 > T2 T1, > T4. Low-dipping tone is the most difficult tone,
followed by rising and level tone; falling tone is the easiest tone. T3 is commonly
mispronounced as T2 or produced in a non-canonical way. T2 is usually produced
wrongly as T3. T1 is usually produced wrongly as T4 or T2. T4 is usually produced
wrongly as T1 or produced in a non-standard way.

Comparing the production patterns of neutral tone and lexical tones, we concluded
that children were fully aware of the pitch movement patterns in neutral tone at two
years of age. They knew how the pitch of the neutral tone was going based on the
preceding tone, because even when they incorrectly produced the previous tone into
another tone, they produced the right pitch contour on the neutral tone in accordance
with the ‘new’ preceding tone. And children also could apply the neutral-tone sandhi
rule to the new reduplicated words which they had never heard, which were created by
reduplicating a monosyllabic word.

Even though they are fully aware of the neutral-tone rule phonologically, they
cannot produce it well enough phonetically. Children still need improvement on pitch
register, pitch range and syllable duration in their productions of neutral tone. One
reason might be in articulation. Children’s articulatory organs and the coordination
between these organs have not reached the level of maturity as seen in adults. They
tend to produce higher pitch onset and pitch register, wider pitch range and lengthened
duration than adults in neutral-tone syllables. Another reason might be due to the fact
that the child-directed speech is slower with higher register and wider pitch range.

The reason that Tone2(LH)-initial and Tone3(LLH)-initial neutral-tone combina-
tions are more prone to have a higher onset or register and wider pitch range of the
pitch on the final syllable might be that the H target of the initial tone is realized on the
second syllable. The peak delay is quite common when neutral tone is involved
(Li 2003; Chen and Xu 2006).

In our data, compared to errors in consonants and vowels, lexical tones on the first
syllable had fewer errors. This means that lexical tones are acquired earlier than
consonants and vowels. For lexical tones, even though children still made errors on
monosyllabic syllable (according to the results of another study of ours) and some on
the initial tone, they generally showed good awareness of the neutral-tone rule. It seems
that rules are acquired earlier than tones. This may be due to the fact that the domain
within which neutral-tone sandhi rule applies is prosodic word, to which children are
very sensitive in their language acquisition process.
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Abstract. This study studies the production of English lexical stress by native
speakers of Tibetan and Uyghur, and the factors that may affect stress assign-
ment. Thirty subjects in their twenties participated, with 10 native speakers
(gender balanced) for each language, i.e. native speakers of Uyghur (NSUs),
native speakers of Tibetan (NSTs) and native speakers of American English
(NSAs). A total of 4,000 tokens are collected, judged and analyzed. Results
indicate that: (1) Consistent with the prediction of Stress Typology Model, less
negative transfer has been observed in NSTs than in NSUs in stress production.
(2) Compared with NSAs, NSUs and NSTs employ different acoustic features
when assigning stress. (3) Stress positions affect the accuracy of stress pro-
duction by NSUs, and also the acoustic features of NSTs and NSUs when
assigning stress. A speech-final lengthening effect is observed. (4) Syllable
structures have little effect on the accuracy of stress production.

Keywords: English stress production � Stress Typology Model
Tibetan � Uyghur � Stress position � Syllable Structure

1 Introduction

Previous studies [1–4] have reported that four acoustic features (AFs), namely, fun-
damental frequency (F0), intensity (INS), syllable duration (DUR), and vowel quality
(schwa), are employed to realize English stress. In the past 20 years, increasing
attention has been paid to lexical stress acquisition. Altmann [5] has investigated
English lexical acquisition by seven distinct first language (L1) groups (Arabic,
Chinese, French, Japanese, Korean, Spanish, Turkish) and results verified Stress
Typology Model (STM). STM predicts that speakers of non-stress L1 would have the
best performance for English lexical stress, speakers of L1 s with predictable stress
should meet with the greatest difficulties, and the performance of L1 groups with non-
predictable stress would be among them [5]. Except for stress typology of L1, such
factors as word class, stress position and syllable structure [6, 7] are reported to have
effect on English stress acquisition.
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To test whether speakers of stress language and those of tone language have
different performance in lexical stress production, this study carries out a study on the
production of English lexical stress by native speakers of Tibetan and Uyghur. An
increasing number of studies has reported that Uyghur is a stress-accent language with
free stress [8–10], which suggests that Uyghur has the same stress typology as English.
Different from English, duration is a robust cue to stress in Uyghur, and F0 is not used
to distinguish stressed syllables from unstressed ones within one word [8–10].

According to Qu [11] and Jin [12], Tibetan includes three main dialects: Ü-Tsang,
Khams, and Amdo. In this study, Tibetan is referred to as Ü-Tsang, which has four
tones, namely, high level, high falling, low rising and low dipping [13]. Tibetan tones
are subject to syllable structure constraints, that is, a syllable closed by a nasal con-
sonant ((C)VN) can bear all four tones, open syllables with monophthongs ((C)V) and
diphthongs ((C)VV) can bear only high level tone and low rising tone, and a syllable
closed by a voiceless stop ((C)VG) can only bear high falling tone and low dipping
tone [14].

Uyghur, a stress-accent language with free stress, may impede the second language
(L2) lexical stress acquisition by its native speakers, while Tibetan, a tone language,
may bring little impediment to its speakers in the acquisition of L2 lexical stress. This
study aims to evaluate the English lexical acquisition by native speakers of Tibetan and
Uyghur, as well as to find out possible factors that may affect their stress assignment.

Three research questions are to be answered in this study: (1) Whether or not the
results of the stress production by native speakers of Tibetan and Uyghur are consistent
with the predictions of STM, that is, Tibetan speakers would perform stress better than
Uyghur. (2) Compared with American, what acoustic features native speakers of
Tibetan and Uyghur take in stress realization? Do the speakers of Tibetan and Uyghur
tend to decrease these features of the unstressed syllable, or raise them of the stressed
syllable, or widen the range of such features between the stressed and the unstressed?
(3) Whether stress positions and syllable structures have any effect on the English stress
production by native speakers of Tibetan and Uyghur?

2 Methods

2.1 Subjects

Thirty subjects participated, with 10 subjects (gender balanced) for each language, i.e.
10 native speakers of Uyghur (NSUs), 10 native speakers of Tibetan (NSTs), and 10
native speakers of American English (NSAs). They are divided into two groups: the
Uyghur-American group (10 NSUs and 10 NSAs) and the Tibetan-American group (10
NSTs and the same 10 NSAs). NSUs and NSTs are English learners in their twenties
who have learned English for at least 10 years, and NSAs are native speakers of
American English. All subjects were right-handed, reported normal hearing and
speaking.
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2.2 Stimuli

Pseudo-words are used to minimize the familiarity effect that will inflate the scores [7].
Stimuli for the Uyghur-American group are 72 disyllabic pseudo-words whose syllabic
structures conform to the phonotactics of both Uyghur and American English. In
Uyghur, syllabic structures include V, VC, CV, CVC, VCC, CVCC, and no consonant
clusters are allowed in disyllabic words [15]. Besides, constraints on the syllabification
rule in disyllabic words [16] prescribe that when there is one consonant between
vowels, this consonant acts as the onset of the second syllable, when two consonants,
the first acts as the coda of the first syllable, and the second as the onset of the second
syllable, when three consonants, the first two act as coda in the first syllable and the
third is the onset of the second syllable, and when there is no consonant in-between, the
two vowels act as the rhymes of two syllables. Therefore, nine disyllabic structures are
shared in Uyghur and English: V.CV, V.CVC, VC.CV, VC.CVC, CV.VC, CV.CV,
CV.CVC, CVC.CV, CVC.CVC.

The shared vowels by English and Uyghur were used in the stimuli, and the
consonant used in the words is d. Each word is put in a carrier sentence “I say ____
again”. For example, a.di was one of the four pseudo-words for the V.CV structure.
Each of these 36 words was to be read twice, with one time stressed on the first syllable
and the other on the second. Subjects were informed that they were reading pseudo
English words, and were asked to read all those 72 words (36 * 2) in the carrier
sentence, and totally 1440 (9 types * 4 words * 2 times * 20 subjects) tokens were
collected from the production experiment in the Uyghur-American group.

Similarly, stimuli for the Tibetan-American group are 64 disyllabic pseudo-words
whose syllabic structures conform to the phonotactics of both Tibetan and American
English, for example “i�dam”. Table 1 displays the 16 shared structures used to coin
disyllabic pseudo-words, combined by “CV”, “CVV”, “CVN” and “CVG”. With four
words for each structure, 2560 (16 types * 4 words * 2 times * 20 subjects) tokens
were collected from the production experiment in the Tibetan-American group.

2.3 Procedure

Reading materials, i.e., the pseudo-words for each group, for the production task were
randomly shown on the computer screen, with the intended stressed syllable in blue
and the unstressed one in grey. Each subject finished the corresponding task

Table 1. Disyllabic structures shared between Tibetan and English

CV CVV CVN CVG

CV CV.CV CV.CVV CV.CVN CV.CVG
CVV CVV.CV CVV.CVV CVV.CVN CVV.CVG
CVN CVN.CV CVN.CVV CVN.CVN CVN.CVG
CVG CVG.CV CVG.CVV CVG.CVN CVG.CVG

Notes: N stands for a nasal consonant and G a voiceless
stop.
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independently. The speech was recorded directly onto a hard drive disk at a 16 kHz 16
bit sampling rate, and saved as wav files for further evaluation and analysis.

Another 30 well-trained native English speakers evaluate the recordings to judge
whether the stressed position is at the initial or final syllable. The perception results
were then compared with the assigned task to check whether the subjects had produced
the stressed syllable as required. Disparities for the same recording among the 30 raters
were decided by the acoustic features analysis. For example, if the first syllable is asked
to be stressed, only when all AFs of the first syllable is larger than the second one will
we decide the subject has stressed the word correctly. At last, each subject gets an
average accuracy rate for their performance of stress production. For further analysis,
three acoustic features (fundamental frequency (F0), intensity (INT) and duration
(DUR)) of each token are extracted and normalized.

2.4 Normalization

To eliminate individual physiological differences, especially those between genders,
acoustic features are normalized based on a z-score transform since the data meet
Norm-distribution pattern. This study specified the highest and lowest values of an
individual’s overall speaking range and defined the phonetics of acoustic features (F0,
INS, and DUR) relative to these points, which is shown in Formula (1).

M ¼ ½ m�Minð Þ= Max�Minð Þ� � 100% ð1Þ

where “M” is the normalized mean for each syllable, “m” is the original mean for each
syllable, “Max” is the standard deviation above the mean of one subject’s overall
acoustic features, and “Min” is two standard deviations below the mean of the same
subject’s overall acoustic features. For example, if we get M = 69.38 as the normalized
F0 mean of Subject 1’s stressed syllable, we can say Subject 1 produces this syllable at
the place of 69.38% in his personal pitch range.

3 Results, Findings and Discussion

Accuracy rate and acoustic features are analyzed to evaluate performance. The acoustic
data were obtained from the correctly produced tokens. Results of the production
experiments are presented from three aspects: overall results analysis, effects of stress
positions and syllable structures.

3.1 Overall Results Analysis

In the Uyghur-American group, NSAs have an obvious higher average accuracy of
stress production than NSUs (97.67% VS 80.00%, P = .003). In the Tibetan-American
group, NSAs outperform NSTs with higher average accuracy in stress production
(97.50% VS 84.77%, P = .002). In both groups, NSAs can locate stress with a much
higher accuracy rate. For each group, with the mean normalized acoustic features of the
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stressed syllable as the top line and those of unstressed syllable as the bottom line,
mean AFs of each group are shown in Fig. 1.

As shown in the left panel of Fig. 1, i.e. the Uyghur-American Group, Uyghur
speakers have different performance in AFs with American. NSUs produce the stressed
syllable with higher F0 (69.38% VS 61.05%, P = .042) and shorter duration (39.20%
VS 50.63%, P = .000) than NSAs, but no statistical difference with NSAs in intensity
(P = .810). Second, NSUs produce the unstressed syllable with higher F0 (34.58% VS
21.54%, P = .000) and shorter duration (30.25% VS 39.49%, P = .001) than NSAs,
but no statistical difference with NSAs in intensity (P = .135). Third, a narrower range
is found with NSUs than with NSAs in F0 (34.80% VS 39.51%, P = .023), but no
statistical difference with NSAs in intensity (P = .114) and duration (P = .574).

In the Tibetan-American group (the right panel of Fig. 1), Tibetan speakers also
differ from American in AFs. Firstly, NSTs produce the stressed syllable with higher
F0 (69.70% VS 57.32%, P = .000) and stronger intensity (63.41% VS 58.43%,
P = .005) than NSAs, but no statistical difference with NSAs in duration (P = .225).
Secondly, NSTs produce the unstressed syllable with higher F0 (32.96% VS 20.48%,
P = .000), stronger intensity (45.57% VS 35.51%, P = .000) and longer duration
(44.86% VS 20.48%, P = .001) than NSAs. Thirdly, NSTs and NSAs employ almost
the same F0 ranges (36.74% & 36.84%, P = .800), but NSAs use wider range in
intensity (22.92% VS 17.84%, P = .015) and duration (33.36% VS 6.70%, P = .001).

Compared with NSTs, NSUs has a wider range in duration (8.95% VS 6.70%) and
a narrower range in F0 (34.80% VS 36.74%). This might be influenced by L1
phonology: Uyghur is a stress-language in which duration is a robust cue to stress [8–
10], Tibetan is a tone-language in which pitch (F0) pattern distinguishes tone types. In
summary, both NSUs and NSTs perform worse than NSA. Besides, compared with
NSAs, NSUs and NSTs employ AFs with different strategies to realize stress. NSUs
tend to raise F0 and shorten duration for both syllables in a disyllabic word, and have a

Fig. 1. Normalized mean values of AFs
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narrower range of F0 between the stressed one and the unstressed one. NSTs tend to
raise F0 and intensity for both syllable, elongate the duration of unstressed syllable, and
have narrower range of intensity and duration between the stressed syllable and the
unstressed one than NSAs.

3.2 Stress Position Effect

Results indicate that stress position has influence on the accuracy and AFs’ values of
stress production. In Uyghur-American group, ANOVA analysis (P = .025 in NSUs;
P = .063 in NSAs) indicates stress position effect only exist with NSUs, though both
NSUs and NSAs produce initial stress with a higher accuracy rate than final stress
(92.22% VS 67.78% in NSUs, 100% VS 95.33% in NSAs). Besides, results of nor-
malized acoustic features indicate that both NSUs and NSAs realize initial stress with
wider ranges of F0 and intensity than final stress, with statistical significance
(P < 0.05). As shown in Fig. 2, NSUs realize initial stress with a wider range of F0
(43.82% VS 24.08%, p = .000) and higher intensity (20.54% VS 11.39%, p = .040)
than with final stress. NSAs realize initial stress with a wider range of F0 (48.83% VS
30.33%, p = .000) than final stress.

As for duration, an obvious speech-final lengthening effect is observed in Fig. 2. In
the realization of initial stress (left panel), the DUR columns are in the negative
direction (with a minus sign underlie the columns), which means the unstressed syl-
lable has a longer duration than the stressed syllable. In the section of final stress (right
panel), the columns of DUR are in the positive direction, which means the stressed
syllable has a longer duration than the unstressed syllable. Such phenomenon indicates
that both NSUs and NSAs produce the second syllable with longer duration regardless

Note: “-” means AF value of the stressed syllable are smaller than the unstressed one.

Fig. 2. Normalized AFs in different stress positions for the Uyghur-American Group.
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of the stress position. Such speech-final lengthening effect has been reported in pre-
vious studies [7, 17, 18].

In Tibetan-American group, both NST and NSA produce initial stress with higher
accurate rate (89.06% VS 80.47% in NSTs, 98.59% VS 96.41% in NSAs), but neither
gets support from ANOVA test (P = .291 in NSTs; P = .215 in NSAs).

As for the effect of stress positions on acoustic features, both NSTs and NSAs
realize initial stress with wider ranges of F0 and intensity, and a shorter range of
duration than final stress with statistical significance (P < .05). As shown in Fig. 3,
NSTs’ initial stress has longer columns of F0 (48.22% VS 25.25%, p = .000) and INT
(28.34% VS 7.35%, p = .000), but has a shorter column of DUR (16.08% VS 29.47%,
p = .000). NSAs’ initial stress also has longer columns of F0 (45.70% VS 29.01%,
p = .000) and INT (34.82% VS 11.02%, p = .000) than the final stress, but also has a
shorter column of DUR (4.28% VS 26.41%, p = .000). Although the second syllable is
not always the longer syllable in the Tibetan-American group, all subjects produce final
stress with a longer range between the stressed one and the unstressed one than with the
initial stress, which also indicates a slight speech-final lengthening effect.

To summarize, stress positions affect both accuracy and acoustic features for NSAs,
NSTs and NSUs. Firstly, the stress position affect NSUs to assign initial stress with
higher accuracy. At the same time, all subjects produce initial stress with a wider range
of F0 and intensity. Lastly, a speech-final lengthening effect is observed, and such
effect is more obvious in the Uyghur-American group.

3.3 Syllable Structure Effect

In the Uyghur-American group, although the accuracy rates of locating stress at the
initial or final position on different syllable structures are different for NSUs (V
91.00% > VC 89.33% > CVC 80.00% > CV 72.86%) and NSAs (V 100.00% > VC
98.00% > CVC 97.33% > CV 97.14%), ANOVA test and Bonferroni post-hoc test

Fig. 3. Normalized AFs in different stress positions for the Tibetan-American Group.
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indicate that such difference has no statistical significance (P > .05). Since syllable
structures have little influence on accuracy, and NSUs locate stress less accurately than
NSTs (80.00% VS 84.77%, see Sect. 3.1), thus, a conclusion from the experiment is
that speakers of tone language (NSTs) would meet with less negative influence than
speakers of free stress language (NSUs) in stress assignment, which is consistent with
STM’s prediction.

However, results indicate that syllable structures have an effect on acoustic features.
For NSAs, as shown in Table 2, the AFs range in different stressed syllables vary.
ANOVA analysis and Bonferroni post-hoc tests suggest that only F0 (p = .003) is
affected by syllable structures. Such effect is not obvious in intensity and duration. For
NSUs, the AFs ranges in stressed syllables are different. However, ANOVA analysis
and Bonferroni post-hoc tests show that syllable structures have an effect on F0
(p = .015) and duration (p = .000), and no such effect has been observed on intensity.

In the Tibetan-American group, the accuracy rates in stress assignment vary in
different syllable structures for both NST (CVV 86.56% > CVG 85.63% > CVN
85.00% > CV 82.19%) and NSA (CVN 98.44% > CVV 97.81% > CVG
97.59% > CV 96.25%). However, results of ANOVA test and Bonferroni post-hoc test
(P > .05) indicate that such differences have no statistical significance.

Similar to the situation in the Uyghur-American group, results indicate that syllable
structures do have an effect on the acoustic features. For NSAs (Table 3), the AFs
range in different stressed syllables vary. ANOVA analysis and Bonferroni post-hoc
tests indicate F0 (p = .025) and duration (p = .000) are affected by syllable structures,
but such an effect is not found on intensity. Compared with NSAs, NSTs differ in the
AFs ranges in different stressed syllables. However, ANOVA analysis and Bonferroni
post-hoc tests indicate that syllable structures have no effect on DUR, F0 or INT.

Syllable structures do have influence on acoustic features (especially on F0 and
duration) of all subjects, with little effect on accuracy. ANOVA analysis and Bonfer-
roni post-hoc tests show that syllable structures have effect on F0 and duration of NSUs
and NSAs, and on duration of NSTs.

Table 2. AFs range (%) of stressed syllables in Uyghur-American Group

Subjects AFs V VC CV CVC

NSAs F0 40.27 52.58 37.03 35.82
INT 43.01 28.85 14.25 22.80
DUR 24.08 1.59 12.60 9.89

NSUs F0 45.51 42.00 30.76 29.83
INT 34.59 12.83 10.64 17.54
DUR −1.83 15.98 −1.16 2.05
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4 Conclusion

By conducting production experiments and analyzing results of accuracy rates and
acoustic features (F0, intensity, and duration), this study has investigated whether
language typology, stress positions and syllable structures affect English stress
acquisition by native speakers of Tibetan and Uyghur. There are four major findings in
this study. (1) Both NSUs and NSTs experience certain negative transfer in the
acquisition of lexical stress, which is suggested by lower accuracy. NSTs meet less
negative transfer than NSUs do, which is consistent with STM’s prediction that tone
language (in our experiment NSTs) would meet with less negative influence than
speakers of free stress language (in our experiment NSUs) in stress assigning.
(2) Compared with NSAs, NSUs and NSTs employ different acoustic features when
assigning stress. NSUs tend to raise F0 and shorten duration for both syllables in a
disyllabic word, and have a narrower range of F0 between the stressed and the
unstressed. NSTs tend to raise F0 and intensity for both syllables, elongate the duration
of unstressed syllables, and have a narrower range of intensity and duration between
the stressed syllable and the unstressed ones than NSAs. (3) Stress positions affect the
accuracy of NSUs and the acoustic features (especially F0 and intensity) of all subjects.
A speech-final lengthening effect is observed in all subjects. (4) Syllable structures
influence acoustic features, especially F0 and duration, though little influence is found
with accuracy.

Such findings will provide empirical data for more effective teaching of English to
minority groups. It will also be meaningful to analyze the acoustic features of those
mis-assigned tokens to dig out more about possible factors (for example, F0, intensity,
or duration) that may affect the acquisition of English tress. Besides, the role of vowel
reduction in stress realization [19] can be analyzed to examine whether NSTs and
NSUs tend to incorrectly reduce vowels in unstressed syllables.
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Table 3. AFs range (%) of stressed syllables in Tibetan-American Group

Subjects AFs CV CVV CVN CVG

NSAs F0 37.01 33.70 34.38 43.75
INT 19.76 24.97 20.71 26.25
DUR 8.89 18.86 25.47 8.17

NSTs F0 39.12 35.67 38.52 33.73
INT 14.74 18.22 16.55 21.86
DUR 2.52 11.28 15.04 2.98
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C-V and V-C Co-articulation in Cantonese
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Abstract. The present study investigates the co-articulation strength (CS) be-
tween the initial/final consonants and the neighboring vowels in Cantonese CV,
VC, and CVC monosyllables, where C = [p t k] and V = [i a u]. EMA AG500
was used for recording the articulatory actions of the tongue and the lips during
the test syllables. The findings based on the articulatory data collected from two
male Cantonese speakers are as follows. First, CS is strong (i) between the initial
[p-] and the following [i] or [u], but not [a], and (ii) between the final [-p] and a
preceding vowel of any type. Second, CS is weak (i) between the initial [t-] and
the following vowel of any type and (ii) between the final [-t] and the preceding
[u], but not [i] or [a]. Third, CS is weak between the initial [k-] and the fol-
lowing [a], but not [i] or [u], however high between the final [-k] and the
preceding [a]. In general, (i) the order of decreasing CS for both C-V and V-C
co-articulation is when C = [p] > C = [k] > C = [t] and (ii) the degree of CS is
higher in the VC than the CV context. The findings support the phonological
structuring of the syllable, wherein the final consonant (or syllable coda), but not
the initial consonant (or syllable onset), and the preceding vowel (or syllable
nucleus) form the phonological unit of the rhyme.

Keywords: Cantonese � Co-articulation � Consonant � Vowel

1 Introduction

In real speech, concatenated speech sounds are uttered not as discrete segments but co-
articulated units overlapping in time. The phenomenon of co-articulation has received
attention from phoneticians and speech scientists. Earlier works have reported conso-
nant context effects on vowels that (i) vowel formant frequencies are displaced away
from the target frequencies as a result of consonant and vowel co-articulation [8, 10],
and (ii) the extent of the consonantal influence on vowel formant frequencies is
determined by factors, such as place of articulation, manner of articulation, and voicing
characteristic of the consonants [10]. There have been a number of other studies of co-
articulation of consonants and vowels in different languages through analysis of the
patterns of vowel formant transition. Krull [5–7], by applying the Locus Equation
(LE) (Formula 1), measure the co-articulation strength (CS, henceforth) between
consonant and vowel in CV syllables based on the F2 transitions between the vowel
onset (F2onset) and vowel center (F2center).
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F2onset ¼ k � F2centerþ c ð1Þ

The equation expresses the linear regression of F2onset on the y-axis against
F2center on the x-axis for determining C-V co-articulation when a given initial con-
sonant is followed by various types of vowels. In the equation, k is the slope of the
regression line and c the y-intercept of the slope. An increase in the k-value is taken to
indicate an increase in the between-segment CS. Krull’s LE data on C-V co-articulation
between the Swedish initial voiced stops [b d ɡ] and various types of the following
vowels show that the order of decreasing CS is when C = [b] > C = [ɡ] > C = [d].
Similar LE data have also been reported on the variations in F2 pertaining to C-V co-
articulation in relation to place of articulation of the initial consonants in other lan-
guages, such as English [13], Catalan [15], French [1], Thai, Arabic, and Urdu [12].

LE has also been applied to investigation of V-C co-articulation by measuring the
F2 transitions between the vowel center and vowel offset. A comparison of the LE data
on the variations in F2 for C-V and V-C sequences, where C = a voiced stop [b], [d], or
[ɡ] in English [11] and Persian [9], shows that in both languages the between-segment
CS reduces for V-C co-articulation as compared to C-V co-articulation, when C = [d]
and more even so when C = [b]. When C = [ɡ], the between-segment CS for V-C co-
articulation, relative to that for C-V co-articulation, increases in English, but decreases
in Persian.

Co-articulation effects have also been investigated with respect to the compatibility
of tongue position between consonant and vowel. Reported in [2] and [14], CS reduces
when the neighboring consonant and vowel compete for the use of the tongue. The
articulatory data on the Catalan consonants in [16] show that CS in relation to the
antagonism of tongue position between consonant and vowel is weak for the alveolo-
palatal consonants but strong for the labial consonants, with the alveolar and velar
consonants coming in between. In English [3, 4], the between-segment CS is weaker
for the coronal consonants, including dental, alveolar, and postalveolar, due to a less
varied tongue position, than the labial consonants.

To my knowledge, no published articulatory data on the co-articulation between
consonant and vowel in Cantonese are currently available. The present study is an
articulatory investigation of the co-articulation of the syllable-initial and syllable-final
stop consonants [p t k] with different types of neighboring vowels in Cantonese
monosyllables. It examines the variations in the tongue and lip positions at the C-V and
V-C transitions to determine (i) the CS between the different types of stop consonants
and vowels and (ii) the similarities and differences in CS between the syllable-
initial/final stops and the neighboring vowels in the C-V and V-C contexts during the
articulation of the Cantonese monosyllables.

2 Method

2.1 Test Materials

In Cantonese, the unaspirated stops [p t k] occur in both the initial and final positions of
monosyllables. Table 1 presents a total of 25 test Cantonese monosyllables of the CV,
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VC, or CVC structure, where the syllable-initial C- and syllable-final -C are one of the
three stops [p t k] and V is one of the three corner vowels [i a u]. All the test syllables
are meaningful monosyllabic words and are commonly used in daily communication in
the Cantonese-speaking community in Hong Kong. The asterisk ‘*’ in the table denotes
the non-occurring syllables in Cantonese. A randomized reading list containing five
repetitions of each test word was prepared for eliciting speech samples from Cantonese
speakers.

2.2 Speakers

Two male speakers, who were born and grew up in monolingual Cantonese-speaking
families in Hong Kong, provided speech samples for this study. The two speakers were
undergraduate students of the ages ranging from 18 to 22 with no history of speech and
hearing difficulties.

2.3 Data Collection and Analysis

Electromagnetic Articulography (EMA) AG500 by Carstens of Germany was used to
record and analyze the test materials. Synchronized digital recordings of the articula-
tory actions of the tongue and lips and the audio signals during the test syllables were
performed. Throughout the recording, frequency receivers or sensors in small coils
were fixed onto speaker’s articulators, with (i) three sensors in equidistance on the
tongue tip (TT), tongue middle (TM), and tongue back (TB) and (ii) two on the mid-
points of the vermilion borders of the upper and lower lips. Three additional sensors on
fixed locations include one on the nose bridge and the other two on the back of the ears,
functioning as the reference points for tracking the head movements.

The articulatory data with respect to the positions of TT, TM, and TB and the
positions of the upper and lower lips were extracted on the x- and y-coordinate planes,
indicating the front-back and up-down positions of the tongue and the lips. By making
reference to the waveforms and spectrograms of the synchronized acoustic signals, the
tongue and lip positions were marked at three temporal points - onset, center, and offset
- of the vowel in each test monosyllable for indicating the CS between the initial/final
stop consonants and the neighboring vowels in the CV and VC contexts. The variations
in the tongue and lip positions (i) between the vowel onset and vowel center pertaining
to C-V co-articulation and (ii) between the vowel center and vowel offset pertaining to
V-C co-articulation were also computed and expressed in terms of the Euclidean
distance. A small or large Euclidean distance is taken to indicate a respective weak or
strong CS between the neighboring consonants and vowels in the test syllables.

Table 1. Test Cantonese monosyllables (*denoting non-occurrence in Cantonese).

CV VC CVC
[pi] [pa] * [ip] [ap] * * [pit] * [pat] [pak] [put]

[ti] [ta] * [it] [at] [ut] [tip] [tit] [tap] [tat] * *
[ki] [ka] [ku] * [ak] * [kip] [kit] [kap] * [kak] *
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3 Results

Figures 1a–c, Figs. 3a–b, and Figs. 5a–c show the superimposed mid-sagittal tongue
contours at the vowel onset (in red dotted lines) and vowel center (in blue solid lines) of
[i a u] preceded by the initial stop [p-], [t-] or [k-] in Cantonese CV and CVC syllables
for Male Speaker 1. Figures 2a–b, Figs. 4a–c, and Fig. 6 show the superimposed mid-
sagittal tongue contours at the vowel center (in blue solid lines) and vowel offset (in
green dashed lines) of [i a u] followed by the final stop [-p], [-t], or [-k] in Can-
tonese VC and CVC syllables also for Male Speaker 1. In the figures, the tongue
contours were drawn by connecting the positions of TT, TM, and TB, with the front-
back dimension on the x-axis against the up-down dimension on the y-axis. All the
figures are on the same scale, with each grid side in 10 mm. The thick dark line in each
figure is the tracing of the mid-sagittal palate contour of the speaker, facing to the left,
serving as the reference, relative to which the tongue positions in both the front-back
(x) and up-down (y) dimensions during the different temporal points of the vowels are
defined and compared. The mid-sagittal tongue contours for Male Speaker 2 in this
study are not presented, due to space limitation and the between-speaker similarities.

3.1 Bilabial Stop [p]

As shown in Figs. 1a–c, when the initial [p-] precedes a high vowel [i] (Fig. 1a) or [u]
(Fig. 1c), the tongue positions at the vowel onset and vowel center are nearly the same,
suggesting a strong CS between [p-] and the following high vowel. During the artic-
ulation of [p-], the tongue is not involved and is thus free to assume the anticipated
gesture of the following vowel. For [p]-[i] (Fig. 1a), but not [p]-[u] (Fig. 1b), the
position of TB tends to raise slightly closer to the palate at the vowel center than at the
vowel onset, an indication that the tongue does not quite yet reach the target position at
the vowel onset. The t-test results substantiate the finding, in that the differences in the
positions of the three tongue points (TT, TM, TB) between the vowel onset and vowel
center are non-significant for [p]-[i] or [p]-[u], except for the position of TB which is
significantly higher at the vowel center than the vowel onset (p < 0.001) for [p]-[i].

Fig. 1. a–c. Superimposed mid-sagittal tongue contours at the vowel onset (in red dotted lines)
and vowel center (in blue solid lines) of [i a u] preceded by [p-] in Cantonese CV and CVC
syllables and the palate contour (in thick dark line) for Male Speaker 1. (Color figure online)
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As for [p]-[a] (Fig. 1b), differing from the cases of [p]-[i] (Fig. 1a) and [p]-[u]
(Fig. 1c), the positions of all the three tongue points (TT, TM, TB) are higher at the
vowel onset than at the vowel center and the difference is significant (p < 0.001),
suggesting a decrease in CS between [p-] and [a]. With respect to the variations in lip
position, the Euclidean distance between the two lips increases significantly at the
vowel center as compared to the vowel onset when [p-] precedes [i], [u], or [a]
(p < 0.001). The percentage of the increase in the Euclidean distance between the
upper and lower lips at the vowel center is much larger for [p]-[a] (73%) than [p]-[i]
(30%) and [p]-[u] (16%), attributed to the competition between the lip closure during
[p-] and lip/mouth opening for articulating the open vowel [a]. The data on the vari-
ations in lip opening also indicate a weaker CS between [p-] and the open vowel [a]
than between [p-] and the close vowel [i] or [u].

The CS is stronger between the final [-p] and the preceding vowel of any type in the
VC context than between the initial [p-] and the corresponding vowel in the CV
context. As shown in Fig. 2a and b, the tongue positions at the vowel center and vowel
offset are similar when [-p] preceded by the close vowel [i] or the open vowel [a].
Nonetheless, for both [i]-[p] and [a]-[p], the positions of TT, TM, and TB are slightly
retracted at the vowel offset as compared to the vowel center, and the differences are
significant (p < 0.001). The data indicate that [-p] is not in total co-articulation with the
preceding vowel, even though the tongue is not involved during the articulation of [-p].

With respect to the lip position, the Euclidean distance between the upper and lower
lips is reduced at the vowel offset compared to the vowel center. The percentages of
reduction in the distance for [i]-[p] (41%) and [a]-[p] (33%) are similar, which indicate
comparable degrees of CS between the final [-p] and the preceding vowels of different
types.

3.2 Alveolar Stop [t]

The CS is weak between the initial [t-] and the following vowel in the CV context,
irrespective of the vowel type. As shown in Fig. 3a and b, the position of TT at the
vowel onset is raised close to the anterior part of the palate compared to the lowered
position of TT at the vowel center, and the difference in position is significant
(p < 0.001). This is attributed to the antagonism between the articulations of [t-] and
the neighboring vowel, where TT is raised to form the alveolar closure during [t-], but

Fig. 2. a–b. Superimposed mid-sagittal tongue contours at the vowel center (in blue solid lines)
and vowel offset (in green dashed lines) of [i a] followed by [-p] in Cantonese VC and CVC
syllables and the palate contour (in thick dark line) for Male Speaker 1. (Color figure online)
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lowered for the articulation of the vowel. When [t-] precedes the close vowel [i]
(Fig. 3a), the positions of TM and TB are raised close to the palate at both the vowel
onset and vowel center. When [t-] precedes the open vowel [a] (Fig. 3b), the positions
of TT, TM, and TB are higher at the vowel onset than at the vowel center, and the
differences in position are all significant (p < 0.001), though the difference in the
position of TB between the two temporal points is small. The data indicate that the CS
is stronger for [t]-[i] than [t]-[a], due to the elevation of the tongue tip during [t-] which
is more compatible with the tongue gesture for the articulation of the close vowel [i]
than for the open vowel [a].

In the VC context, the CS between V and [-t] is weaker when V = [u] than when
V = [i] or [a]. As shown in Fig. 4c, for [u]-[t], TT at the vowel offset is moved towards
the anterior part of the palate, but not at the vowel center. The positions of TM and TB
also differ between the two temporal points, being more fronted at the vowel offset than
at the vowel center. The differences in the positions of the three tongue points between
the vowel onset and vowel center are all significant (p < 0.001), indicating a weak CS
between [u] and [-t]. As for [i]-[t] (Fig. 4a) and [a]-[t] (Fig. 4b), the raising of TT is not
observed at the vowel offset, suggesting the absence of the alveolar closure for the final
stop [-t]. It is assumed that [-t] is articulated as a glottal stop [-ʔ] instead. In general,
when [i] or [a] followed by [-t], the tongue positions at the vowel center and vowel
offset are similar, an indication of a strong CS between [i] or [a] and [-t].

3.3 Velar Stop [k]

There is a strong CS between the initial [k-] and the following high front vowel [i],
attributed to the similarity in tongue position between [k-] and [i] as a result of the
palatalization of [k-] before [i]. As shown in Fig. 5a, when [k-] precedes [i], the
positions of TT, TM, and TB at the vowel onset are nearly the same as those at the
vowel center. Statistical data show that the difference in tongue position between the
two temporal points is mildly significant (p < 0.05) only on the y-coordinate plane.
Relative to the case of [k]-[i] (Fig. 5a), the difference in tongue position between the
vowel onset and vowel center increases when [k-] precedes a high back [u] (Fig. 5c)
and further increases when [k-] precedes an open [a] (Fig. 5b), suggesting a decrease in

Fig. 3. a–b. Superimposed mid-sagittal tongue contours at the vowel onset (in red dotted lines)
and vowel center (in blue solid lines) of [i a] preceded by [t-] in Cantonese CV and CVC
syllables and the palate contour (in thick dark line) for Male Speaker 1. (Color figure online)
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CS between [k-] and [u] or [a]. The difference in tongue position between the two
temporal points is significant for [k]-[u] (p < 0.01) and in particular for [k]-[a]
(p < 0.001) due to the antagonism between the tongue positions of [k-] and [a]. The
tongue is raised towards the palate during [k-], but lowered during [a].

In the VC context, the CS between the open vowel [a] and the final [-k] is strong.
As shown in Fig. 6, there is a close similarity in tongue position between the vowel
center and vowel offset for the single case of [a]-[k]. Statistical data show the differ-
ences in the positions of different tongue points, except for TB, are non-significant
between the two temporal points. At the vowel offset, the positions of TT, TM, and TB
are distant from the palate, suggesting an absence of the velar closure for the final stop
[-k]. It is assumed that [-k] is articulated as a glottal stop [-ʔ] instead.

3.4 Between-Segment CS in CV and VC Contexts

This section presents the data on the between-segment CS expressed in terms of the
Euclidean distance (i) between the tongue positions at the vowel onset and vowel
center for C-V co-articulation and (ii) between the tongue positions at the vowel center
and vowel offset for V-C co-articulation during the Cantonese monosyllables for both
Male Speaker 1 and Male Speaker 2. Table 2 presents the data on the Euclidean
distances (in mm) between the vowel onset and vowel center at the three tongue points
(TT, TM, TB) and the mean values averaged across the three tongue points for the

Fig. 4. a–c. Superimposed mid-sagittal tongue contours at the vowel center (in blue solid lines)
and vowel offset (in green dashed lines) of [i a u] followed by [-t] in Cantonese VC and CVC
syllables and the palate contour (in thick dark line) for Male Speaker 1. (Color figure online)

Fig. 5. a–c. Superimposed mid-sagittal tongue contours at the vowel onset (in red dotted lines)
and vowel center (in blue solid lines) of [i a u] preceded by [k-] in Cantonese CV and CVC
syllables and the palate contour (in thick dark line) for Male Speaker 1. (Color figure online)
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initial [p- t- k-] preceding different types of vowels in CV and CVC syllables. Table 3
presents the corresponding data on the Euclidean distances between the vowel center
and vowel offset for the final [-p -t -k] following different types of vowels in VC and
CVC syllables. A large or small Euclidean distance is taken to indicate a respective
weak or strong CS between the stops and the neighboring vowels in the syllables.

The data presented in Table 2 for the two Cantonese speakers show that the
Euclidean distance at TB is larger for [k]-V (6.36/6.36 mm) than [p]-V (3.72/2.42 mm)
and [t]-V (3.51/5.40 mm), irrespective of the types of the following vowels, whereas
the Euclidean distance at TT is significantly larger for [t]-V (10.52/13.45 mm) than [p]-
V (3.63/4.36 mm) and [k]-V (4.29/2.80 mm). This is because TB is involved in the
articulation of [k-], but not [p-] and [t-], competing for the use of TB with the following
vowel. As for TT, it is raised to form the alveolar closure during [t-], which is
incompatible with the lowering of TT during the following vowel, but not during [p-]
or [k-]. Based on the Euclidean distance averaged across the three tongue points, the
order of decreasing Euclidean distance is [t]-V > [k]-V > [p]-V for both Male Speaker
1 (6.24 mm > 5.64 mm > 3.98 mm) and Male Speaker 2 (9.14 mm > 4.87 mm >
3.36 mm). Thus, the order of decreasing CS between the initial C- and the following
vowel in the CV context is when C- = [p-] > C- = [k-] > C- = [t-].

The Euclidean distances at all the three tongue points are reduced for V-[p], V-[t],
and V-[k] (Table 3), relative to [p]-V, [t]-V, and [k]-V (Table 2), indicating an increase
in CS between the final stop and the preceding vowel in the VC context. Table 3 shows
that for both Male Speakers 1 and 2, the Euclidean distance at TT is larger for V-[t]

Fig. 6. Superimposed mid-sagittal tongue contours at the vowel center (in blue solid lines) and
vowel offset (in green dashed lines) of [a] followed by [-k] in Cantonese VC and CVC syllables
and the palate contour (in thick dark line) for Male Speaker 1. (Color figure online)

Table 2. Euclidean distances (in mm) at the three tongue points (TT, TM, TB) between the
vowel onset and vowel center for the initial [p- t- k-] preceding different types of vowels in
Cantonese CV and CVC syllables for two male speakers.

Male Speaker 1 Male Speaker 2
TT TM TB Mean TT TM TB Mean

[p]-V 3.63 4.59 3.72 3.98 4.36 3.29 2.42 3.36
[t]-V 10.52 4.70 3.51 6.24 13.45 8.56 5.40 9.14
[k]-V 4.29 6.27 6.36 5.64 2.80 5.45 6.36 4.87
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(4.71/10.14 mm) than V-[p] (3.32/3.39 mm) and V-[k] (2.32/2.62 mm), which paral-
lels the pattern of a larger Euclidean distance at TT for [t]-V than [p]-V and [k]-V in the
CV context (Table 2).

With respect to the position of TB, the Euclidean distance is larger for V-[k]
(2.97/2.62 mm) than V-[p] (1.55/1.94 mm) irrespective of the types of the preceding
vowels for both Cantonese speakers, which also parallels the pattern of a larger
Euclidean distance at TB for [k]-V (6.36/6.36 mm) than [p]-V (3.72/2.42 mm) in the
CV context. As for the difference in the Euclidean distance at TB between V-[k] and V-
[t], the patterns differ between the two speakers, in that the Euclidean distance at TB is
slightly larger for V-[k] (2.97 mm) than V-[t] (2.83 mm) for Male Speaker 1, but
smaller for V-[k] (2.62 mm) than V-[t] (3.69 mm) for Male Speaker 2. In the CV
context, the Euclidean distance at TB is larger for [k]-V (6.36/6.36 mm) than [t]-V
(3.51/5.40 mm) for both speakers.

Based on the Euclidean distance averaged across the three tongue points for each of
three final stops [-p -t -k] preceded by different vowel types in the VC context, the order
of decreasing Euclidean distance is V-[t] > V-[k] > V-[p] for both Male Speaker 1
(3.62 mm > 2.67 mm > 2.34 mm) and Male Speaker 2 (6.23 mm > 2.47 mm > 2.42
mm), though the difference in the Euclidean distance between V-[k] and V-[p] is only
small. In general, based on the data on Euclidean distance, the order of decreasing CS for
V-C co-articulation is when -C = [-p] > -C = [-k] > -C = [-t], which parallels the order
of decreasing CS for C-V co-articulation, i.e., when C- = [p-] > C- = [k-] > C- = [t-].

4 Conclusion

This paper has presented the co-articulation strength between the initial/final stops [p- t-
k-]/[-p -t -k] and vowels [i a u] in Cantonese monosyllables. The findings suggest the
factors affecting the between-segment CS include the stop consonant type, vowel type,
and initial/final position of the stop in the syllable. For both the C-V and V-C co-
articulation, the order of decreasing CS is when C = [p] > C = [k] > C = [t], and the
degree of CS is higher in the VC than the CV context. The articulatory data support the
phonological structuring of the syllable, wherein the syllable-final consonant (or syl-
lable coda), but not the syllable-initial consonant (or syllable onset), and the preceding
vowel (or syllable nucleus) form the phonological unit of the rhyme. Also, the findings

Table 3. Euclidean distances (in mm) at the three tongue points (TT, TM, TB) between the
vowel center and vowel offset for the final [-p -t -k] following different types of vowels in
Cantonese VC and CVC syllables for two male speakers.

Male Speaker 1 Male Speaker 2
TT TM TB Mean TT TM TB Mean

V-[p] 3.32 2.14 1.55 2.34 3.39 1.94 1.94 2.42
V-[t] 4.71 3.33 2.83 3.62 10.14 4.86 3.69 6.23
V-[k] 2.32 2.72 2.97 2.67 2.62 2.18 2.62 2.47
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of the present study are generally in agreement with the patterns of co-articulation
between consonant and vowel in other languages reported in previous studies.
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Abstract. Interactions between speech style and coarticulation are investigated
by examining local, non-local, anticipatory and carryover contextual effects on
vowels in two French corpora of conversational and journalistic speech. C-to-V
coarticulation is analyzed on 22 k tokens of /i, E, a, u, ɔ/(/E/=/e, ɛ/) 50-to-80 ms
long. Contextual effects are measured as F2 changes in relation to the adjacent
consonant (alveolar vs. uvular) in CV1 and V1C sequences. V-to-V coarticula-
tion is analyzed on 33 k V1C(C)V2 sequences with V1 = /e, ɛ, o, ɔ, a/ falling
within the same range of duration, and V2 either high/mid-high or low/mid-low.
Contextual effects are measured as F1 changes as function of V2 height. Results
show more local C-to-V coarticulation in conversational than in journalistic
speech, as previously found for other languages. Interestingly, this interaction is
clearer for all vowels in V1C, whereas coarticulation in CV1 is affected by style
for non-high vowels only. V-to-V coarticulation is also found in both corpora
but is modulated by style only for mid-front vowels and in the opposite direction
(i.e. more overlap in journalistic than in conversational speech). Findings are
interpreted in light of dynamic models of speech production and of a phono-
logical account of French V-to-V harmony.

Keywords: Local vs. non-local coarticulation � Speech style � French
Large corpora � Acoustic � Anticipatory vs. carryover coarticulation

1 Introduction

Pronunciation is highly sensitive to speech style variations. In the literature, reported
acoustic changes concern the spectral and temporal properties of a sound. Specifically,
previous studies have shown that segment lengthening (Ferguson and Kewley-Port
2002, 2007; Picheny et al. 1986; Moon and Lindblom 1994) and hyperarticulation,
often measured with an expansion of the vowel acoustic space (Bradlow 2002; Johnson
et al. 1993; Picheny et al. 1986; Audibert et al. 2015; Gendrot and Adda-Decker 2005),
represent robust cues of “clear” (e.g. overarticulated read speech) speech compared to
other forms of “elicited” speech (e.g. normal read speech) as well as “casual” speech
(often referred to as spontaneous speech).
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Less understood is the relation between speech style and coarticulation. Some
studies revealed a reduction of coarticulation in clear speech (Krull 1989 for Swedish;
Duez 1992 for French; Moon and Lindblom 1994 for English; DiCanio et al. 2015 for
Mixtec) compared to less clear speech (citation-form or casual-form). Other studies did
not find any adjustments in degree of coarticulation according to speech style (Matthies
et al. 2001; Bradlow 2002). A third type of (more perception-oriented) study (Scar-
bourough and Zellou 2013) found that it is the authenticity of the communicative
context to induce variation in coarticulation degree (i.e. more coarticulation in a “real”
than in a “simulated” clear speech situation).

These different findings may be due to several reasons. First of all, they test
different directions of coarticulation reflecting two distinct underlying processes:
anticipatory coarticulation (as in Krull 1989; Duez 1992, Scarborough and Zellou
2013) vs. carryover coarticulation (as in Moon and Lindblom 1994; Bradlow 2002;
DiCanio et al. 2015). While both types of coarticulation can result from gestural
overlap, anticipatory coarticulation can also reflect the planning of upcoming speech
units, while carryover coarticulation can result from mechanical or inertial effects of
moving an articulator from one target to the next one (e.g. Recasens 1987). Second, it is
questionable whether the elicited speech conditions tested in these studies (from clear
speech to more spontaneous speech) are comparable. Finally, there are cross-linguistic
differences in coarticulatory patterns (Öhman 1966; Manuel 1990; Beddor 2002; Ma
et al. 2006) that may reflect differences in the relation between style and coarticulation
across languages.

The current study investigates potential effects of speech style on vowel coarticu-
lation in two big French corpora of (natural) casual conversation and of (natural) formal
journalistic speech. Different from previous work mostly carried out on elicited speech,
we investigate the relation between speech style and coarticulation in a more
ecologically-valid speaking condition.

The novel aspect of the investigation lies in the comparison between CV1

sequences with potential carryover coarticulation, V1C sequences with anticipatory
coarticulation, and V1C(C)V2 sequences with V-to-V anticipatory coarticulation.
Hence, with respect to prior research mainly focusing on contextual overlap operating
at a local level, here the observed coarticulation varies in terms of distance (local vs.
non-local) and cohesion between the segments in context. The inter-articulator coor-
dination within CV1 sequences (coupled in-phase) has proven to be more stable than in
(anti-phase) V1C sequences (Kelso et al. 1986, Tuller and Kelso 1991, Nam et al.
2010). In addition, compared to C-to-V, V-to-V is the least cohesive structure, in which
coordination seems to be the most language-dependent.

Another novel aspect of our study is the comparison among different sets of vowels.
C-to-V coarticulation is analyzed on tokens of /i, E, a, u, ɔ/ (with /E/=/e, ɛ/). These are
the vowels for which we had enough material available in our two corpora in V1C and
CV1 sequences. Furthermore, the selection of this set of vowels allows us to test at the
same time back vs. front vowels as well as high vs. non-high vowels. We expect the
degree of coarticulation between C and V be modulated by speech style. At the same
time, we set to determine whether the relation between coarticulation and style depends
on the type of vowel. According to the Degree of Articulatory Constraints
(DAC) model, vowels articulated with a palatal constriction are said to be more
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constrained articulatorily, and therefore, more resistant to contextual variation than
others (Recasens 2007).

V-to-V coarticulation (in V1C(C)V2 sequences) is tested on V1 containing mid-
front and mid-back vowels (=/e, ɛ, o, ɔ/) as well as the low vowel (=/a/). While low
vowels are particularly noteworthy for their high degree of contextual variation (e.g.,
Recasens 1987), mid-front and mid-back vowels are known to undergo a phonological
process of anticipatory vowel harmony in French, at least for the Northern varieties
(which are closer to Standard French, see Nguyen and Fagyal 2008; Turco et al. 2016).
The target V1 usually alternates in height (mid-high/mid-low) according to the height
changes of the following V2 (high vs. low, respectively). The classic literature on
French vowel harmony (e.g., Fouché 1959, Walker 2001) suggests that the degree of
influence of V2 on V1 may be sensitive to speech style variations. V1 harmonizes more
with V2 in casual than in formal speech, an observation that is largely consistent with
previous findings on local coarticulation and speech style. With respect to previous
work, here we aim at investigating the relation between vowel harmony and style more
systematically (see also Turco et al. 2016 for a preliminary investigation).

A further open question in the literature is whether variations affecting the spatial
(formant) properties of the vowel are induced by variations in duration. In a revised
version of Lindblom (1963)’s vowel undershoot model, Moon and Lindblom (1994)
showed that vowel formant displacements due to consonantal context highly depended
on vowel duration and that the link between spectral changes and duration was less
strong in clear-speech than in citation-form speech (a similar finding is also reported by
Duez 1992 for V-to-C coarticulation in French). However, we know that speech style
variation is more than just a matter of duration: speakers can adopt different production
strategies according to the speaking condition at hand (e.g. Ferguson and Kewley-Port
2002; Smiljanic and Bradlow 2005). As a matter of fact, previous work on speech style
differences in French has shown that vowel spectral reduction in conversational speech
compared to read speech mainly applied when looking at short vowels (under 40 ms;
see, for instance, Rouas et al. 2010). Moreover, Audibert et al. (2015) found more
reduction of the acoustic space, more vowel centralization and intra-category disper-
sion in conversational speech than in journalistic and read speech for short vowels (up
to 50 ms) than for mid (up to 80 ms) and long vowels (up to 120 ms). Hence, on the
basis of these findings, we test potential effects of speech style on coarticulation by
controlling for the duration of the target vowel.

To summarize, the questions we address in the current study are the following ones:

1. whether degree of coarticulation varies with speech style (and, if so, in which
direction and for which vowels);

2. whether speech style variation equally affects all types of coarticulation (anticipa-
tory vs. carryover, local vs. non-local).

3. whether speech style variation affects vowel coarticulation when its duration is
controlled for.
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2 A Corpus-Based Study

Speech material was extracted from two publicly available French corpora: ESTER
(Gravier et al. 2006) and NCCFr (Torreira et al. 2010). ESTER contains broadcasted
news and political/societal debates of several radio and TV programs. It includes
mainly scripted speech mostly produced by professional speakers. NCCFr contains
conversational speech based on free and guided face-to-face discussions on societal
topics among pair of friends (mainly young students). In our study, the corpus ESTER
will be referred to as “journalistic” speech (J, henceforth), the corpus NCCFr as
“conversational” speech (C).

2.1 Speech Material and Data Coding

Local C-to-V coarticulation was observed on 22 k tokens extracted from both corpora.
The target vowel (V1) was represented by the following set of sounds: /i, E, a, u, ɔ/
(with /E/=/e, ɛ/), produced by 23 male speakers. The duration of the target vowel was
controlled: all vowels ranged from 50 to 80 ms. The adjacent consonant was either an
alveolar (CALV =/t, d, z, s, l, n/, e.g. dépanner /depane/- “to help”), which is known to
attract F2 towards an 1800 Hz locus, or a uvular (CUV =/R/, e.g. appareil /apaRɛj /-
“appliance”), known to lower F2 (and raise F1). The opposite context (left in V1C and
right in CV1) was always a labial consonant. Note that in CV1 sequence, C and V1 are
always tautosyllabic, while in V1C sequences syllabification could not be controlled
for. Contextual effects were measured as changes of the second formant (F2) of V1

according to the place of articulation of the adjacent C.
V-to-V coarticulation was analyzed on 33 k words containing a V1C(C)V2

sequence where the target V1 was a mid-high, mid-low or low vowel (/e, ɛ, o, ɔ, a/)
located in the penultimate syllable of the word. The influencing vowel V2 was either a
raising trigger (high and mid-high /i, e, o, y, u/, all coded as ‘high’) or a lowering
trigger (low and mid-low /ɛ, a, ã/, all coded as ‘low’) placed in the last (accented)
syllable. In the extraction of those words, no constraint on their syllable structure and
their sequence of intervocalic consonants (i.e. between V1 and V2) was applied. The
degree of coarticulation was measured as the lowering of the first formant (F1) of V1 in
relation to the height of V2 (high/mid-high vs. low/mid-low).

The vowels were identified according to a forced automatic alignment (using the
Burg algorithm in the Praat software, Boersma and Weenink 2018) that takes into
account both orthographic and phonological information at a word level (see Turco
et al. 2016 for details). In all cases, the duration of V1 was controlled to avoid duration-
dependent variation in coarticulation degree. All vowels were between 50 ms and
80 ms. These duration values were obtained following classification criteria applied to
the same corpora as described in Audibert et al. (2015). Finally, formant values were
extracted at 1/3, 1/2 and 2/3 of the vowel and then averaged for a single value per
vowel. In order to check for outliers (due, for instance, to mislabelling), formant values
were inspected according to the procedure described in Gendrot and Adda-Dekker
(2005). They were then z-score transformed (Lobanov 1971) by subtracting the mean
of all data points from each of them and by dividing those points by the standard
deviation of all data points.
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2.2 Statistical Analyses

We performed linear mixed-effects models using the lme4 package (Bates et al. 2015)
in the R software (R Development Core Team 2008).

Two types of model structure were constructed. For local C-to-V coarticulation, we
modeled the relationship between the F2 of the target V1 (in z-score) in relation to the
adjacent CONSONANTAL CONTEXT (C: alveolar vs. uvular), DIRECTION TYPE (CV1 vs. V1C)
and SPEECH STYLE (conversational vs. journalistic speech). For non-local V-to-V coar-
ticulation, the model contained the F1 of V1 (in z-score) as function of V2 HEIGHT (high
vs. low) and SPEECH STYLE (conversational vs. journalistic speech). In both models,
speaker was included as a random factor. By-speaker random slopes were also included
to avoid high Type I error rate (Cunnings 2012). The two models were then run
separately for each vowel according to the type of coarticulation they belonged to (C-
to-V or V-to-V). P-value estimates were based on Satterthwaite approximations, which
provides more conservative estimates for linear regression, through the lmerTest()-
function (Kuznetsova et al. 2013) and further adjusted for multiple testing compar-
isons. Likelihood ratio tests as implemented in the anova()-function were performed to
check main effects of each fixed factor and interactions.

In line with previous studies (cf. Introduction), we predicted more coarticulation in
conversational than in formal journalistic speech. In statistical terms, this is translated
into an interaction between the relevant predictors (i.e. between CONSONANTAL CONTEXT

and SPEECH STYLE for CV1 and V1C sequences; V2 HEIGHT and SPEECH STYLE for V1CCV2

sequences). In what follows, we present only the relevant effects and interactions that
reply to our research questions (cf. Introduction).

3 Results

3.1 C-to-V Coarticulation

First, the statistical analyses reveal a significant main effect of CONSONANTAL CONTEXT on
the F2 of all the tested vowels (see Table 1 below). As expected, the F2 of the target
vowels is higher when these vowels are in alveolar than in a uvular context.

Table 1. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the effect of CONSONANTAL CONTEXT on the F2 of five vowels (/i/, /u/, E =/
e, ɛ/, /ɔ/, /a/). The intercept contains “alveolar” as a reference value; “n.s.” stands for p-values that
are not significant.

CONSONANTAL CONTEXT

buvular SE t p-value

/i/ −.245 .055 −4.42 .0006
/u/ −.390 .056 −6.91 .0001
/E/ −.090 .031 −2.88 .01
/ɔ/ −.380 .073 −5.17 .0001
/a/ −.471 .048 −9.90 .0001
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By contrast, unexpectedly, an effect of DIRECTION TYPE is found for the vowels /E/, /
ɔ/ and /a/: the F2 of these vowels is higher in CV1 sequences than in V1C sequences
(see Table 2).

Furthermore, our analyses reveal an effect of SPEECH STYLE on F2 for certain vowels
only (Table 3): their F2 is higher in journalistic speech than in conversational speech.

More interestingly, an interaction between CONSONANTAL CONTEXT and SPEECH STYLE

is found for all the tested vowels: there is less coarticulation in journalistic speech than
in conversational speech (Table 4).

Finally, the models reveal an interaction between CONSONANTAL CONTEXT, SPEECH

STYLE and DIRECTION TYPE for the vowels /i, u, a, ɔ/ (see Table 5). Indeed, for close
vowels /i, u/, the interaction is found in anticipatory V1C coarticulation only (see
Fig. 1a). For non-close vowels /ɔ, a/, this effect is present in both V1C and CV1

sequences. Yet, the reduction of coarticulation in journalistic speech is more important
in V1C than in CV1 sequence (see Fig. 1b). In other words, SPEECH STYLE seems to affect
mostly anticipatory coarticulation. For /E/, DIRECTION TYPE does not affect the interaction
between CONSONANTAL CONTEXT and SPEECH STYLE: less coarticulation in journalistic
speech is found in both V1C and CV1 sequence, as illustrated in Fig. 1c.

Table 2. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the effect of DIRECTION TYPE on the F2 of five vowels (/i/, /u/, E =/e, ɛ/, /ɔ/
, /a/). The intercept contains “VC” sequence as a reference value; “n.s.” stands for p-values that
are not significant.

DIRECTION TYPE

bCV SE t p-value

/i/ .017 .016 1.08 n.s.
/u/ .089 .061 1.44 n.s.
/E/ .254 .027 9.25 .001
/ɔ/ .263 .042 6.27 .0001
/a/ .148 .033 4.50 .0001

Table 3. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the effect of STYLE on the F2 of five vowels (/i/, /u/, E =/e, ɛ/, /ɔ/, /a/).
The intercept contains “journalistic” as a reference value; “n.s.” stands for p-values that are not
significant.

STYLE

bconversational SE t p-value

/i/ .136 .048 2.83 .009
/u/ −.096 .089 −1.08 n.s.
/E/ .085 .034 2.48 .02
/ɔ/ .250 .086 2.90 .008
/a/ .008 .063 .13 n.s.
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3.2 V-to-V Coarticulation

For V1C(C)V2 sequences, the models reveal that V-to-V coarticulation is found for all
the tested V1 in the expected direction: F1 is lower when followed by a high V2 (see
Table 6 for model output). However, the change in F1 conditioned by V2 HEIGHT is
larger in magnitude for the mid-back vowels /o, ɔ/ and for the low /a/ than for the mid-
front vowels /e, ɛ/.

The main effect of STYLE is found for the vowel /a/ only, showing a higher F1 in
journalistic speech than in conversational speech (cf. Table 7). Together with the
higher F2 for /i/ and the lower F2 for /u/ described in the previous section (cf.
Sect. 3.1), the higher F1 of /a/ in journalistic speech contributes to the expansion of the
vowel acoustic space expected in journalistic speech.

Crucially, the models reveal an interaction between V2HEIGHT and STYLE for the E =/e,
ɛ/ only (cf. Table 8). For the mid-front V1, there is less coarticulation in conversational
speech than in journalistic speech (see Fig. 2a). On the contrary, there is much more
contextual change of F1 for the low and mid-back vowels, but this holds true for both
speech styles (Fig. 2b and c), as indicated by the lack of a statistical interaction.

Table 4. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the interaction between CONSONANTAL CONTEXT*SPEECH STYLE on the F2
of five vowels (/i/, /u/, E =/e, ɛ/, /ɔ/, /a/). The intercept contains alveolar and journalistic as
reference values; “n.s.” stands for p-values that are not significant.

CONSONANTAL CONTEXT*SPEECH STYLE

Buvular*conversational SE t p-value

/i/ −.265 .080 −3.31 .003
/u/ −.359 .077 −4.62 .0001
/E/ −.238 .041 −5.75 .0001
/ɔ/ −.714 .093 −7.67 .0001
/a/ −.344 .059 −5.80 .0001

Table 5. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the interaction between CONSONANTAL CONTEXT*DIRECTION TYPE*STYLE on
the F2 of five vowels (/i/, /u/, E =/e, ɛ/, /ɔ/, /a/). The intercept contains alveolar, VC and
journalistic as reference values; “n.s.” stands for p-values that are not significant.

CONSONANTAL CONTEXT*DIRECTION TYPE*STYLE
Buvular*CV*conversational SE t p-value

/i/ .216 .090 2.40 .03
/u/ .328 .143 2.30 .03
/E/ −.020 .065 −.30 n.s.
/ɔ/ .277 .111 2.49 .02
/a/ .187 .065 2.88 .009
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Fig. 1. F2 (in z-score) of the vowels /i/(panel a), /ɔ/(panel b) and /E/(panel c) ranging from 50 to
80 ms in V1C and CV1 context as function of CONSONANTAL CONTEXT (alveolar vs. uvular) and
SPEECH STYLE (journalistic vs. conversational).

Table 6. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the effect of V2 HEIGHT on the F1 of three vowels (/a/, E =/e, ɛ/, O =/o, ɔ/).
The intercept contains “high” as a reference value; “n.s.” stands for p-values that are not
significant.

V2 HEIGHT

blow SE t p-value

/a/ .069 .004 17.50 .0001
/E/ .032 .004 7.60 .0001
/O/ .124 .006 20.41 .0001

Table 7. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the effect of STYLE on the F1 of three vowels (/a/, E =/e, ɛ/, O =/o, ɔ/).
The intercept contains “journalistic” as a reference value; “n.s.” stands for p-values that are not
significant.

STYLE
bconversational SE t p-value

/a/ −.041 .014 −2.90 .006
/E/ −.009 .014 −.63 n.s.
/O/ −.009 .016 −.56 n.s.
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4 Discussion and Conclusion

Based on large French corpora of journalistic and conversational speech, in the current
study we set to determine (1) whether the degree of segment overlap varies with speech
style (and, if so, in which direction); (2) whether local carry-over CV1, anticipatory

Table 8. Estimates (b-coefficients, standard errors (SE), t-values and p-values) of the linear
mixed effects models for the interaction between V2 HEIGHT*STYLE on the F1 of three vowels (/a/,
E =/e, ɛ/, O =/o, ɔ/). The intercept contains “high” and “journalistic” as reference values; “n.s.”
stands for p-values that are not significant.

V2 HEIGHT*STYLE
blow*conversational SE t p-value

/a/ .008 .006 1.29 n.s.
/E/ −.017 .006 −2.66 .01
/O/ .003 .011 .29 n.s.

Fig. 2. F1 (in z-score) of the vowels (V1) /e, ɛ/ (panel a), /o, ɔ/ (panel b) and /a/ (panel c) ranging
from 50 to 80 ms as function of V2 HEIGHT (high vs. low) and SPEECH STYLE (journalistic vs.
conversational).
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V1C and non-local anticipatory V1C(C)V2 vary with style (i.e. whether the effect of
style on the magnitude of coarticulation in the three cases tested here can tell us
something about the difference between these three processes); (3) whether vowel
coarticulation is affected by style when its duration is controlled for.

In line with previous studies (Krull 1989; Duez 1992; Moon and Lindblom 1994;
DiCanio et al. 2015), for C-to-V coarticulation it was found that degree of overlap
changed according to speech style – vowels were less coarticulated in formal (jour-
nalistic) than in informal (conversational) speech; for V-to-V, the opposite pattern was
observed – there was some more coarticulation in formal speech than in informal
speech. This interaction occurred for the mid-front vowels only, that is, for that set of
vowels undergoing a phonological process of vowel harmony. For mid-back and low /
a/ vowels, coarticulation occurred regardless of style differences (and was even stronger
compared to mid-front vowels).

The question is why are there differences in the direction of style effect between
local and non-local coarticulation? While our findings are consistent with preliminary
findings carried out on the same set of data (Turco et al. 2016), they do not confirm
previous observations found in the classic literature for French (cf. Introduction). One
explanation for why mid-front vowels assimilate less in informal than formal speech
may be because we are dealing with a phonological phenomenon: vowel height
changes affecting mid-front vowels in French may be considered as the reflex of a
phonological process, and as such it shows crucial differences from V-to-V coarticu-
lation. This phonological account finds also indirect evidence in the study by Nguyen
and Fagyal (2008). The authors noticed that, during the laboratory recording session,
their Southern French speakers changed their (Southern French) colloquial style into a
more (Northern-like French) formal reading style. This “style-shift” led those partici-
pants to produce more vowel harmony in the tested words. It is furthermore interesting
that this interaction occurs specifically for mid-front vowels (and not for mid-back
vowels). Considering that our conversational corpus is made of productions by young
speakers (unlike the journalistic corpus), it is possible that we are dealing with a
phenomenon of diachronic change. Height distinctions of mid-front vowels are more
neutralized in the speech of young than old Parisians. Note, however, that the effect of
the interaction (despite differences in the direction) was not as strong as it turns out to
be for the C-to-V coarticulation, which leads us to reply to our second question.

Our analyses revealed that the three types of coarticulation were not affected by
style to the same extent. For local coarticulation, (V1C) anticipatory coarticulation
varied more with style than carryover (CV1) coarticulation. Specifically, compared to
C1V, V1C showed less coarticulation in formal (journalistic) speech than in informal
(conversational) speech for the set of vowels /i, u, O, a/, whereas for /E/ the degree of
overlap modulated by style was the same across the two types of sequences. Moreover,
compared to local coarticulation, there was less degree of overlap varying with style in
non-local V-to-V coarticulation (V1CCV2). So, the crucial question here is why CV1

and V1C should vary – though differently – with style whereas V-to-V does not.
For local coarticulation, the ‘coupled oscillator’model seems to best account for the

differences observed between V1C and CV1 sequences. Being characterized by a stable
inter-articulator timing coordination, it is conceivable that a CV1 sequence (coupled in-
phase) shows less sensitivity to speech style variation. By contrast, based on an anti-
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phase coupling, in a V1C sequence the coordination of segments is less stable and hence
may be more subject to potential sources of variation such as style (Kelso et al. 1986;
Tuller and Kelso 1991, Nam et al. 2010). On the other hand, non-local V-to-V coar-
ticulation (in extent, direction and magnitude) is language-dependent (Manuel 1990,
1999), speaker-dependent (Magen 1997) and, more importantly, dependent on the
segment in the sequence over which is planned (Whalen 1990). Variability in V-to-V
coarticulation has been shown to be mainly due to the articulatory demands of the
intervening consonant (Recasens 1987; Ohman 1966), that is, to mechanical restrictions
on tongue movements (e.g. degree of tongue dorsum contact). Crucially, these
mechanical restrictions have been found to be more important for V-to-V anticipatory
coarticulation than for carryover coarticulation (Recasens 1987) and seem to not vary
with style. In Turco et al. (2016), more transconsonantal coarticulation was indeed
found with a less constraining consonant (i.e. labials, as also found by Recasens 1987 on
V-to-V in Catalan) between the two mid-vowels (i.e. vowel harmony). By contrast, in
the current study based on the same corpora as Turco et al. (2016), a much larger variety
of pivot consonants were included between the two vowels. It is hence likely that V-to-V
coarticulation may remain unaffected by style variation since the planning mechanism
(i.e. anticipating the second trigger vowel during the first target vowel) on which V-to-V
is based, depends essentially on the nature of the intervening consonant, and not on style
or other factors like speech rate and stress (Recasens 2015).

Finally, our findings suggest that the effect of speech style on coarticulation is not a
by-product of durational variation. In line with previous research on the effect of style
on the acoustics of vowels with controlled duration (Rouas et al. 2010 and Audibert
et al. 2015); we have been able to show effects of style on degree of coarticulation of
vowels falling within a certain range of duration (50–80 ms). In light of these findings,
it therefore seems important to consider style as a factor of variation in its own
right. Future studies should test if similar or different effects apply to other categories
of vowel duration and if so, their implications for speech production models.
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Abstract. We examined vowel-initial irregular phonation in real words as a
function of vowel quality, backness and height, and speech rate in Hungarian.
We analyzed two types of irregular phonation: glottalization and glottal
stop. We found that open vowels elicited more irregular phonation than mid and
close ones, but we found no effect of the backness. The frequency of irregular
phonation was lower in fast than in slow speech. Inconsistently with the claims
of earlier studies, the relative frequency of glottalization to glottal stops was not
influenced by speech rate in general. However, while /i/ was produced with a
relatively higher ratio of glottal stops in fast speech, the open vowels showed the
widely documented tendency of being realized with relatively less glottal stops
under the same conditions.

Keywords: Irregular phonation � Glottal stop � Glottalization � Vowel height
Vowel backness � Speech rate

1 Introduction

Irregular phonation is an umbrella term in the literature, which covers several real-
ization types of irregularity in vocal fold vibration. Other terms like laryngealization,
glottalization, creaky voice, etc. are also used, and in several cases they refer to only
more or less similar domains of irregularity. Based on their formal characteristics, some
authors use more accurate definitions for the subtypes, (e.g., Batliner et al. 1993, Dilley
et al. 1996), while in several studies the concept of irregularity is introduced in a more
intuitive manner. Considering the terminological variability in the literature, it is crucial
that we clarify our use of terms in the present work. We refer to irregularity in general
using the term irregular phonation, and we adopt the definition formed by Surana and
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Slifka (2006: p. 693): “A region of phonation is an example of irregular phonation if
the speech waveform displays either an unusual difference in time or amplitude over
adjacent pitch periods that exceeds the small-scale jitter and shimmer differences, or an
unusually wide-spacing of the glottal pulses compared to their spacing in the local
environment, indicating an anomaly with respect to the usual, quasiperiodic behavior of
the vocal folds.”

In the present study, we investigate two easily distinguishable types of irregular
phonation. For one of these phenomena we apply the term glottalization (covering
several possible subtypes) to refer to cases where irregularity can be observed as
consecutive periods in voicing differing evidently in terms of duration, amplitude, or
both. The second phenomenon is the unique glottal gesture which we refer to as glottal
stop (Fig. 1.). As Esling and Harris (2005) pointed out, a single isolated burst (or set of
aperiodic bursts) “may differ in timing from creaky voice but not in laryngeal con-
figuration” (372). According to their interpretation, glottalization and glottal stop are
articulated similarly; and several studies do also consider these phenomena various
forms of the same glottal behavior (see e.g., Kohler 2001, Malisz et al. 2013).

Irregular phonation serves prosodic functions in typologically unrelated languages,
e.g., American English (Dilley et al. 1996), Czech, Spanish (Bissiri et al. 2011),
German, Polish (Kohler 2001; Malisz et al. 2013), Hungarian (Markó 2013) and others.
The occurrence of irregularity may be influenced by several factors (see some of these
below), and it shows high inter- and intraspeaker variability (e.g., Dilley et al. 1996;
Redi and Shattuck-Hufnagel 2001).

Kohler (2001: pp. 282–285) defined four types of irregular phonation (which he
labelled as glottalization covering “the glottal stop and any deviation from canonical
modal voice”) as follows. (1) Vowel-related glottalization phenomena which signal the
boundaries of words or morphemes. (2) Plosive-related phenomena which occur as

Fig. 1. Examples of glottalization (left) and glottal stop (right)
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reinforcement or even replacement of plosives. (3) Syllable-related phenomena which
characterize syllable types along a scale from a glottal stop to glottalization (e.g.,
Danish stød). (4) Utterance-related phenomena which comprise (i) phrase-final relax-
ation of phonation, and (ii) truncation glottalization, i.e., utterance-internal tensing of
phonation at utterance breaks.

Vowel-initial irregular phonation (a specific case of type (1) above) was analyzed in
several studies. Malisz et al. (2013) examined the conditioning effect of speech style
(speech vs. dialogue), presence of prominence, phrasal position (initial vs. medial),
speech rate, word type, preceding segment, and following vowel height on the
occurrence frequency of word-initial glottalization in Polish and German. They con-
cluded -among others- that vowels bearing prominence were more frequently marked
glottally (in both languages), faster rates reduced glottal marking in general, especially
the occurrence frequency of glottal stops, but faster rates increased the relative fre-
quency of occurrence of glottalization. They also found that low vowels were more
frequently glottalized in both languages than non-low vowels; however it must also be
noted that speech rate and vowel quality factors were not systematically varied in this
study.

Lancia and Grawunder (2014) used pseudo-words to facilitate vowel-initial irreg-
ular phonation, and to analyze the conditioning factors of vowel height (high vs. low:
/i/ vs. /a/), the presence of stress, and the place of articulation of the preceding con-
sonants. They concluded, that retracted tongue body (i.e., low-back tongue position)
favors the production of irregular phonation (particularly strongly in unstressed syl-
lables). It should be noted, however, that in the cited study the high-front /i/ and the
low-back /a/ were compared, thus the results might have revealed an interaction effect
of the features vowel height and backness. Lancia and Grawunder did not treat the
vowel height and backness as separate factors, as they aimed to analyze the effect of the
maximally retracted tongue position using /a/. Therefore, the cited results are not
informative regarding the possible independent effect of the tongue height and the
front-back dimension.

In Hungarian a systematic analysis of the effect of speech rate and vowel quality in
vowel-initial irregular phonation has not been carried out so far; in addition, to the
authors’ knowledge, a study considering the interaction of these factors is also
nonexistent for any other languages either. Moreover, in earlier studies regarding
vowel-related irregularity in Hungarian (e.g., Markó 2013), glottalization and glottal
stops were not treated separately. Therefore no data is available on the relative fre-
quency of these two types either.

In the present study we investigated the effect of vowel height and backness, and
speech rate, using a balanced speech material, which was also well controlled in terms
of speech rate. In the analysis, two types of irregular phonation (glottalization and
glottal stop) were also taken into account.

Based on previous results for other languages we addressed the following ques-
tions. Is irregular phonation more frequent in word-initial vowels in Hungarian if (i) the
speech rate is slow (as opposed to fast); (ii) the vowel is back (as opposed to front);
(iii) the vowel is open (as opposed to close or close-mid)? (iv) Do glottal stops occur
less frequently in fast speech, while the relative amount of glottalization increases? We
hypothesized that the occurrence frequency of irregular phonation in general is higher
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in slow speech than in fast speech. Furthermore, we assumed that back vowels elicit
irregular phonation in a higher ratio than front ones both in slow and fast speech, and
that open vowels favor irregular phonation more than non-open (close or close-mid)
ones. Finally, we also assumed that faster speech rate reduces the amount of glottal
stops, but increases the relative frequency of glottalization.

2 Material and Method

2.1 Material and Experiment Design

The test material consisted of disyllabic Hungarian pronominal adverbs: innen /inːɛn/
‘from here’; onnan /onːɒn/ ‘from there’; ennek /ɛnːɛk/ ‘for this’; annak /ɒnːɒk/ ‘for
that’. These adverbs start with four different vowel qualities which vary both in the
vowel height (close /i/ vs. mid /o/ vs. open /ɛ ɒ/) and the backness (back /o ɒ/ vs. front
/i ɛ/; while backness also co-varies with lip spreading) (see Fig. 2). (It is important to
note here that in the present study by the introduction of /ɛ/ as an open vowel we used a
“simplified” feature set along the vowel height dimension to which the system
described by Szende (Fig. 2) and the similar “acoustic openness” of /ɛ/ and /ɒ/ pro-
vided the basis.)

These target words were embedded in the following phrase: Mondd: [target word]
kell. ‘Say: [target word] needed’. All of the word-initial target vowels bear sentencial
accent on the first syllable (given that word stress is fixed on the first syllable in
Hungarian).

The stimuli were presented on a computer screen. Each trial consisted of two
display screens: first the introductory part (Mondd:) was showed to the participant, then
the target item (target word + kell) was displayed. The participants’ task was to read
aloud the target item, but not the introductory part.

In order to elicit speech rate differences between the conditions, the timing of the
display screens was manipulated. In the “slow” speech condition, each display screen
appeared for 1500 ms resulting in 3000 ms for one trial in total (including the intro-
ductory part and the “target word + kell” construction). In the “fast” speech condition

Fig. 2. The Hungarian vowel inventory (Szende 1994: p. 92) (Please note, that even though in
this system Szende labels the /ɒ/ quality without the lip-rounding gesture, i.e., as /ɑ/, the rounded
/ɒ/ is a more generally accepted transcription of the sound in question).
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the timer was set to 500 ms, resulting in 1000 ms for one trial in total. (During the
recordings several other timer settings were also applied, and the setting to serve as the
“fast” condition was selected posterior to the recordings on the basis of the speakers’
ability to produce the items properly, i.e., separately and without errors.) As the timing
of the introductory part reflected also the timing of the target item (target word + kell),
it enabled the speakers to prepare for the production of the latter one.

The trials were ordered into blocks: within each block all the four different target
words occurred in a randomized order once, and these blocks were repeated 5 times
consecutively for each (“slow” and “fast”) condition. First the “slow” condition, then
the “fast” condition was recorded in the case of every participant. 4 vowel qualities/
target words � 5 repetitions � 2 speech rate conditions, i.e., 40 vowels per speaker
were recorded. The recordings were made in a sound-treated booth, using a tie-clip
omnidirectional condenser microphone and an external soundcard.

2.2 Participants

Previous results revealed that Hungarian female speakers tend to produce irregular
phonation more frequently than male speakers (see e.g., Markó 2013); therefore in the
present study only female speakers were included; all 33 of them were university
students, and native speakers of Hungarian, who reported no hearing or speech deficits.
In order to ensure that the “slow” and the “fast” conditions differentiate properly (i.e.,
they may be differentiated by a conceptually sound value), a threshold for the speech
rate difference was introduced (see below, in 2.4).

This threshold was not exceeded by the data in the case of 15 participants, thus
finally in the main analysis 18 speakers’ material was involved. The speakers’ age
ranged between 19 and 34 years, with a mean of 24.9 years.

In the “slow” condition 359 vowels were analyzed (as one speaker mispronounced
one target word), while in the “fast” condition the number of analyzed vowels was 360.

2.3 Annotation

The “target word + kell” construction, the word-initial vowel, and the irregular
phonation at the beginning of the word-initial vowel were labelled manually in Praat
(Boersma and Weenink 2016). The vowel qualities were labelled automatically (on the
basis of the stimuli order), and then the quality label assignment was also confirmed
manually as correct by the annotators (two of the authors of the present paper) audi-
torily. In the case of mispronunciation or any other errors involving the production of
the vowel of interest, the vowel was excluded from the material. Vowel boundaries
were defined on the basis of the F2 trajectory.

The labeling of the irregular phonation was performed in accordance with the
methodology proposed by previous studies (e.g., Dilley et al. 1996; Bőhm and Ujváry
2008) in which visual (waveform and spectrogram) and auditive information was
combined. A given vowel was labelled as irregular if (i) its first consecutive f0-periods
differed evidently in terms of duration, amplitude, or both (these cases were marked as
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glottalization, see Fig. 1, left), or if (ii) one (or more) glottal stop was observed at the
beginning of the vowel (these cases were marked as glottal stop, see Fig. 1, right) (see
Dilley et al. 1996). Those cases where glottal stops were followed by creaky voice were
labelled as glottalization. The occurrences of irregular phonation were noted by one
listener, who marked the entire corpus in Praat. In the case of ambiguous occurrences
the pitch curve and pulses shown by Praat (standard settings) were also taken into
consideration.

We analyzed the ratio of vowels produced with irregular phonation with respect to
vowel quality, vowel height and backness, and speech rate. We also determined and
compared the ratio of glottalized vowel occurrences to the number of vowels realized
with glottal stops in the two speech rate conditions.

2.4 Control of Speech Rate

Regarding that one of the aims of the present study was making a comparison between
“slow” and “fast” speech, it was inevitable to carefully control the difference of the
speech rate between these two conditions. To achieve this goal, first we manipulated
the timing of the display screens (see above). And second, we also set a perceptually
motivated threshold for the speech rate differences.

In the case of Hungarian, the just noticeable difference (JND) for speech tempo has
not been studied so far; however, there are JND data for other languages which may be
taken as a reasonable reference for Hungarian as well. For instance, for Dutch speech
fragments Quené (2007) found 5% JND for artificially increased/decreased speech rate
differences, while he also noted that this value may be an overestimation, and that in
the case of everyday communicative situations, the JND is probably lower.

As in our case the number of the phonemes per item was constant, to calculate
speech rate differences, not the speech sound per duration values, but only the item
durations were measured in the two speech rate conditions.

The target item durations were measured and compared both in “slow” and “fast”
conditions speakerwise. However, as in our study five repetitions of each item were
analyzed and averaged, we decided to apply a higher threshold of 10% to account for
the expected reduction in duration variability. As mentioned above, there were 18
speakers who differentiated their speech rates by more than 10% on average; therefore
these 18 speakers’ data were included in the main analysis. The duration difference
between the two conditions ranged between 9.6% and 28.5% speakerwise, and the
mean of differences was 16.8 ± 5.5%. The overall item duration was 852 ± 107 ms in
the “slow” condition, and 705 ± 69 ms in the “fast” condition (for all 18 speakers).

2.5 Statistical Analyses

Three 2-way repeated measures ANOVAs were performed with the factors vowel
quality and speech rate, vowel backness and speech rate, and vowel height and speech
rate, and a confidence level set to 95%.
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3 Results

3.1 Vowel-Initial Irregular Phonation as a Function of Vowel Quality
and Speech Rate

The ratio of vowels produced with irregular phonation (pooled over speakers) as a
function of vowel quality and speech rate is presented in Fig. 3.

In the “slow” condition the ratio of vowel-initial irregular phonation in the front and
close /i/ was 68.6 ± 20.7%, while in the “fast” condition it was 50.0 ± 30.1% of all
cases. In the case of the front and open vowel /ɛ/ these ratios were 86.7 ± 18.1% in the
“slow” and 71.1 ± 29.3% in the “fast” conditions. The back and mid vowel /o/ was
produced with irregular phonation 70.0 ± 24.0% of all cases in the “slow” and
47.8 ± 25.8% of all cases in the “fast” condition. Finally, the back and open /ɒ/
showed 83.3 ± 18.5% irregular occurrences in the “slow” and 71.1 ± 24.9% in the
“fast” condition.

The ANOVA showed significant main effects of both speech rate (F(1,
17) = 17.38, p < 0.001) and vowel quality (F(3, 51) = 10.56, p < 0.001), but the
interaction of these factors turned out to be non-significant.

3.2 Vowel-Initial Irregular Phonation as a Function of Vowel Backness
and Speech Rate

The ratio of vowels produced with irregular phonation as a function of vowel backness
and speech rate is shown in Fig. 4. The back /o/ and /ɒ/ and the front /ɛ/ and /i/ vowels
were produced with irregular phonation in a similar ratio both in the “slow” and the
“fast” conditions. In the “slow” condition front vowels showed 77.6 ± 21.2% ratio of
irregular occurrences, while back vowels showed 76.7 ± 22.1% of all cases. In the
“fast” condition the ratios were 60.6 ± 31.2% and 59.4 ± 27.7%, respectively.
Regarding this comparison, statistical analysis showed a significant difference between

Fig. 3. The ratio of vowels produced with any kind of irregular phonation as a function of vowel
quality and speech rate (mean + 95% CI)
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the speech rate conditions (F(1, 68) = 14.58, p < 0.001) but not between the front and
back vowel groups.

3.3 Vowel-Initial Irregular Phonation as a Function of Vowel Height
and Speech Rate

The ratio of vowel realizations with irregular phonation in terms of vowel height and
speech rate are shown in Fig. 5. The close vowel /i/ was produced with irregular
phonation 68.6 ± 20.7% of all tokens in the “slow” and 50.0 ± 30.1% of all tokens in
the “fast” condition. The mid vowel /o/ showed vowel-initial irregular phonation
70.0 ± 24.0% of all cases in the “slow” and 47.8 ± 25.8% in the “fast” condition. The
open vowels /ɒ/ and /ɛ/ were produced with irregular phonation at the highest ratio:
85.0 ± 18.1% in the “slow” and 71.1 ± 26.8% in the “fast” condition.

According to the ANOVA, there was no significant interaction between speech rate
and vowel height, but both factors had a significant main effect: vowel height: F(2,
34) = 13.20, p < 0.001; speech rate: F(2, 17) = 17.28, p < 0.001.

3.4 Ratio of Glottalization and Glottal Stops as a Function of Vowel
Quality and Speech Rate

The ratio of occurrences of glottal stops and glottalization as a function of vowel
quality and speech rate are presented in Fig. 6. Relative to the number of all vowel
realizations (not displayed on Fig. 6.) both in the “slow” and the “fast” conditions the
percentage of glottalization (42.6% and 35.0% of all occurrences, respectively)
exceeded the percentage of glottal stops (34.5% and 25.0% of all occurrences,

Fig. 4. The ratio of vowels produced with any kind of irregular phonation as a function of vowel
backness and speech rate (mean + 95% CI)
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respectively). Relative to the number of all irregular occurrences both in the “slow” and
the “fast” conditions the percentage of glottalization (54.9% and 56.0% of all irregular
occurrences, respectively) exceeded the percentage of glottal stops (45.1% and 43.4%
of all irregular occurrences, respectively) as well (see Fig. 6).

The ratio of glottalization and glottal stops were close to equal in the case of /i/ in
the “slow” condition, while in the “fast” condition the ratio of glottal stops was well
above the ratio of glottalization. For the “slow” condition the pattern was very similar

Fig. 5. The ratio of vowels produced with any kind of irregular phonation as a function of vowel
height and speech rate (mean + 95% CI)

Fig. 6. The ratio of the two types of irregular phonation (relative to all irregular occurrences) as
a function of vowel quality and speech rate

142 A. Markó et al.



in the case of /o/; in the “fast” condition, however, glottalization was relatively more
frequent than glottal stops. In the case of /ɛ/ and /ɒ/, the ratio of glottalization exceeded
the ratio of glottal stops in both of the conditions. Although we observed differences in
the glottalization to glottal stop ratio between the two conditions in three of the four
analyzed vowels, the close /i/ showed the opposite tendency with the change in speech
rate, than that observed in the case of open vowels. The direction of the change in the
mid /o/ was the same as in the case of the open vowels, but the degree of change was
smaller.

4 Discussion and Conclusion

Our first hypothesis, claiming that the occurrence frequency of irregular phonation is
higher in slow than in fast speech, has been confirmed. Our second and third
hypotheses were partially confirmed by the data: even though vowel backness did not
have an effect on vowel-initial irregular phonation, we showed that open vowels favor
irregular phonation more than mid and close ones both in slow and fast speech. Our
fourth assumption claiming that faster speech rates reduce the relative amount of glottal
stops, while increasing the frequency occurrence of glottalization was not verified,
since glottalization was more frequent in both speech rates in general. However, to
some extent, at the different vowel heights studied, different tendencies were found.

Considering that in the present study the effect of phonetic position, vowel quality,
and speech rate were strictly controlled and investigated in real words, we can conclude
that open vowels tend to elicit more irregular phonation than mid and close ones,
irrespective of the vowel backness. We can also conclude that the frequency of
irregular phonation tends to be lower in fast than in slow speech (or at least in speech
accelerated under laboratory conditions). Relative frequency of glottalization to glottal
stops in phrase-initial vowel-initial position did not appear to be influenced by speech
rate in general, which itself was inconsistent with the claims of earlier studies (e.g.,
Malisz et al. 2013). However, taking the analyzed vowels separately into account, we
observed that the behavior of the close /i/ was opposite to that of the open /ɒ/ and /ɛ/.
While the open vowels showed the widely documented tendency of being realized with
relatively less glottal stops in fast speech, /i/ was produced with a relatively higher ratio
of glottal stops under the same conditions. This result suggests that the vowel height
has an effect not only on the frequency of irregular phonation, but also on the manner
of its realization in the case of word- and phrase-initial vowels.

As already mentioned in the Introduction section, Lancia and Grawunder (2014)
reported that the effect of laryngealization was found to be weaker when the tongue was
more fronted (in the case of /i/) and that laryngealization was produced with a retraction
of the tongue (in the case of /a/). They explained this finding as a result of an inter-
action between the tongue position and the laryngeal settings, namely that higher
tongue positions also increase the vertical position of the larynx, which then modifies
the mode of phonation (lower positions leading to more lax, while higher positions
leading to more tense phonation). However, as we also pointed out, the vowel height
and backness features were not considered as separate factors in the cited study, thus
their possible individual effects were not revealed. In the present study, we aimed to
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tease apart these factors, and we showed that it is the vowel height feature that exhibits
an effect on the occurrence of irregular phonation, as the low back /ɒ/ and the low front
/ɛ/ vowels showed similarly high ratio of irregular occurrences, irrespective of their
backness feature. Interpreted in the light of the argumentation of Lancia and Grawunder
(2014), we thus conclude that it may be the vowel height that is the most influential
vocalic feature on the vertical position of the larynx, and thus indirectly it is also the
most influential with respect to the mode of phonation (at least as far as the occurrence
of word-initial irregular phonation is considered).

This claim is also supported by previous articulatory studies that suggest, that front
close unrounded vowels (e.g., /i/, /e/) have a higher larynx position than back close,
close-mid or open rounded vowels (as /u/, /o/, /ɒ/) (Hess 1998, Hoole and Kroos 1998,
Demolin et al. 2002). However, as Esling (2005: p. 23) points out, from an articulatory
perspective, the difference between “openness” categories should also be considered
fundamentally different in “front” than in “back” vowels, as in “front” vowels it is
indeed the difference in jaw opening, while in “back” vowels it is raising in the case of
“close”, and retraction of the tongue in the case of “open” vowels. And on this basis,
Esling (2005) also suggests that due to the connections of the tongue muscles to other
speech organs, the “back open” /ɒ/-like vowels, should or might exhibit the strongest
connection to (and the greatest effect on) the laryngeal settings via the direct link of the
hyoid bone. Even though we also found that high vowels are less likely to facilitate the
occurrence of irregular phonation, the latter prediction, i.e. the special effect of
low/back vowels, was not confirmed by our data. To clarify the question, if the
backness feature of the vowels does indeed not have a relevant effect on the occurrence
frequency of irregular phonation, we plan to extend our study by the analysis of
articulatory data of the vowels at hand.
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Abstract. There are five tones in Nanjing Dialect, including four open-syllable
tones and one entering tone with a syllable-final glottal stop, which is not found
in Beijing Mandarin. Each checked syllable normally corresponds to an open
syllable with the same vowel but different tones. This study focuses on the
acoustic comparisons of the two kinds of syllables to discuss the acoustic dis-
crepancies between checked and open syllables in Nanjing Dialect, specifically
with regards to vowel quality. The acoustic parameters include the duration, the
first formant (F1), the second formant (F2), and the third formant (F3) of the
vowels. The results of vowel duration indicate that the entering tone is still the
shortest among the five tones. The relatively higher F1, F2 and F3 in the
entering tone suggest the effect of a glottal stop coda on the vowel quality.

Keywords: Nanjing Dialect � Entering tone � Open syllables � Vowel duration
Formant structure

1 Introduction

Chao [1] identified five tones in Nanjing Dialect: T1—yinping (mid-falling), T2—
yangping (mid-rising), T3—shangsheng (low-level), T4—qusheng (high-level), and
T5—rusheng (high-short). The relative pitch values of the five tones according to the
five-scale annotation [2] are T1 (31), T2 (13), T3 (22), T4 (44), and T5 (5). Rusheng in
Chinese literally means “entering tone”, referring to checked-syllable tones; yinping,
yangping, shangsheng and qusheng are four open-syllable tones. A syllable with the
entering tone in Nanjing Dialect ends with a glottal stop [ʔ], which makes the laryngeal
and mouth muscle tense and obstructs airflow in the vocal tract. Sun [3] concludes that
the characteristics of checked syllables in Nanjing Dialect are high pitch, short dura-
tion, glottal stop coda, and muscular tension.

Previous studies on the basis of phonologists’ perceptual experience imply that, due
to the influence of modern Standard Mandarin, the distinctive features of checked
syllables in Nanjing Dialect are diminishing. The signs of this change include the loss
of the glottal stop and the prolonged duration of the checked syllable [4, 5]. Based on
the predictions and conclusions of the previous phonological studies, the current study
investigates the acoustics of the entering tone vs. its corresponding open-syllables in
Nanjing Dialect, specifically to explore the effect of this potential sound change on
vowel production.
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The experiment was designed with tone-vowel sequences involving the five tones
and different vowels for the acoustic measurements of duration, F1, F2, and F3 of the
vowels. We are particularly interested in (1) whether the synchronic data indicate
shorter duration for the entering tone compared to other tones, and (2) whether the
formant structure varies with and without the glottal stop coda. Considering the pho-
netic and phonological differences between younger and older speakers’ production
and bimodal distribution of male and female production found in Chen and Wiltshire
[6], the present study also takes account of the effects of age and gender.

2 Methods

2.1 Participants

Eighteen native speakers of Nanjing Dialect participated in the current study. All
participants reported no speech and hearing problems. There were three age groups:
younger (aged from 21 to 25), mid-age (aged from 41 to 49) and older (aged from 62 to
72). Each group had three male and three female speakers. All participants were born
and raised in Nanjing and use Nanjing Dialect in their daily communication, though
they were taught to speak standard Mandarin at school. To avoid accent diversity
within the dialect, all participants were recruited from the urban area of Nanjing.

2.2 Stimuli

Participants were required to read the words in Nanjing Dialect in Table 1. The target
words for recording were chosen from Nanjing Dialect Dictionary [7]. Six vowels /a, ə,
o, i, u, y/ were included for the minimal pairs of open vs. checked syllables. Each
vowel was preceded with the same initial consonant and overridden with five tones,
including four open syllables and one checked syllable with the final glottal
stop. A total of 30 high-frequency words, shown in Table 1, were selected and
embedded in a carrier phrase of “�, 这个字是 � 字” (�, zhe ge zi shi � zi. ‘�, this
character is � character’) for recording.

2.3 Recording

Participants were recorded in the sound-attenuated booth at the School of Foreign
Studies, Nanjing University of Science and Technology. Each participant was recorded
with 90 words (6 vowels � 5 tones � 3 times) embedded in the carrier sentence in a
random order with normal loudness and speech rate. A Marantz PMD661 professional
recorder and a Shure SM10A-CN head-worn microphone were used to record the
stimuli in a mono channel with 44,100 Hz sampling rate. The sounds were digitized on
an SD card to save on the computer.

2.4 Analysis

Acoustic data were collected by the phonetic analysis software Praat, first using Pro-
sodyPro (Version 6.1.1), a Praat script for prosody analysis to track the F0 trajectory
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for tone [8], and then using FormantPro (Version 1.4), another Praat script for vowel
analysis [9]. Only the first “�” in the carrier sentence was extracted as the target sound
for the acoustic analysis in this study. The default setting of Maximum Formant
(MF) in the Praat script was 5000 Hz for male and 5500 Hz for female. However, after
manual observation of the formant structure of all participants’ production, some
female speakers’ MF setting was adjusted to 6000 Hz and 6500 Hz, while some male
speakers’ MF setting to 4500 Hz in order to track accurate values of vowel formants.
Descriptive data of duration, F1, F2, and F3 of the vowels did not show large variations
(standard deviation) in the averages across speakers in each subject group. Therefore,
the mean duration, F1, F2, and F3 of the vowels were directly analyzed in four sets of
repeated measures ANOVA. In each set of ANOVA, there were two within-subject
factors, tone (five levels: T1 = (31), T2 = (13), T3 = (22), T4 = (44), T5 = (5)) and
vowel (six levels: /a/, /e/, /o/, /i/, /u/, /y/), and two between-subject factors, age (three
levels: younger, mid-age and older) and gender (two levels: male and female).

3 Results

3.1 F0 Contours

Before doing statistical analysis for duration and formants, the F0 contour of each tone
type was first examined. F0 values at 10 even-interval points were extracted from each
syllable and then averaged for tone, age and gender across speakers. The vowel
duration was also averaged for tone, age and gender. The 10 averaged F0 values were
plotted over the actual duration in Fig. 1.

Figure 1 shows wider pitch range of female speakers than male speakers and
slightly longer duration of older speakers than mid-age and younger speakers. Figure 1
clearly indicates that T5 is the highest and shortest one among the five tones in Nanjing
Dialect. The raw data also indicate 252 out of 324 (78%) T5 tokens demonstrated at

Table 1. Target words in Nanjing Dialect

T1 T2 T3 T4 T5

叉 [tʂha31]
‘fork’

查 [tʂha13]
‘check’

衩 [tʂha22]
‘pants’

岔 [tʂha44]
‘turnoff’

插 [tʂhaʔ5]
‘insert’

奢 [ʂə31]
‘luxury’

蛇 [ʂə13]
‘snake’

舍 [ʂə22]
‘abandon’

舍 [ʂə44]
‘dorm’

舌 [ʂəʔ5]
‘tongue’

拖 [tho31]
‘drag’

驼 [tho13]
‘carry’

妥 [tho22]
‘proper’

唾 [tho44]
‘saliva’

脱 [thoʔ5] ‘take
off’

妻 [tçhi31]
‘wife’

奇 [tçhi13]
‘strange’

起 [tçhi22] ‘up’ 气 [tçhi44] ‘air’ 七 [tçhiʔ5]
‘seven’

夫 [fu31]
‘husband’

扶 [fu13]
‘support’

府 [fu22]
‘mansion’

富 [fu44] ‘rich’ 服[fuʔ5] ‘cloth’

区 [tçhy31]
‘district’

渠 [tçhy13]
‘canal’

取 [tçhy22]
‘fetch’

趣 [tçhy44]
‘fun’

屈 [tçhyʔ5]
‘bend’
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least one cycle of creaky voice in the waveforms due to laryngealization of the glottal
stop coda. However, it did not sharply pull down the F0 contour.

3.2 Duration

The ANOVA results of vowel duration with significant interactions and main effects
are indicated in Table 2. Post hoc paired-sample t-tests for duration comparisons
between the entering tone and the open-syllable tones indicate that T5 is always sig-
nificantly shorter (p < 0.001)1 than the other four tones under the condition of vowel
type. Figure 2 illustrates these differences.

Fig. 1. F0 contours of five tones over actual duration

1 Here the reference of p value for multiple comparisons was not adjusted since Perneger [10] argued
that this kind of downward adjustment is overly conservative.
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3.3 F1

Significant interactions and main effects in the ANOVA results of F1 are indicated in
Table 3.

Table 2. ANOVA results of duation

Factors F value Sig.

Vowel * Age * Gender F(10, 60) = 2.134 p = 0.022
Vowel * Tone * Age F(40, 240) = 1.453 p = 0.047
Vowel * Tone * Gender F(20, 240) = 1.718 p = 0.031
Tone * Age F(8, 48) = 3.563 p = 0.003
Vowel * Tone F(20, 240) = 2.130 p = 0.004
Vowel F(5, 60) = 8.941 p < 0.001
Tone F(4, 48) = 102.225 p < 0.001

Fig. 2. Duration differences by vowel and tone

Table 3. ANOVA results of F1

Factors F value Sig.

Vowel * Age * Gender F(10, 60) = 2.134 p = 0.022
Vowel * Tone * Age F(40, 240) = 1.453 p = 0.047
Vowel * Tone * Gender F(20, 240) = 1.718 p = 0.031
Tone * Age F(8, 48) = 3.563 p = 0.003
Vowel * Tone F(20, 240) = 2.130 p = 0.004
Vowel F(5, 60) = 8.941 p < 0.001
Tone F(4, 48) = 102.225 p < 0.001
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Figure 3 demonstrates F1 differences by tone and vowel and is separated into two
panels by gender since gender has a main effect while age does not.

Table 4 shows the post hoc paired-sample t-test results of F1 comparisons between
the entering tone and other tones.

Within-subjects analysis indicates a higher F1 for the entering tone than for other
tones, except for the vowel /a/. For /a/, the F1 of the entering tone is lower than other
tones, but only significant for T1 and T3 in the production of male speakers.

3.4 F2

Table 5 shows the ANOVA results of F2 with significant interactions and main effects.

Fig. 3. F1 differences by vowel, tone and gender

Table 4. F1 comparisons in t-test

Gender Vowel Tone Tone T value Sig.

Male /a/ 5 1 t(8) = −3.414 p = 0.009
3 t(8) = −4.258 p = 0.003

/e/ 5 3 t(8) = 2.987 p = 0.017
/o/ 5 2 t(8) = 3.274 p = 0.011
/i/ 5 1 t(8) = 2.935 p = 0.019

(continued)
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Table 5. ANOVA results of F2

Factors F value Sig.

Vowel * Tone * Age * Gender F(40, 240) = 1.565 p = 0.022
Tone * Age * Gender F(8, 48) = 2.772 p = 0.015
Vowel * Tone * Age F(40, 240) = 1.471 p = 0.042
Vowel * Tone * Gender F(20, 240) = 1.849 p = 0.017
Vowel * Age F(10, 60) = 3.334 p = 0.002
Vowel * Gender F(5, 60) = 13.845 p < 0.001
Tone * Age F(8, 48) = 2.664 p = 0.017
Tone * Gender F(4, 48) = 4.074 p = 0.006
Vowel * Tone F(20, 240) = 3.900 p < 0.001
Vowel F(5, 60) = 1013.16 p < 0.001
Tone F(4, 48) = 13.544 p < 0.001
Age F(2, 12) = 4.597 p = 0.033
Gender F(1, 12) = 4.597 p < 0.001

Table 4. (continued)

Gender Vowel Tone Tone T value Sig.

4 t(8) = 2.894 p = 0.020

/y/ 5 3 t(8) = 2.632 p = 0.030
Female /e/ 5 1 t(8) = 6.159 p < 0.001

2 t(8) = 8.201 p < 0.001
3 t(8) = 8.012 p < 0.001
4 t(8) = 5.830 p < 0.001

/o/ 5 1 t(8) = 8.648 p < 0.001
2 t(8) = 6.089 p < 0.001
3 t(8) = 7.180 p < 0.001
4 t(8) = 4.466 p = 0.002

/u/ 5 2 t(8) = 2.830 p = 0.022
3 t(8) = 2.444 p = 0.040
4 t(8) = 3.135 p = 0.014

/y/ 5 1 t(8) = 2.872 p = 0.021
2 t(8) = 3.033 p = 0.016
3 t(8) = 3.907 p = 0.004
4 t(8) = 5.206 p = 0.001
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Based on the main effects, F2 differences by tone, vowel, gender and age are
illustrated in Fig. 4.

Table 6 shows the post hoc t-test results of F2 comparison between the entering
tone and open-syllable tones.

Table 6 and Fig. 4 indicate that the F2 of the entering-tone vowels is generally
higher than that of other tones. T-test results reveal that the effect is strong on /e/, /u/,
and /o/ in the production of older generations and on /i/, /y/, /a/ and /o/ in the pro-
duction of the younger generation.

3.5 F3

The ANOVA results of F3 with significant interaction and main effects are shown in
Table 7.

Fig. 4. F2 differences by vowel, tone, age and gender

Effects of Entering Tone on Vowel Duration and Formants 153



Figure 5 shows the F3 differences by tone, vowel, and gender. Age was not
included since there was no main effect of age.

Table 6. F2 comparisons in t-test

Age Gender Vowel Tone Tone T value Sig.

Younger Male /o/ 5 4 t(2) = 12.850 p = 0.006
/i/ 5 3 t(2) = 6.667 p = 0.022

4 t(2) = 4.488 p = 0.046
/u/ 5 2 t(2) = 7.601 p = 0.017
/y/ 5 1 t(2) = 11.507 p = 0.007

Female /a/ 5 1 t(2) = 7.809 p = 0.016
/o/ 5 1 t(2) = 14.015 p = 0.005

Mid-age Male /e/ 5 1 t(2) = 5.159 p = 0.036
4 t(2) = 5.645 p = 0.030

/u/ 5 3 t(2) = 7.515 p = 0.017
4 t(2) = 4.928 p = 0.039

Female /e/ 5 2 t(2) = 19.848 p = 0.003
3 t(2) = 8.038 p = 0.015

/o/ 5 1 t(2) = 18.110 p = 0.003
2 t(2) = 6.855 p = 0.021
3 t(2) = 4.319 p = 0.050
4 t(2) = 7.917 p = 0.016

Older Male /o/ 5 2 t(2) = 10.873 p = 0.008
4 t(2) = 5.095 p = 0.036

/u/ 5 3 t(2) = 4.496 p = 0.046
Female /e/ 5 1 t(2) = 7.569 p = 0.017

Table 7. ANOVA results of F3

Factors F value Sig.

Vowel * Tone * Gender F(20, 240) = 1.789 p = 0.022
Vowel * Gender F(5, 60) = 8.162 p < 0.001
Tone * Age F(8, 48) = 2.328 p = 0.034
Tone * Gender F(4, 48) = 4.837 p = 0.002
Vowel * Tone F(20, 240) = 6.226 p < 0.001
Vowel F(5, 60) = 461.946 p < 0.001
Tone F(4, 48) = 13.918 p < 0.001
Gender F(1, 12) = 62.529 p < 0.001
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Table 8 shows the post hoc t-test results of F3 comparisons between the entering
tone and open-syllable tones.

Table 8 indicates that, when comparing the entering tone with other tones, only
rounded vowels /y/, /u/, and /o/ show significant differences in F3.

4 Discussion

This study focuses mainly on how the glottal stop at the syllable coda position affects
the duration and formants of vowels with the entering tone (i.e., T5). Since syllable
structures of minimal pairs with a same vowel but different open-syllable tones are
always the same, we are not particularly interested in comparing the duration and
formants of the vowels among open-syllable tones (i.e., T1-4). Instead, our discussion
will specifically compare the effect of the entering tone on vowel duration and formants
with that of open syllables.

Fig. 5. F3 differences by vowel, tone, and gender

Table 8. F3 comparisons in t-test

Gender Vowel Tone Tone T value Sig.

Male /u/ 5 1 t(8) = 2.958 p = 0.018
Female /o/ 5 2 t(8) = 3.850 p = 0.005

3 t(8) = 5.559 p = 0.001
/y/ 5 3 t(8) = 2.338 p = 0.048

4 t(8) = 2.363 p = 0.046
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The data on vowel duration in Figs. 1 and 2 indicate that the entering tone is still
shorter than other tones. Figure 1 also indicates that entering tone has the highest pitch.
The duration of T5, the entering tone, accounts for roughly 70% of open-syllable tones
(79% of T1, 60% of T2, 76% of T3, and 67% of T4), in accordance with Song [4].
Although there is contact with Standard Mandarin, the entering tone in Nanjing Dialect
retains its distinctive duration, suggesting Nanjing Dialect is experiencing an evolution
of entering tones—when words end with a glottal stop, the vowels are lengthened but
are still significantly shorter than those in open-syllable tones [11]. No main effect of
age and gender on the vowel duration in Table 2 suggests no diachronic change in the
duration of the entering tone. It is plausible that the entering tone in Nanjing Dialect
could retain its short duration for quite a long time.

Unsurprisingly, the effects of vowel type and gender are highly significant on all the
formants, which is attributed to the fact that the six vowels are all contrastive phonemes
in Nanjing Dialect and that the vowel formants in female speech production are gen-
erally higher than in male speech production due to the physiological difference of their
vocal tracts.

There are not many studies exploring the effect of a glottal stop coda on vowel
quality, but the study of pharyngealization in Khoisan found a considerable raising of
the lower formants (F1 and F2). For strident vowels, the spectrograms show even more
upward displacement of F1 and F2, but the lowering of F3 is observed in pharyn-
gealized vowels [12, 13].

The current study has found a higher F1 with the entering tone than with other
tones, except for tones occurring with /a/. As high F1 indicates low tongue position, it
is conceivable that the lowering of the glottis is also concomitant with the lowering of
the jaw and the tongue. The reason why F1 of /a/ in the male speakers’ production
shows a different pattern from other vowels in Table 4 may be that the tongue position
of /a/ is already low and a sudden laryngeal tenseness leads to the uplift of tongue root.
This impact does not apply to /e/, /o/, /i/, /u/, and /y/ because the tongue positions of
these vowels are relatively higher and there is some space for tongue lowering.

Unlike F1, F2 value is influenced by all four factors—vowel, tone, group, and
gender. Figure 4 and Table 6 suggest that the laryngeal tenseness of the entering tone
affects the backness of vowel, as a higher F2 indicates a more front tongue position.
This tonal effect is stronger for back vowels /o/ and /u/ than for front vowels /i/ and /y/
and stronger for /e/, which is intrinsically not as front as /i/ and /y/. One possibility is
that laryngeal tenseness leads to a more front tongue position, but the effect is not that
strong for vowels that are already in very front positions due to limitation of the oral
space.

A lower F3 indicates a rounder lip shape in the articulation. All significant dif-
ferences of F3 were found in round vowels /o/, /u/ and /y/. For /i/, /e/ and /a/, there were
no significant differences between the entering tone and other tones. These results
indicate that the post-vowel glottal constriction only affects rounded vowels and not
unrounded vowels. F3 was higher in /o/, /u/, and /y/ with the entering tone than with
other tones as in Fig. 5 and Table 8.

According to the perturbation theory, constriction of the vocal tract around the larynx
and pharynx raises F1 and F2. However, constriction of the vocal tract at the larynx raises
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F3 but at the pharynx, lowers F3 [14]. This clearly explains why F1 and F2 were raised
but F3 was lowered in the study of pharyngealization in Khoisan [12, 13], whereas in the
current study, all three formants were raised due to laryngealization.

5 Conclusion

The current study reveals that the glottal stop coda not only influences vowel duration,
but also vowel quality. The discrepancy in the formant structure of vowels between the
entering tone and other tones does not suggest the dropping of the glottal stop coda in
Nanjing Dialect.
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Abstract. Speech motor learning is characterized by inter-speaker outcome
differences where some speakers fail to compensate for articulatory and/or
auditory perturbations. Hypotheses put forward to explain these differences
entertain the idea that speakers employ auditory and sensorimotor feedback
differently depending on their predispositions or different acuity traits. A related
idea implies that individual speakers’ traits may further interact with the amount
of auditory and somatosensory feedback involved in the production of a specific
speech sound, e.g. with the degree of the tongue-palate contact. To investigate
these hypotheses, we performed two experiments with an identical group of
Russian native speakers where we perturbed vowel and fricative spectra
employing identical experimental designs. In both experiments we observe
compensatory efforts for all participants. However, among our participants we
find neither compelling evidence for individual feedback preferences nor for
consistent speaker-internal patterns of the learning outcomes in the context of
vowels and fricatives. We suggest that a more plausible explanation for our
results is provided by the idea that fricatives and vowels exhibit different degrees
of complexity of the articulatory-to-acoustic mapping.

Keywords: Real-time spectral fricative perturbation � Formant perturbation
Articulatory-to-acoustic mapping � Sensorimotor learning

1 Introduction

Previous articulatory and auditory perturbation studies demonstrate that speakers can
quickly relearn articulatory configurations they use to produce a speech sound in an
unperturbed condition. For instance, Fowler and Turvey [1] examined participants’
productions of vowels when a bite block was inserted between their teeth. The authors
found that speakers were able to adapt to these perturbations instantly without practice
and produce acoustic outputs equivalent to their unperturbed speech. However, in a
study by Savariaux et al. [2] when speakers’ lips were blocked with a tube during the
production of the French [u] only six out of 11 speakers were able to partially com-
pensate for the labial perturbation and only one speaker compensated completely by
changing the constriction location from a velo-palatal to a velo-pharyngeal region.
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Similar compensatory variability is also observed across and within other studies [e.g.,
3–5]. The outcome of such studies comes down to the questions of whether speakers
can compensate for the perturbation, and to what extent they can ‘restore’ the intended
speech sound to its form before the perturbation was applied. A range of hypotheses
has been put forward to explain the individual outcome differences which are observed
in speech motor learning tasks.

Lametti et al. [6], for instance, promote the hypothesis that speakers have individual
preferences for articulatory or auditory feedback signals to control their speech pro-
duction. To empirically support their claim, the authors investigated participants in
different experimental conditions. In one condition, the authors perturbed speakers’ jaw
trajectories by means of a robotic arm without altering the corresponding speech
acoustics, in another they shifted only speakers’ auditory feedback without applying
articulatory perturbation. In the third condition, the authors applied both types of
perturbation simultaneously. The authors found a negative correlation between the
amount of articulatory and auditory compensation, which means that speakers who
compensated for articulatory perturbations at the same time compensated to a lesser
degree for auditory shifts.

However, the hypothesis that speakers exhibit individual preferences for articula-
tory or auditory feedback conflicts with previous observations made by Ghosh et al. [7]
who investigated somatosensory and auditory acuity, the degree to which speakers are
sensitive to changes in articulatory and auditory signals. These authors found that both
types of acuity positively correlated with each other as well as with the magnitude of
produced sibilant contrasts. Furthermore, auditory acuity has been shown to positively
correlate with adaptation magnitude in auditory perturbation of vowels [8] as well as in
articulatory perturbation of sibilants [9].

To investigate Lametti et al.’s hypothesis further, we conducted two auditory
perturbation experiments to compare speakers’ reaction to real-time shifts of the
Russian close-central unrounded vowel /ɨ/ and the palatalized fricative /sj/. This vowel
vs. fricative comparison was motivated by the assumption that speakers rely on dif-
ferent amounts of auditory and somatosensory feedback during the production of
vowels compared to consonants [10], since the latter involve stronger physical contact
between speakers’ tongue and the palate. To reduce the potential confounding effect of
individual feedback preferences claimed by Lametti et al., we recruited the same
participants for both experiments.

In both experiments, the spectral properties of the target segments were perturbed in
opposing directions depending on the stimulus in which the targets were embedded. In
the case of the vowel /ɨ/, the second formant (F2) was perturbed downwards or upwards
depending on the preceding consonant (/d/ or /g/). In the case of the fricative /sj/, the
whole spectrum was perturbed downwards or upwards causing the center of gravity
(COG) to increase or decrease. We chose this particular perturbation design for both
experiments as studies have previously shown that speakers are able to simultaneously
use multiple articulatory configurations to produce equivalent acoustic outputs [5].
Thus, the bidirectional perturbation ensures that acoustic changes observed in speakers’
production are indeed ascribable to compensation rather than being caused by other
unrelated factors, such as fatigue. In our study, we expand the bidirectional paradigm to
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fricatives and compare individual learning outcomes in tasks involving auditory per-
turbation of vowels and fricatives.

Assuming that individual speakers prefer different feedback channels to monitor
their own speech production, we should observe a comparable amount of compensation
for each participant within and across both experiments (vowels and fricatives) irre-
spective of the applied perturbation direction. That is, if a speaker is able to compensate
for the perturbation in one direction during the first experiment, s/he should be able to
perform in a similar manner for the opposite direction during the first experiment, as
well as for both perturbation directions during the second experiment. However, if we
find asymmetric compensation patterns and/or systematic differences in compensatory
behavior between vowels and fricatives this would suggest that additional factors may
influence speakers’ compensatory behavior.

2 Method

2.1 Participants

18 native monolingual speakers of Russian (14 females) without reported speech,
language, or hearing disorders participated in the study. The participant group consisted
of exchange students and young professionals living in Berlin. The mean age of the
group was 24.6 years (range 20–32) and the participants had spent on average 2.8 years
(range 1–4) in Germany at the time of the recordings. The study was approved by the
local ethics committee and all participants gave their written consent to participate in
both experiments.

2.2 Procedure

Each experimental session consisted of two experiments (vowel and fricative pertur-
bation) and was recorded in a sound attenuated booth. Participants were seated in front
of a computer monitor which served to display stimuli and additional task descriptions.

Each of the experiments consisted of 210 trials and lasted for about 25 min. Par-
ticipants completed both experiments with a short break in between. During the
baseline phase, where no perturbation was applied, participants had to produce the four
CV syllables [di], [dɨ], [gɨ], and [gu] during the first experiment, and the six CVC
words [les], [ves], [lesj], [vesj], [veʃj], and [leʃj] during the second experiment (cf.
Table 1). After the baseline phase, three shift phases followed during which the
spectral properties of the syllables [dɨ] and [gɨ] in the first experiment and the words
[lesj] and [vesj] in the second experiment were perturbed. The additional stimuli
recorded during the baseline phase served the purpose to identify any specifics of
speakers’ sound maps that could interact with their compensation magnitude.

For the production of CV syllables, participants were asked to prolong the vowel to
maximize the time they were exposed to the perturbation. For the second experiment,
participants were asked to produce each CVC syllable with a neutral intonation, in a
normal speech tempo to improve online tracking of the fricative. To keep the speech
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amplitude equal across both experiments, participants were provided with a real-time
graphic display of the microphone gain and asked to keep a certain intensity range.

Participants’ speech was recorded with a Beyerdynamic Opus 54 neck-worn
microphone, perturbed in real-time, and fed back via EARTONE 3A insert earphones.

2.3 Acoustic Manipulations

For real-time perturbation of the spectral frequencies we employed AUDAPTER, a
C++ real-time signal processing application executable within MATLAB [11]. The
original and perturbed audio signals were digitized and saved with a sampling rate of
16 kHz for vowels and of 32 kHz for fricatives, respectively. Beside audio recordings,
AUDAPTER stored data files containing the formant vectors (F1 and F2) tracked
during each vowel production.

During the first experiment, AUDAPTER tracked the formants during the vowel
production and shifted F2 in real-time. F2 was decreased in one experimental
/Cɨ/syllable and increased in the other during the three shift phases (Fig. 1). The
combination of the perturbation direction with the initial consonant of the CV syllable
was counterbalanced between the 18 participants to control for any potential effect of
the place of articulation. The amount of F2 perturbation increased from 220 to 520 Hz
in 150 Hz steps over the three shift phases. The perturbation amount did not change
within each shift phase.

Table 1. (a) The experimental stimuli for the Experiment 1 and (b) the Experiment 2. The
shaded cells contain the perturbed stimuli.

A [gu] [dɨ] [gɨ] [gu]

B [les] ‘wood’ [lesj] ‘climb’ [leʃ j] ‘bream’
[ves] ‘weight’ [vesj] ‘whole’ [veʃ j] ‘thing’

Fig. 1. Example LPC-spectra of the original (solid lines) and perturbed (dashed lines) vowel
segments during the last shift phase of the Experiment 1.
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During the second experiment, we employed AUDAPTER’s pitch shifting facili-
ties. When applied to voiceless fricative spectra, this manipulation results in an overall
spectral shift such that the COG of the fricative is increased or decreased depending on
the direction of the pitch shift. During the shift phases of the second experiment, pitch
was decreased by five semitones during the fricative in the word [vesʲ] and increased by
five semitones during the fricative in the word [lesʲ] (Fig. 2). The pitch shift was
applied exclusively to the fricative portion of each stimulus and did not affect the first
two segments. The perturbation amount remained the same throughout the three shift
phases.

2.4 Real-Time Segment Tracking

To identify the onset and the offset of the fricative, AUDAPTER performed a real-time
analysis of the speech signal’s short-time root-mean-square (RMS) and RMS ratio
curves (Fig. 3a). While RMS is an acoustic intensity measure, RMS ratio is an indi-
cator of high frequency intensity present in the signal and is computed by dividing
smoothed RMS curve by a high-pass filtered RMS curve. Operating with a set of
heuristic rules, AUDAPTER enabled pitch shifting when a predefined high frequency
energy threshold was crossed, which in most cases coincided with the onset of the
fricative, and turned it off immediately when the high frequency energy curve fell again
under the threshold (Fig. 3b).

2.5 Data Analysis

Experiment 1. The onset and offset of the vowel produced on each trial were labeled
manually in MATLAB using its graphic input facilities. The F2 formant vector was
extracted from AUDAPTER’s data files based on the labeled onset and offset
boundaries. Subsequently, the middle 50% portion of each formant vector was used to
compute the F2 means for each experimental trial. To pool F2 data across all partic-
ipants, raw frequencies produced during each shift phase were normalized by sub-
tracting each participant’s mean F2 frequency produced during the baseline phase for
the respective syllable.

Fig. 2. Example power spectra of the original (solid lines) and perturbed (dashed lines) fricative
segments during the shift phases of the Experiment 2.
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Experiment 2. After the onset and offset of the fricatives produced on each trial were
labeled manually, the COG vector was extracted from the fricative portion of each
response. For that, the speech signal was high pass filtered at 1 kHz with a 6th order
Butterworth filter and power spectral densities (PSD) were computed over the middle
50% portion of the fricative. The COG was computed for the accumulated and time
averaged power spectra. To pool COG data across all participants, raw COG fre-
quencies were normalized by subtracting each participant’s mean COG frequency
produced during the baseline phase for the respective syllable.

3 Results

For both experiments, we will start the review of the results by summarizing the initial
frequencies produced by the participants during the baseline phase. After that, we will
turn to the presentation of the compensatory behavior observed during the shift phases.
Here, we will discuss changes in F2 and COG frequencies produced by participants
across the three shift phases. Finally, we will compare compensatory behavior observed
among participants across both experiments and discuss different compensatory
patterns.

3.1 Experiment 1

Initial Sound Map. The mean formant frequencies produced by all participants during
the baseline phase for the syllables [di], [dɨ], [gɨ], and [gu] are summarized in Fig. 4.

Fig. 3. Example of an experimental trial of the second experiment: (a) RMS (solid line) and
RMS ratio curve (dashed line) of the speech signal. (b) Fricative onset and offset (dashed lines)
tracked by AUDAPTER overlaid over a spectrogram of the speech signal.
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Overall, the observed formants were consistent with previous descriptive studies of
Russian vowel space [12].
A linear mixed-effects model [13] was fitted for each of the two formants including the
produced syllable and the interaction between the syllable and gender as fixed effects
and the frequency as dependent variable. Random intercepts were modeled for every
participant. P-values were obtained with the lmerTest package [14].

The model suggested that the average difference in F1 between [dɨ] and [di] was
9.4 Hz (t = 5.55, p < 0.05) and 2.92 Hz between [gɨ] and [dɨ] (t = 1.73, p > 0.05). The
F1 difference between [gu] and [gɨ] was 4.65 Hz (t = 2.76, p < 0.05).

The model for F2 indicated a significant within-speaker difference between F2
values for [dɨ] and [di] (−253.43 Hz, t = −19.78, p < 0.05). Also, the average F2 value
for [gu] was significantly different from [gɨ] (−1356.94 Hz, t = −106.16, p < 0.05).
The average F2 value was lower for [gɨ] compared to [dɨ] (−149.54 Hz, t = −11.69,
p < 0.05).

All formant frequencies produced by male participants were lower compared to
formants produced by female participants. These differences were all significant except
for F1 and F2 differences in [gu].

Compensatory Behavior. Here, we examine compensatory effects observed in the
vowel [ɨ] during the three shift phases. Based on the general observation that speakers
produce formant values opposing the perturbation, we expected the F2 values produced
during the baseline phase for the two target syllables to drift apart over the course of the
three shift phases. On the other hand, we did not expect to observe any compensatory
changes in the F1 frequency.

To quantify changes in F1 and F2, we fitted a generalized additive mixed model
(GAMM) [15] which included random smooths for each participant by trial number
and a factor smooth for trial number with intercept difference for the perturbation
direction. This allowed us to capture intra- and inter-individual variability of the

Fig. 4. Average F1 and F2 frequencies produced during the baseline phase (no perturbation) for
the four syllables [di], [dɨ], [gɨ], and [gu]. The data is split by participants’ gender.
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compensatory behavior without making any restrictive assumptions regarding its
temporal or spatial characteristics.

As expected, there were no meaningful changes of the F1 frequency during the shift
phases. The average compensatory effects in F2 are summarized in Fig. 5a. The model
suggested that the average F2 frequency was significantly different between trials with
downward and upward perturbation (−94.45 Hz, t = −38.98, p < 0.05). In Fig. 5b, we
further see that this difference increased to approximately 300 Hz by the end of the
experiment. In line with observations from previous perturbation studies, the modeling
of the data suggested that participants strongly differed in their individual compensation
magnitudes (Fig. 5c). The overall directional trend of the random smooths further
suggests that the compensation magnitude was on average higher for the upward
perturbation.

Based on individual smooths, we identified three subgroups among our participants
exhibiting different learning patterns. Eight participants (“symmetrical learners”)
compensated for F2 perturbation in both syllables containing the vowel [ɨ] in the
opposite direction of the applied perturbation. As expected, the average compensation
had a magnitude of approximately 30–45% independent of the perturbation magnitude
(Fig. 6a). However, it appears that the compensation was overall slightly stronger
during the upward perturbation. Another five participants (“asymmetrical learners”)
compensated for F2 perturbation essentially only when it was shifted upwards, but not
when it was shifted downwards. Consequently, the F2 values for both syllables con-
taining /ɨ/ diverged over the course of the shift phases for the asymmetrical learners,
too. However, when F2 in /ɨ/ was shifted downwards, asymmetrical learners produced
these vowels with approximately same absolute F2 values across all learning phases
(Fig. 6b). When F2 in /ɨ/ was shifted upwards, asymmetrical learners compensated up
to 60% of the applied perturbation. Five participants (“non-learners”) failed to

Fig. 5. (a) Average compensatory effects (excluding random participant effects) in F2 for
downward and upward perturbation during the three shift phases. (b) The average difference in
F2 between the opposing compensatory effects. Black thick lines denote the region of
significance. (c) Random model smooths for each participant.
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compensate consistently for the two opposing F2 shifts and seem to have followed the
perturbation direction in one syllable but counteracted it in the other (Fig. 6c).

We hypothesize that the compensatory asymmetry observed between the downward
and upward perturbation directions mirrors a phonetic asymmetry. Specifically, we
believe that the phonetic distance between the target vowel [ɨ] and its neighboring
sounds [i] and [u] is accountable for listeners’ classification of the shifted versions of
that vowel which in turn influenced the compensation magnitude. This means that since
F2 values of [i] and [ɨ] were on average substantially closer to each other compared to
[ɨ] and [u], participants classified instances of [ɨ] shifted towards [i] (upward pertur-
bation) as errors and corrected for them by producing lower F2 values. On the other
hand, participants deviated in their classification of the instances of [ɨ] shifted towards
[u] (downward perturbation) and either compensated for the shifts (symmetrical
learners) or tended to ignore them (asymmetrical learners).

3.2 Experiment 2

Initial Sound Map. To examine the average COG values produced by all participants
during the baseline phase, we first collapsed the data of the six CVC words into three
sound categories according to their final segment. The results of this aggregation are
summarized in Fig. 7. Overall, the COG frequencies of the fricatives [s], [sj], [ʃj] were
consistent with previous descriptive studies of Russian [12].
We fitted a linear-mixed model with COG as dependent variable and fixed terms for the
sound category and the interaction between sound category and gender as well as
random intercept for each participant. The model suggested that COG was significantly
different between [s] and [sj] (−837.74 Hz, t = −10.42, p < 0.05) and between [sj] and
[ʃj] (−3076.51 Hz, t = −38.28, p < 0.05). Male speakers produced on average lower
COG values for all three categories, however, the interaction between the sound cat-
egory and gender was not significant for any of the fricative sounds.

Fig. 6. Normalized F2 values produced across all phases of the Experiment 1. Participants’ data
is divided based on their learning pattern: (a) symmetrical learners, (b) asymmetrical learners,
(c) non-learner.
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Compensatory Behavior. To quantify the COG changes that appeared during per-
turbation of the fricative [sʲ], we fitted a GAMM which included random smooths for
each participant by trial number and a factor smooth for trial number with intercept
difference for the perturbation direction. The average compensatory effects are sum-
marized in Fig. 8a. As we can see, the average COG frequency produced for the two
words containing the fricative [sʲ] diverged in the course of the three shift phases and
reached approximately 110 Hz by the end of the experiment (Fig. 8b). The model
suggested that the average difference between downward and upward perturbation was
significant (−43.64 Hz, t = −2.395, p < 0.05), even though, the effect size was much
smaller compared to the first experiment investigating F2 perturbation. Furthermore,
the compensation variability among participants was higher in contrast to the first
experiment as revealed by individual smooths fitted by the model (Fig. 8c). There was
no overall directional trend of the individual participant smooths which would suggest
a stronger compensatory reaction to one of the two perturbation directions.

Fig. 7. Averaged COG produced during the baseline phase (no perturbation) for the three
fricatives [s], [sj], [ʃj]. The data is split by participants’ gender.

Fig. 8. (a) Average compensatory effects (excluding random participant effects) in COG for
downward and upward perturbation during the three shift phases. (b) The average difference in
COG between the opposing compensatory effects. Black thick lines denote the region of
significance. (c) Random model smooths for each participant.
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Based on individual smooths, we identified three subgroups among our participants
exhibiting different learning patterns. Five participants (“symmetrical learners”) were
able to compensate for pitch-shifts in both words containing [sj] in the opposite
direction of the applied perturbation. The average compensation magnitude was
approximately 10–20% for both perturbation directions (Fig. 9a). On the other hand,
nine (“uppers”) respectively four (“downers”) participants reacted to both perturbation
directions by either increasing (Fig. 9b) or decreasing (Fig. 9c) their mean spectral
frequency. The compensation magnitude increased in both of these learner groups up to
80% in the course of the three shift phases.

In contrast to the F2 perturbation, where the phonetic distance between the shifted
sound and its neighbors influenced the compensation magnitude, the neighboring
sounds [s] and [ʃj] of the shifted fricative [sj] do not seem to have a systematic influence
on participants’ compensatory behavior.

3.3 Comparison of Compensatory Behavior in Experiment 1
and Experiment 2

To correlate participants’ compensatory behavior observed in both experiments, we
recalculated the individual compensation magnitude during the last phase of the
respective experimental session as percentage scores. Pearson’s correlation coefficients
revealed a weak, non-significant negative correlation between the compensation
magnitudes observed for COG and F2 (r = –0.15, p > 0.05 for both perturbation
directions). As can be seen from Fig. 10, most participants compensated consistently
for the upward and downward perturbation of F2 by decreasing or increasing their F2
beyond the corresponding baseline (vertical dashed line). On the other hand, partici-
pants’ reaction to the perturbation of COG was indistinct as indicated by compensation
scores which fluctuated around the corresponding baseline (horizontal dashed line)
independent of the perturbation direction.

Fig. 9. Baseline-normalized COG values produced across all phases of the Experiment 2.
Participants’ data is divided based on their learning pattern: (a) symmetrical learners, (b) uppers,
(c) downers.
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To comprehend the regularities as well as the differences in individual compen-
satory strategies, we summarized the results of both experiments in a contingency table
(Table 2). There were three participants who were able to compensate consistently for
both perturbation directions both in vowels and in fricatives (top left cell). However,
for the rest of the participants the compensatory strategy they employed in the first
experiment did not predict their compensatory behavior in the second experiment.
Moreover, we were not able to identify any generalizable tendencies among the dif-
ferent learning patterns.

4 Discussion and Conclusion

In this paper, we presented results from two bidirectional auditory perturbation studies
of the Russian close-central unrounded vowel [ɨ] and the palatalized fricative [sj] which
were conducted with the same participants.

The results of the first experiment examining compensation for F2 perturbation are
consistent with a previous study by Rochet-Capellan and Ostry [5] who show that
speakers are able to quickly relearn their initial articulatory-to-acoustics mapping in the
F1 domain. However, five out of 18 speakers who participated in the first experiment

Fig. 10. Correlation of compensatory magnitudes observed in Experiment 1 (vowels) and
Experiment 2 (fricatives) measured as percentual change in COG and F2, respectively. The data
is spilt by the perturbation direction.

Table 2. Compensatory strategies for all participants across both experiments.

F2 COG
Learners Uppers Downers Total

Symmetrical 3 2 3 8
Asymmetrical 1 3 1 5
Non-learners 1 4 – 5
Total 5 9 4 18
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were not able to acquire a new articulatory-to-acoustics mapping reacting inconsis-
tently to F2 shifts. Specifically, these participants seem to have compensated for F2
perturbation in one perturbation direction but followed it in the other. If we consider
Lametti et al.’s [6] hypothesis that compensation for perturbation is driven by indi-
vidual feedback preferences, in the case of non-learners’ results we would have to
assume that during the experiment they referenced the auditory and somatosensory
feedback channels to different degrees depending on the syllable they had to produce.
This explanation seems to be rather implausible. Furthermore, previous findings that
auditory acuity influences the magnitude of compensation for formant perturbation [8]
similarly cannot account for the fact that participants employed different compensation
strategies for the two different perturbation directions.

Instead, we argue that the five non-learners in Experiment 1 were not able to
identify the articulatory parameters they needed to adjust in order to achieve the
intended acoustic goal. In other words, these speakers were not able to translate con-
sistently the perceived acoustic errors into appropriate corrective articulatory move-
ments. The idea that the non-learners indeed perceived the acoustic errors caused by the
perturbation is evident from the fact that their production of the target vowel [ɨ]
changed substantially during the experiment. This line of explanation is consistent with
the results of the second experiment investigating bidirectional spectral shifts of the
fricative [sj].

In the second experiment, we again observed a behavior split among the partici-
pants concerning their ability to compensate for the applied perturbation. However,
compared to the first experiment, where five speakers were not able to consistently
react to the bidirectional shifts, the number of participants who failed to do so in the
second experiment was much higher with 13 participants (uppers and downers).
Analogous to the five non-learners in the first experiment, uppers and downers seem to
have compensated for the perturbation in one direction but followed it in the other. This
means that these participants must have perceived the acoustic errors caused by the
perturbation as they reacted to them by substantially increasing or decreasing the COG
in their fricative production. As in the case of the non-learners in the first experiment,
the failure of these 13 participants to compensate differently depending on the per-
turbation direction remains unexplainable either by participants’ auditory and senso-
rimotor feedback preferences or by their different acuity traits. Again, we are left with
the explanation that the 13 participants who failed to achieve the intended acoustic goal
during fricative perturbation were not able to identify the relevant articulatory
parameters they needed to adjust to do so.

Comparing the compensation strategies that each participant applied during the first
and the second experiment, we could not identify any speaker-internal correlation
between the outcomes of the two experiments. While the number of participants who
employed two different articulatory strategies to produce the target vowel [ɨ] was 13,
only five participants were able to do so with the fricative [sj]. The discrepancy between
these numbers could be explained by the difference in the numbers of articulatory
parameters participants had to adjust during the first and the second experiment. While
during the first experiment participants were merely required to change their tongue
position in one dimension to compensate for the F2 shifts, compensatory articulations
of fricatives potentially required them to adjust three parameters relevant for sibilants
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production, namely the constriction location, tongue grooving, and the jaw height [16].
The latter articulatory adjustments are less obvious and as a consequence the adaptation
process may take longer and less speakers are able to identify the appropriate articu-
latory adjustments to compensate for the perturbation. Overall, this line of reasoning
suggests that the articulatory-to-acoustic mapping in fricatives (and perhaps more
generally in consonants) is less transparent compared to vowels as our participants
were less successful in identifying the necessary articulatory adjustments to correct for
acoustic errors during fricative perturbation than during vowel perturbation.

Our findings indicate that speakers’ representations of consonants and vowels
indeed differ, however, the nature of this difference is not explicable by the hypothesis
that speakers rely more strongly on somatosensory and less on the auditory feedback
during the production of consonants since the results of both experiments also clearly
demonstrate that auditory feedback is relevant during the production of vowels and
fricatives. Our findings rather support the hypothesis that the achievement of the speech
production goals is dependent on the “speaker-specific internal representation of
articulatory-to-acoustic relationships” [2] but also that the complexity of these rela-
tionships is speech sound-specific.
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Abstract. Eye movements can reflect the brain activities in word recognition
and speech planning processes during reading and spontaneous speech com-
prehension. Most of the previous studies used isolated words alone to investi-
gate the latency time of speech planning. However, it is difficult to explore the
mechanism for speech planning in the real situation. In this paper, we used
continuous speech to investigate the mechanism of speech planning by means of
matching eye movements with the utterances during reading Chinese sentences.
The plan units of the reading speech were estimated using the fixation of the eye
movements, and the latent times for speech planning were measured for each
unit in the reading sentences. It is found that the majority of the planning units
was a grammatical word, while most of the four-syllable words were planned as
two disyllable units. The latent time of the planning units decreases gradually
along the time axis of a sentence. When a sentence consists of two sub-
sentences, the decline tendency of the latent time was reset in the boundary
between the two sub-sentences. When removing the meaning of the sentence by
randomizing the word order, however, the declined tendency of the latent time
was disappeared. These phenomena showed that the posterior words of the
sentences may save time in semantic comprehension since the preceding words
provided more semantic information for posterior ones. We can conclude that
the semantic comprehension is an important part for speech planning as well as
motor command designs, although comprehension is not an explicit task in the
uttering.

Keywords: Speech planning � Eye movements � Latent time
Semantic comprehension � Planning unit

1 Introduction

A major issue in speech production research is how speakers do speech-planning, and
what the major factor affects the time of speech planning. Reference with to the process
of speech production in Fig. 1, the triggering conditions for executing speech planning
can be summarized as two ways. In the case of conversation, a speaker conducts a
speech planning based on oneself speech intentions first, and then execute the planned
motor commands to control articulatory movements, and finally generate speech sound.
In the case of reading, speakers first obtain text information via their eyes, and
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comprehend the semantic information, and then carry out the same procedures as those
in conversation [1].

According to the consideration above, some studies investigated the process of
speech planning during reading isolated words by measuring the response time from
the word presenting to onset of the uttering. They found the frequency and the length of
the words would significantly affect the average latent time of speech planning [2–7].
However, the results obtained from the isolated words are difficult to investigate the
speech planning for real situation in which utterance is continuous but not isolated.

Some other studies combined the eye movement with acoustic measure, where they
believed that eye movements can reflect speech planning processes during reading [6,
8–10]. Meyer et al. (1998) used the time difference between the onset of the eye leaving
a word and the onset of uttering the word as the response latency [6]. In uttering a
sentence continuously, the flows of obtaining the text word by word, planning and
uttering the words are considered to be executed simultaneously. There is no evidence
to show that the onset of the eye leaving a word is the onset of planning. Furthermore,
we found that in the latter part of a sentence the onset of uttering a word is earlier than
the onset of the eye leaving the word. In the criterion of Meyer et al. (1998), the latent
time will be a negative value. It is not reasonable. For this reason, we define the period
from the onset of eye reaching a word to the onset of uttering the word as “the latent
time”, which was used in the latent time measurement by acoustics only. According to
Rayner (1998), three standard eye movement parameters are selected and used in this
study, which are the first fixation if there are multiple fixations on a target word, mean
fixation duration that is the average of all effective fixations in a sentence, and total
viewing time that is the summation of all fixations duration on the sentence [9].

In previous research, they only investigated speech planning in isolate words sit-
uation. It was hard to investigate the speech planning for real situation which is
continuous sentence but not isolated. To bridge this gap, we designed a series of
experiments to discover the mechanism of speech planning in continuous speech. This
paper is organized as the following. Section 1 is introduction, Sect. 2 is about the

Fig. 1. Schematic of human utterance process
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experiment detail and data analysis. Section 3 is our result discussion and Sect. 4 is
conclusion about our research.

2 Experiments and Data Analysis

To investigate the mechanism of speech planning, we designed three experiments. In
Experiment 1, we used simple sentences which contains only 11 disyllabic words. In
Experiment 2, we used a complex sentence which consists of words with different
syllables to investigate what the units are used in speech planning. In Experiment 3, we
used the nonsense sentence with random word in order to investigate whether the
semantic comprehension affects the latent time or not.

2.1 Experiment 1

In the past research, most of them used isolated words or carry sentence in the
investigations of the mechanism of speech planning, which is different from the situ-
ation of continuous speech. For this reason, we designed an experiment to investigate
how the latent time of speech planning changes in the continuous speech.

Reading Materials
In order to exclude the effects of the word length on the latent time, we construct ten
sentences using the disyllabic words alone, with clear grammatical boundaries. To meet
this requirement, we choose Chinese as the materials in which one character is only
pronounced one syllable. Each of the ten sentences contains 11 disyllabic words. All of
the 11 disyllabic words were high-frequency words. The materials are presented in one
line on the center of the screen sentence by sentence.

Participants
Ten graduate students of JAIST (6 male and 4 female) served in the experiment as
participants, whose native language is Mandarin. Their age ranged from 23 to 28 years
old. They have normal or corrected-to-normal vision via contact lenses or glasses. All
participants were inspected through the eye movement and pronunciation testing to
make sure that the participates have the same level of understanding the reading
materials and in the background knowledge.

Experimental Procedure
The experiment process was controlled by one host computer. When the subjects read
the presented sentence on the screen, their eye movements were monitored and
recorded via an eye tracking system (Eyelink 1000 Plus, SR Research Ltd, Ontario,
Canada), the sampling rate was 1000 Hz for eye movement. Speech was recorded
simultaneously using a microphone (SONY ECM MS957), the sampling rate was
44100 Hz. In the experiment, the computer recorded the onset and offset times of the
fixation on a target word, and also spatial coordinates of the participants’ fixations.
Both eyes were monitored, the data used in this study were the average of left and right
eyes’ movements (Fig. 2).
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To carry out this experiment, we designed a system of eye movement and speech
measurement by using MATLAB and PsychToolBox (version: 3.0.14). Participants
learnt the experiment procedure by reading experiment instruction. During the exper-
iment, participants placed their foreheads against a rest to prevent movements in depth
and to keep their eyes about 65 cm from the surface of the monitor. We calibrated the
system using the validation routine by a nine-point calibration, and made sure the
deviation of Gaze Accuracy less than 0.50º. As seen in Fig. 3, each trial started with a
fixed signal ‘+’ presented for about 1000 ms to attract subjects’ attention. In order to
eliminate the delay when the microphone and eye trackers start recording, it advanced
start recording after the ‘+’ mark appeared for 400 ms and 700 ms. When a sentence
was presented on the screen, we asked the subject to utter the sentence as quickly as
possible, and keep a normal speech rate. During the uttering, eye movement and speech
sound were recorded simultaneously. When a participant finished reading of a sentence,
they were required to end the recording by pressing the button ‘Esc’. After the button is
pushed, the recording would stop in 300 ms after the button is pushed. The experi-
mental procedure is shown in Fig. 3.

Data Analysis and Results
In analyzing the eye movements offline, the locations and durations of the participant’s
gaze points were superimposed onto the sentence as spot in each trial via MATLAB

Fig. 2. Setup of the Experiments.

Fig. 3. Eye movement and Speech measurement system.
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software, where the longer the duration and the larger the area of the spot, as shown in
Fig. 4.

Figure 5 plots the trajectory of the eye movement and spectrogram of speech sound
with word boundaries for a given sentence. Horizontal axis represents the time index of
the continuous speech with its spectrogram as a background, while the vertical axes
show the word boundary with reference to eye movements. The eye movement is
plotted along two time-axis. One can intuitively observe and verify how the gaze points
are distributed on the words and how long the durations are, and also can find out the
onset and offset of the fixation on each word. The onset of the fixation is defined as the
start timing of speech planning for this word. For the reading sound, we used a force
alignment method to get the word boundary in the continuous speech [11]. As shown in
Fig. 5, when subject pronounced the first-word “今年” (this year), the gazing position
already reached the second-word “除夕” (New Year’s Eve), and it moved to the third
word at the latter part of the pronunciation of the first word. One can see that the
uttering has a large delay comparing with the eye movement, where the delay responds
to the latent time of speech planning.

We calculated the time difference between the onset of eye reaching a word and the
onset of uttering the word for each word. The difference is defined as “the latent time”.
Table 1 shows the results of the average latent time of the first word of ten sentences
over all subjects, and the word number of the gazing location at the onset of uttering the

Fig. 4. The fixation on a sentence.

Fig. 5. The relation between eye movement and speech.
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first word. The latent time of the first word is about 550 ms (AVG = 558 ms,
STD = 240). It is a little bit longer than that of the isolated word case, in which the
latent time was about 467 ms [4].

The same analysis approach was applied to each word in the sentences, and thus the
latent time was obtained for each word over all sentences and all subjects. Figure 6
shows the latent time distribution of 11 disyllable words in 10 sentences for ten
subjects, where the dashed lines are the linear-regressions of the latent time. One can
see that the latent time decreases gradually along with the time axis, and the time
difference of the latent time between the first word and the last word reaches 360 ms
(AVG = 363 ms, STD = 220), although all of the word lengths were the same. The
latent time were analyzed using analysis of variance (ANOVA). The latent time of the
first word and the last word had significantly different (F(1 ,18) = 16.76, p < 0.001). It
indicates that the latent time of speech planning changes with the location of the words
in the continuous speech.

Rayner (1998) measured the duration of the fixation in silent and oral reading for a
number of languages, and found that the average fixation duration was 200 ms or more.
In our experiment, the average fixation duration is 256 ms with a standard deviation of
134, which is consistent with the observation of Rayner (1998). We analyzed all
fixation within normal sentence between the first fixation of the first word and the last
fixation of the last word. As the result, the number of fixation points almost consistent
with the number of disyllabic grammatical words in the sentence (AVG = 11.57 fix-
ation points, STD = 0.52) that was 11 disyllabic words for each sentence. One

Table 1. Average of LT and GP for ten subjects. (LT: Latent Time of the first word; GP: word
number of the Gazing Position; AVG: average; STD: Standard Deviation.)

LT (STD) GP

AVG 558 (240) 2

Fig. 6. Latent time trend from disyllable sentences.
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disyllabic word has about one fixation (AVG = 1.05 fixation, STD = 0.05). It
demonstrates that the period of 200 ms is reasonable to deal with the planning unit.
Accordingly, we suppose the planning unit in speech production have a fixation of
200 ms and more, so that delete the fixation with a duration less than 200 ms for
clarifying the units used in speech planning in the following analysis.

2.2 Experiment 2

From Experiment 1, we found that latent time decreases gradually as the word location
moves to the end of the sentence, and the units of speech planning is consistent with the
grammatical word, while all of the sentences consist of disyllabic words. If the word
length varies, both the latent time and the planning units may be changed. Another
interesting issue is that how to the latent time change when elongating the sentence
sufficiently. For these reasons, we investigate the planning mechanism using complex
sentences including variety word lengths.

Reading Materials
We constructed 22 Chinese sentences for Experiment 2. Each sentence contains the
words with different syllables, whose number was ranged from one syllable to four
syllables. All of the words have high familiarity. Among the reading materials, there
are seven simple sentences and 15 complex sentences, where the complex sentences
consist of two sub-sentences.

Participants
Twenty graduate students were recruited from JAIST (15 male and 5 female) for this
experiment, whose native language is Mandarin. Their age ranged from 22 to 29. Ten
of them had taken part in Experiment 1.

Experiment Procedure
The eye tracker (Eyelink 1000 Plus, SR Research Ltd, Ontario, Canada) recorded eye
movement with a sampling rate of 1000 Hz, and microphone (Rode NTG-3, RØDE
Microphones LLC) recorded speech sound with a sampling rate of 44100 Hz, simul-
taneously. The onset and offset times, as well as spatial coordinates of the participants’
fixations were measured in this experiment. Both eyes were monitored, the data used in
this study are the average of left and right eyes. The experimental procedure is same to
the Experiment 1 shows in Fig. 3.

Analysis and Results
In Experiment 2, we used the same analysis method as Experiment 1 to measure the
latent time and estimate planning units. Figure 7 shows the latent time distribution of
each words in 7 sentences for 20 subjects, where the dashed lines are the linear-
regressions of the latent time. The analysis method was the same as above. The latent
time of the first word and last word had significantly different (F(1, 36) = 31.81,
p < 0.001). The result demonstrates that the same tendency of the latent time as that of
Experiment 1, even if the words have quite different syllable number.

Figure 8 shows the distribution of the latent time measured from the complex
sentences, which consists of two sub-sentences. In the figure, the vertical black line was
the boundary of the two sub-sentences. The results show that the tendency of the latent
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times looks like to be reset in the boundary between the sub-sentences, but the decline
tendency did not change within each sub-sentence. In the first sub-sentence, the latent
time of the first word is significantly different from the last word (F(1, 36) = 43.97,
p < 0.001). The latent time of the second sub-sentence shows the same tendency of,
where the latent time of the first word is significantly different from the last word (F(1,
36) = 36.3, p < 0.001).

For analyzing the planning units used in the speech planning, we first counted the
appearance frequency of the grammatical words with different length in our corpus.
The appearance frequency is shown in the left penal of Fig. 9, where the horizontal axis
represents the syllable number within a grammatical word, and the vertical axes show
the appearance frequency of the grammatical words. This distribution reflects the ratio
of the words with different syllables in the corpus. In the observation, we counted the
pairs of a fixation and its corresponding syllables, and then cluster the pairs according
to the syllables per fixation. The distribution of the syllable number per fixation is
shown in the right panel of Fig. 9.

Fig. 7. Latent time trend from multisyllabic sentences.

Fig. 8. Latent time trend from two sub-sentences.
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In the right panel, one can see that the appearance frequency of monosyllabic
grammatical words is about 20%, which is almost the same as the frequency in the
corpus. That indicates that a one-syllable word is usually treated as an individual
planning unit. Similarly, three-syllable grammatical words in the right panel have the
same percentage, about 10%, as that in the left panel. The disyllables have higher
percentage than that in the corpus, while the four-syllable words have lower percentage
than that in the left panel. This phenomenon implies that a part of the four-syllable
words may be separated into two disyllabic words in the planning stage. In order to
clarify the details, we analyzed four-syllable words and found about two-thirds of them
have two fixations point (AVG = 2.31 fixation, STD = 0.59). The results indicate that
the unit of speech planning for Chinese language is basically the grammatical words
when the word has three or less syllables. However, most of the four-syllable gram-
matical words were separated into two disyllable words in the speech planning.

2.3 Experiment 3

The results of Experiments 1 and 2 showed a general tendency that the latent time of
speech planning gets shorter if the words are located in the posterior part of a sentence.
For complex sentences, the latent time was reset in the boundary of two sub-sentence,
while the tendency in each sub-sentence is the same as that in simple sentences. In the
continuous speech, the effects of word length and word frequency on the latent time are
not so significant as word locations. In average, the last word of the sentence is about
half of the latent time comparing with the first word.

Why is the word location so important for the latent time? We speculate that the
latent time may consists of two components: semantic comprehension and motor
command design. If so, it means that the semantic comprehension time would be
shorter for the posterior words because the preceding words provided more semantic
information for the follows.

Fig. 9. The appearance frequency of the real word length and the planning units.
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Reading Materials
To prove the hypothesis, we designed Experiment 3, where the semantic support of the
preceding words for the following words is excluded. We selected the same sentences
from Experiments 1 and 2, and then rearranged the order of words to make the sentence
have no meaning. In the rearranged sentence, each word was kept correctly, except all
of the four-syllable words were separated into two disyllable words before the rear-
rangement. The total number of the nonsense sentences was 36.

Participants and Data Recording
Experiment 3 was carried out on eight graduate students from JAIST (5 male and 3
female). Their age ranged from 24 to 29 years old. The participants had taken a part in
Experiment 1 or 2. These sentences were presented in a random order. Data recording
was the same as that in Experiment 2.

Data Analysis and Results
In Experiment 3, the same method used in Experiments 1 and 2 was employed to
analyze the eye movements and speech sound. Figure 10 shows the results obtained
from the nonsense sentences. In the nonsense sentences, the latent time of first word
and last word has no significantly different. For the disyllabic words sentence, the
ANOVA result is F(1, 140) = 1.36 and p = 0.25 > 0.1. For the multisyllabic words
sentence, the ANOVA result is F(1, 172) = 0.15 and p = 0.699 > 0.1. In the complex
sentences, the result is also same in each sub-sentence (F(1, 158) = 1.51,
p = 0.22 > 0.1 and F(1, 158) = 1.57, p = 0.24 > 0.1). One can see that unlike the
normal sentence, the latent time does not change with the word location since there
were no the semantic effects in the sentence level. The latent time of each word about
650 ms (AVG = 659 ms, STD = 229) which is consistent with the result of the iso-
lated words [7]. However, the variation is larger than that observed in the normal
sentence. The reason is that some subject tried to retrieve some semantic meaning of
the sentences during the uttering.

3 Discussion

In this paper, we investigated the mechanism of speech planning in continuous speech
by combining eye movement and speech sound. The mechanism was estimated by the
variations of the latent time and the basic plan unit during speech planning.

Most of the previous studies used isolated words to measure the latent time of
speech planning, the general conclusion based on those studies was that the latent time
was related to the word length. The longer the words and the longer the latent time [3,
5]. In this study, we used different types of continuous utterances to verify the previous
conclusion. As the results, the latent time decreases gradually along with the time axis.
For the sentences with two sub-sentences, the decline tendency was consistent within
each sub-sentence, while the latent time was reset in the boundary of two sub-
sentences. The latent time linearly reduced as the word is located in the posterior part of
the sentences. These phenomena demonstrated that the latent time of speech planning is
heavily dependent on the word’s location in the continuous speech, but not on their
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word length. Accordingly, our results do not support the previous conclusion that the
latent time of speech planning was proportional to the word length.

In our study, in the cases with normal (meaningful) sentences, the latent time of the
initial word was about 700 ms (AVG = 713 ms, STD = 195) for speech planning, and

Fig. 10. Latent time obtained from sentences without meaning.
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the latent time of the words in the middle portion of the sentences was about 540 ms
(AVG = 542 ms, STD = 149). The difference between the initial and middle words is
significant (F(1, 132) = 32.86, p < 0.001). The latent time of the last word in the
sentences is about 400 ms (AVG = 412 ms, STD = 147). In average, the latent time of
the last word is about 40% shorter than that of the first one. Here, a couple of questions
are raised: why is the latent time is heavily dependent on the word’s location, and why
the last word has shorter latent time? We speculate that the latent time may consist of
two components: semantic comprehension and motor command design, the time for
semantic comprehension is reduced due to the preceding words provide more semantic
cues. To prove our hypothesis, we made a number of nonsense sentences by ran-
domizing the word orders. For the nonsense sentence, the declined tendency of the
latent time obviously disappeared. In average, the invariant latent time is about 650 ms
(AVG = 650 ms, STD = 250), which is the same as that observed in isolated words.

From a series of experiments, we can say that in the normal sentence, the preceding
words provide helpful semantic information, so that the semantic comprehension
consumes less time in the following part of a sentence. However, in the nonsense
sentence, previous words cannot provide semantic information to help the following
words for semantic comprehension. In this situation, each word in the nonsense sen-
tence is semantically treated as the isolated word. In fact, the average latent time of
each word in nonsense sentences is the same as that observed in isolated words. That is
why the declined tendency was disappeared.

In previous studies, they could not discover the semantic comprehension effect on
speech planning since such effects cannot appear in isolated word environment [12,
13]. Therefore, only the word length became the main factor for the speech planning in
the previous study. Although our study did not ask any comprehension task, the results
imply that semantic comprehension automatically takes place in the uttering task, and
more 40% time was used for the comprehension if no semantic environment. It con-
firmed that the effects caused by the semantic comprehension is indeed larger than that
cause by word length. That means the processing of the semantic comprehension is an
important part for the speech planning, and the processing of comprehension is auto-
matic in the sentence level.

For analyses the planning unit that is used in speech planning, we analyze all
fixation within the normal sentence. In the disyllabic word sentences, we found that the
disyllabic word is a basic planning unit because disyllabic word seems to have only one
fixation. In the multisyllabic word sentences, the words with less than four syllables are
treated as a planning unit in speech planning, while most of the four-syllable words
almost have two fixations or more, therefore most of the four-syllable words were
divided into two disyllables in speech planning.

4 Conclusions

Differing from the past studies with isolated words, continuously reading speech was
used to investigate the mechanism of speech planning in this study. It is found that the
latent time of speech planning in continuous speech decreases gradually as the pre-
ceding words increase. To explain the decline tendency of the latency, we assume that
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the latent time of speech planning consists of two parts: semantic comprehension and
motor command design and conducted an experiment to confirm the assumption. It is
also found that the semantic comprehension mainly takes place in sentence level rather
than in word level. The experiment results indicate that for Chinese the grammatical
word is the basic unit for speech planning, while most of the four-syllable words were
divided as two disyllables in speech planning. Further investigation of the speech
planning mechanism with semantic comprehension and motor command construction
is remaining for the future study.
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Abstract. Previous studies suggested that during speech perception and pro-
cessing, auditory analyses clearly took place in the auditory cortices in the
temporal lobes bilaterally, semantic processing was supported by a temporo-
frontal network which strongly lateralized to the left hemisphere while a pro-
sodic processing network mainly located in right hemisphere. However, some
studies proposed that the linguistic abilities such as phonology and semantics
recruited regions in both hemispheres. To understand the neural mechanism
underlying speech perception and processing, it is important to uncover the
dynamic functional interaction in the brain. Our aim is to investigate whether a
prevalent human brain network exists during perceiving Chinese verbs and how
the effective connectivity changes in spatial and temporal domains. An auditory
listening experiment was carried out to monitor the brain activations in full-time
scale by using the electroencephalograph (EEG) signals recording when native
subjects perceiving Mandarin verbs. By performing a Granger causality analysis
and statistical analysis, six connection patterns in different time periods were
constructed under global monitoring of dynamic brain activities. The results
showed different connections and inter-regional information flows in six time
intervals. It can be indicated from this study that the bilateral hemispheres not
only involves in the speech perception and processing, but also have information
interaction. The results are essential for the more detailed bilateral brain network
analysis with full-time monitoring in future studies.

Keywords: Speech perception � Dynamic functional interaction
EEG � Source localization

1 Introduction

The neural mechanism of the brain is generally investigated from two aspects: func-
tional separation and functional integration [1–3]. Functional separation investigates
what specific functions the given brain region has, while functional integration
examines how the multiple brain regions integrate and work for a specific function.
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Generally speaking, in speech production and perception, there are a number of brain
areas work integratedly but individually.

Previous studies based on functional integration had provided many evidence on
the interaction of multiple brain regions during speech perception. Hickok and Poeppel
proposed the dual-stream model of speech perception and processing in the human
brain and gave a perspective on the information flows among the involved brain
regions in the model [4–6]. This dual stream model also indicates a left dominant
organization worked for the phonological and semantic representations [7].
Researchers also analyzed the anatomical connectivity of dual-stream model and
suggested its role in language processing [8]. In addition, our previous researches as
well demonstrated different activation patterns in the left hemisphere of the human
brain during people perceiving Chinese words and pseudo words [9], suggesting
involved different brain regions and the time duration during perceiving auditory
stimuli.

While for the right hemisphere, there was a reportedly prosodic processing model
including an auditory ventral pathway along the superior temporal lobe, while an
auditory-motor dorsal pathways connecting posterior temporal and inferior
frontal/premotor areas worked for rhythmic and melodic variations in speech infor-
mation [10, 11]. However, in the dual-stream model of speech perception and pro-
cessing, the author also suggested that there was some degree of bilateral capability in
lexical and semantic access, which means that both bilateral hemisphere may be
recruited to accomplish the lexical and semantic processing. This view point was
approved by some researches. The author in [12] indicated that during words per-
ception, the left hemisphere was activated to process the most strongly related mean-
ings and the right hemisphere worked for other broader meanings including subordinate
and complex meanings. In addition, the functional MRI (fMRI) study suggested that
both bilateral hemispheres played an important role in the lexical-semantic information
processing, but their functions and roles may be different [13].

The aforementioned studies showed more and more evidence suggest the
involvement of both hemisphere during speech processing, while the functional
interaction between the left hemisphere and the right hemisphere, especially during
different temporal stages is still not clear. In order to understand the neural mechanism
underlying speech perception and processing, it is necessary to explore full-time spa-
tiotemporal functional connections and integration patterns. In this study, our aim is to
investigate both temporal and spatial properties of dynamic global brain network and
its information flows during perceiving Chinese verbs by using a high density EEG
technology, series of data preprocessing methods, source localization analysis and a
full-time dynamic granger causality analysis, also clarify the relation between the left
hemisphere and the right hemisphere of human brain in the lexical-semantic network
and their specific roles during words perception.
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2 Experiment and Method

2.1 Participants

Sixteen healthy subjects from Tianjin University (8 males, 8 females) aged from 21
years to 28 years (Mean age is 23.9 years. Standard deviation is 1.59 years.) were
recruited for this experiment. All the subjects were right-handed native Mandarin
speakers with normal vision and hearing, and without any history of psychiatric dis-
orders or neurological deficit. The study was conducted in accordance with the Dec-
laration of Helsinki [14]. This study was approved by the local ethics committee. All
the subjects gave their written informed consent and were paid for their participation.

2.2 Materials

The materials consisted of 50 Chinese disyllabic verbs and 50 Chinese disyllabic
pseudo words with both auditory and visual stimuli. The auditory stimuli were recorded
by a Mandarin male announcer in a single channel of 16 bit resolution and sampled at
44.1 kHz with a duration of 900 ms. The visual stimuli were semantically congruent or
incongruent disyllabic verbs in Chinese.

Besides, verbs had the mean frequency of occurrence of more than 14 per million
[15] and the average occurrence of one hundred words was 21.14 per million. Fur-
thermore, strokes of the Chinese meaningful words had a mean number of 18.03 and
the Chinese pseudo words were 18.34.

2.3 Experimental Procedure

The subjects were instructed to accomplish tasks in an electronically and magnetically
shielded soundproof room.

The experimental procedure is shown in Fig. 1. At the beginning, the trial started
with a white cross appeared in the center of the PC monitor with a black background to
draw the subject’s attention, which lasted for a random duration of 200 ms to 300 ms.
Next the subject heard a 1200 ms auditory stimuli through a headphone set. After a
400 ms interval, the Chinese words contain two Chinese characters were displayed for
600 ms on the screen. Then the subject was asked to judge the consistency of the
auditory and visual stimulus. This task is used to guarantee that the subject was
concentrated and able to distinguish different words categories during EEG signal
recording. The interval between two trials was an undetermined duration of 800 ms to
1000 ms. There were four conditions which combined two types of words and two
coincidences of audio-visual stimulus. In condition 1, the same meaningful words were
presented in audio and visual parts, while in condition 2, the different meaningful
words were shown in the two parts. Analogously, the same pseudo words were dis-
played in condition 3 while different ones in condition 4.
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2.4 EEG Signals Recording and Data Analysis

The EEG signal was recorded through the Neuroscan Synamps system (Neuroscan,
USA) with a 128 electrodes cap at a sampling rate of 1000 Hz. Six channels were used
for recording vertical electrooculogram (VEOG) and horizontal electrooculogram
(HEOG). The impedance of each electrode was kept below 5 kilo-ohm during the data
acquisition.

This study analyzed the EEG data only recorded for the auditory stimulus of real
Chinese verbs. Two subjects’ data were discarded because the electrode detached
during EEG signals recoding. Mean response accuracy of 99.8% ± 0.1% indicated that
participants focused on the whole tasks.

The raw EEG data were processed using EEGLAB toolbox [16] in MATLAB
(Mathworks Inc., Natick, MA). The data analysis procedure can be divided into two
parts, which include data preprocessing and functional connectivity analysis. In the
preprocessing part, the data were firstly filtered by a low pass filter with cut-off-
frequency of 45 Hz to remove high-frequency electrical artifacts and then down
sampled to 250 Hz. Secondly, the data were filtered using a high-pass filter with 1 Hz
to remove the baseline drift. After that, the data of bad channels and line noise was
removed. Then the data were re-referenced to average.

After preprocessing, the brain source information flow analysis based on Granger
causality hypothesis was performed on the EEG data. Firstly, the independent com-
ponent analysis (ICA) was conducted after data rank adjustment to separate instanta-
neously effective independent brain processes from physiology and artificial noise.
Secondly, all these effective brain sources were labeled as single equivalent current

Fig. 1. Experimental procedure.
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dipoles by using DIPFIT source reconstruction method, and spatially localized in a 3D-
equivalent brain. Then the independent components of all the subjects were semi-
automatically grouped into six clusters by performing K-means clustering method on
vectors consisted of equivalent dipole source locations, scalp topographies and event-
related potentials.

In this study, six independent brain components from different six clusters of each
subject were picked up for further analysis, which means every subject had one or zero
component in each cluster. Finally, based on the Granger causality hypothesis, the
MVAR (Multivariate Autoregressive) model was built on the components of every
single subject to calculate the information flow and the effective connectivity between
each pair of components [17, 18]. Combining with prior knowledge, the p-value was
set and the mean t-scores of each connectivity were calculated to indicate statistical
significance.

3 Results

The Cluster result is shown in Fig. 2. According to the mean locations in Talairach
label atlas, these sources were labeled as the frontal cortex (FC), the occipital cortex
(OC), the left premotor cortex (lPMC), the right premotor cortex (rPMC), the left
temporal cortex (lTC), and the right temporal cortex (rTC).

With analyzing the EEG source information flow, we examined the individual
variations of effective connectivity between independent components in different brain
regions. Detailed six brain areas refer to the left inferior frontal gyrus in FC, the left
lingual gyrus in OC, left precentral gyrus in lPMC, left superior temporal gyrus in LTC,

Fig. 2. mean scalp topographies of six clusters. From upper-left to lower-right are rPMC, rTC,
lPMC, OC, lTC, FC respectively.
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right supplementary motor area in rPMC, and right middle temporal gyrus in rTC.
According to the spacial and temporal features and differences of changes throughout
the process, six important time periods was found in the results, which reflected the
characteristics of the brain activity during perceiving verbs in different stages. The
significant effective connections were plotted in Fig. 3. Here we set the p-value to 0.1
(combined with prior knowledge) and then calculated the mean t-score of each effective
connectivity in whole time duration to represent its specific statistical significance. The
result is shown in Table 1. Note that a brain region which had no information inter-
action with other brain regions did not indicate that the region was not activated.

Fig. 3. Dynamic functional networks in different time intervals during verbs perception and
processing.
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As shown in Fig. 3, at the beginning of the verbs perception, a connectivity
between the frontal cortex and the occipital cortex, also the connectivity between the
frontal cortex and the left temporal cortex, the right premotor cortex respectively can be
observed during 30 ms to 120 ms, which implied a quite early activation of the brain.
From 120 ms to 180 ms, there was an information flow from the frontal cortex to the
occipital cortex, and information flows from the bilateral premotor cortex to the frontal
cortex. Besides, there was an outflow from the left premotor cortex and the corre-
sponding inflow into the right premotor cortex. Then from 180 ms to 300 ms, the
connectivity from the left temporal cortex to the frontal cortex appeared and lasted to
around 600 ms. And the bidirectional connectivity between the left premotor cortex
and the frontal cortex, also the information flow from the left premotor cortex to the
right premotor cortex, and the information flow form the right premotor cortex to the
frontal cortex can be seen in this time interval. As in the last time interval, the con-
nectivity between the frontal cortex and the occipital cortex still existed and lasted to
the 500 ms. After 300 ms, there were connectivity between the frontal cortex and the
occipital cortex, also between the frontal cortex and the bilateral premotor cortex.
Besides, the information flow from the right premotor cortex to the left temporal cortex
appeared and lasted to 900 ms. From 500 ms to 600 ms, the connectivity between the
frontal cortex and the occipital cortex disappeared. While from 600 ms to 900 ms,
there were bidirectional connectivity between the frontal cortex and the occipital
cortex, and the connectivity between the frontal cortex and the bilateral premotor
cortex, also the information flow from the left premotor cortex to the right premotor
cortex.

4 Discussion

In this study, we used dynamic granger causality analysis based on EEG source
reconstruction to investigate the global brain network during speech perception and
processing, and revealed the specific functional interactions in the whole brain during
different temporal stages.

Table 1. Mean t-score of each effective connectivity in whole time duration.
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As for the left hemisphere, there are two significant connectivity, one of which is
between the left temporal cortex and the frontal cortex, and the other one is between
left premotor cortex and other brain regions. On the one hand, it can be seen that
between 180 ms and 600 ms, the frontal areas had information flow with the left
temporal cortex. Here the FC was specifically referred to the inferior frontal regions.
This results are consistent with some studies [4, 13, 19, 20] and functionally referred to
phonological and lexical-semantic processing [13]. In our previous results [9], we also
found that the connection between the frontal areas and the left temporal areas appeared
in the interaction stage of dual-stream model during speech perception and processing,
which can be regarded as the characteristic connection during the interaction of the two
streams. In addition, this connection appeared after 180 ms, which is consistent with
the P200 components in some ERP studies representing the important temporal features
in lexical processing [21]. On the other hand, the involvement of the left premotor
cortex may be due to the reflection from auditory sound to articulation and the semantic
action representation in verbs [22–27].

For the right hemisphere, our results showed the information flow from and to the
right premotor cortex, while there was no connectivity between the right temporal
cortex and the other brain regions. Since previous studies demonstrated that both left
and right temporal cortex involved in semantic and lexical processing [12, 28]. Here
our results failed to support the information flow from and to the right temporal cortex.
That may be due to the right temporal cortex involved in the speech perception and
processing in a way of activation instead of interacting with other brain regions. In
terms of right premotor cortex, there were researchers state that the activation of the
bilateral motor cortex both related to action-related verbs processing [12, 24]. Our
results also supported that the left and the right motor system not only involved in the
Mandarin verbs perception by interacting with other related brain regions, but also have
information exchange with each other.

5 Conclusion

Generally, the above results illustrate the dynamic brain connectivity variation during
speech perception by taking advantage of the high temporal resolution of EEG and
series of data processing methods. The results show that the bilateral hemispheres not
only involve in the speech perception and processing, but also have information
exchange, which is essential for the more detailed bilateral brain functional connec-
tivity analysis with full-time monitoring in future studies. Although previous EEG data
processing methods can be applied to give a perspective of brain activation in some
time points or brain regions, there still lack more comprehensive results and high
temporal resolution methods to clarify full-time authentic global brain activity. This
dynamic brain network, which can be monitored both spatially and temporally at the
same time, can provide more evidence to present neuromechanism research and theory
on speech perception and processing, as well as a different viewpoint to understand and
explain some inconsistent results in different current studies.
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Abstract. In neurolinguistics, the controversy about whether word semantics
are stored in an amodal language-specific center or distributed in modality-
specific sensory-motor systems comes from two inconsistent evidences:
(i) Semantic Dementia (SD) patients who got a focal brain damage in the
anterior temporal lobe (ATL) exhibit a general loss of conceptual knowledge
across all word categories; (ii) fMRI examinations of semantic memory found
no clues in the ATL but a broad activation in the sensory and motor regions
(SMR) that represent the visual and motor features of words. To settle this
dispute, the current study aims to examine the whole-range brain dynamics
during word processing using (i) 2-D ERP-image analysis, (ii) independent
component clustering and (iii) EEG source reconstruction methods. It was found
that both ATL and SMR participated in the spoken word processing by means of
recurrent interaction, and the visual and motor cortex exhibited specific acti-
vation patterns for noun and verb respectively. These results suggest a hierar-
chical organization of word semantics that combines amodal ATL and modal
SMR to form a complete concept.

Keywords: Semantics � EEG source reconstruction � Anterior temporal lobe
Sensory and motor regions

1 Introduction

In linguistic brain research, the exploration and disputation on the lexical semantic
representation have always been active but it still remains as an open question. One of
the most prominent disputes is whether semantics are grounded in a language-specific
amodal center or embedded in modality-specific sensory and motor systems [1].
Important insights about amodal conceptual representations mainly come from
semantic dementia (SD) patients who have a local damage in the left anterior temporal
lobe (ATL) [2]. They suffer from a global conceptual knowledge deficit that affects the
processing of all categories of objects and words [3] and all sensory-motor modalities
[4]. Evidence from repetitive transcranial magnetic stimulation (rTMS) in ATL of
healthy subjects also reflected a comprehensive impairment on their performance in all
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tasks requiring semantic knowledge [5]. These consistency regarding the role of ATL
in semantic processing suggests that the ATL is critical for amodal and domain-general
aspects of semantic processing [6, 7]. Contrarily, the modality-specific theory con-
ceives that conceptual knowledge and semantics are distributed within a network of
modality-specific processing regions over the sensory-motor cortex and arise from the
co-activation with their sensory-motor properties [8]. As demonstrated by a number of
functional magnetic resonance imaging (fMRI) and electroencephalography (EEG)
studies, the sensory and motor regions (SMR) are differentially involved in response to
words from different categories [9, 10]. Specifically, object nouns with visual prop-
erties tend to activate the visual occipital cortex, while action verbs with motor
properties tend to activate the frontal motor and premotor cortices. This evidence
conforms to the grounded cognition and embodiment theory which claims that
semantics are functionally and neuroanatomically grounded in or embodied as dis-
tributed modality-specific sensory and motor systems according to the nature of the
semantics. Recently, there is an emerging viewpoint that both ATL and SMS are
involved in semantic processing. As the hub-and-spoke model [11] holds, ATL regions
act as a transmodal conceptual hub in conceptual representation, distilling the dis-
tributed sensory-motor features of subjects and words into integrated and coherent
representations.

The inconsistency of above studies might be partly explained by technical
restriction. Semantic processing is a time-varying process. However, SD patient studies
and low-time-resolution neuroimaging techniques are inadequate for capturing the
transient variation or interaction between the modal and amodal areas if any. In view of
above-mentioned facts, the current study attempts to use high-temporal-resolution EEG
techniques, combining the 2-D ERP-image analysis [12], independent component
decomposition and clustering algorithm [13], as well as current density reconstruction
(CDR) methods [14] to reconstruct the spatiotemporal dynamics of cortical sources
during semantic processing in a word-listening task, hoping for a clarification on this
topic.

2 Experiment

2.1 Materials

In the listening task of this experiment, the auditory materials were 80 disyllable nouns,
80 disyllable verbs and 160 white noise segments. Here nouns refer to visual non-
manipulable entities, e.g. 外衣 (coat), and verbs refer to actions, e.g. 爬山 (climb).
They were all recorded at a sampling rate of 44100 Hz with 16 bits and lasted for
900 ms. Statistical analyses of the words’ properties were conducted to make sure that
there is no significant difference between nouns and verbs in their familiarity, con-
creteness, arousal and valence (ps > 0.05). Twenty right-handed Mandarin speakers
(mean age = 22.3, SD = 2.1) were recruited in the listening task. The study was per-
formed in agreement with local ethical standards. Written informed consent was
obtained from all participant prior to the experiments.
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2.2 Paradigm

Figure 1 shows the paradigm of this experiment. For each trial, a fixation across first
appeared on a screen for 400 ms before the presentation of the auditory stimuli. After a
500-ms inter-stimulus-interval, the subjects were instructed to make a categorical
judgement by pressing button 1 for words (nouns and verbs) and button 2 for noise
segment that they have just heard. In the meantime, their EEG signals were recorded
with 128 electrodes on the scalp at a sampling rate of 1000 Hz.

3 Methods and Results

3.1 EEG Preprocessing

The preprocessing of raw EEG data was performed using EEGLAB toolbox (http://
www.sccn.ucsd.edu/eeglab) [13]. For each subject, the EEG signals were filtered at a
bandwidth of 1–45 Hz and down-sampled to 256 Hz. Bad channels with abnormal
fluctuation over 10% of the whole EEG range were removed before re-referencing the
data to average. After rejecting EEG artifact components like eye blinks, eye move-
ments and muscle activities with blind source separation method [15], epochs of
200 ms prior and 1000 ms after the stimulus onset were extracted and classified into
noun, verb and noise groups.

3.2 ERP-Image Analysis

Traditional practice for comparing EEG results used to average all the epochs of each
group and compare the 1-dimensional event-related potentials (ERPs). This study,
instead, plotted 2-dimensional (2-D) ERP-images as illustrated in Fig. 2, in which the
x-axis marks the time point of each trial, and the y-axis indexes the brain behavioral of
all the trials in each condition. The potential value of a single trial at each time point
was color-coded in accordance with the color-bar on the rightmost side. These
epoch/trial lines were then sorted in the order of event response latency (reaction time)
and stacked up above each other, forming a 2-D image which enables us to view the
epoched data at a time-by-epoch view.

Considering the fact of noun-verb dissociation over the visual and motor cortices
based on semantics [16], we examined the 2-D ERP-images for noise, noun and verb

Fig. 1. Experimental paradigm
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conditions from three channels that located most closely to the ATL, visual and motor
cortices, as illustrated in Fig. 2. The three regions of interest were red dotted on the
topography and cortical maps in the upper image. The range of y-axis is 80 trials for
noun and verb and 160 trials for noise. The time range of x-axis are - 200–1000 ms. In
the image, if a red vertical strap shows at a certain time point, that means a time-locked
event occurs in almost all the trials and that is probably a critical event we are exploring.
As we can see, in the ATL, noise-elicited activities are pretty trivial in the whole process,
while nouns and verbs induced active responses from 200 ms to 600 ms with intensive
red lines in this range. Some early responses around 50 ms and 100 ms could also be
observed in noun and verb conditions. In the visual and motor cortices, responses to
noise still exhibit no obvious clues for any time-locked event. In comparison, nouns
evoked larger positive responses during 80–100 ms, 220–250 ms, 300–360 ms and
410–430 ms in the visual cortex, and verbs activated large potentials in the motor cortex
during 230–300 ms, and even stronger activities in a wide range of 400–500 ms.

3.3 Independent Component Clustering

In that the scalp-recorded data is a mixture of activities from multiple underlying
cortical sources and non-brain sources with different locations, extent and orientations,

Fig. 2. ERP-image plots for noise, noun and verb conditions in the ATL, visual and motor areas.
(Color figure online)
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it makes more sense to investigate the brain activity from the cortical sources, rather
than their correlated mixtures recorded at the scalp electrodes. In this study, blind
source separation was performed using infomax independent component analysis
(ICA) method [17], which could provide spatially fixed and temporally independent
components. For a more stable EEG decomposition and an easier comparison of
component behavior across conditions, the ICA decomposition was performed on
continuous data including all stimulus categories. Ideally, an independent component
should account for synchronous activity within a connected cortical domain, and its
scalp projection should match a single equivalent current dipole that was calculated
with an automatic single dipole source localization algorithm, DIPFIT (Oostenveld
et al. 2001). On average, 24 dipolar components were identified from each subject, and
480 components for all 20 subjects went into clustering process. The global distance
matrix for the use of ‘kmeans’ algorithm was built based on the combination of dipole
locations, spectral power and scalp maps of those components.

In Fig. 3, three clusters of equivalent component dipoles (blue dots) that centered in
the ATL, visual and motor cortices (red dot) were selected for the examination of
cluster ERPs. In the first subgraph showing the activity patterns of ATL, grand mean
ERPs for noun and verb present similar fluctuation patterns with a hump spanning from
250 ms to 550 ms and peaking in the N400 (around 400 ms) period, the commonly
recognized semantic component. The ERPs for noise, in contrast, differ significantly
(p < 0.05) with noun and verb conditions during the time range of N1 (around
100 ms), P2 (around 200 ms), and N400 periods. The time periods with significant
differences were marked with black line on the time axis. In the second sub-graph for
the visual area, significant differences across-conditions could also be found in the N1,
P2 and periods around 500 ms and after 600 ms. It can be noticed that ERP waves
diverge earlier than 50 ms and even before the word onset (0 ms). This might be
explained by the visual responses to the fixation across that occur 400 ms before the
stimulus onset. Specifically, in the N400 semantic processing period, noun (with visual
object meaning) elicited positive fluctuation while noise and verb elicited negative
fluctuation. This difference, though not significant, might be interpreted as visual-
associated response specific for object-related nouns rather than meaningless noise or
action verbs. In the third sub-graph for motor areas, positive peaks around 100 ms were
found for the noise and noun conditions, but not for the verb condition. Instead, the
activity for verbs presented significant (p < 0.05) negative peaks around 320 ms and
770 ms than its noun and noise counterparts.

3.4 Current Density Reconstruction

To trace the information flow among the interest cortical sources, current density
reconstruction was performed with the constraint of standardized Low Resolution
Electromagnetic Tomography, which is capable of presenting the activated sources that
distributed on a cortical map and providing the activation extent at a certain time point.
This method provides a direct and intuitive view of brain activities on the cortex along
the whole-time range of semantic process.

To further investigate the semantic relations with ATL and the visual and motor
system, In Fig. 4, the CDR results of noun and verb processing are displayed during the
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period of 0–1000 ms, respectively. As illustrated, after stimulus onset, ATL was
activated, together with auditory cortex in the superior temporal area in both noun and
verb conditions. Then in the 50–100 ms range, current in response to nouns flowed to
the visual cortex while it flowed to the motor cortex in response to verbs. Interestingly,
early ERP components around 50 ms and 100 ms have been speculated as semantic

Fig. 3. Independent component clusters and grand mean component ERPs for noise, noun and
verb conditions in the ATL, visual and motor areas. For each sub-graph, the left MRI (Montreal
Neurological Institute) images (sagittal and top view) show the clustered components (blue dots)
that centered in the ATL, visual and motor areas (red dots), and the right plot shows the grand
mean component cluster ERPs for each condition with significant group differences marked black
on the time axis. (Color figure online)
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clues by some investigations on short-latency time courses as well [21, 22]. Since at
that early stage, available acoustic-phonetic information is not sufficient for word
identification. The semantic neural dissociation that we observed during 50–100 ms
should not be interpreted as the identification of the correct words. Instead, it is more
likely to be a tentative searching for potential words including both nouns and verbs in
visual and motor cortex exhaustively [18]. During 100–150 ms, ATL showed repeated
activation in both noun and verb response patterns. Afterward, noun-verb dissociation
over the visual and motor cortex were replicated during 150–250 ms and 350–450 ms,
alternated with the ATL activation in time periods of 250–350 ms and 450–1000 ms.
These results intuitively demonstrated that both the ATL and the visual-motor cortex
participated in the meaningful word processing, in which the ATL response to
semantic-distinguished nouns and verbs showed no significant differences (p > 0.05),
while response relations between nouns with the visual cortex, and verbs with the
motor cortex revealed a tight semantic association that distinct sensory-motor regions
tend to be activated by a specific word category that share the same conceptual
knowledge.

Fig. 4. Current density reconstruction for noun and verb processing.
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4 Discussion and Conclusion

This study aims to address the issue regarding whether semantic representation is
amodal or modality-specific entities. Amodal theory assumes that sensory and motor
information from the environment has been transformed into an amodal symbolic
representation format, which is probably located in the ATL and separated from sen-
sory and motor systems. In contrast, modality-specific theory believes that conceptual
representation are functionally and neuroanatomically grounded in sensory and motor
representations. While in our studies, the results of 2-D ERP-images, the equivalent
dipoles of independent component clustering and the current density flow among
cortical sources all indicate that regions within the anterior temporal lobes and sensory
motor regions are both critical nodes in the neural network for representing conceptual
knowledge and semantic processing.

From plenty of evidence in previous research [9, 10], the role of sensory and motor
regions in the representation of specific modality features is widely accepted. What is
relatively uncertain is the ATL part in semantic processing. Some authors supporting
amodal theory [6] suggested that language processing and conceptual representation
are functionally separated from perceptual and action systems of the brain. The amodal
symbolic system would interface with sensorimotor systems only for receiving its input
or passing on its output, but otherwise maintain functional separation from action and
perception systems. To elucidate the functional connectivity of ATL and the functional
network underlying semantic cognition, Jackson et al. [19] performed a psychophys-
iological interactions (PPI) analysis to compare the activity between resting-state and
active semantic tasks. The PPI analysis suggested a core semantic network where the
ventral ATL and anterior middle temporal gyrus were shown to connect to areas
responsible for multimodal semantic cognition, and the anterior superior temporal
gyrus was connected to a distinct set of auditory and language-related areas. The study
also showed additional connectivity of the ATL to regions of occipital and frontal
cortex in the semantic tasks than the resting state, which is in consistent with our
results, supporting that both ATL and sensory-motor areas, including occipital visual
cortex and frontal-motor cortex are sensitive to semantic processing. In a study by Paul
[11], semantic dementia patients were asked to assign abstract visual stimuli to two
categories that conformed to a family resemblance structure in which no individual
stimulus features were fully diagnostic, thus the task required participants to form
representations that integrate multiple features into a single concept. However, SD
patients failed to integrate information but only respond on the basis of individual
features. This study reveals that ATL undertakes the critical computational function of
integrating disparate sources of information into novel coherent concepts. The crucial
role of ATL in transmodal semantic representation also fit with a recent tractography
study demonstrating the convergence of multiple white matter pathways into the ATL
where the structural connectivity is ideal for blending different sources of information
into integrated, coherent concepts [20]. These evidences have been developed into an
alternative framework for conceptual knowledge termed the “hub-and spoke” model [2,
21], which holds that in addition to the modality-specific information sources
(“spokes”), a modality-invariant conceptual representation “hub” is also required to
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capture deeper conceptual patterns across all sensory-motor and verbal modalities. This
hub is probably located in the ATL.

By a bold conjecture [22], the modality-specific brain regions may be associated
with specific object or action properties, and the ATL is more likely to carry a higher-
order information that abstract away from concrete semantic attributes. In this view,
word semantics are hierarchically organized from distributed low-level representations
to a generalized high-level integration. These speculations still require careful verifi-
cation in future investigations.
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Abstract. This study investigated prosodic and articulatory characteristics of
parkinsonian speech by acoustic analysis of the read speech from 21 Mandarin-
speaking Parkinson’s Disease (PD) patients before and after administration of
levodopa medication, and 21 age- and gender-matched healthy controls (HC).
PD exhibited reduced F0 variability and increased minimum intensity during the
closures of stops than HC. For females, PD also showed smaller vowel space
area and vowel articulation index than HC. Administration of levodopa
increased the mean, the max, and the range of F0, bringing them closer to those
of HC, but little effect was found on other acoustic parameters. Correlation
analysis between acoustic parameters and physiological/pathological indices of
PD showed that the only significant positive correlation was between pause ratio
and UPDRS III score. The findings on acoustic differences between PD and HC
can potentially be applied to diagnosis and speech therapy for PD.

Keywords: Parkinson’s disease � Mandarin � Levodopa � Acoustic analysis
Prosody � Articulation

1 Introduction

Parkinson’s disease (PD) is one of the neurodegenerative diseases in the middle-aged
and elderly people. It is characterized by progressive loss of dopaminergic neurons in
the central nervous system, especially substantia nigra pars compacta in basal ganglia.
Typical symptoms of motor impairments in PD patients include bradykinesia,
hypokinesia, akinesia, muscle rigidity and rest tremor (Brodal 1998; Lang and Lozano
1998).

In addition, 70%–90% of PD patients also suffer from hypokinetic dysarthria which
may have developed for years before the appearance of obvious clinical motor
symptoms and hence may be an indicator for early diagnose of PD (Ho et al. 1999;
Harel et al. 2004; Raming et al. 2008; Miller et al. 2011; Rusz et al. 2011).

Up to now, levodopa therapy has been the most widely adopted pharmacological
treatment which greatly alleviates limb motor symptoms of PD. However, its effects on
hypokinetic dysarthria in speech production are still controversial.
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1.1 Hypokinetic Dysarthria of PD

Hypokinetic dysarthria is common in extrapyramidal system diseases like PD. The
hypokinetic dysarthria in PD is manifested in all dimensions of speech production
including respiration, phonation, and articulation, and is perceptually characterized by
monotone, monoloudness, abnormal speech rate, hoarse voice, imprecise articulation,
and so on (Goberman and Coelho 2002).

Prosodic features of speech mainly include pitch, length and loudness, which
acoustically correspond roughly to fundamental frequency (F0), duration, and intensity
of speech signals. Previous studies noted that PD’s speech had higher F0, narrower F0
range (Canter 1963; Ma and Hoffmann 2010; Rigaldie et al. 2006) and smaller F0
variation than those of healthy controls (HC) (Gamboa et al. 1997; Jiménez-Jiménez
et al. 1997; Harel et al. 2004; Viallet et al. 2008; Rusz et al. 2011; Bowen et al. 2013;
Galaz et al. 2016).

However, there are diverging results on speech rate. In previous studies, PD
patients exhibited faster rate (Weismer 1984; Flint et al. 1992; Hammen et al. 1996) or
slower rate (Ludlow et al. 1987; Chenausky et al. 2011) than HC, or no significant
difference in speech rate was found between PD and HC due to great individual
differences among PD patients (Ma and Hoffmann 2010; Skodda and Schlegel 2010;
Chenausky et al. 2011). Most previous studies reported monoloudness in PD’s speech,
with a few exceptions showing no difference in loudness between PD and HC (Canter
1963; Ma et al. 2010b).

PD patients also have impairments in articulation of vowels and consonants.
Logemann and Fisher (1981) argued that articulation deficits (incomplete closure) of
stops /b, p, d, t, k/ might result from weakened motions of lips, tongue and palate. This
was verified by such indices as intensity during closure (IDC), intensity of closure
relative to that of the following vowel, and intensity of closure relative to the peak
amplitude of the syllable (Ackermann and Ziegler 1991; Chenausky et al. 2011;
Dromey and Bjarnason 2011; Karlsson et al. 2014).

Impairments in vowel articulation are usually characterized by the indices calcu-
lated from F1 and F2 formants of the corner vowels. A frequently-used index is Vowel
Space Area (VSA), which is reduced in PD and hence may be used as an indicator of
disease progression of PD (Turner et al. 1995; Weismer et al. 2001; Skodda et al.
2012). Likewise, another index Vowel Articulation Index (VAI) is smaller in PD than
in HC (Roy et al. 2009; Sapir et al. 2010; Skodda et al. 2011b). Both indices suggest
reduced amplitude and velocity of the motions of the articulators such as tongue and
lips in PD patients.

1.2 Levodopa Treatment to PD

Levodopa is by far the most widely adopted and the most effective therapy to early PD.
Although significant improvement on limb motor disorders after levodopa treatment
has been well documented, its effects on speech disorders are still controversial.

Previous perceptual studies of PD’s speech reported significant improvements in
prosody, voice quality, articulation, and hence the overall intelligibility of speech, after
levodopa treatment (Mawdsley et al. 1971; Nakano et al. 1973; Wolfe et al. 1975).
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However, acoustic studies showed diverging results on the effects of levodopa on PD’s
speech. While some studies found positive effects in increasing F0 variability (Harel
et al. 2004; Bowen et al. 2013) and F0 mean (Rigaldie et al. 2006; Viallet et al. 2008)
as well as improving other prosodic features (De Letter et al. 2003, 2005), other studies
did not find any significant improvement in speech production (Goberman, Coelho, and
Robb 2002, 2005; De Letter et al. 2006; Ho et al. 2008; Skodda et al. 2010b; Skodda
et al. 2011a).

The failure to improve PD’s speech by levodopa treatment seems to suggest that
speech production is controlled not only by dopaminergic system but also by non-
dopaminergic system (Bejjani et al. 2000; Baumgartner et al. 2001; Goberman, Coelho,
and Robb 2005; Skodda et al. 2010b; Skodda et al. 2011a).

1.3 Purpose of the Study

The above-mentioned literatures all dealt with the PD patients speaking western lan-
guages, and there were also some studies dealing with Cantonese-speaking PD patients
(Ma 2009; Ma et al. 2010a; Ma et al. 2010b; Ma et al. 2011). However, few research on
Mandarin-speaking PD patients has been conducted.

To fill in the gaps, the present study aimed to investigate the acoustic characteristics
of speech in Mandarin-speaking PD patients, to explore the possibility of early diag-
nosis of PD. Meanwhile, the effects of pharmacological levodopa treatment on PD’s
speech were tested by comparing PD’s speech produced at the pre-medication
(OFF) and post-medication (ON) states. By comparison with previous studies, we will
examine whether there are language-dependent characteristics in PD’s speech.

2 Method

Two groups of participants were recruited in the experiment, i.e., 21 patients with
idiopathic PD, and 21 age- and gender-matched healthy controls. There were 12 males
and 9 females in each group.

For a controlled experiment, it is critical to have a homogeneous group of PD
patients. Neurologists have made a series of assessment scales for PD, such as the
Unified Parkinson’s Disease Rating Scale (UPDRS) and the Mini-Mental State
Examination (MMSE). The 3rd part of UPDRS gives the UPDRS III score representing
the severity of motor disability, while the 5th part of UPDRS gives the UPDRS V score
(i.e., the modified H&Y scale) representing the overall severity of the disease. MMSE
is an examination to measure cognitive impairments. In addition to age, the modified
H&Y scale and MMSE were used to select the homogeneous PD patients.

In the present study, all PD participants were at the mild to moderate stage of PD
(i.e., modified H&Y scale between 1 and 3) without dementia (MMSE > 24), and had
no experience of speech therapy. All HC participants were physically and mentally
healthy without any speech disorder. The means and standard deviations of the
physiological/pathological indices of the PD and HC participants are listed in Table 1.
For each patient, UPDRS III was scored before and after the administration of levodopa
(named the OFF and ON states, respectively). As shown, the mean UPDRS III score
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decreased after the administration of levodopa, suggesting an improvement of motor
abilities.

The material used in this study was a short story The North Wind and the Sun
composed of 185 syllables. Speech recording was conducted in a quiet room after the
participants got familiar with the material. Each participant read aloud the story at
his/her normal speaking rate and comfortable pitch and loudness. The speeches were
recorded using the portable digital recorder Zoom H4n, digitized at 44.1 kHz with 16-
bit precision.

For each PD participant, the speech at the OFF state was firstly collected at least
12 h after the last administration of medication to minimize the effects of levodopa.
Then, after receiving the assessment scales including UPDRS and MMSE, the PD
participant took medication with 1.5 times of his/her usual dose. About 60–90 min
later, when the PD participant felt in his/her best condition, the PD’s speech at the ON
state was collected.

3 Results

All speech data were analyzed using the Praat software. For each acoustic parameter,
we conducted t-tests with Bonferroni correction to compare between the HC group and
the two states (OFF and ON) of the PD group.

3.1 Prosodic Characteristics

Fundamental Frequency. Five F0 parameters defined on the whole discourse, i.e., F0
mean, F0 min, F0 max, F0 range, and F0 standard deviation (F0std), were measured in
semitone (St) with reference to 50 Hz.

For each parameter, paired t-tests were conducted between the ON and OFF states
of PD, whereas independent t-tests were conducted between HC and each state of PD.
Figure 1 shows the statistical results of all five F0 parameters. On the one hand, both
ON and OFF states of PD show significantly lower F0std than HC, coinciding with the
‘monotone’ subjective impression of PD’s speech. On the other hand, while there is no
significant difference in F0 min between the two states of PD, the mean, the max, and
the range of F0 are significantly higher in the ON state than in the OFF state, sug-
gesting an increase in high pitch after the administration of levodopa.

Table 1. Statistics of the physiological/pathological indices of the participants (mean ± SD.).

PD HC

Age (year) 62.95 ± 6.65 62.71 ± 5.53
Modified H&Y 2.17 ± 0.75 N/A
MMSE 27.71 ± 2.25 N/A
UPDRS III (OFF) 29.33 ± 14.54 N/A
UPDRS III (ON) 18.57 ± 12.13 N/A
Disease duration (year) 5.13 ± 3.10 N/A
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Temporal Parameters. Temporal parameters measured in this study include speech
rate, articulation rate (i.e., the rate of the articulated portions of speech), pause ratio,
mean duration of vocalic intervals (V_dur), mean duration of consonantal intervals
(C_dur), percentage of vocalic durations in the total utterance (%V), standard deviation
of vocalic durations (DV), standard deviation of consonantal durations (DC), and voice
onset time (VOT) of aspirated stop /th/. Here, a vocalic interval is the section between
the onset and the offset of a series of connected vowels/glides, while a consonantal
interval is the section between the onset and the offset of a series of connected
consonants.

As shown in Fig. 2, there is no significant difference in any of the nine parameters
between groups or states, indicating that these temporal parameters are not affected by
the PD symptoms.

3.2 Articulatory Characteristics

Stops. The minimum intensities during the closures of Mandarin stops “b, p, d, t, g”
(in IPA, /p, ph, t, th, k/, correspondingly) were calculated. As shown in Fig. 3, for each
of the five stops, PD is significantly higher than HC, while there is no significant
difference between the ON and OFF states of PD.

Vowels. For three corner vowels /a/, /i/ and /u/, two formants F1 and F2 were mea-
sured from the central 60% interval (also the most stable part) of the vowels. The
triangular Vowel Space Area (tVSA) (Liu et al. 2005) and Vowel Articulation Index
(VAI) (Roy et al. 2009; Sapir et al. 2010) were calculated as follows.

tVSA ¼ ABSf½F1 i½ � � F2 a½ � � F2 u½ �ð Þ
þ F1 a½ � � F2 u½ � � F2 i½ �ð Þ

þ F1 u½ � � F2 i½ � � F2 a½ �ð Þ�=2g
ð1Þ
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Fig. 1. Comparison of F0 parameters. (In the figures hereinafter: *p < 0.05, **p < 0.01, ***p <
0.001; Error bars represent standard errors.)
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VAI ¼ F2 i½ � þ F1 a½ �ð Þ= F1 i½ � þ F1 u½ � þ F2 u½ � þ F2 a½ �ð Þ ð2Þ

Both indices represent the degree of dispersion for the formants of vowels. Smaller
tVSA and VAI indicate more centralized vowels (by definition the minimum of VAI is
0.5).

Because formants are determined by the length of the resonance cavity which varies
with gender, we analyzed male and female participants separately. Figure 4 shows the
formant distribution of the three corner vowels. The triangles constituted by solid,
dashed, and dotted lines indicate the mean tVSAs for HC, the ON state of PD, and the
OFF state of PD, respectively. Figure 5 further shows the statistical results of tVSA and
VAI. For both indices, significant decreases in PD (both ON and OFF states) relative to
HC are observed only for female participants.
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Fig. 4. Formant distribution of corner vowels /a/, /i/, and /u/.

Acoustic Analysis of Mandarin Speech in Parkinson’s Disease 217



3.3 Correlation Analysis

Correlation analyses were conducted between all acoustic parameters and
physiological/pathological indices such as age, UPDRS III score, modified H&Y scale,
MMSE, and disease duration for the PD participants at the OFF state. The results
showed that there was only a significant positive correlation between pause ratio and
UPDRS III score (r = 0.505, p < 0.05), as exhibited in Fig. 6.

This positive correlation is interpretable. Because the UPDRS III score represents
the severity of motor disorders, higher UPDRS III score is generally associated with
more difficulties in moving the articulators and lower breath support caused by the
rigidity of chest wall, hence resulting in more disfluency of speech (Solomon and
Hixon 1993; Goberman and Elmer 2005).
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4 Discussion

4.1 Acoustic Characteristics of PD’s Speech

The results of acoustic analyses have shown smaller F0 variation, higher intensity
during the closures of stops, and smaller tVSA as well as VAI in PD than in HC.

The finding on reduced F0 variability coincides with the ‘monotone’ subjective
impression as well as the results of previous acoustic studies (Gamboa et al. 1997;
Jiménez-Jiménez et al. 1997; Goberman and Coelho 2002; Harel et al. 2004; Galaz
et al. 2016). The reduced F0 variability may be a result of decreased range of motion of
vocal folds (Goberman and Coelho 2002), and is possibly the most effective and
objective index for distinguishing PD’s speech from HC’s (Rusz et al. 2011), though
Metter and Hanson’s (1986) finding that F0 variability decreases further with the
progression of PD is neither supported by our results nor by those previous studies
showing little correlation between F0 variability and disease duration (Gamboa et al.
1997; Holmes et al. 2000; Skodda et al. 2011a).

For temporal parameters, there was no significant difference between PD and HC.
This coincides with Metter and Hanson (1986) and Blanchet and Snyder (2009) in that
PD patients can speak at a too fast or too slow rate in comparison with HC.

The minimum intensity during the closures of stops “b, p, d, t, g” (in IPA, /p, ph, t,
th, k/) was significantly higher in PD than in HC. This was manifested as spirantization
of stops, because airflow escaped from the incomplete obstruction of the articulators as
a result of muscle impairments in PD.

For females, tVSA and VAI were significantly larger in PD than in HC. This was
manifested as centralization of vowels as a result of limited amplitude and range of
motion of the articulators due to muscle impairments in PD. For males, however, no
significant difference was found. The reason why this deficit was observed only in
females might be that among healthy speakers the articulation of females is usually
more standard than that of males for social reasons (Munson and Babel, in press);
hence, muscle impairments might have more serious impacts on the females’ tongue
positioning and thus vowel quality than on males’.

4.2 Effects of Levodopa on PD’s Speech

Acoustic comparison of PD’s speech before and after medication showed slight but
significant increases in the mean, the max, and the range of F0. The increase of the
mean F0 coincides with the reports in Rigaldie et al. (2006) and Viallet et al. (2008).

Bowen et al. (2013) noted that PD progression was caused by the loss of
dopaminergic neuron in basal ganglia. As a typical motor disorder, hypokinetic dys-
arthria is affected by dopamine deficits, and supplements of dopamine can in principle
alleviate hypokinetic dysarthria. It is to be noted that the observed positive effect on F0
may be related to the increased dose of medicine in this study – the PD participants
were asked to take medication 1.5 times of their usual dose (hence at least 200 mg).

However, besides F0 levels, no other acoustic parameters of speech improved after
the medication. In other words, the positive effects of the administration of levodopa on
speech were very limited. This coincides with the previous finding that the axial

Acoustic Analysis of Mandarin Speech in Parkinson’s Disease 219



symptoms including speech, gait, and postural stability could not be alleviated effi-
ciently by levodopa (Klawans 1986; Bonnet et al. 1987).

In fact, many previous studies have proposed that both dopaminergic and non-
dopaminergic systems should be responsible for hypokinetic dysarthria of PD. For
example, Braak et al. (2004) argued that the brainstem motor system including vagus
and glossopharyngeal nerves were likely to be affected in the earlier stages of PD (i.e.,
speech disorders existed preclinically), whereas dopaminergic deficiency occurred only
in the later stages. During recent years, many factors other than dopamine deficiency
that possibly account for speech disorders in PD have been studied, such as under-
scaling of vocal efforts (Solomon and Robin 2005; Lafargue et al. 2008), deficits in
internal cueing (Goberman and Elmer 2005; Möbes et al. 2008), sensory processing
(Liu et al. 2012) and so on, as reviewed in Sapir (2014).

4.3 Crosslinguistic Comparison of PD’s Speech

Our acoustic analyses of Mandarin speech in PD patients showed reduced F0 vari-
ability, and increased minimum intensity during the closures of stops in comparison
with HC. For females, PD also showed smaller tVSA and VAI than HC. These basi-
cally coincided with the previous findings on PD’s speech in other languages. Espe-
cially, the reduced F0 variability was also observed in PD patients speaking Cantonese,
another Chinese tone language (Ma 2009; Ma et al. 2010a; Ma et al. 2010b). For
temporal parameters, the present study did not find any significant difference between
PD and HC. This actually also coincides with the fact that the results on temporal
parameters diverged greatly in previous studies on other languages due to various
differences in individual PD patients, types of speech material, and methods of mea-
surement. Therefore, no language-specific deficit in acoustic manifestations of speech
has been obviously observed in PD patients.

5 Conclusions

The present study examined acoustic characteristics of PD’s Mandarin speech by
comparing between 21 PD patients before and after administration of levodopa med-
ication, and 21 age- and gender-matched healthy controls. PD’s speech exhibited
smaller F0 variability and higher minimum intensity during the closures of stops. For
females, PD also showed smaller tVSA and VAI than HC (but for males, there was
little difference). Correlation analysis between acoustic parameters and
physiological/pathological indices of PD showed that the only significant positive
correlation was between pause ratio and the UPDRS III score. Administration of
levodopa increased the mean, the max, and the range of F0 slightly but significantly,
bringing them closer to HC’s values, but no positive effect was observed on articulatory
parameters and other prosodic parameters.

Since speech production is a complicated process involving precise coordination of
a set of articulators under the control of various muscles, hypokinetic dysarthria of PD
is manifested in both prosodic and articulatory features of speech. The results of this
study suggest that F0 variability, minimum intensity during the closures of stops, and
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tVSA as well as VAI are potentially effective acoustic indices for diagnosis of PD in
Mandarin speakers, and are expected to be also useful for speech therapy of PD. The
effects of administration of levodopa on speech seem to be limited only in pitch, and
more research is needed to further explore the mechanisms.
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Abstract. This paper is concerned with the phonetic realization of the voicing
contrast by two Spanish speakers with surgery-related apraxia of speech and two
matched control speakers. Specifically, it examines whether speakers with AOS,
widely reported to have a deficit in laryngeal control, use nasal leak as a
compensatory mechanism aimed at facilitating the initiation of voicing in word-
initial stops. The results show that the two apraxic speakers produced prevoicing
in /b d g/ in only one third of the cases (correctly identified as ‘voiced’). In these
cases, however, they exhibited significantly longer prevoicing than control
subjects, and this longer voiced portion was closely related to a longer nasal
murmur. These results shed light on the compensation strategies used by apraxic
subjects to achieve voicing. Differences in the intensity patterns of nasal and
voiced stops indicate that apraxic speakers control the timing of velopharyngeal
gesture, suggesting that apraxia is a selective impairment.

Keywords: Nasality � Voicing � Apraxia of speech � Acoustics

1 Introduction

Apraxia of speech (AOS) is a motor speech disorder of neurological origin that
selectively affects phonetic encoding processes [1–4] and results in distortions of the
sound shape of words. Phonetic investigations of apraxic speech have yielded evidence
for impaired laryngeal control, timing and coordination with supralaryngeal articulators
[5]. This deficit results in frequent devoicing errors, a hallmark of AOS across lan-
guages, especially in phrase- or word-initial consonants. The initiation of voicing,
however, is difficult not only for speech-impaired speakers. Indeed, aerodynamic
conditions for phrase-initial stops may require additional motor adjustments to favor
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voicing. In ‘true voicing’1 languages, such as Spanish, nasal leakage has been reported
to be a common facilitatory mechanism associated with voicing initiation and main-
tenance [6]. Nasal leak helps to evacuate the air behind an oral closure and maintain the
transglottal pressure differential necessary to initiate glottal pulsing. In this paper, we
seek to determine whether two Spanish speakers with AOS use this strategy to enhance
voicing perception and analyze how their phonetic implementation differs from that of
healthy speakers.

Articulatorily, nasality involves synchronizing the velic movement with the oral
release. The difference between nasals and prenasalized voiced stops lies in the fact that
the velic closure occurs almost simultaneously to the oral release in nasals and before
the oral release in prenasalized stops. These differences are captured by acoustic
metrics of duration and amplitude [7, 8]. Thus, in this paper we will combine analyses
in the temporal and intensity domains.

The synchronization of articulatory events may be problematic for speakers with
apraxia. Yet, while difficulties in the coordination of the laryngeal and oral gestures
have been widely reported, the phonetic realization of nasal consonants is relatively
unimpaired [9]. We hypothesize that apraxic subjects may employ nasal leak to pro-
mote voicing and we predict that, when an initial voiced stop is successfully produced,
analyses will reveal acoustic traces of compensatory activity (e.g., a longer nasal
murmur during the consonant closure).

While the mechanism described above may prove useful to initiate voicing in stop
consonants, apraxic speakers must finely control the timing of velopharyngeal closure
and thus avoid productions that fall into the ‘nasal’ category. Our analyses aim at
comparing nasals and voiced stops to determine whether there are differences in their
phonetic realization between control and apraxic speakers.

Our ultimate goal is to gain a better understanding of how the timing deficit in
apraxia may affect the phonetic realization of voiced stops involving prenasalization.

2 Methodology

2.1 Participants

Two Spanish female speakers aged 34 and 37, both right-handed, diagnosed with
apraxia of speech related to high-grade glioma resection, and two matched controls
took part in this study. The tumors were revealed by epileptic seizures and transient
expressive aphasia. A pre-surgical fMRI assessment showed scarce bilateral activation
during language tasks with a strong left lateralization of the expressive language

1 It is well known that Spanish /b d g/ are typically produced with voicing lead (‘pre-voicing’)
such that the onset of vocal fold vibration precedes the release of the stop, resulting in negative
VOT values, while /p t k/ are produced with a near-simultaneous release and onset of laryngeal
vibration, resulting in VOT values that are approximately zero [10, 11]. Voiceless stops are
phonetically realized as stops, i.e., with a complete oral closure, in all contexts. By contrast,
voiced /b d g/ are realized as stops utterance-initially, after a nasal, or after [l] in the case of /d/,
and systematically realized as approximants in all other contexts, for example, between vowels
or after a continuant.
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functions, primarily involving the pars opercularis area of the inferior frontal gyrus
(BA44) and the premotor cortex, for both patients. For speaker 1 the growing tumor
mass induced a displacement and deformation of the anterior segment of the left
arcuate fasciculus. Both patients underwent an awake craniotomy guided by direct
brain-mapping. The lesions were well-circumscribed and restricted to the cortical area
with little infiltration. Initially mute, both patients underwent intensive speech therapy
and evolved from an acute stage towards Broca’s-type aphasia and, finally, apraxia of
speech. Clinical assessment 12 months post-surgery revealed no deficit in naming,
auditory comprehension, reading, writing or repetition abilities, apraxia of speech being
the only postoperative symptom at the time of testing. Their speech was characteris-
tically slow and slurred, with syllable-by-syllable articulation, frequent phonetic dis-
tortions and errors surfacing as phoneme substitutions, especially devoicing of word-
initial stops. Overall these symptoms were compatible with those observed in stroke-
related AOS.

2.2 Stimuli

Acoustic data were obtained for isolated words elicited in word reading and repetition
tasks.We used material compiled for a larger study on the phonetic realization of Spanish
consonants [12], from which we selected bi- and tri-syllabic words with word-initial
nasals /m n/, voiceless /p t k/ and voiced stops /b d g/. The number of tokens analyzed
comprised 22 nasals, 296 voiceless stops and 251 voiced stops for each group of
speakers. The consonants of interest were always followed by a non-high vowel /e a o/.

2.3 Analysis Procedure

Recordings of the elicited consonant productions were independently transcribed by
two phoneticians and classified as on-target nasals, voiceless stops, voiced stops, or
errors (i.e., ‘voiced stops’ identified as ‘voiceless’). No instances of voiced stops heard
(i.e., transcribed) as nasals were found. Voiced stops were also categorized as ‘pre-
nasalized’ if they exhibited nasal murmur, a weak formant structure and increased
amplitude of voicing on the acoustic records.

Because our data were limited to acoustic output only, it was not straightforward to
infer whether nasal leak had occurred and, if so, whether or not it was used in com-
bination with other adjustments aimed at maintaining a low oral pressure for voicing
such as cavity enlargement. Nonetheless, the acoustic records obtained showed that
prevoiced /b d g / in Spanish could present (i) a strong low frequency resonance at
about 200–250 Hz which is the main resonance of the nasal cavity, and (ii) a weak
formant structure that resembled vowel formants, with large antiresonances caused by
the interaction between oral and nasal cavity resonances. These realizations were
considered to involve nasal leak and are illustrated in Fig. 1 for control and apraxic
speakers.

Furthermore, we obtained aerodynamic data for the same control and apraxic
subjects for a larger corpus with the EVA2 data acquisition system [13]. The aero-
dynamic data revealed that nasal leak exhibited the acoustic characteristics described
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above. This is illustrated in Fig. 2, which shows nasal leak throughout the stop closure
for utterance-initial /b/ and the acoustic result. Thus we feel confident that nasal leak
may be inferred from the acoustic signal.

Analyses in the Temporal Domain. Three acoustic parameters were measured:
voicing lead, voicing lag and nasal murmur duration during stop closure. For VOT
analysis, in cases where periodicity was uninterrupted from the onset of glottal pulsing
to the noise burst generated at the constriction (whether due to passive tissue expansion
only or its co-occurrence with nasal leak), it was measured as negative VOT (Fig. 1,
right). If voicing was initiated but ceased after a few tens of ms (passive devoicing),
presumably due to failure to maintain nasal leak, two measurements were made. First,
as per the revisited definition of VOT [14], such cases were regarded as negative VOT.
However, given that the duration of devoicing can be informative of underlying
pathological processes, the second set of measurements considered each element
separately: voiced portion with nasal murmur, devoiced portion and positive VOT
(Fig. 1, left). Analyses were carried out by means of linear regression intended to detect
differing patterns in the distribution of these parameters between control and apraxic
subjects.

Analyses in the Intensity Domain. Visual inspection of the intensity contours showed
that data points constituting the intensity trajectories tended to display a curvilinear
shape (Fig. 1). Using Praat [15], we extracted the intensity listing at every 0.01s for
every nasal, voiced and voiceless stop. In order to adjust for variation in segment
duration, temporal normalization was applied throughout the process (i.e., the time
coordinate was always between 0 and 1).

Fig. 1. Waveform, spectrogram (0–4 kHz) and amplitude (dB) of the syllable /'da/ in the word
dato (‘information’) produced by an apraxic (left) and a control speaker (right), showing voicing
and prenasalization.
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Fig. 2. Waveform, intraoral pressure, oral flow, nasal flow and spectrogram (0–4 kHz) for
Spanish banco (‘bank’) by an apraxic speaker. In the oral flow channel, the level of no airflow
(0 dm3) is indicated by a dashed line. Long vertical lines mark onset of voicing and stop release.

The curve fitting procedure was then applied using the cubic polynomial equation

y xð Þ ¼ ax3þ bx2þ cxþ d ð1Þ

where y corresponds to the intensity value (in dB) and x to a point in time, in order to
transform the data into a set of four coefficients, each of them carrying information
relative to different aspects of the curve. The estimated coefficients were saved as
variables for statistical analyses.

Our first hypothesis predicted differences in intensity values (y) between nasals and
voiced stops across groups. Since the coefficient d corresponds to the intensity value at
consonant onset (if x = 0, all the other coefficients are set to 0 and y equals d), it was
entered as the dependent variable in a linear regression mixed model with phonemic
category (nasals vs. voiced stops), group (apraxic vs. control) and their interaction as
predictors, and items as a random factor.

The second linear regression mixed model was aimed at testing the hypothesis rel-
ative to differences in intensity dynamics across phonemic categories and groups,
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specifically the falling and rising intensity patterns in voiced stops with nasal leak, which
correspond to prenasalization, subsequent passive devoicing and burst release. This
difference is expressed through the covariance pattern between the leading coefficients of
the cubic polynomial a and b. Hence, the second model included the coefficient a as the
outcome variable and a three-way interaction between phonemic category, group and the
covariate b as a predictor, as well as items as the random intercept.

Finally, to support the results of the model above, we calculated the roots and
vertices of the derivative of the cubic function. The roots represent the inflection points
of intensity curve oscillations, that is, onset and offset of falling/rising slopes. Vertices
represent intensity values (y) at these points in time. Roots and vertices were calculated
for the intensity profile of each category using functions available in the rootSolve
package in R [16]. The intensity profile denotes a contour that represents a given
phonemic category, obtained by averaging each of the coefficients of the polynomial
expression (see Fig. 6 in the Results section). The roots and vertices will provide
information about the values of increase or decrease in amplitude (in dB) and the exact
timing of these modulations during consonant closure.

3 Results

3.1 Identification and Temporal Results

Figure 3 shows the perceptual identification results for apraxic productions. Intended
voiceless stops were correctly identified as voiceless in all cases. By contrast, 71%
(n = 178) of the intended voiced stops produced by the speakers with AOS were
identified as voiceless (error) and only 29% (n = 73) were correctly perceived as
voiced. Comparison of the identification and acoustic data revealed that voiced stops
heard as voiceless displayed short positive VOT values whereas correctly identified
voiced stops showed prevoicing. There was no significant difference in VOT values
between on-target voiceless stops and voiced stops identified as voiceless (errors)
[F(1) = .7, p = .400; M = 27 ms (SE = 1.44) for voiceless vs. M = 29 ms (SE = 1.89)
for voiced stops]. In the control group, voiceless stops were always correctly identified
and only six word-initial /b d g / (2.4%) were identified as devoiced (error).

Turning to temporal parameters, the first set of analyses was aimed at comparing
VOT values for apraxic and control speakers in correctly perceived productions to
identify potential compensatory mechanisms in the former. For correctly identified
voiced and voiceless stops, the analyses revealed a significant main effect of phonemic
category (voiced vs. voiceless) [F(1) = 2038, p = .000], no significant effect of group,
and a significant interaction between phonemic category and group [F(1) = 325.34,
p = .000], indicating differences in the phonetic implementation of voicing across
populations. As shown in Fig. 4, this difference was due to voiced stops, which showed
significantly longer voicing lead in apraxic speech as compared to the speech of healthy
controls [M = −177 ms (SE = 4.75) vs. M = −67 ms (SE = 5.11)].

Further analyses, limited to correctly identified voiced stops in the apraxic group (n
= 73), showed that tokens classified as prenasalized (48 cases out of 73) exhibited
overall 28 ms longer voicing lead than voiced stops without nasal leak [M = −179 ms
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(SE = 10) vs. M = −151 ms (SE = 16), respectively]. The longer voicing lead in
apraxic speakers may be the result of a motor adjustment involving a longer velic
opening gesture. It must be noted that no nasal murmur was observed for initial
voiceless stops in either of the groups.

With respect to passive devoicing, a devoiced portion was observed in the apraxic
group only, in 19 out of 73 realizations of on-target voiced stops. A linear regression
was performed to determine whether there was a significant difference between the two
apraxic speakers. The results showed that the mean duration of the devoiced portion
was longer in one of the speakers (speaker 2), as illustrated in the left-hand graph in
Fig. 5 [M = 7.43 ms (SE = 3.91) for speaker 1 and M = 43.70 ms (SE = 6.66) for
speaker 2, F(1) = 22.54, p = .000]. These results are in line with what can be seen in the
right-hand graph, which shows the duration of nasal murmur. Here we see a signifi-
cantly longer prenasalized (voiced) portion for the first speaker with apraxia
[M = 167.17 ms (SE = 8.43)] than for the second [M = 110.10 ms (SE = 15.36),
F(1) = 11.75, p = .001]. Thus the results indicate that, in the apraxic speakers, a shorter
devoiced portion is closely related to a longer nasal murmur.

3.2 Intensity Results

The results for intensity were subjected to analysis in order to look for differences in the
intensity envelope across groups and phonemic categories in accordance with our
initial hypotheses. A linear regression analysis of intensity values at consonant onset
showed a significant effect of phonemic category [F(1) = 30.62, p = .000] and group
[F(1) = 40.14, p = .000] but no significant interaction effects. Nasals showed overall
higher intensity at consonant onset than voiced stops, as predicted by our hypothesis
[M = 64 dB (SE = 1.09) for nasals vs. M = 58 dB (SE = .56) for voiced stops]. This
was true for both the control and the apraxic group in spite of the fact that the apraxic
speakers exhibited overall lower intensity in voiced stops and nasal productions
[M = 59 dB (SE = .88) as compared to the control group (M = 64 dB (SE = .85)].

In line with our predictions, the analyses of co-variance of the leading coefficients
as a function of group and phonemic category showed a significant three-way inter-
action [F(1) = 4.35, p = .037]. Post-hoc analyses indicated that while the covariance
pattern between the coefficients a and b did not vary significantly between groups
(apraxic vs. control) for nasal stops, it displayed significantly different slopes for voiced
stops [b = −.11, SE = .02, p = .000]. The significant difference in the intensity contour
of word-initial voiced stops in apraxic and control speakers may reflect different pat-
terns of prenasalization.

The intensity contour profiles fitted with cubic polynomial equations are illustrated
in Fig. 6. The results of our analyses of intensity oscillations can be summarized as
follows. Lack of multiple roots of the derivative function in the control speakers
(bottom graphs in Fig. 6) suggests that there is no change in the slope direction for any
of the phonemic categories (although the growth rate may vary across time). Results for
the apraxic group (top graphs) show that nasal stops exhibit a similar pattern across
speakers with a slight drop in intensity (1 dB) at half the closure. For voiced stops, this
decline is greater (2–4 dB) and occurs earlier. These results are provided in Table 1 and
illustrated in Fig. 6.
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Fig. 5. Distribution of passive devoicing (left) and nasal murmur (right) for the two apraxic
speakers.

Fig. 6. Intensity profiles fitted with a three-term polynomial equation for two apraxic (top) and
two control speakers (bottom). Solid lines: nasals; dashed lines: voiced stops; dotted lines (for
apraxic subjects only): voiced stops identified as voiceless (errors). Triangles represent
vertices/roots.
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4 Discussion and Conclusion

This study provides preliminary evidence for the use of motor adjustments—in this
case prenasalization—to initiate voicing by speakers with a neurologically-based
speech disorder. Our results reveal that when the two apraxic speakers attempted to
produce Spanish /b d g/ the resulting output showed prevoicing, and was perceived as
‘voiced’, only about a third of the time. These productions differed from those in
control subjects in that they exhibited significantly longer prevoicing (Fig. 4). The
results also showed that for both apraxic speakers a shorter devoiced portion was
closely related to a longer nasal murmur (Fig. 5) revealing the interaction between
nasal leak and voicing. Taken together, these data give us an idea of strategies used by
apraxic subjects to compensate for their voicing deficits.

In sum, our results suggest that nasal leak allows apraxic speakers to initiate and
sustain the voicing lead in word-initial voiced stops, and thus enhance a listener’s
perception of voicing. Moreover, they show that voicing lead duration (negative VOT)
may be an important parameter to detect these kind of compensatory mechanisms in
apraxic speech in ‘true voice’ languages. These results also lend support to the claim
that apraxic impairment is selective. Differences in the intensity patterns of nasal and
voiced stops (shown in Fig. 6) seem to indicate that apraxic speakers control rather
well the velopharyngeal gesture as a function of phonological contrast.

On the other hand, our results suggest that, while apraxic speakers may exhibit
prenasalization, they also exhibit disturbed temporal coordination between glottal and
supraglottal gestures, as evidenced by both temporal measurements—that is, the
presence of a devoiced portion during the consonant closure (widely described in the
literature on apraxic speech)—and differences in the slopes of the intensity contour.
Still, rather than focusing on what apraxic speakers cannot do, it may be of equal
interest to investigate what they can do, as well as examine the interplay between the
deficit and the strategies that can be deployed to bypass it. Along these lines, our
understanding of ‘compensation’ is similar to the definition offered by Simmons-
Mackie and Damico [17] as any adaptive behavior that has the following character-
istics: (i) it is purposeful and goal-oriented, (ii) it occurs as novel or functionally
expanded behavior, (iii) it is context-sensitive and (iv) it is specific to the speaker.

Finally, the observations reported here add new evidence to the existing body of
descriptions of symptoms associated with apraxia of speech. While devoicing errors in
AOS have been frequently studied, especially in relation to the origin of these errors

Table 1. Summary of the results for intensity oscillation analyses. x1 and x2 represent roots of
the function, diff(dB) represents the intensity values at x1 and x2 (i.e., vertices of the function).

Phonemic category x1 x2 diff (dB)

AOS speaker 1 Nasal 0.5 0.9 72–71
Voiced stop 0.3 0.7 64–60

AOS speaker 2 Nasal 0.5 0.8 69–68
Voiced stop 0.2 0.6 58–56

Control speakers No multiple roots
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along the stages of phonetic and phonemic encoding processes, to our best knowledge
this is the first study that addresses the interaction between nasal and laryngeal gestures
in this disorder. Moreover, studies on surgery-related speech disorders are scarce.
Severe cognitive, aphasic or apraxic impairments in such etiologies (as opposed to
stroke) are relatively rare, due to the fact that a slow-growing tumor allows the cog-
nitive function to reorganize [18–22]. In the case of the patients studied in this paper,
moderate impairment persisted a year after surgery.

Given its limitations, this work should be regarded as a preliminary exploration.
Future analyses need to include a larger number of speakers, for example, or incor-
porate not just acoustic but also aerodynamic data. It would also be of considerable
interest to make comparisons across languages that use different ranges of VOT. Such
research would help us to build a truly complete understanding of the production
patterns of voiced stops and compensatory gestures in apraxia of speech.
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