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Preface

The pragmatic way forward to supply energy for a future quality living has to be
threaded on a fusion path, where conventional energy is unceasingly refined as
major renewable energy is made more financially sustainable. This proceeding
contains a highlight of preeminent advances of energy, including a touch on the
associated politics.

A general and largely unbiased (unpolitically corrected) disclosure on the policy,
politics, and practice of energy and sustainability is ushered by Reader in Chapter
“Energy and Sustainability: Policy, Politics and Practice”. This is immediately
followed by a detailed modeling of proton exchange membrane fuel cell system by
Yang et al. Along the more established engine conversion systems, the flow field
around a spark plug is critical as we push for even cleaner internal combustion
engine, while simultaneously boosting fuel efficiency; see Chapter “Preliminary
Simulation Study of Flow Field Around a Spark Plug Under Ambient and Engine
Conditions” by Sandhu et al. The higher thermal efficiency compression ignition
engine is possibly most vital for heavier machineries such as the transport truck.
Yang et al. highlight one such latest progress in Chapter “Combustion
Characteristics and Emissions of Direct Injection Neat n-Butanol in a
Compression Ignition Engine”.

Moving forward, we must make more room for renewables such as
hydro-turbines. Adhikari and Wood propose a niche angle to overcome the age-old
challenge of water turbines, i.e., cavitation. Solar must soar, and photovoltaic
thermal (PVT) system is “the best of both worlds.” Burhan et al. beautifully
expound on the triple-pronged approach, marrying hybrid concentrated photo-
voltaic system with hydrogen production in Chapter “Compact CPV—Sustainable
Approach for Efficient Solar Energy Capture with Hybrid Concentrated
Photovoltaic Thermal (CPVT) System and Hydrogen Production”. What about
furthering current photovoltaic system? Simple and effective passive cooling via the
use of a square wire at the optimal attack angle can be cost-effectively implemented,
as discussed by Yang et al. in Chapter “The Influence of Square Wire Attack Angle
on the Heat Convection from a Surrogate PV Panel”.
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Sustaining a green environment must include sustainable and healthy food. For
temperate places, in particular, versatile greenhouses with easily adjustable sides
called high tunnel greenhouses can be furthered to extend the growing season.
Ghose and Lubtiz detail the integrated multiple parameter tuning to furnish the most
desirable microclimate in Chapter “Predicting the Interior Conditions in a High
Tunnel Greenhouse”.

Energy conservation and recovery are crucial to the sustainability of the
ecosystem which includes the homo sapiens. What is a better way to educate future
generations of this hard truth than to execute a wastewater heat recovery system on
campus? Thus, it is the case presented by Chow and Duquette in Chapter
“Assessment of a Heat Pump-Based Wastewater Heat Recovery System for a
Canadian University Campus”.

The timely gathering of varied experts at the Energy and Sustainability 2018
Symposium and Industry Summit, Windsor, Ontario, Canada, ought to continue.
Perkins provides the frameworks to continue the sociopolitical discussion for public
policy and energy investment decisions in Chapter “Sustainability and Energy
Services: A Framework for Discussion”. This concluding chapter also serves as a
transition and invite to Energy & Resources for Tomorrow 2019; see https://
eart2019.ca/.

Ahmad Vasel
David S.-K. Ting
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Energy and Sustainability:
Policy, Politics and Practice

Graham T. Reader(&)

Department of Mechanical, Automotive and Materials Engineering,
University of Windsor, 401 Sunset Avenue, Windsor, ON, Canada

greader@uwindsor.ca

Abstract. There is no universally accepted definition of what ‘Sustainable
Energy’ means but in general the concept is to achieve a supply of energy that is
sustainable over long periods of time with manageable or no negative envi-
ronmental impacts. Unfortunately, many of these phrases are vague and open to
interpretation. For example, when referring to long periods of time, do we mean
decades, centuries or even longer? To be sustainable does an energy source have
to be renewable and renewable forever? If the latter then no such source exists
even the sun has consumed 50% of its hydrogen fuel. So, presumably what
constitutes renewable energy depends upon the time frame over which the
energy is to be used and the rate of use? What do we mean by manageable
environmental impacts? Does this mean we are prepared to accept some nega-
tive impacts—whatever ‘negative’ means?
National concerns about energy have, until recently, been associated with the

supply, security and cost of energy. Only as the global human population has
dramatically increased, especially since the 1950s, have the environmental
impacts of energy use become dominant concerns. The energy sources which
have come under the most intense scrutiny are fossil fuels which account for
almost 89% of global energy consumption and whose use contributes to,
measurable increases in atmospheric carbon dioxide emissions, which are
causing the retention of too much solar energy resulting in detrimental ‘global
warming’, increases in the number of disruptive weather occurrences and rises
in sea levels. Together these effects could result in over half the earth’s popu-
lation having to move away from coastal regions, whilst longer growing periods
in other global regions would result in enhanced agricultural food production.
Can all these effects be negated by a relatively immediate cessation of fossil fuel
usage? How quickly could 89% of global energy consumption be eliminated or
replaced and in a sustainable and affordable manner?
At least for the next few million years, solar and wind energy will provide

obvious sources of renewable and sustainable energy. However, in terms of the
electrical power generation, these sources are ill-suited for baseload generation,
unless large-scale affordable energy storage systems can be developed. In the
meantime, hydroelectric, nuclear and especially fossil fuel power generation will
still be needed. Realistically, the latter is a finite energy source and for example,
since the 1970s, forecasts have been made envisaging that oil reserves will be
totally exhausted within a period of 10 to 20 years from the time of the particular
predictions. Nevertheless, fossil fuels usage has not gone away—will they ever?
In this presentation, the historic and modern pathways of energy use are

discussed along with the accompanying environmental concerns and ‘no-harm’
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energy sustainability which have become more focused especially in the last
half-century. However, in the face of polarized political, economic and societal
opinions, will it be possible to achieve an agreed global plan for universal
sustainable energy implementation in the near future? Can science and tech-
nology alone provide successful solutions to our energy and environmental
dilemmas?

1 Introduction

According to sustainable energy values or beliefs, the Earth needs an energy source or
sources to support the needs of the human population now and forever in the future,
and whose use and acquisition causes no harm to the environment whilst concomitantly
not diminishing the source or sources for future generations. How can this scenario be
achieved? In the first instance, it would be useful to know what energy sources are used
by the global human population now and in the past since if these energy sources do
not meet the criteria as outlined then they will need to be replaced. If the replacements
are more expensive than current sources, then it seems unlikely that our species will
readily adopt them without a governance policy lawfully instituted by a democratically
elected government or by edict from an absolute ruler. The former may prove more
difficult than the latter especially when there is a strong culture of bipartisanship and
the omnipresent requirements of the ‘loyal opposition’ to opposite, futilely, just about
every government decision or proposal. Moreover, if the proposal disaffects too many
voters a government may decide, they wish to remain in power, not to pursue the
original proposal to its fullest extent and vice versa, i.e. a ‘lobbied’ proposal may gain
traction for the same reason.

A ‘lobbied’ proposal may be the result of vested interests of varying complexions
ranging from profit-based motives, to political and philosophical ideologies, to
increasing individual and group government research grants. In recent years, we have
been strongly encouraged to believe or at least trust ‘the science’, exactly what science
we should be trusting remains problematic. Nevertheless, accurate measurements of
global atmospheric average temperatures have indicated that they have increased in 16
of the last 17 years and if the rate of increase continues to increase without some
actions being taken, the consequences could be dire not only for humanity but all living
things. Even so predicting the future is usually precarious, for example, just before the
events occurred leading scientists and philosophers predicted that flight by machines
was ‘unpractical … if not utterly impossible’ and that scientific lecturers ‘demonstrated
to satisfied audiences that a ship could not cross the Atlantic by the power of steam’
[1, 2]. We also have to contend with the ‘Turnbulls’ encountered in Trollope’s Phineas
Finn, ‘Mr. Turnbull had predicted evil consequences …and was doing the best in his
power to bring about the verification of his own prophecies’ [3]. If then sustainable
energy is to be taken seriously and capture the attention of all, we need to ensure that
the actual issues regarding energy—the needs and uses, the associated environmental
and societal impacts of non-sustainable and non-renewable energy usage and how
continued human population growth affects global energy and the environment—are
well and understood and appreciated. As David Suzuki stated four decades ago, ‘If we
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are to have any hope of controlling the elements that will transform our lives, an
understanding of science is imperative’ [4]. Perhaps, one of the first actions is to agree
exactly what we are talking about since we have gone through mantras starting in the
1950s with Hubbert’s peak oil theory followed by oil crises in the 1970s with lead to
claims of rapid oil reserves depletion [5], followed by global cooling, then global
warming and then climate change and weather disruptions. The latter is often confused
in the media where climate change is used as the reason for a weather event, especially
an extreme weather event. Whereas climate is concerned with very long-term averages,
weather is about what is happening now and in both cases geographical location
appears to be a crucial factor [6]. Similarly, the Climatologists (Climate Changes) and
Meteorologists (Weather Forecasting) need to use ‘models’ to predict future climate
and weather, although the term ‘model’ is rarely used in the popular and non-technical
media, perhaps to avoid the dreaded populist showstopper of ‘theory’ entering the
discussions! Maybe we should have adopted the ancient Greek term, ‘Paradigm’ and
‘Paradigm shift’, as promoted in the seminal book 1960s book by physicist Kuhn [7],
when discussing energy and the environment in the same way as the terms have
become commonplace when discussing business, social movements, education, science
and so on?

There are three dominant fossil fuels, coal, natural gas and oil, and each provides
roughly equal amounts of the global energy consumption, Fig. 1. So why the apparent
focus on oil and diminishing global oil reserves and the media’s minute by minute
tracking of spot oil prices and not coal and only rarely natural gas?

Fig. 1. Global primary energy consumption 1800–2016, OurWorldData.org.
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The most probable reason is that oil is the fuel of choice for all forms of powered
transportation—land, sea and air. Personal transportation is very important to almost all
humans especially in developed countries. In a 2015 survey [8], automobile vehicle
ownership was over 80% in South Korea (83%), Japan (81%), America (88%) and
topping the list Italy (89%). China has become the world’s largest new car market with
ownership of cars and motorcycles increasing twentyfold in the first decade of this
millennium. It has been estimated that global ownership of personal on-road vehicles is
over 1 billion with some 250 million registered in the USA alone [8]. The global focus
on oil is then perhaps not surprising. What is surprising is the general misunderstanding
of what is meant by oil reserves as typified by Jimmy Carter’s Presidential pro-
nouncement in 1977 that, ‘If it were possible to keep it {global oil consumption} rising
…… as it has in the past, we could use all the proven reserves of oil in the entire world
by the end of the next decade’ [5]. As we shall see later in this paper, ‘proven reserves’
is an economic definition, which is also influenced by technology, and can be applied
to all natural resources not just oil. The amounts of a particular natural resource and the
proven reserves of that resource are quite different. The longevity of possible fossil fuel
usage could then be significantly greater than usually forecast. Most certainly, fossil
fuel is arguably a finite natural resource and therefore not in harmony with the des-
ignation of a sustainable energy source. So why the rush to replace fossil fuels espe-
cially in personal vehicle powertrains? It is apparent that the main thrust is the concern
of the environmental impacts of oil-fuelled vehicles which produce unacceptable levels
of greenhouse gases, criteria pollutants and carbon dioxide which in turn significantly
contribute to anthropogenic effects on climate change [9] which the majority of climate
scientists consider to be adverse and damaging to the ‘health’ of our planet [10].

So it appears that most policymakers, to conciliate the predictions of the clima-
tologists, must promptly if not abruptly institute a ‘paradigm shift’ away from using
almost 90% of the current type of energy source usage and convince at least 1 billion
owners to replace their vehicles or at least the powertrains. While it is unlikely that the
timeframe will be to the predilection of the scientists and environmental activists, if
policymakers are to be successful, then the development of sustainable and affordable
energy sources to replace fossil fuel sources is paramount. But is sustainability as
crucial to the public as affordable non-carbon alternatives? The most obvious sus-
tainable energy source is solar power as it has been calculated that the sun will not
physically destroy the earth for about 7.5 billion years but its heat will render the earth
uninhabitable for humans in about a billion years (not forever a renewable and sus-
tainable energy source but close). However, for a fifth of the global population, 1.5
billion, i.e. those living in South Asia, some researchers have predicted that unless
‘serious’ mitigation of climate change occurs there is a unique risk of the region
becoming essentially non-survivable for humans by the end of this century [12].
However, if serious mitigation means stopping using fossil fuels, immediately the
literature indicates that ‘global warming’ will continue for at least several decades and
although global average temperatures will eventually stabilize, the level will be higher
than in the past [13]. As solar power is still more expensive—mainly because of the
initial infrastructure costs—it will be difficult to persuade users to accept revolutionary
changes which for most will have no obvious effect in their lifetimes.
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Wind energy is also a candidate as a sustainable and renewable energy source as it
is largely dependent on the effects of solar radiation. However, like solar power, it is
still too expensive in comparison with its fossil fuel competitors and not all are con-
vinced that it is a no-harm environmental technology. Nevertheless, the US Energy
Information Administration (EIA) has indicated that wind power is expected to exceed
hydropower in terms of electrical generation by 2020 [14], Fig. 2. Solar and wind
energy sources are realistic as sustainable replacements for fossil fuel sources but if
wholly implemented would require all modes of transportation to be electric. This
would be easier to accomplish for land transportation but an increasing challenge for
marine transportation—which carries at least 80% of the world’s trade [15]—and air
travel. Approximately, 30% of seaborne trade is the transportation of oil and gas so
with the paradigm shift this would be no longer needed but that would leave over 7
billion tonnes of cargo to be transported [15]. At the moment, marine transportation
accounts for 3–4% of global carbon dioxide emissions. Is it realistic to expect all
shipping to be electric and/or wind powered immediately or at least in the next decade?
Whatever edicts are made by national and international agencies, and they must be
unanimous to have the desired impact, will such a very minor reduction of carbon
dioxide ameliorate climate change? Of course, eventually, marine transportation will
have to seek alternative non-carbon energy sources but until electrochemical batteries
can be developed that can power a 100,000 tonne or more ship and its auxiliaries (e.g.
refrigerators) for an average sea journey of 10–15 days, it seems unlikely that fossil-
fuelled shipping will be replaced any time soon.

Fig. 2. Wind versus hydropower in US electricity generation, USEIA January 2018.
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2 The Rise and Fall (?) of Fossil Fuel Usage

Fossil fuel usage—coal—is usually associated with the British Industrial Revolution of
the eighteenth century onwards. The ‘success’ of this revolution was founded on access
to cheap coal and high labour wages. It appears that all the current and future problems
regarding global climate change are the result of this and similar industrial revolutions
and that they are no positives to attach to these occurrences. The increases in national
and individual wealth, improvements in quality of life, education and medicine, human
population growth and life expectancy, Fig. 3, are no excuse, it seems, for causing
Climate Change especially for future generations.

An argument could be made that many of those making the negative observations
about fossil fuels usage would probably never have been born or maybe they would
have been dead by the age of 27 to 35, and most likely in their lifetimes they would not
have enjoyed access to post-secondary education or indeed any form of education, if
such fuels had not been exploited. While there is some substance to these views,
nevertheless the potential economic and social costs of climate change could be
colossal from the twenty-second century onwards. Regardless of the cause and effects,
returning to human muscle power (as often as not as a slave), animal muscle power,
water power and wood power may appeal to some, it is unlikely that it would be
universally endorsed.

As the modern industrial revolution started in Britain maybe some insight into why
they chose—evidently disastrously—to burn ‘sea’ coal rather than wood [17]. We can
trace this choice back to some localized locations in Roman Britain but especially in the
thirteenth and early fourteenth centuries coal use became increasingly common
[17–19]. At that time, the population in Britain was twice as high as it would be at the
start of the industrial revolution. To feed this, growing population required more land
for agriculture—also blamed by some for causing climate change—and as forestry
management was rudimentary in many northern areas of England, to say the least,

Fig. 3. Life expectancy at birth 1000–2000 CE, [16].
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wood for heating and cooking became scarce and increasingly expensive. The ‘better
off’ landowners could afford to pay the higher prices—but the majority of the popu-
lation—could not. Indeed, the rich largely abhorred the burning of ‘toxic’ coal because
of the smoke and smell and has early as 1257 Queen Eleanor was forced to leave
Nottingham Castle probably because of ‘air pollution’ according to Te Brake [17].
Eventually, because of the ready availability of sea coal and its lower cost, the wealthy
allowed the medieval lime kiln operators and blacksmiths to use it along with their
‘serfs’—the poor Villeins—for domestic heating and cooking. The latter use helped
reduce the increasing mortality rate among the serfs. Why sea coal? Although the
general consensus among historians was that coal was referred to as sea coal because it
was transported by sea from the Northern UK coasts to places like London, there is
evidence to suggest that the origins of the title came about because coal was found near
or just under the sea [17].

However, in 1273, the use of coal was prohibited in London ‘as it was prejudicial to
health’ but by 1306 a Royal proclamation only prohibited certain types of coal. The
legislation was to address the complaints about air quality [20]. Nevertheless, in most
rural areas and at times in the cities, coal burning increased. So why by the mid-to-late
fourteenth century did coal use largely disappear until the seventeenth century? The
answer is the bubonic plague—the Black Death—which swept across Europe and
Britain in successive waves causing the demise of upwards of a half the population
with one of the ramifications being that there were no longer any wood shortages [21].
Only by the start of the eighteenth century did the population reach the levels of the
early fourteenth century and by then wood was also needed for shipbuilding as Britain
was fast become a global sea power [22]. The technology of steam power was also
rapidly advancing and perhaps ironically was put to use to drain quarries and mines to
enable deeper coal seams to be worked. Eventually, the start of the modern manu-
facturing factory and the advent of steam-driven rail transportation consolidated coal as
the energy source of choice for all.

Industrialization also led to increased urbanization, a typical example being the
British state capital London. At the start of the nineteenth century, the city had a
population of 1 million which doubled by mid-century and reached 6.5 million by the
end of the century, 20% of the country’s total population being squeezed into a rela-
tively small space. It was an unhealthy place to live especially for the poor- and low-
income earners because of polluted water and air, the ‘better off’ moved to the suburbs.
The relationship between pollution and disease, essentially ‘germ theory’, was not
believed until the end of the century approached. Clean water became a priority and a
network of public parks was established to improve air quality but one of the biggest
‘killers’ was lung disease [23]. Throughout the nineteenth century, many British cities
experienced ‘Smog’—pea soupers—and although the number of incidents declined in
the twentieth century, the laws were rarely enforced and the general consensus was that
the smoke from coal burning was not a big issue. Then, in December 1952, after a
period of cold weather, an anticyclone settled over London which caused the wind to
drop and the air to become damp, forming a thick fog. This turned into smog as sooty
particles became trapped. The anticyclone and smog lasted for 5 days—causing an
estimated 4,000 to 6,000 deaths and as many as 100,000 cases of respiratory illness
were reported. This lead to the UK’s Clean Air Act in 1956 and the Tall Chimney
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legislation in 1968, requiring the establishment of ‘smokeless’ zones, the production of
cleaner (reduced Sulphur content) coal and clean coal technologies such as smokeless
coal fuels and higher chimneys.

Almost seven centuries after, coal usage legislation was first introduced Govern-
ment started to take the air pollution issues seriously and enforce and implement the
laws. This was not as difficult as might be imagined since both the coal and electrical
generation industries were nationalized, i.e. ‘Government’ owned. Today, other than a
few opencast sites, there is no coal mining industry in the UK and electrical generation
has been privatized. However, starting in the mid-nineteenth century, a new ‘alterna-
tive’ fuel which at the time was somewhat expensive came to market—petroleum (oil).
With the advent of the use of the Internal Combustion engine for vehicular propulsion
in the early twentieth century and cheaper oil products, gasoline, petrol and diesel
alternatives to coal were now readily available albeit they were also fossil fuels. In the
same way, as cheap coal had driven Britain’s economy to the premier league of global
economies, oil would do the same for the USA. Gradually, oil became the energy
source of choice for many applications, for example, the decision made by the Royal
Navy to convert from coal to oil—lead by the future Prime Minister Winston S
Churchill—lead to other navies doing the same although most had no known national
oil resources. In due course, oil exports would be used by the USA for geopolitical
purposes as part of economic sanctions against the Japanese after their armed invasion
of the Chinese mainland in 1937. The Asia-Pacific war broke out 4 years later cul-
minating in the use of thermonuclear weapons.

Like coal, the use of oil and natural gas has a far longer history than many imagine.
The Mesopotamians used oil sources, and the famous Greeks, Aristotle and Herodotus
wrote about such deposits almost three millennia ago and in more recent times a
seventeenth-century French missionary wrote about Seneca First Nation using oil
burning in their religious ceremonies [24]. In almost every case up to the eighteenth
and nineteenth centuries, oil and natural gas were used solely for lighting purposes and
very occasionally as lubricants for axels of horse-drawn vehicles. However, chemists
were able to separate paraffin (kerosene) and by the mid-century chemical refining—
especially in the USA—was enabling petroleum fuel products to be produced which
could be used in dynamic heat converters.

The USA and, to a lesser but not insignificant extent, Venezuela became the main
oil exporting countries with 75% of the world’s coming from the US well into the
twentieth century but by the 1980s Saudi Arabia was producing more oil than the US
and by 2015 Russia was producing more oil than Saudi Arabia, Fig. 4 [25]. Today,
around 100 different countries have oil production of some sort. The use of a type of
third fossil fuel—natural gas—rapidly escalated following the invention of the ‘Bunsen
Burner’ which enabled its use for many applications other than lighting, although the
Chinese had used natural gas 2,500 years ago in their desalination plants. Initially, in
the first flush of the industrial revolution, natural gas was manufactured from coal on a
commercial basis in 1785 by Britain to be used for residential and street lighting. Four
decades later, industrial extraction of natural gas—usually found in the vicinity of other
fossil fuels such as oil and coal—began in the USA. Today, like oil extraction, natural
gas production involves many countries with North America, Europe and Eurasia still
the major sources, Fig. 5 [26].
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So it would appear that the production of fossil fuels, in particular, liquid oil and
natural gas, is increasing not decreasing. Does this mean, for example, that the global
‘proven’ reserves of these fuels will soon be depleted? The epithet, ‘proven’, is often
dropped in discussions about fossil fuels especially in the popular media. Maybe this is
intentional or maybe the concept of ‘proven’ in relation to fossil fuels is misunderstood.
The use of the term ‘reserves’ can give the impression that their stated amounts provide
a complete picture, a total, of all there is left. This is not the case. Proven reserved are
defined as, ‘fossil fuels that are technically and economically recoverable at current
prices’ [27]. If for example oil prices increase, then it could be reported that proven
reserves have increased, whereas lower prices could result in decreases in estimated
reserves. The oil is still in the ground but may or may not be included in the amounts of
proven reserves because of economically rather than geological reasons. Thus, until

Fig. 4. Major oil producers [25]

Fig. 5. Natural gas production (1991–2016) [26].
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relatively recently, Canadian oil sands and oil and gas from shale deposits were not
included in the proven reserve calculations. The situation is further complicated by the
fact that ‘shale oil’ and ‘oil shale’ are different entities and while shale oil—which
refers to trapped hydrocarbons and accessed by ‘fracking’—is starting to be included in
proven reserves calculations, and oil shale is obtained from rocks containing kerogen—
a precursor to oil. The technologies for producing oil from mined rock are still too
expensive although oil shale rocks are plausibly an enormous source of oil and gas
[28]. Over 90% of shale oil and gas resources exist outside the USA, and shale gas
represents a third of the total global gas resources.

Economics aside, geologists also calculate ‘resources’, i.e. known fossil fuel
deposits that exist but whose extraction is not economical at current prices. These
resources also include methane hydrate—a mixture of natural gas and water usually
found beneath sea floors. The difference between the amounts of ‘resources’ and
‘proven reserves’ is a factor of 2.8 to 4 for oil, 4 to 58 for natural gas and 14 to 23.5 for
coal [29]. If the resources become proven reserves, then at the current rate of usage,
coal could last for over 2,000 years, gas for over a 1,000 years and oil into at least the
twenty-first century. While these are unlikely scenarios, it has to be remembered that
new deposits and sources of fossil fuels are being found on a regular basis which partly
explains why, for example, the calculated timeframe for the complete depletion of oil
has not changed since the 1970s despite increased consumption. The ratio of con-
sumption to proven reserves has remained sensibly constant as depicted in Fig. 6.

Even if all the fossil fuel resources became ‘proven’ reserves, their longevity of up
to a millennium or two would not qualify as defined ‘sustainable energy’. Nevertheless,
the diminishing reserves and resources arguments, once the facts are objectively

Fig. 6. Ratio of proven reserves to consumption [5].
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delineated, may not be as convincing—at least to the public and future government
administrations in a number of countries—including the top three oil producers.
Consequently, if there is to be a paradigm shift away from fossil fuel usage, then the
potential costs of the non-mitigation of anthropogenic climate change will be enormous
and outweigh any of the benefits accrued in the past, the present and the future of using
fossil fuels. The lack of longevity contentions is unlikely to be as persuasive as clearly
validated cost and health issues. The health hazards associated with polluted water and
air eventually gained general attention but even then it required enforced government
action to address the problems, which in many parts of the world still exist. Prior to the
greenhouse gas/climate change issues becoming recognized significant issues,
Governments in North America, for example, had defined ‘Criteria Pollutants’
(USA) and ‘Air Contaminants’ (Canada). The two national lists are not identical and
the same is true for the ‘lists’ of another nations; however, they were and are a number
of commonalities on all lists, especially with regard to fossil fuel emissions from
electrical generation and transportation, as shown in the next section, Table 1.

3 Pollutants, Contaminants and Responses

The actual agreed harmful and greenhouse gases emissions are given in Table 1.
Sustainable energy sources must, by definition, produce no such emissions or at the
very least only produce them in manageable quantities, presumably to negate any
future adverse effects on anthropogenic climate change and eventually reverse the
impacts of fossil fuel usage.

It has to be noted that carbon dioxide is not on the pollutants and contaminants lists.
Indeed, when the various clean air acts came into force in the last quarter of the
twentieth century, the main concerns were PM emissions from coal-fired power stations
and diesel engines and nitrogen oxides—often collectively referred to as NOx—from a

Table 1. Greenhouse gases, US pollutants and Canadian contaminants as specified by national
regulations.

Greenhouse gases US-EPA criteria pollutants Canadian air
contaminants

Water Vapour (H2O)
Carbon Dioxide Carbon Monoxide Carbon Monoxide

Particulate Pollution Particulate Matter (PM)
Nitrous Oxide (N2O) Nitrogen Dioxide Nitrogen Oxides
Ozone (O3) Ozone Ground Level Ozone

Sulphur Dioxide Sulphur Oxides
Lead (Pb) Ammonia

Volatile Organic
Compounds (VOC)

Methane
Chlorofluorocarbons and
Hydrofluorocarbons
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range of devices using fossil fuels and in particular gasoline-powered vehicles. Despite
the British efforts, ‘smog’ was still a problem especially in large cities and urban areas
in general. Thus, in North America, regulations were imposed whereby there would be
only an allowable amount of tailpipe emissions of NOx. The Automotive engine
manufacturers responded quickly by introducing exhaust gas recirculation (EGR) with
the aim of lower in-cylinder temperatures to levels which chemically precluded the
formation of NOx. This was partially successful but came at the cost of reducing fuel
efficiency (e.g. miles per gallon, litres per 100 km and so on). The US Congress
responded by enacting the requirement for the Corporate Average Fuel Economy
(CAFE) to be enforced by 1978 onwards for cars and light trucks. The purpose of
CAFE was to reduce energy consumption in view of the almost imminent demise of oil
reserves and to ensure energy security for the USA which was starting to consume
more oil than it was producing. The overall strategy was to aggressively increase the
CAFE requirements by legislation.

The vagaries of chemical reactions and chemical thermodynamics (especially dis-
sociation) meant that fuel economy could not be increased at the same time as NOx was
to be reduced and that carbon monoxide and unburned fuel would always be produced
regardless of engine design. This lead to the understanding that tailpipe emissions would
need to be different from actual engine emissions so began the age of ‘after-treatment’.
Until this time, the tailpipe (or exhaust) pipe which carried away the engine out gaseous
emissions would only involve a muffler or silencer to reduce the noise. The solution was
to pass the engine out emissions through a catalytic converter containing chemicals
which would react with the unburned hydrocarbons and carbon monoxide (two-way
converter) and transform these unwanted emissions to carbon dioxide (then considered
harmless) and water vapour. Eventually, three-way catalytic converters were developed
to also deal additionally with NOx and in more recent years four-way converters have
become available which also remove particulates from gasoline-powered vehicles [30].
This has become necessary as gasoline engines now use fuel injection rather than
carburetted pre-mixed fuel–air mixtures. Such fuel delivery systems long used in diesel-
powered engines inevitably produce particulate matter [31]. The success of the tech-
nologies to reduce harmful emissions is illustrated in Fig. 7 [32].

Fig. 7. % change if emissions, demographics and travel in the USA 1970–2013 [32].
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Overall, the contributions of fossil-fuelled transportation to the global level of
pollutants and contaminants is minimal especially for VOC, PM and NOx, whereas
agricultural activities and fossil-fuelled electrical power generation and industrial
processes are major polluters.

The systems developed to reduce the pollutants and contaminants from fossil-
fuelled engines have achieved this by converting harmful emissions to water vapour,
nitrogen and carbon dioxide. However, with the latter being identified as the major
culprit in global warming and climate change the very success of the tremendous
engineering feats achieved in the development of after-treatment systems—including
the more recent use of Selective Catalytic Reduction (SCR) to further reduce NOx—is
becoming their Achilles’ heel. Solutions to this problem could include carbon dioxide
sequestration but the practicalities of achieving this in personal transportation vehicles
are probably insurmountable although sequestration in other fossil fuel applications has
proved possible. But what to do with the sequestered carbon dioxide? One of the more
intriguing ideas is to use solar power to convert the carbon oxide and emitted water
vapour into gaseous fuels such as methane or synthetic liquid fuels [33]. This could be
described as a type of mitigation approach and such approaches and are at least worthy
of further investigation if the global average temperature is to be kept within the
targeted maximum 2 °C rise [34] throughout the whole of the twenty-first century
during the potential transition away from fossil fuels.

Although the efforts made by the majority of vehicular IC engine designers and
manufacturers have been nothing short of miraculous—in engineering terms—in
addressing pollutant, contaminant and fuel economy targets, which is why they have
been used as an exemplar in this paper of what can be achieved, fossil fuel usage in this
sector is but a part of overall picture [35]. If the consensus is that the climate change
problem is wholly about carbon dioxide emissions from human activity, then the

Fig. 8. Greenhouse emissions 2016 [35]
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following figure, Fig. 8, depicts why the paradigm shift away from the current use of
fossil fuels is of paramount importance.

4 Final Observations and Concluding Remarks

In a short paper such as this, it has only been possible to scratch the surface of the vast
topic of sustainable energy sources. Yet, hopefully, it has been shown that no source
meets the utopian definition of sustainable energy but that solar power (and by asso-
ciation wind power) and its development provide the most obvious way ahead. There is
still much work to be done especially with regard to thermal and other forms of energy
storage. The complete replacement of the energy sources of our present generation
stations, industrial processes and transportation system is a gargantuan challenge and in
the author’s opinion, it is unrealistic to suggest that this could be achieved in the next
10 years as some academic researchers have advocated. Apart from the energy storage
issues and the actual cost of solar power and its main conversion system—the solar
panel—needs to be further reduced or the cost of oil has to double or triple in price to
make the economic arguments persuasive to all concerned. Although great strides in
the cost reduction of solar panels have been made this century, they are still too
expensive, Fig. 9 [36], unless government incentives are evoked. However, in the
USA, the price of solar panels to the consumers has been increased by the imposition,
by the present administration, of a 25% tariff on imported panels. A policy decision
which may help the mainland USA industry presently only meets about half the
demand. Eventually, they may be able to address the potential shortfall but it is likely
the panels will be more expensive and the policy will delay the transition to solar
power. Ironically, the major US suppliers manufacture most of its components in
Mexico.

Fig. 9. Levelized Cost of Energy (LCOE) forecasts using USEIA data [36]
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Solar panels and wind turbines do not last forever although ‘warranties’ for panels
(if not all system components) can be obtained for at least 20 years and up to 40 years.
They will then need to be replaced. However are end-of-life panels to be sent to landfill
sites? As their use rapidly increases a lot more contaminated landfills sites will be
needed unless the panels are recycled. Solar PV panels, however, contain heavy metals
such as cadmium and lead as well as, in some cases, rare elements such as gallium and
indium [37]. The panels are also constructed using a variety of different and disparate
materials which will be a challenge to separate and recycle. Are recycling processes
and facilities already in place?

The global automakers especially in Japan and North America have—usually
because of legislation—developed sophisticated recycling processes and facilities
which may be of some use to the solar power industry. These same automakers have
reinvigorated the development of the electric car after earlier failures—caused as much
by over-stringent regulations as technology—and while it seems that—at least in North
America—the present electrical generation capacity coupled with smart grids could
cope with a transition to electric vehicles only if such power generation is produced by
non-carbon energy sources which will reduce carbon dioxide emissions. To replace all
fossil-fuelled, and perhaps nuclear, generated electrical power is going to be a chal-
lenge and it maybe that natural gas-fired power stations would allow the cradle-to-
grave carbon dioxide emissions of electrical vehicles to be lowered until solar, wind
and hydro wholly replace fossil fuel power generation. Increases in nuclear power
could also be instrumental in enabling the transition to electric vehicles but fears,
largely unwarranted, of explosion catastrophizes and concerns about what to do with
fission wastes will likely preclude nuclear playing a major role.

All current energy sources will become depleted in the future and it is unlikely that
renewables will be able to be developed in time to meet all the global energy demands
or all of the sustainability criteria. However, as far as we know solar energy, and by
association wind energy, will be available for the next billion years or so and we should
work towards its global use in a measured manner not by precipitous abandonment of
current sources. Governmental policies will need to be pragmatic and unburdened with
political ideologies. In practice, if there is no social buy-in on a global scale, then
business as usual will prevail and anthropogenic damage to the climate will continue
and increase. Of course, it has to be acknowledged that air pollution is not the sole
preserve of fossil fuel use. Like the London smog of 1952, a 3-day weather inversion
caused in 1948, the ‘Donora’ disaster in the town of Donora 39 km southeast of
Pittsburgh in which 20 residents died and over 6,000 became sick. The disaster was
caused by the emissions from the US Steel Zinc works being trapped by the inversion
[38, 39]. According to the township, this incident was the ‘birthplace of clean air’ and
instrumental in the passage of the Federal ‘Clean Air Act’. In 2017, researchers looking
for chemical markers of the disaster in local river sediments found none [38]. Unfor-
tunately, the damage to the global heat shield caused by carbon dioxide emissions is
going to last for far more than 70 years.
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Abstract. In the study, a comprehensive proton exchange membrane fuel cell
(PEMFC) system model is developed, including a two-dimensional transient
multiphase stack model, a transient membrane humidifier model, air compressor
model, and cooling model. The coupled water and heat transport processes,
sophisticated water phase changes, gas/liquid transport in porous layers, and
flow channels are taken into consideration in the integrated system model.
Effects of gas purge duration in PEMFC stack and membrane humidifier on
startup performance are investigated under subzero and normal temperatures. It
is found that purge duration of membrane humidifier has little effect on output
voltage when started from −10 °C and −5 °C since saturated vapor pressure is
relatively small. Besides, the cold start duration is mainly determined by initial
membrane water content in PEMFC stack. The upstream current density is
usually higher because reactant gases are more abundant. To avoid sharp voltage
drop during startup from 30 °C with large current density, long purge duration is
not suggested for both PEMFC stack and membrane humidifier. The humidifier
temperature is stabilized at about 42 °C as a result of exhausted gases heating
and heat loss to environment when stack temperature is kept at 60 °C. The
membrane water content in humidifier increases more rapidly when current
density rises since more water vapor is generated and flows into humidifier;
meanwhile, it results in higher humidifier temperature.

1 Introduction

Owing to its high power density, high electric efficiency, and zero emission, proton
exchange membrane fuel cell (PEMFC) is widely recognized as one of the most
promising energy sources in the future. To guarantee stable and efficient operation of
PEMFC stack, various auxiliary subsystems are essential, including reactant gases
supply subsystem, humidification subsystem, heat management subsystem, and control
subsystem [1, 2]. The hydrogen/air supply subsystem provides sufficient reactant gases
to stack which are subsequently consumed to generate electricity. The reactant gases
are humidified by humidification subsystem before flowing into stack, maintaining
good membrane hydration since dry membrane causes large ohmic voltage loss [3].
However, excessive humidification may result in water flooding, hindering occurrence
of reactions, and transport of gas reactants. Heat management subsystem stabilizes

© Springer Nature Switzerland AG 2019
A. Vasel and D. S.-K. Ting (Eds.): EAS 2018, SPE, pp. 18–33, 2019.
https://doi.org/10.1007/978-3-030-00105-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00105-6_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00105-6_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00105-6_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-00105-6_2


stack temperature in a reasonable range; besides, it controls temperature difference
among individual cell. Control subsystem converts direct current from PEMFC stack to
alternating current which can be used by the drive motor. Control subsystem is also
capable of adjusting stack output power, protecting stack from severe fluctuations.

In the past decades, both experimental and modeling studies have been conducted
to investigate the heat and mass transfer processes inside fuel cells. Much attention has
been paid to effects of operating conditions, structure designs in membrane electrode
design (MEA), and flow channel [4–8]. To cast more sights, visualization studies
including scanning electron microscopy (SEM) [6, 9], electrochemical impedance
spectroscopy (EIS) [10], infrared radiation imaging [11], and other high-tech methods
[12] have been carried out. Besides, numerical methods such as Lattice Boltzmann
method (LBM) [13], direct numerical simulation (DNS) [14], molecular dynamics
(MD) [15], and computational fluid dynamics (CFD) [16, 17] have also been adopted.
However, those models merely focus on fuel cell; they hardly take auxiliary equipment
such as air compressor and membrane humidifier into consideration. Investigating the
effects of operating conditions at a system level may result in different conclusions
compared with conclusions drawn from individual PEMFC model or humidifier model.

Humidification subsystem has also been studied by numerous researchers, espe-
cially the operating conditions of membrane humidifier [18–20]. However, the
humidifier models were developed based on either water-to-gas humidification or gas-
to-gas humidification while both may happen in real PEMFC humidification subsys-
tems, making it necessary to consider different humidification methods simultaneously.
It is acknowledged that gas purge after the shutdown has great effects on fuel cell
startup performance and lifetime [21, 22]. It was found that cold start survivability
improved as purge duration increased. However, researchers also pointed out that
membrane should not be too dry during maximum cold start mode in order to achieve
fast startup [23]. In PEMFC system, both cold start and normal startup processes are
coupled with membrane humidifier, which introduces additional water vapor to stack.
The purging strategies of whole PEMFC system need further investigation, and effects
of membrane humidifier on startup performance are also worth investigating since
related studies are hard to find in literature.

In the study, a relatively comprehensive PEMFC system is developed, considering
detailed mass and heat transport process inside fuel cell stack, transient behavior of
membrane humidifier, air compressor, and cooling subsystem. First, the various sub-
models are compared with experimental data to validate its accuracy. Then, cold start
performances under various startup temperatures and initial membrane water contents
are investigated based on the system model. Besides, normal startup from 30 °C is also
investigated. At last, effects of operating current density on membrane humidifier
performance are investigated in order to obtain a better understanding.

2 Model Development

The schematic diagram of proton exchange membrane fuel cell (PEMFC) system is
illustrated in Fig. 1, including PEMFC stack, gas supply subsystem, humidification
subsystem, and heat management subsystem. Humidification is achieved by membrane
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humidifier, and it is reported that cathode humidification is usually more important than
anode humidification in previous studies [24]. The conservation equations of each
subsystem are demonstrated in the following subsections.

2.1 PEMFC Stack Model

As shown in Fig. 2, the single cell consists of eleven layers, including bipolar plate
(BP), gas channel (CH), gas diffusion layer (GDL), microporous layer (MPL), catalyst
layer (CL), and proton exchange membrane (MEM). To enhance calculation efficiency,
the membrane water content, liquid water volume fraction, gas concentration, and
temperature are solved at the center of each layer with no further nodes divided. In
order to depict gas distribution along flow channel, the single cell is further divided into
several lumps, namely, the upstream and downstream. Gas temperature, concentration,
and velocity in flow channel are transferred from the outlet of preceding node to the
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Fig. 1. Schematic diagram of proton exchange membrane fuel cell system considering various
auxiliary subsystems.
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Fig. 2. Schematic diagram of the pseudo-two-dimensional transient PEMFC stack model.
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inlet of subsequent node, expanding the multiphase-layered model into a pseudo-two-
dimensional model. The cell properties and operating conditions are briefly given in
Table 1.

The membrane water content is calculated in membrane electrode assembly
(MEA), which is updated directly at each time step.

ktCLa ¼ kt�Dt
CLa þ kt�Dt

MEM � kt�Dt
CLa

� �
Dk;eff

MEM CLa
dCLa
2 þ dMEM

2

� �
dCLa

þ Smw
EW
qMEM

 !
Dt

xCLa
ð1Þ

ktMEM ¼ kt�Dt
MEM þ kt�Dt

CLc � kt�Dt
MEM

� �
Dk;eff

MEM CLc
dCLc
2 þ dMEM

2

� �
dMEM

� kt�Dt
MEM � kt�Dt

CLa

� �
Dk;eff

MEM CLa
dCLa
2 þ dMEM

2

� �
dMEM

 !
Dt

xMEM

ð2Þ

During cold start process, supercooled water freezing mechanism is adopted which
has been explained in our previous studies [5].

The liquid pressure at the center of porous layers is calculated in a similar way.

ptl;CL ¼ pt�Dt
l;CL þ dpl

dslq
�

pt�Dt
l;CL � pt�Dt

l;MPL

� �
Dlq;eff

CL MPL

dCL
2 þ dMPL

2

� �
dCL

þ Slq

0
@

1
A Dt

qlqeCL
ð3Þ

ptl;MPL ¼ pt�Dt
l;MPL þ

dpl
dslq

pt�Dt
l;CL � pt�Dt

l;MPL

� �
Dlq;eff

CL MPL

dCL
2 þ dMPL

2

� �
dMPL

�
pt�Dt
l;MPL � pt�Dt

l;GDL

� �
Dlq;eff

MPL GDL

dMPL
2 þ dGDL

2

� �
dMPL

þ Slq

0
@

1
A Dt

qlqeMPL

ð4Þ

where rCH is the ratio between channel area and cell area since gases cannot flow in or
flow out through land area at the interface of GDL and channel.

Table 1. Cell properties and operating conditions.

Parameter Value

Cell number 3
Nodes in flow direction 5
Effective area of single cell 100 cm2

Channel length; width; depth; rib width 100; 1.0; 1.0; 1.0 mm
Thickness of membrane; CL; MPL; GDL 0.025; 0.01; 0.03; 0.2 mm
Stoichiometry ratio na = 1.2; nc = 2.0
Operating pressure pa,c = 1.2 atm
Heat transfer coefficient between BP and surrounding hsurr = 20 W m−2 K−1

Heat transfer coefficient between BP and coolant hcool = 200 W m−2 K−1
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Once liquid pressure is solved, capillary pressure and corresponding water volume
fraction can also be solved because gas pressure is assumed to be constant for sim-
plicity. The water volume fraction in flow channel is taken into consideration as well.

The capillary pressure in channel is calculated based on Leverett J-function, and it
is used to calculate the diffusion term which determines water saturation in both GDL
and channel at next time step to guarantee mass conservation.

The gas concentrations are updated at each time step, including water vapor,
hydrogen, oxygen, and nitrogen.

cti;CL ¼ ct�Dt
i;CL þ Si �

ct�Dt
i;CL � ct�Dt

i;MPL

� �
Di;eff

CL MPL

dCL
2 + dMPL

2

� �
dCL

0
@

1
A Dt

eCL
ð5Þ

cti;MPL ¼ ct�Dt
i;MPL þ

ct�Dt
i;CL � ct�Dt

i;MPL

� �
Di;eff

CL MPL

dCL
2 + dMPL

2

� �
dMPL

�
ct�Dt
i;MPL � ct�Dt

i;GDL

� �
Di;eff

MPL GDL

dMPL
2 + dGDL

2

� �
dMPL

þ Si

0
@

1
A Dt

eMPL

ð6Þ

The temperatures at the center of all layers are calculated at each time step.

Tt
BP ¼ Tt�Dt

BP þ Tt�Dt
CH � Tt�Dt

BP

� �
keffBP CH

dBP
2 þ dCH

2

� �
dBP

� hcool Tt�Dt
BP � Tcool

� �
dBP

þ ST

 !
Dt
qcp

ð7Þ

Tt
CH ¼ Tt�Dt

CH þ Tt�Dt
GDL � Tt�Dt

CH

� �
keffGDL CH

dCH
2 þ dGDL

2

� �
dCH

� Tt�Dt
CH � Tt�Dt

BP

� �
keffBP CH

dBP
2 þ dCH

2

� �
dCH

þ ST

 !
Dt
qcp

ð8Þ

The heating or cooling effects of inlet gases are considered since inlet temperature
may differ from cell temperature.

Qflow ¼
P
i

cpuincinM TCH � Tinð Þ� �
iACH;in

AcelldCH
ði ¼ H2;O2;N2; vpÞ ð9Þ

The output voltage is calculated based on Tafel equations for simplification.

Vout ¼ Vnernst þVact þVohmic þKVconc ð10Þ

where K is the correction factor of concentration loss to better fit experimental data in
high current density region.

2.2 Membrane Humidifier Model

The schematic diagram of one-dimensional transient planar membrane humidifier is
illustrated in Fig. 3. Hot exhausted gases from PEMFC stack flow in wet channel,
while inlet reactant gases flow in dry channel. The countercurrent flow is adopted since
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it is more convenient for system arrangement. The water contents at two sides of
membrane are influenced by water vapor concentration in flow channel, and phase
changes occur owing to the difference of membrane water content and equilibrium
water content. However, phase changes are seldom taken into consideration in previous
numerical studies [18–20] which are actually essential in investigating the dynamic
response. The governing equations include membrane water, water vapor, and energy
conservation, which are also updated at each time step using the same explicit for-
mulation calculation. The membrane humidifier properties are given in Table 2.

The membrane water content at two sides of membrane is calculated as

ktwet ¼ kt�Dt
wet þ �

kt�Dt
wet � kt�Dt

dry

� �
Deff

m

dMEM
2

� �
dMEM
2

þ SMH;mw
EW
qMEM

0
@

1
ADt ð11Þ

The water vapor concentrations in channel are calculated as

ctvp;wet ¼ ct�Dt
vp;wet þ SMH;vp

� �
Dt ð12Þ

Wet side

Dry side

Heat transport between the hot side and cold side

Membrane water transport between the wet side and dry side

Fig. 3. Schematic diagram of the transient planar membrane humidifier model.

Table 2. Membrane humidifier properties.

Parameter Value

Membrane area 100 cm2

Channel length; width; depth; rib width 100; 1.0; 1.0; 1.0 mm
Thickness of membrane 0.025 mm
Heat transfer coefficient between humidifier and surrounding hsurr= 20 W m−2 K−1
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The liquid water volume fraction in wet channel is calculated as

stlq;chw ¼ st�Dt
lq;chw þ SMH;lq

� � Dt
qlq

ð13Þ

SMH;lq ¼ Sv�l þ
slq;inuin � slq;outuout
� �

uratioqlqAMH;in

rCH;MHAMHdCH
ð14Þ

It should be noted that liquid water in dry channel is not considered since the water
vapor concentration is hard to reach saturation.

The temperatures at the center of channels and membrane are calculated as

Tt
CHw ¼ Tt�Dt

CHw þ � Tt�Dt
CHw � Tt�Dt

MEM

� �
keffCHw MEM

dCHw
2 þ dMEM

2

� �
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� hsurr Tt�Dt
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� �
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 !
Dt
qcp

ð15Þ

Tt
MEM ¼ Tt�Dt
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2
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� Tt�Dt
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� �
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dMEM
2 þ dCHd

2

� �
dMEM

þST

 !
Dt
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ð16Þ

2.3 Air Compressor Model

The centrifugal air compressor model consists of two parts: characteristics of air
compressor and inertance of drive motor. The mass flow rate of air compressor is
determined by rotating speed and pressure ratio which is defined as the ratio between
outlet pressure and inlet pressure. The compressor rotor is actuated by drive motor and
the rotating speed is controlled by motor terminal voltage. The Rotrex C15-16 cen-
trifugal air compressor is adopted in the study. It should be noted that air compressor
MAP from supplier is tested at specific conditions which may vary from real operating
conditions, making it necessary to modify the MAP for better accuracy.

The relationship among mass flow rate, pressure ratio, and rotating speed is derived
by curve fitting tool in MATLAB which can also be achieved by Excel or Origin, etc.
To improve polynomial fitting accuracy, it is helpful to transform the predictors by
normalizing their center and scale based on sample points. The curve fitting is con-
ducted by binary polynomials of 5 and the fitting results are given as follows:

x ¼ Ncp � 1:444� 105

4:808� 104
; y ¼ pratio � 1:726

0:4504
ð17Þ

mair ¼ p00 þ p10xþ p01yþ p20x
2 þ p11xyþ p02y

2þ p30x
3 þ p21x

2yþ p12xy
2 þ p03y

3

þ p40x
4 þ p31x

3yþ p22x
2y2þ p13xy

3 þ p04y
4 þ p50x

5 þ p41x
4yþ p32x

3y2 þ p23x
2y3 þ p14xy

4þ p05y
5

ð18Þ
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The SSE (the sum of squares due to error) of fitting curve is 0.008865, and R-
square (coefficient of determination) is 0.9805, indicating good curve fitting results.
However, the surging region which causes damage to air compressor and maximum
flow rate region which exceeds compressor ability are included, making it necessary to
exclude the aforementioned unfavorable regions. Using the same method, the surging
line and maximum flow rate line are obtained.

psurging ¼ 1:009� 104m3
air þ 264:5m2

air þ 2:469mair þ 1:032 ð19Þ

pmaxrate ¼ 445:9m3
air � 68:58m2

air þ 5:975mair þ 0:9028 ð20Þ

The inertance of drive motor is calculated as

Jcp
dxcp

dt
¼ scm � scp ð21Þ

Since the rotating speed of drive motor is controlled by motor terminal voltage, the
change of voltage determines the mass flow rate and its dynamic response. A simple
proportion–integral–derivative (PID) control is adopted to reach the required air flow
rate of PEMFC stack.

The drive torque is equal to load torque when rotating speed of compressor stays
unchanged, which is expressed as

Pcp

xcp
¼ gcm

jt
Rcm

ðvcm � jvxcmÞ ð22Þ

The real air flow rate is detected by flow sensor in supply manifold and sent back to
control center. The variance of real mass flow rate and required mass flow rate is set as
control deviation, calculating the control deviation and corresponding motor terminal.

2.4 Cooling Model

The coolant flows through bipolar plate and absorbs heat from high-temperature stack,
and then it releases heat to surroundings through radiator. Besides, hot air after com-
pressor also needs to be cooled down before it enters cathode membrane humidifier.
The amount of heat absorbed by coolant in stack is calculated as

Qcool ¼ cpqV Tout � Tinð Þ ð23Þ

where V(m3 s−1) is the volume flow rate of coolant. The amount of heat taken away by
coolant can also be calculated in a simple way using convective heat transfer between
stack and coolant.

Qcool ¼ hcoolAcool TBP � Tcoolð Þ ð24Þ
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The amount of heat which needs to be absorbed by coolant after air compression is
calculated as

Qcp;air ¼ cpmair;cp Tcp;out � Tset
� � ð25Þ

The amount of heat released to surroundings by cooling fan is calculated as

Qfan ¼ cpqairVair Tair;out � Tair;in
� � ð26Þ

Since the heat carried by coolant is released by radiator, the following equation can
be obtained:

Qrad ¼ Qcool þQcp;air ð27Þ

Strictly speaking, the heat convection among coolant, PEMFC stack, and cooling
air should be calculated more precisely which needs the overall heat transfer coeffi-
cient. The heat transfer coefficient, temperature differences of coolant after flowing
through PEMFC stack, and radiator are artificially given in a reasonable range.

2.5 Boundary and Initial Conditions

In the study, constant current density mode is adopted, indicating that the total current
of single cell is the same among PEMFC stack. However, local current density from
upstream to downstream in flow direction may vary since reactant concentrations keep
decreasing when it flows toward channel outlet. Since bipolar plate has good electrical
conductivity, it is more reasonable to assume that the voltage among different nodes
(shown in Fig. 2) in single cell is the same rather than assuming uniform local current
density along gas channel. There is a consistent one-to-one match between output
voltage and current density, making it feasible to obtain local current density by solving
the system of nonlinear equations.

Vnernst þVactðI1ÞþVohmicðI1ÞþVconcðI1Þ ¼ Vout

Vnernst þVactðI2ÞþVohmicðI2ÞþVconcðI2Þ ¼ Vout

..

.

Vnernst þVactðInÞþVohmicðInÞþVconcðInÞ ¼ Vout

I1 þ I2 þ � � � In�1 þ In ¼ n � Iset

8>>>><
>>>>:

ð28Þ

The Newton–Raphson method is adopted to solve the n + 1 variables in Eqs. (5–1),
obtaining local current density of all nodes in flow direction.

Only convective heat loss from end bipolar plates to environment in the through-
plane direction is considered in PEMFC stack.

Q ¼ hsurrA TBP � Tsurrð Þ ð29Þ
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In order to guarantee sufficient reactant gas humidification, the membrane
humidifier temperature may be much higher than surroundings, making it necessary to
consider the heat loss.

QMH ¼ hsurrAMH TMH � Tsurrð Þ ð30Þ

For simplification, pressure drop in air filter and supply manifold are neglected. The
inlet temperature of air compressor is the same as surroundings and the inlet pressure is
atmospheric pressure. The inlet temperature of cathode membrane humidifier dry
channel is the temperature set by radiator. The inlet gases in wet channel are exhausted
gases from PEMFC stack. The inlet hydrogen flow rate of stack is supplied based on
anode stoichiometry, consisting of pure hydrogen from high-pressure tank and unused
hydrogen mixed in anode exhausted gases.

The initial cell temperature is set as surrounding temperature, and liquid water/ice
volume fraction in porous layers is zero. The explicit calculation equations are updated
with a time step of 10−6 s to guarantee accuracy and calculation efficiency
simultaneously.

3 Results and Discussion

3.1 Model Validation

The various models have been carefully compared with experimental data in the lit-
erature. As regards proton exchange membrane fuel cell (PEMFC) stack model, the
grid independence study is conducted at first to show the effects of node number in
flow channel on mass transport processes and output performance. It is found that
relative error decreases with growing node number and five nodes are enough to
guarantee calculation accuracy. Further increasing node number contributes negligibly
but slows down calculation efficiency. Then, the PEMFC stack model has been
compared with experimental data of single cell [24] and fuel cell stack [25] under
various operating conditions as shown in Fig. 4a, b. The planar membrane humidifier
model has also been compared with experimental data [26] which is shown in Fig. 4c,
d. Besides, the stable and dynamic performance of air compressor model under
aforementioned PID control strategy has been investigated, which shows good accu-
racy and dynamic response.

3.2 Cold Start Performance

The cold start performances from two typical temperatures, −10 °C and −5 °C, are
investigated. Larger initial water contents represent less purge duration while lower
initial contents result from longer purge duration. The same initial water contents in
fuel cell and membrane humidifier refer to the cases that gas purge happens in both of
them. Keeping the initial water content in humidifier constant while changing that in
fuel cell represents the cases that gas purge merely occurs in fuel cell stack, implying
there exists an additional purge pipeline and the purging gas does not flow through
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humidifier. Figure 5(a) shows the single cell voltage starting from −10 °C, 0.1 A
cm−2. It is found that lower initial membrane content results in longer cold start
duration since membrane electrode assembly (MEA) is able to absorb more generated
water, delaying ice formation. In the beginning, lower initial water content induces
larger output voltage drop owing to larger ohmic voltage loss. There are no apparent
differences among the solid lines and dash lines, indicating that membrane humidifier
plays little role in cold start performance although the differences are growing with
decrease of initial water content in fuel cell. The corresponding stack cathode inlet
relative humidity (RH) is demonstrated in Fig. 5(b). The cathode inlet vapor concen-
tration is dependent on humidifier dry channel outlet, while saturated vapor pressure is
determined by stack channel temperature. It is observed that higher initial water content
in humidifier results in higher stack inlet relative humidity. The inlet RH keeps
decreasing since cell temperature is increasing owing to released heat. It should be
noticed that curve slopes are almost the same because the amount of heat is mainly
decided by current density. Although the inlet RH varies in a large range, the cell
voltage shows no apparent differences because saturated vapor pressure in subzero
temperature is relatively small. The single cell voltage starting from −5 °C is
demonstrated in Fig. 5(c). It is observed that single cell voltage reaches similar value
after around 100 s although there are significant voltage differences in the first 50 s.
The electroosmotic drag (EOD) effect carries water molecules from anode to cathode
which decreases hydration in anode catalyst layer (CL), resulting in large ion transport
resistance in the first 10 s. The ohmic loss declines as more product water are generated
and MEA are better hydrated. However, membrane humidifier still has little effect and
the output voltage is mainly determined by initial water content in fuel cell stack.
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Fig. 4. Comparison between simulation results and experimental data. (a) Single cell [24].
(b) Stack [25]. (c) Membrane humidifier [26]. (d) Membrane humidifier [26].
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Figure 6a shows the local current density distribution in flow direction of a single
cell starting from −10 °C, 0.1 A cm−2, kFC = kMH = 6. The node 1 has the highest
current density while node 5 has the lowest current density in the first 60 s. The
reactant gas concentrations at fuel cell inlet are higher than outlet since hydrogen and
oxygen are consumed all the way and higher reactant gas concentrations lead to less
voltage loss. It should be noticed that ice volume fraction in node 1 is always higher
than that in node 5 because more supercooled water is generated, making it harder for
upstream reactant gases to reach CL. In the last 15 s, node 5 possesses the highest local
current density, while node 1 possesses the lowest current density. The activation loss
and concentration loss are smaller in downstream than that in upstream since less ice is
formed. The voltage difference is thus compensated by ohmic voltage loss and this
leads to higher local current density in downstream since output voltage of all nodes is
assumed the same.

The membrane water content in cathode CL is shown in Fig. 6b. The membrane
water content experiences a quick increase in the first 6 s, and then it rises slowly
because membrane water turns into supercooled water and vapor simultaneously after it
gets saturated. It is observed that node 1 also has the highest water content, while node
5 has the lowest water content in the first 70 s. Although water vapor concentration in
downstream is usually higher than that in upstream, more membrane water is generated
in upstream due to higher local current density. Figure 6c shows the temperature
distribution in cathode CL. It is observed that temperature in upstream is higher
although inlet reactant gas temperature is always lower than fuel cell stack which

Fig. 5. Output voltage and cathode inlet relative humidity under different purging strategies and
cold start temperatures. (a) Single cell voltage, startup from −10 °C. (b) Cathode inlet relative
humidity, startup from −10 °C. (c) Single cell voltage, startup from −5 °C.

Fig. 6. Current density, membrane water content, and temperature distribution in flow direction
starting from −10 °C, 0.1 A cm−2, kFC = kMH = 6. (a) Local current density. (b) Membrane
water content in cathode CL. (c) Temperature in cathode CL.
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actually acts as cooling sources. Since membrane humidifier is heated by stack
exhausted gases, the temperature of inlet reactant gases is slightly higher than sur-
rounding temperature.

3.3 Normal Startup Performance

Effects of gas purge duration are also investigated when stack is started from normal
temperature like 30 °C. Figure 7(a) shows the single cell voltage under different initial
membrane water contents in fuel cell and humidifier. The voltage experiences a sharp
drop in the first 2 s, especially in the case with relatively low initial membrane water
content. Then, the voltage increases owing to better MEA hydration and reaches a
relatively stable value after 25 s since cell temperature is kept at around 60 °C with the
help of cooling subsystem. The cases with higher initial water content in membrane
humidifier demonstrate higher output voltage than the cases with lower value during
startup period. The slight voltage fluctuation before stabilization is attributed to
excessive liquid water presence and membrane water content oversaturation. In addi-
tion to large amount of water generated in high current density like 1.2 A cm−2,
membrane humidifier also supplies a lot of water vapor. The large residual liquid water
in CL hinders the phase changes among membrane water, vapor, and liquid water,
resulting in temporary membrane water oversaturation. After liquid water is driven out
of porous layers, the membrane water content in MEA returns to equilibrium and the
single cell voltage also declines (shown in the enlarged graph of Fig. 7a). To avoid
sharp voltage drop during startup process, long purge duration is not suggested for both
fuel cell stack and membrane humidifier after shutdown. Although the initial water
content in membrane humidifier varies, it reaches the same value at last as shown in
Fig. 7b. The membrane water content in wet side is always higher than that in dry side
since exhausted hot wet gases from PEMFC stack flow into wet channel, while dry
gases flow into dry channel. Besides, it takes shorter time to reach stable value with
higher initial water content in humidifier while initial water content in fuel cell stack
has little effect. The water content of dry side experiences a slight drop in the beginning
because the amount of air which flows into dry channel is larger than that flows into
wet channel. Thus, the humidifier membrane water has to compensate for vapor
amount difference. However, the exhausted gases grow hotter and wetter as fuel cell
temperature is increased from 30 °C to 60 °C which enlarges the amount of wet
channel inlet vapor, making it possible for humidifier to absorb and store water from
exhausted gases. The relative humidity at stack cathode inlet and humidifier dry side
outlet is shown in Fig. 7c. It is found that RH curves follow the same trend as
membrane water content. The noteworthy variations between stack inlet RH and
humidifier outlet RH are caused by temperature difference between stack and humid-
ifier. The highest local temperature in PEMFC stack is kept at around 60 °C while the
humidifier temperature is stabilized at around 42 °C as a result of exhausted gases
heating and convective heat loss to environment. The stack inlet RH is almost the same,
which also accounts for the little difference of single cell voltage.

The membrane humidifier performance under various stack current densities is
demonstrated in Fig. 8. With rise of current density, membrane water content in
humidifier increases more rapidly since more water vapor is generated in PEMFC stack
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and flows into humidifier. Meanwhile, the membrane humidifier is better heated with
more hot exhausted gases, leading to higher temperature as shown in Fig. 8(b).
However, higher temperature means higher saturated vapor pressure, and it results in
relatively smaller stabilized water content value. It should be noticed that membrane
water content drop in the first 20 s decreases with larger current density owing to the
rising amount of water vapor which flows into humidifier.

4 Conclusion

In the study, a comprehensive proton exchange membrane fuel cell (PEMFC) system is
developed, including a two-dimensional transient multiphase stack model, a transient
membrane humidifier model, air compressor model, and cooling model. The coupled
water and heat transport processes, water phase changes, gas/liquid transport in porous
layers, and flow channel are taken into consideration. All models have been individ-
ually validated against experimental data which show good agreement. Effects of gas
purge duration in PEMFC stack and membrane humidifier on startup performance are
investigated under subzero and normal temperatures. It is found that purge duration of
humidifier has little effect on stack output voltage when started from −10 °C and −5 °C
since saturated vapor pressure is small in subzero temperatures. The cold start duration
is mainly determined by initial membrane water content in PEMFC stack and a slight
voltage drop is observed in the beginning owing to increased ionic resistance in

Fig. 7. Single cell voltage, water content, and relative humidity under different purging
strategies, startup from 30 °C, 1.2 A cm−2. (a) Single cell voltage. (b) Membrane water content.
(c) Relative humidity °C.

Fig. 8. Membrane humidifier performance under different stack current densities, startup from
30 °C, kFC = kMH = 8. (a) Membrane water content in wet side channel. (b) Temperature.
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membrane electrode assembly (MEA). The local current density in upstream is usually
higher because reactant gases are more abundant. Higher current density results in more
generated water and heat, leading to higher membrane water content and temperature.
To avoid sharp voltage drop during startup from 30 °C, long purge duration is not
suggested for both fuel cell stack and membrane humidifier. The noteworthy variations
between stack inlet relative humidity (RH) and humidifier outlet RH are caused by
temperature difference between stack and humidifier. The stack temperature can be
maintained at around 60 °C with cooling subsystem, while the humidifier temperature
is stabilized at about 42 °C as a result of exhausted gases heating and heat loss to
environment. The membrane water content in humidifier increases more rapidly with
rise of current density since more water vapor is generated and flows into humidifier,
resulting in higher membrane humidifier temperature.
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Abstract. Sustainable transportation solutions for the future would require
advanced powertrains which can meet the goals of emission and fuel con-
sumption reduction. One option could be high-efficiency spark ignition (SI) in-
ternal combustion engines using conventional or renewable fuels. Such SI
engines in the future may operate under lean conditions at which the air is in
excess with respect to the fuel. Typically, ignition and complete combustion of
such a lean mixture of air and fuel is a challenge owing to the reduced charge
reactivity. One solution is to enhance the in-cylinder charge motion to increase
the flame velocity. However, this charge motion can affect the initial spark
breakdown and the consequent flame kernel development. Therefore, in order to
estimate the flow field around the spark plug, a simulation study is undertaken.
The simulations are performed using ConvergeTM three-dimensional simulation
suite (version 2.3). ANSYS EnSight (version 10.1) is used for post-processing
of the simulation data. Two types of flow fields are simulated. The first flow field
simulates a cross-flow of air across the electrode gap of a conventional J-type
spark plug under ambient pressure. The flow upstream of the plug is laminar,
and the flow velocity is varied. This part of the study is used to determine the
effect of the spark plug geometry on the flow. The second condition simulates
the in-cylinder flow field of a two-valve, single-cylinder engine. The intake air
flow rate is the main variable. The numerical estimation of the flow velocity and
the turbulence around the spark gap are correlated with the experimental results.
Preliminary results indicate that the spark plug can generate turbulence in its
wake under steady flow conditions and the vorticity magnitudes can be corre-
lated to the electrical parameters. In the engine, the flow field in and near the
spark gap may not correlate with the bulk air motion.

1 Introduction

The quest for sustainable transportation solutions has prompted research and devel-
opment into advanced powertrains that can meet or exceed standards for emissions and
fuel efficiency. Such advanced powertrains may continue to use spark ignition
(SI) internal combustion engines with conventional or low-carbon footprint alternative
fuels [1–3]. Since gasoline-fueled SI engines dominate the international passenger
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vehicle market, improvements in efficiency can make a significant impact on energy
security and environment [4]. Lean and diluted combustion have been proposed as two
effective methods for increasing the efficiency of SI engines and decreasing the engine-
out emissions [5, 6]. Conventional SI engines typically operate under stoichiometric
conditions with all the intake air being utilized for complete combustion of the fuel. For
lean combustion, intake air supply is more than what is required for complete com-
bustion of the fuel. For diluted combustion, the fresh intake air is mixed with the
recirculated exhaust gas (process referred to as exhaust gas recirculation (EGR)) before
this mixture is introduced into the cylinder. In addition to reducing nitrogen oxides
(NOx) emissions due to lower flame temperature, EGR also has a positive impact on
fuel consumption due to reduced throttling losses [7–10]. However, operating the SI
engine under lean conditions or with EGR dilution reduces the reactivity of the fuel–air
mixture which could lead to poor ignitability. This in turn would limit the level of
dilution due to the onset of misfire [5]. Another adverse consequence of lean or diluted
combustion is the lower flame speed [11]. The lower flame speed could reduce the fuel
efficiency due to incomplete combustion of the fuel–air mixture.

One of the strategies to counter these effects and accelerate the flame velocity is to
increase turbulence inside the cylinder by enhancing the motion of the fuel–air mixture.
It has been established through experimental and numerical studies that the fluid flow
characteristics of the in-cylinder mixture affect the combustion process at a funda-
mental level [12]. Faster flame speed in an SI engine can help in boosting the thermal
efficiency and reducing the NOx emissions by extending the stable lean burn limit, thus
making very diluted fuel–air mixtures viable for engine operation [13]. However, this
increased in-cylinder turbulence can have adverse effects on the initial spark break-
down and the subsequent flame kernel development process. Excess turbulence can
also lead to extinguishment of the flame. Instability in the early stages of combustion
can significantly contribute toward cyclic variations in the engine operation [14–16].
Studies have shown that the plasma channel in the spark gap tends to stretch and follow
the flow field [17, 18]. While this stretch helps in increasing the total surface area of the
spark plasma, the energy density of the spark channel can diminish to a large extent,
depending on the flow velocity. Consequently, the air–fuel mixture can either fail to
ignite entirely or the initial flame kernel can form and then later be extinguished due to
the inability to sustain the combustion [17]. In order to mitigate the negative effects of
turbulence on the formation and sustainability of the spark channel, it is imperative to
understand the flow field around the spark plug during ignition timing. Eventually, this
flow field may be controlled to optimize the combustion event.

There has been a substantial amount of research on the effects of air motion on the
spark ignition using constant volume combustion chambers as well as research engine
platforms [16–22]. Sayama et al. studied the spark ignition and early flame develop-
ment at lean air–fuel ratios of 20–30 under high-velocity flow conditions of *65 m/s
at the spark gap in a swirl chamber. The authors found that the spark channels stretched
downstream of the spark plug to follow the flow field and frequent restrikes or short
circuits were apparent [17]. The findings also demonstrated that the degree of dilution
had a significant effect on flame development and sustainability following the initial
spark event. Aleiferis et al. used a single-cylinder optical research engine with a pent-
roof combustion chamber and variable valve actuation to study the effect of flow
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characteristics and spark plug orientation on early flame kernel development and cyclic
variations [18]. Direct imaging demonstrated the effect of orientation of spark plug with
respect to the flow on the spark channel stretch and the subsequent cyclic variations in
the flame development. Additionally, they observed that the flame kernel shape was
never spherical and the aspect ratio indicated the dominant effect of large-scale tur-
bulence features. Johansson investigated the effect of several important parameters
including flow field, gas composition, and temperature on the early combustion [16].
He concluded that substantial amount of fluctuations during early combustion at high
engine load conditions can be attributed to the flow field turbulence and the mixture
composition near the spark plug.

Arcoumanis and Bae studied ignition of propane–air mixtures using laser Doppler
velocimetry (LDV) and shadowgraphy in a constant volume combustion vessel [19].
They reported that the orientation of spark plug with respect to the mean flow had
greater effect at higher velocity as compared to low-velocity cases. Plug orientation
with ground electrode downstream of the flow had the highest flame velocity, whereas
the upstream ground electrode configuration dampened the effect of turbulence and
slowed down the flame speed possibly due to shrouding of the flow by the ground
electrode. Ballal and Lefebvre investigated the effect of air flow on electrical param-
eters of spark ignition in a specially designed wind tunnel at different pressures and
velocities of up to 100 m/s [20]. Their findings demonstrated that spark duration
decreased with increase in velocity, whereas the minimum energy required for suc-
cessful ignition showed an increasing trend. Yu et al. studied spark discharge affected
by directed flow on the spark gap in a constant volume combustion chamber through
optical diagnosis and measurement of electrical parameters [21]. The authors observed
the stretch of the spark plasma channel underflow with continuous breakage and re-
establishment of the channel (termed as restrike process). The frequency of this restrike
process increased with increase inflow velocity, thereby highlighting the difficulty in
maintaining the spark plasma channel under high flow conditions.

Based on the authors’ search, the flow conditions around the spark plug at the time
of ignition have a profound effect on the spark discharge and the subsequent formation
of the spark flame kernel. Given the difficulty in the ignition of lean or diluted fuel–air
mixtures, the importance of the flow structure is of greater significance. Therefore, in
the present research, the authors have undertaken a simulation study to estimate the
flow field in the vicinity of the spark plug during the spark event. This study is divided
into two parts. The first part of the study simulates a simplified condition in which a
steady and uniform cross-flow of air is directed across the electrode gap of a con-
ventional J-type spark plug under ambient conditions. The objective is to determine the
effect of the spark plug geometry on the flow field around the spark plug. The second
part of the study simulates the in-cylinder flow field of a two-valve, single-cylinder
engine during the spark timing window. The simulations are performed using Con-
vergeTM three-dimensional simulation suite (version 2.3). ANSYS EnSight (version
10.1) is used for post-processing of the simulation data. The flow field is quantified
around the spark plug, especially the spark gap, under different throttle openings and
engine speeds. The broader objective of this study is to provide the engine operating
conditions which could be favorable to initiate the spark discharge.
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This paper is organized as follows. The methodology including the engine research
platform which is used to validate the in-cylinder flow field model and the details of the
CFD simulation parameters are described in the following section. The simulation
validation results are presented in the subsequent section followed by the results for the
steady cross-flow and the in-cylinder flow field. The final section describes the sum-
mary and main conclusions of this research.

2 Research Methodology

2.1 Engine Research Platform

The test engine used in this study was a Yanmar NFD-170, a two-valve single-cylinder
stationary diesel engine, which was heavily modified and instrumented for spark
ignition research. This included reducing the compression ratio of the diesel engine to
9.2:1 by modifying the piston bowl. The specifications of the engine are summarized in
Table 1. The engine was connected to a General Electric® 26G215 direct current
(DC) dynamometer. Intake pressure was controlled through an electronic pressure
regulator. The intake air flow rate was measured using a ROOTS volumetric flow
meter. The spark plug used for ignition was a conventional J-type resistive spark plug
with 14 mm metric thread. In-cylinder pressure was recorded using Kistler piezo-
electric pressure transducer and was synchronized with the crank position using a
crankshaft rotary encoder and camshaft sensor. National Instruments-Data Acquisition
(NI-DAQ) card along with the LabVIEW 2010 software package was used to record
the pressure data at 0.1-crank angle degree (°CA) resolution. This engine research
platform is instrumented for detailed emission measurement. For this study, the engine
research platform was only used to determine the motoring pressure traces (no com-
bustion) for validation of the simulated gas exchange process.

2.2 CFD Simulation

Two types of flow field were simulated using Converge™ three-dimensional simulation
suite. For the first case, a steady and uniform cross-flow of air across the spark gap was

Table 1. Engine specifications

Engine Yanmar NFD-170

Engine type 4-stroke spark ignited
Bore (mm) 102
Stroke (mm) 105
Displacement (cm3) 858
Connecting rod length (mm) 165
Compression ratio 9.2:1
Intake valve closing (BTDCa) 135°
Intake valve open interval (CAb) 229°
aBefore Top Dead Center
bCrank Angle
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simulated at different flow velocities to investigate the effect of spark plug geometry on
the flow field (Fig. 1). A steady-state density-based solver was used. The spark plug
was placed in a large volume to ensure that the flow is fully developed before it reaches
the spark gap. For the cross-flow case, a constant inlet velocity boundary condition was
used. Wall temperature and initial pressure were 298°K and 1 bar, respectively. The
base grid size was 4 mm with the fourth level of grid refinement near the spark plug,
reducing the grid size in the vicinity of the spark plug to 0.25 mm. The Renormalized
Group (RNG) k-e turbulence model was used to model the turbulence.

Second case was the engine motoring simulation at different intake mass flow rates
and engine speeds. A transient density-based solver was utilized along with the RNG k-
e turbulence model. Since the intake port geometry has a significant influence on the in-
cylinder flow [13], the intake port geometry was modeled with high accuracy. To this
end, a flexible foam mold cast of the intake port was made and laser scanned. The
geometry input for the engine motoring cases is shown in Fig. 2.

The simulation time period extended from 360° BTDC to 100° after TDC.
Selective grid refinement was performed to get a balance between computational
accuracy and simulation time. Base grid size of 4 mm was used for the model. Third-
level grid refinement was performed at the intake valve region during the intake valve
event and in the vicinity of the spark plug in the spark discharge window of 100°
BTDC to −30° BTDC. Additionally, adaptive mesh refinement (AMR) using velocity
was activated in the cylinder region. For the engine motoring case, the intake manifold
pressure measurement at 0.1° crank angle resolution was used as a boundary condition
for the intake port inflow boundary. The intake and exhaust valve lift profiles were
determined experimentally from the test engine and were used as input for the intake
and exhaust valve moving boundaries. The wall temperature was 353 K for the
boundaries in contact with the in-cylinder gas in accordance with the coolant tem-
perature of the test engine setup. The boundary conditions are listed in Table 2. To
account for the crevice volume effect, the effective compression ratio was adjusted to
8.7 for all flow conditions. ANSYS EnSight 10.1 was used to post-process the simu-
lation results data and visualize the flow. The next section describes the validation
results.

Fig. 1. Spark plug model for cross-flow case
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3 Validation of Engine Motoring Simulation Gas Exchange
Process

The first step in simulating the in-cylinder flow field is to accurately model the gas
exchange process. An accurate modeling of the gas exchange process should provide
similar profile between the experimental motoring pressure trace and the simulation
pressure trace. This comparison is presented in Fig. 3. The experimental and simulated
motoring pressures are well correlated for all mass air flow rates.

The mass air flow rates (MAF) of up to 4.8 g/s are achieved under normally
aspirated conditions with gradual opening of the throttle. Thereafter, the throttle
position is kept constant, and the boost pressure is increased gradually to increase the
MAF to 15.1 g/s. Table 3 summarizes the validation conditions and lists the error

Fig. 2. Geometric model for Engine motoring

Table 2. Engine model boundary conditions

Boundary Boundary condition

Intake/exhaust port No-slip stationary wall
Cylinder head No-slip stationary wall
Inflow Manifold pressure
Outflow Zero-gradient pressure
Intake/exhaust valves No-slip moving wall
Spark plug No-slip stationary wall
Cylinder No-slip stationary wall
Piston No-slip moving wall

Table 3. Validation conditions and errors

MAF [g/s] pint [kPa gauge] Dpmax_err [%] MAF [g/s] pint [kPa gauge] Dpmax_err

3.05 0 −0.02 7.40 40 1.30%
4.20 0 −0.29 10.00 80 1.78%
4.80 0 −0.24 15.10 95 0.49%
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between the experimental and simulated maximum pressure (denoted by Dpmax_err),
calculated using Eq. (1) (expressed as percentage). All errors were below 2%.

Dpmax err ¼ pmax exp � pmax sim
� �

=pmax exp ð1Þ

where pmax_exp and pmax_sim refer to the experimental and simulated maximum in-
cylinder pressures, respectively.
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4 Results and Discussion

This section is divided into two subsections. The first subsection describes the results of
the cross-flow simulation. The second subsection describes the results of the engine
motoring simulation.

4.1 Steady and Uniform Cross-Flow Simulation

The steady cross-flow simulation is performed at inflow velocities of 10, 20, 40, and
100 m/s. The flow conditions in the spark gap are expected to affect the initial
breakdown and spark kernel formation. Therefore, the average values of turbulent
velocity and turbulence intensity are calculated in the spark gap over a cylindrical
volume which is 0.9 mm in diameter and 0.77 mm in height bringing the total volume
to approximately 0.5 mm3.

Figure 4 shows the turbulent velocity and the turbulence intensity in the
gap. Turbulent velocity “u0” is defined as the root mean square value of the fluctuating
velocity components. Mathematically, it is calculated from the turbulent kinetic energy
using expression given by Eq. (2) [23].

u0 ¼
ffiffiffiffiffiffi
2
3
k

r
ð2Þ

where “k” represents the turbulent kinetic energy of the flow. Turbulence intensity “I”
is the ratio of turbulent velocity to the mean flow velocity magnitude “U” and is given
by Eq. (3).

I ¼ u0

U
ð3Þ

Figure 4 shows the results of spark test under steady cross-flow of air on the spark
gap. The maximum values are also shown for each inflow condition (square markers) to
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highlight the variation in the measurement volume. The turbulent velocity (calculated
from the root mean square of the fluctuating velocity) increases with increasing inflow
velocity. The spark plug electrodes act like bluff bodies in the flow, generating tur-
bulence in their wake. The variation in turbulent velocity in the spark gap is limited at
low inflow velocities but this variation increases at the highest inflow velocity of
100 m/s. However, given the small dimensions of the electrodes and the gap itself, the
turbulent velocity does not increase at the same rate as the mean stream velocity when
the inflow velocity increases. Therefore, the turbulence intensity shows a decreasing
trend with increasing inflow velocity.

At no flow condition, after the spark breakdown, a steady arc can be maintained
between the two electrodes [21]. However, with increase in the cross-flow velocity, the
arc stretches until it breaks and must be re-established, which leads to the oscillations in
the current signal as shown in Fig. 5, left. The frequency of the re-establishment of this
plasma channel is termed as the restrike frequency. The restrike frequency increases
with increase in the cross-flow velocity as shown in Fig. 5 right. Figure 6 shows the
simulation results for the turbulent velocity (left) and the vorticity (right) in the form of
contour plots at three different cross-flow velocities of 10, 40, and 100 m/s. The
turbulent velocity predicted downstream of the spark plug is probably due to the bluff
body effect. The center of the spark gap typically has no turbulence, but the turbulence
around the electrodes may affect the plasma channel. The recirculation zone down-
stream of the gap increases in area with increasing cross-flow velocity. Again, the range
of turbulent velocity also increases with increasing cross-flow velocity which causes
the increase in the turbulent velocity in the gap (Fig. 4). The vector quantity of vorticity
can be physically interpreted as the number of rotations of the eddies per unit time.
Mathematically, vorticity represents the curl of the velocity vector. The tensor form of
vorticity calculations is given by Eq. (4) [23].
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where ui, uj, and uk are the x, y, and z components of the velocity, respectively.
As illustrated in the contour plots, the vorticity increases with increasing cross-flow

velocity. Vorticity and restrike frequency follow a similar increasing trend with
increasing the cross-flow velocity. At 10 m/s and 40 m/s cross-flow velocities, the
vorticities are in the range of 6000–12000 s−1 and 24000–36000 s−1, which seems to
correlate with the restrike frequencies of the spark discharge (Fig. 5) at these cross-flow
velocities (5000 s−1 and 24000 s−1, respectively). The cross-flow simulation study
gives an estimation of the influence of the spark plug geometry in generating turbu-
lence in its wake.

10 m/s

40 m/s

100 m/s

Fig. 6. Steady cross-flow at 10, 40, 100 m/s – turbulent velocity (left) and vorticity (right)
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4.2 Engine Motoring Simulation

In this subsection, the results for simulation of one gas exchange cycle of the engine are
described. A cycle is described from 0 to 720 °CA with the compression TDC at 360 °
CA. Increasing the mass air flow (MAF) of the engine while maintaining the same fuel
injection quantity would make the fuel–air mixture leaner. Two types of methods to
increase the MAF into the engine are studied—increasing the throttle opening and
increasing intake pressure at a constant throttle opening. The typical spark timing
window of 300 to 360 °CA is investigated.

Since the focus of this research is the flow field around the spark plug, two planes
are selected for analysis which pass through the electrode gap denoted by the cross-
flow plane and the J-plane (illustrated in Fig. 7). Similar to the steady cross-flow
analysis, the average of the magnitudes of velocity and root mean square velocity, and
the turbulence intensity are calculated in the spark gap over a cylindrical volume which
is 0.9 mm in diameter and 0.77 mm in height bringing the total volume to approxi-
mately 0.5 mm3. This gap averaging volume is highlighted in Fig. 7. Similar to the
validation conditions, the engine speed and intake temperature are constant.

4.2.1 Increasing Throttle Opening
During the engine test, the throttle is opened gradually to increase the MAF from 3.05
to 4.8 g/s under normally aspirated intake condition. The corresponding manifold
pressure profiles are used as the boundary conditions for the inflow boundary in the
simulations. In this MAF range, there is no significant difference in the calculated
magnitude of the flow velocity in the spark gap (Fig. 8, left). The overall flow velocity
magnitude is highest between 310 to 320 °CA and shows a decreasing trend as the
piston approaches TDC.

The turbulence intensity increases since the gap velocity magnitude decreases
(plotted with round markers in Fig. 8, right) but the turbulent velocity magnitude
remains in the range of *1 m/s. The turbulent kinetic energy (TKE) decreases since it
is a function of the gap velocity (plotted with square markers in Fig. 8, right). Again,
the two MAF levels show similar results. Figure 9 shows plots of the maximum
velocity magnitudes on each of the analyses planes in the gap. The maximum velocity

Cross-flow 
Plane view 
direction

J-Plane 
view 
direction

Gap Averaging 
Volume

Fig. 7. Result analysis planes and gap averaging volume
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in the cross-flow plane is estimated to be between 315 and 330 °CA, and the trends of
velocity are similar at the three MAF levels. The velocity in the J-plane reaches a
minimum magnitude between 325 and 335 °CA. The velocities in the J-plane for the
4.2 and 4.8 g/s MAF cases are similar, but the velocity is highest in the 3.05 g/s case.

In order to interpret these results, a detailed study of the flow field in the vicinity of
the spark plug is required. The velocity and the vorticity contours are shown in Figs. 10
and 11, respectively, in the cross-flow plane over the 310–360 °CA range for the
4.8 g/s MAF case. The velocity vectors are also shown in Fig. 10. Between 310 and
340 °CA, the flow in the gap is directed from −X to +X direction (coordinate system in
Fig. 7). Thereafter, the flow direction begins to switch which can explain the local
minima in the maximum cross-flow velocity magnitude in the gap (Fig. 9, left). The
flow field in the cylinder is affected by both the geometry of the intake port and the
geometry of the combustion chamber. As the piston reaches TDC toward the end of the
compression stroke, the squish effect can cause a change in the global air motion in the
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cylinder which in turn can cause the switch in the flow direction through the gap. There
is a recirculation zone formed downstream of the ground electrode which is most
evident at 330 °CA. The vorticity magnitude in this zone and in the gap is in the range
of 6000–8000 s−1, which is similar to the steady cross-flow vorticity results for *8–
10 m/s cross-flow velocity (Fig. 11). The vorticity decreases as the piston approaches
TDC. This would imply that some of the best conditions for sustaining the arc would be
closer to the TDC after 340 °CA. However, in the case of lean combustion, the spark
timing typically has to be advanced to provide sufficient time for the combustion to
complete. Therefore, it may be required to initiate and sustain ignition under high flow
conditions.

Figure 12 shows the velocity and vorticity contours in the J-plane for the 4.8 g/s
MAF case. Analogous to the cross-flow plane, the bulk flow direction changes from
outward of the ground electrode to heading toward the ground electrode at 350 °CA.
Again, this indicates a switch in the bulk in-cylinder gas motion. There are two
recirculation zones in the −Y and the +Y direction (global coordinates in Fig. 7) on
both sides of the central electrode with vorticities in the range of 6000–8000 s−1. The
vorticity decreases as the piston moves closer to TDC. The ground electrode may play a
crucial role in the spark kernel formation. It could shield the gap from flow effects
during the initial stage of the spark discharge, and later may hinder the flame propa-
gation as the flame kernel ignites the remainder of the fuel–air mixture. Under this
particular operating condition and for this engine geometry and spark plug orientation,
it would seem more beneficial for the flow to assist the flame in propagating away from

320 CA 330 CA310 º º º

ººº

CA

350 CA 360 CA340 CA

Fig. 10. Velocity contours with vector arrows in the cross-flow plane for MAF of 4.8 g/s
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the ground electrode and into the combustion chamber which may not occur at late
spark timings.

4.2.2 Increasing Intake Pressure
The next set of results simulates the engine operating conditions at which the throttle
opening is held constant, and the intake pressure is increased to increase the MAF from
7.4 g/s to 15.1 g/s. Again, the manifold pressure profile is used as the pressure
boundary condition for the inflow boundary. Figure 13, left shows the magnitude of the
gap velocity for the 7.4 and 15.1 g/s MAF cases. The trends differ significantly with
piston movement. With increasing intake pressure, the gap velocity decreases. The
maximum gap velocity in the analysis planes is given in the appendix.

The turbulent intensity and the turbulent kinetic energy are inversely and directly
correlated to the gap velocity, respectively (Fig. 13, right). Beyond 330 °CA, the
turbulent kinetic energies for 7.4 and 15.1 MAF cases are similar. The increase in
intake pressure is expected to enhance the flow in the cylinder due to a higher pressure
differential. However, it may not necessarily increase the flow velocity in the spark
gap. In fact, increase in intake pressure and consequent increase in the MAF increase
the overall in-cylinder swirl ratio and tumble ratio (shown in Fig. 14). The 3.05 g/s
MAF case is also shown for reference. Due to the orientation of the spark plug (Fig. 7),
the gap velocity is affected primarily by the swirl motion and the tumble across Y-axis.
Flow is shielded by the ground electrode in the X-axis tumble plane. Swirl ratio during
the suction stroke increases with an increase in intake MAF, but this swirl motion is not
sustained through the compression stroke and the trend is inverted near the spark

320 ºCA 330 ºCA310 ºCA

350 ºCA 360 ºCA340 ºCA

Fig. 11. Vorticity contours in the cross-flow plane for MAF of 4.8 g/s
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timing window. MAF seems to have negligible effect on the tumble around Y-axis near
the spark timing window. This reduction in intensity of swirl motion near the spark
window can contribute toward reduced flow velocity magnitude in spark gap. Addi-
tionally, a reversal in cross-flow direction can be observed near TDC (shown in
Fig. 15), which may be a consequence of the change in overall in-cylinder flow field.
This implies that the flow in the spark gap can reduce even when the bulk gas velocity
is boosted.
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Fig. 12. Velocity and vorticity contours in the J- plane for MAF of 4.8 g/s

0

0.5

1

1.5

2

2.5

3

3.5

10%

15%

20%

25%

30%

35%

40%

45%

50%

55%

300 310 320 330 340 350 360

T
ur

bu
le

nt
 K

in
et

ic
 E

ne
rg

y 
[m

2 /s
2 ]

T
ur

bu
le

nc
e 

In
te

ns
ity

 [%
]

Crank Angle [°CA]

0

2

4

6

8

10

12

300 310 320 330 340 350 360

G
ap

 V
el

oc
ity

 M
ag

ni
tu

de
 [m

/s
]

Crank Angle [°CA]

Engine Speed: 1300 rpm Tint: 298 K
pint: 1.4/1.95 bar abs       Throttle: Constant

7.4 g/s

15.1 g/s
7.4 g/s

15.1 g/s

Fig. 13. Intake pressure increase – gap velocity magnitude (left) and turbulence intensity and
TKE (right)

48 N. Sandhu et al.



Engine Speed: 1300 rpm Tint: 298 K
pint: 1.4/1.95 bar abs Throttle: Constant
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Figure 15 illustrates a comparison of the velocity contours at the two MAF cases
along with the velocity vectors in the cross-flow plane. The flow field around the spark
plug on the cross-flow plane is distinct for each case. For the 7.4 g/s case, the flow
direction changes beyond 330 °CA possibly due to the change in the flow direction of
the bulk gas. The swirl ratio also changes sign at the same crank position (Fig. 14) for
the 7.4 g/s case. Moreover, there is the formation of a recirculation zone downstream of
the ground electrode. Highest vorticity magnitude in the gap is calculated at 310 °CA.
The vorticity in this case is again in the range of 6000–8000 s−1 and reduces subse-
quently as the turbulence decays.

The peak velocity of *10 m/s is determined at 310 °CA and reduces as the piston
moves toward the TDC (Fig. 15). For the 15.1 g/s case, the flow field is much more
dynamic. However, the gas flow velocity in the gap never exceeds 5 m/s in the 300 to
360 °CA range. Higher velocity regions (>12 m/s) can be seen near the spark plug
which indicates that the bulk gas velocity may be higher than the gap flow velocity.
Various recirculation zones are also predicted near the electrodes with vorticity in most
of the regions in the range of 6000–8000 s−1 (Fig. 16). Maximum vorticity around the
gap can reach 8000–10000 s−1. Vorticity reduces as TDC is approached. For this
particular engine configuration and operating conditions, with increasing pressure, the
flow velocity in the spark gap reduces.

In the J-plane, the vorticity of the recirculation zones around the electrodes is higher
for the 15.1 g/s case compared to the 7.4 g/s case (Fig. 17). The vorticity magnitude in
the gap on the J-plane for the 15.1 g/s case is lower than the 7.4 g/s case and is in
accordance with the reduced flow strength in the spark gap with increasing pressure.

330 ºCA310 ºCA 350 ºCA

7.
4 

g/
s

15
.1

 g
/s

Fig. 16. Vorticity contours in the cross-flow plane for MAF of 7.4 and 15.1 g/s
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Detailed empirical studies of the in-cylinder flow field are required to validate the
simulation results. Such studies typically require engines with optical access. An
indirect method could be analysis of the spark current profile since a relationship
between the empirical spark restrike frequency and the simulated vorticity is observed
in this study.

5 Summary

The authors performed CFD analysis of the flow fields around a spark plug under
steady and uniform flow, and under engine motoring conditions. Motoring simulations
were performed with increasing MAF. Two methods to increase the intake MAF were
studied—opening throttle and increasing intake pressure. These simulations utilized the
empirical intake manifold pressure profile as the inflow boundary condition. The
engine motoring simulation cases were validated with engine pressure data to ensure
that the gas exchange process was accurately modeled. The main conclusions of this
CFD study are as follows:

• Under steady and uniform cross-flow, the spark plug acts like a bluff body, and
turbulence is generated in the wake of the plug.
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Fig. 17. Vorticity contours in the J-plane for MAF of 7.4 and 15.1 g/s
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• The vorticity of the eddies which are created in the wake of the spark plug cross-
flow is of the same order as the frequencies of the arc restrike in empirical study of
the spark discharge with cross-flow.

• There are no significant differences in the flow profiles with increasing throttle
opening over the MAF range studied. The gap velocity and turbulent kinetic energy
decrease as the piston approaches TDC. The gap velocity direction is also switched
near TDC. Different recirculation zones are identified with vorticity magnitudes
similar to the steady cross-flow cases.

• When the intake pressure is increased to increase the MAF, there are major dif-
ferences in the flow field between different MAF cases. The gap velocity decreases
with increasing MAF. The bulk gas flow velocity increases with increasing MAF
but it may not increase the flow speed in the spark gap.

• The gap velocity and the turbulent kinetic energy in the gap decrease as the piston
approaches TDC.

• The vorticity of the flow field around the spark gap is higher for the highest pressure
case in comparison to the lowest pressure case.
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Nomenclature

AMR Adaptive Mesh Refinement
BTDC Before Top Dead Center
CFD Computational Fluid Dynamics
DC Direct Current
EGR Exhaust Gas Recirculation
IC Internal Combustion
k Turbulent kinetic energy
MAF Mass Air Flow
NOx Nitrogen Oxides
RNG Renormalized Group
SI Spark Ignition
TDC Top Dead center
U Mean flow velocity
u’ Turbulent velocity
e Dissipation Rate
x Vorticity
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Appendix: Maximum Velocity Magnitude in the Analysis Planes
with Increasing Intake Pressure

See Fig. 18.
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Abstract. Internal combustion engines have been the major power source in the
transportation sector for decades. Despite the recent developments in electric
vehicles, internal combustion engines will continue to be one of the main
propulsion methods for transportation sector, especially in heavy-duty applica-
tions. In order to maintain the competitiveness of internal combustion engines,
renewable biofuels have been proposed to replace fossil fuels for internal com-
bustion. The application of biofuels can greatly reduce the crisis of fossil fuel
shortage and it is beneficial for reducing the life cycle carbon dioxide emissions.
In this research, direct injection of neat n-butanol fuel is investigated in a com-
pression ignition research engine. The combustion characteristics of n-butanol
differ from that of diesel fuel by the longer ignition delay, shorter combustion
duration, higher pressure rise rate, and narrower injection timing window. The
NOx and smoke emissions from n-butanol combustion are significantly lower
than those of diesel combustion. Different engine loads ranging from 2 bar to
7.5 bar are achieved with n-butanol combustion without the application of EGR.
The combustion becomes more intensive with increased load, and the operation
timing window is narrower due to the limits imposed by the high-pressure rise
rate. To slow down the pressure rise rate, 30% EGR is applied under a load level
of 6.5 bar IMEP. It is shown that EGR is not only effective in reducing the
pressure rise rate but also beneficial for further reducing the NOx emissions.
An EGR sweep experiment is carried out at a higher engine load of 10 bar IMEP
with a CA50 of 365 °CA. Though the pressure rise rate decreases with the
increase in EGR ratio, a significant increase in smoke emissions is observed when
the EGR ratio increases above 35%. The trade-off between smoke emissions and
the pressure rise rate can be alleviated by retarding the combustion phasing, but
with a penalty of reduced indicated thermal efficiency.
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Nomenclature

1 Introduction

The energy consumption has been continuously increasing with the development of the
society. According to the Annual Energy Outlook 2018 [1] from the U.S. Energy
Information Administration, a steady worldwide increase in energy consumption will
continue throughout the projection year of 2050 (Fig. 1). The transportation sector as one
of the major energy consuming sectors accounts for about 30% of the total energy
consumption. Correspondingly, it is the main contributor of carbon dioxide emission
(Fig. 2). The requirements on increased energy demands and decreased production of
greenhouse gas and other exhaust emissions raise great challenges for the transportation
sector. Electrical vehicles are considered promising as they are efficient and produce
nearly zero emissions from the power train; however, the significantly lower energy
density of battery compared to liquid fuel is still a major unsolved obstacle for electrical
vehicles, especially in heavy-duty applications. In the foreseeable future, internal com-
bustion engines will still be one of the major power sources in the transportation sector. In
order to maintain the competence of internal combustion engines, various techniques
have been developed to improve the engine efficiency and reduce engine-out emissions.
In addition, the utilization of renewable energy sources in internal combustion engine can
potentially decrease life cycle greenhouse gas emissions and contribute to worldwide
energy security [2].

CA Crank angle HFID Heated flame ionization
detector

CA5 Crank angle of 5% total heat
release

HRR Heat release rate

CA50 Crank angle of 50% total heat
release

IMEP Indicated mean effective
pressure

CA95 Crank angle of 95% total heat
release

NDIR Non-dispersive infrared
detector

CO Carbon monoxide NOx Nitrogen oxides
COV Coefficient of variation ppm Parts per million
CO2 Carbon dioxide p_inj Pressure of injection
DI Direct injection SOI Start of injection
EGR Exhaust gas recirculation TDC Top dead center
FSN Filter smoke number THC Total hydrocarbons
HCLD Heated chemiluminescence

detector
dp/dh_max Maximum pressure rise

rate
HCCI Homogeneous charge

compression ignition
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The application of biofuels in internal combustion engines has been studied for
decades [3]. Previous research results have proved that the modification of fuel prop-
erties by using alternative fuels is effective in controlling the in-cylinder combustion
process and reducing engine-out emissions [4–6]. Alternative fuels can be applied in
internal combustion engines through different ways. They can be used in blended fuels
[7–16], as a neat fuel [17–26], or mixed with conventional fuel via a secondary injector
for the dual-fuel combustion [27–30]. Commonly used alternative fuels include butanol
and ethanol. Butanol and ethanol are both renewable alternative fuels that can be
produced from biomass fermentation. There are several different butanol isomers: n-
butanol, sec-butanol, iso-butanol, and tert-butanol. In this research, n-butanol is used
and is referred to as butanol hereafter for simplification. The properties of n-butanol
and ethanol are compared with diesel fuel as listed in Table 1. Butanol and ethanol are
advantageous in reducing the smoke emissions due to the oxygen content in their
molecules and their better volatility compared to diesel [4, 19]. Lower NOx emissions
are also reported by some researchers [18, 22]. Due to the lower fuel reactivity com-
pared with that of diesel, the combustion of alcohol fuels usually produces higher
incomplete combustion products, i.e., HC and CO emissions [19–21, 23]. The
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difficulties of applying these fuels mainly come from two aspects: fuel handling and
changed combustion characteristics. Butanol has some advantages over ethanol with
respect to fuel handling. It is more stable and resistive to water absorption so that it can
be transported with existing fuel transportation infrastructures. The lubricity of butanol
is better than ethanol. With some lubricity improver, butanol can be used as a direct
injection fuel for compression ignition engines [19, 26]. This adds to the attraction of
butanol, as the direct injection provides an effective way of controlling the combustion
process in the neat fuel application.

Thebutanol has been applied via differentmethods in internal combustion engines.As a
blended fuel, butanol and diesel with different volume ratios were applied in a compression
ignition engine by Rakopoulos et al. [9]. They reported significantly reduced smoke
emissions and slightly reducedNOxandCOemissionswith the blended fuel. The reduction
was more significant when the butanol ratio was high [9]. Iannuzz and Valentino used 20%
of butanol mixedwith diesel and investigated the combustion and emission performance of
the fuel blends. They found that the addition of butanol was in favor of reducing NOx and
smoke emission simultaneously [15]. The better performance in reducing smoke emissions
was reported by several other researchers using blended diesel and butanol as well [8, 10,
12, 15, 16]. Choi et al. [10] found that there was an upper limit of butanol ratio in the fuel
blends as precursors of PAHsmight be produced when the blended ratio was too high. The
limit of butanol ratio in the blended fuel placed a restriction on the possible benefit in
reducing smoke emission with butanol fuel.

The dual-fuel combustion mode with port injected butanol and direct injected diesel
was investigated as well [4, 29]. The ratio of butanol and diesel was adjusted dynamically
during the test. The general trend for this type of combustionwas that the increase in butanol
ratio increased the ignition delay and was beneficial for reducing smoke emissions.
However, the high-pressure rise rate with increased butanol ratio was undesired and EGR
was required to suppress the high-pressure rise rate. This again sets an upper limit for the
butanol ratio as a higher butanol ratio required a higher EGR ratio for pressure rise rate
reduction, while a higher EGR ratio increased the smoke emissions. The incomplete
combustion products in the dual-fuel modewere reported to be higher compared to those of
pure diesel combustion [4]. Apart from the change in combustion characteristics of the
dual-fuel combustion, the fuel handling was also more complicated as two independent
fueling systems were required.

Table 1 Comparison of fuel properties

Fuel Diesel N-Butanol Ethanol

Formula C1H1.87 C4H9OH C2H5OH
Density [40 °C, kg/m3] 0.85 0.81 0.788
Cetane number [−] 44 *25 8*11
Octane number [−] *25 *27 110*115
Lower heating value [MJ/kg] 45.3 33.1 27
Oxygen content by mass [%] 0 21.62 34.78
Kinematic viscosity @ 40 °C [cSt] 1.9 2.6@25 °C 1.52
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In addition to blended fuel and dual-fuel modes, some researchers used butanol as a
neat fuel to fully replace diesel in compression ignition engines. In the neat fuel appli-
cations, butanol was either injected via a port fuel injector [4, 22, 25] or injected directly
into the cylinder through the high-pressure injection system [19, 26]. For port injected
butanol combustion, challenges were reported on properly controlling the combustion
process as the combustion was largely in the homogeneous charge compression ignition
(HCCI) mode [4, 22]. The unstable combustion at lower load and the high-pressure rise
rate at higher load were reported, despite the benefit in reducing NOx and smoke emis-
sions [4, 22, 25]. Han et al. achieved a load of around 9.5 bar IMEP using port fueled
butanol when heavy EGR (50%–57%) was applied to suppress the pressure rise rate [4].
The authors also pointed out the control difficulties due to the high sensitivity of the
combustion to the changes in gas compositions [4]. Butanol was also used in the direct
injection system by adding some lubricity improver [19, 27]. The direct injection pro-
vides additional leverage for controlling the combustion process. Zheng et al. used neat
butanol in a high compression ratio diesel engine [19]. The injection was conducted via
the original diesel common rail injection system. It was seen that butanol produced
ultralow NOx and soot emissions [19]. Nevertheless, the injection timing was limited to a
narrow window due to the very high-pressure rise rate at early injection timings or
unstable combustion at later injection timings [19]. Researchers then tried using different
injection strategies to extend the engine load level [19, 26, 27]. Han et al. used neat n-
butanol multi-shot injection with EGR dilution and achieved engine load level as high as
19 bar IMEP [27].

Previous research results indicate that butanol is an alternative fuel with great
potential to fully replace diesel fuel in compression ignition engines. The combustion
characteristics of butanol are, however, significantly different from conventional diesel
combustion. These differences result in challenges in the application. Sophisticated
control techniques are required to ensure smooth and stable combustion process. Direct
injection of butanol is considered a good way as the direct injection greatly increases the
control flexibility. Previous research has proved that a very high load can be achieved
with butanol using the multi-shot direct injection strategy [27]. The objective of this
paper is not to discuss the pathways to increase the engine load levels with butanol fuel,
but rather concentrate on the combustion characteristics of neat butanol with direct
injection. So, the focus will be on single-shot injection cases. The objective is to
investigate the combustion and emissions characteristics of directly injected butanol
under different engine operating conditions. The empirical study should contribute to the
design of combustion control strategies to accommodate the changed fuel properties, so
that high efficiency and clean combustion can be realized with butanol as a renewable
biofuel for advanced internal combustion engines. The paper is arranged as follows:
first, the combustion characteristics and exhaust emissions of butanol and diesel are
compared under similar engine operation conditions; then the butanol combustion under
different engine loads is investigated; based on the results from the previous sections,
EGR is used to improve the control of the combustion process; the last section presents a
study on the effectiveness of EGR with increased engine load.
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2 Research Methodology

2.1 Experimental Setup

Engine tests are conducted on a single-cylinder research engine which is converted
from a four-cylinder production diesel engine. The configuration of the system is
shown in Fig. 3. The specifications of the research cylinder are listed in Table 2. The
research cylinder is isolated from other three cylinders and connected with independent
intake and exhaust systems. An oil-free compressor is connected to the intake system.
The intake pressure is controlled by a pressure regulator. A ROOTS® air flow meter is
used to measure the mass flow rate of the intake air. The exhaust backpressure is
controlled via an electrically controlled pneumatic backpressure valve. An EGR loop
with an EGR cooler and EGR valve is routed from the exhaust pipe to the intake pipe.
The EGR ratio is controlled by the adjustment of the backpressure and the opening of
the EGR valve.

Pressure 
Regulator

Roots 
Meter

Intake 
Air

Intake 
Surge 
Tank

Exhaust 
Surge 
Tank

EGR Valve EGR Cooler

Encoder
Backpressure 

Valve

Exhaust 
Gas

Dynamometer

Compressor

CO2 CO O2

NOx HC Smoke meter

Exhaust
Emission Analyzers

CO2 CO O2

NOx HC

Intake
Emission Analyzers

Fig. 3 Schematic of the research engine system

Table 2 Research cylinder specifications

Displacement volume (liters) 0.499
Bore (mm) � Stroke (mm) 86 � 86
Compression ratio (-) 18.2:1
Fuel injection Common rail direct injection
Injection pressure (bar) Up to 1600
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The fueling system of the engine test platform is composed of two lines. The three
non-research cylinders are fueled with conventional diesel, while the research cylinder
is equipped with an independent butanol fuel supply line. This fuel supply line consists
of a low-pressure feed pump, which feeds fuel into a high-pressure pump. The high-
pressure pump increases the fuel pressure and delivers the fuel into a high-pressure
common rail. A high-pressure injector is connected to the common rail for the direct
fuel injection. In order to protect the high-pressure fuel injection system, 500 ppm of
lubricity improver is added into the butanol fuel. The effects of this lubricity improver
on the combustion process are not considered in the analysis. The injector is driven by
an EFS IPod high-pressure injector driver. The command of the injection is controlled
by an in-house developed control system based on real-time (RT) computer embedded
with field-programmable gate arrays (FPGA). The fuel injection pressure, injection
duration, and injection timing can all be controlled by the fuel control system.

The gas compositions are measured by two sets of emission analyzers. One set of
the analyzers is connected to the intake pipe after the junction of fresh air and recir-
culated exhaust gas, so that the composition of the intake charge flowing into the
cylinder is measured. The sampling port is located about 0.5 m downstream of the joint
location so that the gases are properly mixed when they reach the measurement
location. The exhaust sampling line is connected downstream of the exhaust port. The
gas analyzers include a nondispersive infrared detector (NDIR), a paramagnetic
detector, a heated chemiluminescent detector (HCLD), and a flame ionization detector
(FID). They are used to detect CO, CO2, O2, NOx, and HC in the intake and exhaust
flow, respectively. An AVL 415S smoke meter is connected to the exhaust sampling
line to measure the smoke emissions.

An eddy current dynamometer is connected to the engine for engine torque/speed
control and measurement. In addition, in order to maintain a stable engine operation
condition, the temperatures of engine oil and coolant are controlled by FEV lubricant
and coolant conditioning units, respectively, which can maintain the temperature of the
lubricant and coolant during engine operation at a set value of 80 °C.

2.2 Combustion Analysis

In this study, the engine load is defined as

IMEP ¼
Z 720

0

pðhÞdV
Vd

ð1Þ

where IMEP is indicated mean effective pressure, pðhÞ is the in-cylinder pressure at
each crank angle, dV is the volume change between two consecutive crank angles, and
Vd is the displacement volume of the cylinder.
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The combustion analysis is based on the measured in-cylinder pressure. The heat
release rate is calculated through Eq. (2):

HRR ¼ 1
c� 1

� cp
dV
dh

þV
dp
dh

� �
ð2Þ

where HRR is the heat release rate, c is the ratio of specific heats for the cylinder
charge, p is the measured cylinder pressure at the specific crank angle, V is the cylinder
volume at the specific crank angle, and h is the crank angle.

The total heat release can be calculated by the accumulation of the heat release rate.
The start of combustion is defined as the crank angle when 5% of the total heat is
released. The ignition delay is defined as the time duration between the start of fuel
injection and the start of combustion. The combustion duration is defined as the time
period between the crank angle when 5% of the heat is released and the crank angle
when 95% of the heat is released. The combustion phasing is defined as the crank angle
when 50% of the heat is released.

The EGR ratio is defined as the ratio between the intake CO2 concentration and the
exhaust CO2 concentration:

EGR ¼ CO2½ �int
CO2½ �exh

ð3Þ

3 Results and Discussion

3.1 Comparison Between Diesel and Butanol Combustion

Two sets of tests are carried out with diesel and butanol under similar conditions to
investigate the change in combustion characteristics caused by the different fuel
properties. The injection pressure, boost pressure, and intake oxygen concentration are
kept constant in these tests, as listed in Table 3. In order to achieve the same nominal
engine load, the fuel mass of butanol is higher than that of diesel due to the lower
energy content of butanol fuel.

The ignition delays of the two sets of tests are compared in Fig. 4. It can be seen
that the ignition delays of butanol are significantly longer than those of diesel. Overall,
the ignition delays are less than 2 ms throughout the SOI sweep for diesel combustion.

Table 3 Engine operating conditions for comparison tests between n-butanol and diesel

Nominal IMEP (bar) 6.5
Injection pressure (bar) 600
Boost pressure (bar abs) 2
Intake O2 (vol. %) 20.7
Engine speed (rpm) 1500
Fuel mass (mg/cycle) Butanol: 22; Diesel: 16
Start of injection Sweep
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While in the butanol combustion cases, the ignition delays range from 2 to 4 ms. The
in-cylinder temperature and pressure are higher as the piston moves closer to TDC, and
thus the injected fuel experiences shorter ignition delay in a hotter environment as the
injection timing moves toward TDC. Under the tested cylinder pressure and temper-
ature conditions, butanol exhibits a higher ignition delay sensitivity to the change in
injection timing.

Two cases with injection timing of 338 °CA and 347 °CA are marked with solid
dots in Fig. 4. Their in-cylinder pressure and heat release rate profiles are compared in
Fig. 5. The diesel combustion starts much earlier than the butanol combustion in both
injection timing cases. The diesel combustion has a two-stage heat release shape
corresponding to the premixed and diffusion combustion as the injection has not fin-
ished at the time of ignition. The amplitude of the first stage heat release is higher when
the injection timing is at 338 °CA. It is due to the slightly longer ignition delay at this
timing as can be seen in Fig. 4. Longer ignition delay results in better mixing so that
the premixed portion increases. The butanol combustion exhibits a single-stage heat
release shape at both injection timings. The long ignition delay in butanol combustion
provides sufficient time for the fuel–air mixing so that the combustion is predominately
in the premixed combustion mode. The sweeps of injection timing in the two sets of
tests are not within the same time window due to different constraints in each of the test
sets, as will be discussed in the following sections.
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Fig. 4 Butanol vs. diesel—ignition delay
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Fig. 5 Butanol vs. diesel—in-cylinder pressure and heat release rate
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The combustion phasing is illustrated in Fig. 6. With a short ignition delay of diesel
fuel, the combustion phasing is almost linearly correlated to the injection timing. The
latest injection timing is limited by misfire where the combustion occurs in the
expansion stroke. The earliest injection timing is limited by the high-pressure rise rate
when the major part of the combustion process happens during the compression stroke.
For butanol combustion, the combustion phasing is distributed in a much narrower
window from about 365 °CA to 375 °CA, beyond which the combustion is unstable.
The combustion phasing is advanced when the injection timing is moved from 347 °
CA to 336 °CA. Further advancement of the injection timing results in retarded
combustion phasing due to the much longer ignition delay. The in-cylinder pressure
and heat release rate profiles of butanol combustion in Fig. 7 correspond to the solid
dots in Fig. 6.

A stable operation window of butanol combustion with injection timing between
333 °CA and 345 °CA is identified in this condition as can be seen in the top plot of
Fig. 8. Further advancement or retardation of the injection timing results in unstable
combustion. The combustion durations of the two cases are compared in the bottom
plot of Fig. 8. The combustion durations of butanol are shorter compared to that of the
diesel fuel. The combustion durations are maintained at around 10 °CA in the stable
operation window for butanol. Further advancing or retarding the injection timing
results in a longer combustion duration, which ultimately leads to unstable combustion.
The stable operation window also correlates to a window with high-pressure rise rate
and high indicated thermal efficiency in the butanol combustion regime. The indicated
thermal efficiency of butanol combustion can reach about 40%, which is comparable to
that of diesel. However, this high-efficiency window is narrower than that of the diesel,
and the pressure rise rate of butanol in this window is higher (Fig. 9).
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The emissions of butanol and diesel combustion are compared in Figs. 10 and 11.
Butanol combustion produces significantly lower NOx emissions due to the lean burn
of a better mixed mixture. The exhaust smoke emissions are close to zero. The CO and
THC emissions are much higher in butanol combustion, even in the stable operation
window. It is even worse when the combustion becomes unstable.

According to the test results, butanol exhibits distinct combustion characteristics
compared to those of diesel fuel. Due to the drastic differences in fuel reactivity and
volatility, the mixing and combustion processes differ between butanol and diesel, and
as a result, different fuel injection timing windows are required to ensure stable
operation of each fuel. Under the tested conditions, an injection timing window
between 333 °CA and 345 °CA is considered suitable for butanol. The pressure and
temperature at excessively advanced or retarded injection timings are not appropriate
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Fig. 7 In-cylinder pressure and heat release rate of butanol combustion at different injection
timings
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for the butanol combustion as can be seen from the high variations of IMEP in Fig. 8.
Furthermore, owing to the low reactivity and high volatility, butanol fuel has much
longer ignition delay time compared with diesel fuel, which results in better mixing of
butanol. This is beneficial for reducing NOx and smoke emissions. However, when the
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Fig. 10 Butanol vs. diesel—NOx and smoke emissions
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well-mixed air–fuel mixture reaches the combustion conditions and starts to ignite
simultaneously, the pressure rise rate is very high, which can result in problems of
increased engine noise and excessive mechanical stresses.

3.2 Butanol Combustion Under Different Load Levels

In this section, the combustion performances of butanol under different load levels are
investigated and the test conditions are listed in Table 4.

As can be seen in Fig. 12, the ignition delay decreases with increased engine load
under the same injection timing, which can be attributed to the increased fuel amount
thus richer mixture, and the higher cylinder temperature under higher load level. The
ignition delays are in the range of 2 to 4 ms depending on the injection timing. The
pressure rise rate is strongly dependent on the engine load. With the increase in engine
load, the peak pressure rise rate increases under the same injection timing. When the

ºCA

Fig. 11 Butanol vs. diesel—CO and THC emissions

Table 4 Engine operating conditions for butanol combustion under different engine load levels

Nominal IMEP (bar) 2–7.5
Injection pressure (bar) 600
Boost pressure (bar abs) 2
Intake O2 (vol. %) 20.7
Engine speed (rpm) 1500
Start of injection Sweep

Combustion Characteristics and Emissions of Direct Injection 67



load level is higher, the peak pressure rise rate increases faster with the advanced
injection timing as can be seen from the steeper slope of pressure rise rate in Fig. 12.
The peak pressure rise rate reaches 25 bar/°CA for engine load of 6 bar and 7.5 bar
cases. From the discussion in the first section, a lower pressure rise rate can also be
achieved by further advancement of the injection timing. However, wall impingement
may occur when the injection timing is too early in the compression stroke, and
therefore it is not attempted. The combustion phasing and stability are shown in
Fig. 13. The change of combustion phasing follows the same trend under all the load
levels, where it first advances with the advanced injection timing, and then a reverse
trend is observed when the injection timing is further advanced. The combustion
phasing is slightly earlier under a higher load when the injection timing is the same,
which can be attributed to both a shorter ignition delay and a shorter combustion
duration. The combustion is highly unstable when the engine load is 2 bar. The COV
of IMEP is higher than 10% throughout the SOI sweep. When the load level increases
to 4 bar, the operation is more stable, and the stable operation window is about 15 °CA
from 329 °CA to 345 °CA. The operation windows of higher load conditions are
largely confined by the high-pressure rise rate at early injection timings and the
unstable combustion at late injection timings.

The pressure and heat release rate at different load levels with an injection timing of
345 °CA is shown in Fig. 14. The combustion intensity gradually decreased with the
decrease in load level as can be seen from the lower heat release profiles. The com-
bustion phasing is retarded, and the combustion duration is longer when the load is
decreased. This can be attributed to two main reasons as discussed previously: the
lower temperature and the leaner mixture. The equivalence ratios under different engine
load levels are shown in Fig. 15. The overall equivalence ratio is reduced with the
decrease of load levels so that the reaction is slower due to the lean operation. In order

ºCA
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A

Fig. 12 Ignition delay and peak pressure rise rate at different loads
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to promote the combustion under lower engine load, various approaches can be used
such as making the mixture richer by using lower boost pressure. However, when a
lower boost is used, the ignition is problematic which results in unstable combustion.
Some other approaches should be added to create a more favorable environment for the
combustion, such as intake heating, which is not discussed in this paper. For com-
bustion under higher load, the main concern is the high-pressure rise rate, which creates
rough combustion and high noise level. The reason for the high-pressure rise rate is the
excessive combustion rate. Techniques which can slow down the combustion rate are
beneficial for controlling the pressure rise rate, as reported in the following sections.
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Fig. 14 In-cylinder pressure and heat release rate at different loads
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The exhaust emissions are shown in Figs. 16 and 17. The NOx emissions are very
low under lower engine load and gradually increases with engine load. The smoke
emissions are ultralow for all the load levels. The THC and CO emissions increase with
decreased engine load, which is resulted from the incomplete combustion.

From the results of injection timing sweep under different engine loads, it can be
concluded that butanol has superior performance in reducing NOx and soot emissions
compared to diesel; however, the unstable combustion under low-load conditions and
the high-pressure rise rate with increased load are challenging for applying butanol in
compression ignition engines. The control over the injection timing alone seems
insufficient to tackle these problems.

Fig. 15 The equivalence ratio at different loads

ºCA

Fig. 16 NOx and smoke emissions at different loads
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3.3 Butanol Combustion with EGR Dilution

The high-pressure rise rate with increased engine load largely limited the operation
window of the butanol combustion. In order to suppress the high-pressure rise rate,
EGR dilution is applied to slow down the fast burning process. As shown in Fig. 18,
with the same injection timing, the combustion initiates later and the combustion
duration is longer when 30% EGR is used. Correspondingly, the intensity of the
combustion is reduced due to the suppressed reactivity by the addition of EGR. An
injection timing sweep is carried out in comparison to the 0% EGR case. The effect of
EGR on the combustion duration is shown in Fig. 19. The combustion duration is
generally prolonged in the 30% EGR case, with exceptions of very early injection
timing where the combustion in the 0% EGR case is also unstable. Due to the longer
combustion duration, the peak pressure rise rate is reduced as can be seen in Fig. 20.

ºCA

Fig. 17 HC and CO emissions at different loads
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Fig. 18 0% EGR vs. 30% EGR: in-cylinder pressure and heat release rate
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The stable operation window is narrowed with the addition of EGR; however, it can
maintain the high indicated thermal efficiency in this operation window, as shown in
Fig. 21.

The NOx emissions are further reduced with the application of EGR as can be seen
in Fig. 22. The NOx emission under 0% EGR at early injection timing window from
331 to 333 °CA is lower than the NOx emissions with 30% EGR in the same injection
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Fig. 19 0% EGR vs. 30% EGR: combustion duration
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Fig. 21 0% EGR vs. 30% EGR: indicated efficiency
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Fig. 20 0% EGR vs. 30% EGR: pressure rise rate
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timing window. This is because of the unstable combustion in the 0% EGR cases
within this time window, as can be seen from the high COV of IMEP in Fig. 21.
Meanwhile, the smoke emissions are kept at ultralow levels for both EGR ratios
throughout the injection timing sweep (Fig. 23).

Therefore, the high-pressure rise rate of butanol combustion can be mitigated by the
application of EGR. A reasonable high efficiency can be maintained in the EGR diluted
combustion, though the operation range is narrowed down. The application of EGR is
also beneficial for further reducing the NOx emissions.

The principle of the EGR application is that it can dilute the air–fuel mixture and
reduce the reactivity of the mixture. From Fig. 15 in the previous section, the air–fuel
ratio changes with increased engine load so that the requirement of EGR dilution is also
different. As can be seen from Figs. 24 and 25, with a similar amount of EGR and
combustion phasing, the increase in engine load results in increased thermal efficiency,
while the pressure rise rate also increases. Though there are fluctuations in the trend of
efficiency at load level of 6.5 bar as shown in Fig. 24, which is possibly resulted from
the slightly higher intake temperature (30 °C compared to 26 °C in other three data
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points), the general trend of increased thermal efficiency can be clearly observed. This
suggests that a higher load level can tolerate a higher rate of EGR and it requires higher
EGR ratio to suppress the higher pressure rise rate. Therefore, it is necessary to carry
out an EGR sweep to investigate the effects of increased EGR ratio on the combustion
and emission performance.

The test conditions are listed in Table 5. In this set of tests, a higher engine load
level is used, as higher load has more severe problems of high-pressure rise rate but it
can also tolerate a higher EGR ratio. A load level of 10 bar IMEP is realized with a
higher injection pressure of 1500 bar. The combustion phasing is kept constant
throughout the EGR sweep by adjusting the injection timing.

ºCA

Fig. 24 Indicated efficiency at different engine loads with the same EGR dilution ratio

ºº

Fig. 25 Peak pressure rise rate at different engine loads with the same EGR dilution ratio

Table 5 Engine operating conditions for butanol combustion test under different EGR dilution
ratios

Nominal IMEP (bar) 10 bar
Injection pressure (bar) 1500
Boost pressure (bar abs) 2
EGR (%) 24–70
Engine speed (rpm) 1500
CA50 (°CA) 365, 375, 380
Injection timing (°CA) varies
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At the engine load of 10 bar IMEP, a minimum EGR ratio of about 20% is required
to keep the pressure rise rate within a range of less than 20 bar/°CA for safety concerns.
Initially, the combustion phasing is maintained at 365 °CA and the EGR ratio is
gradually increased to further reduce the pressure rise rate. However, with the increase
of EGR ratio, the smoke emissions are drastically increased as shown in Fig. 26;
consequently, EGR ratio higher than 56% is not attempted. As reported in previous
sections, butanol generally produces ultralow smoke emissions under lower load levels.
The generation of smoke emissions under the higher load condition is due to the
change in the air–fuel ratio and in-cylinder temperature conditions. The higher engine
load provides the high temperature environment for smoke formation and the increased
fuel amount results in less sufficient mixing, both of which increase the chance for
smoke formation. When the EGR ratio is low, the formed smoke emissions can still be
oxidized; however, when the EGR ratio is further increased, the air is insufficient for
the oxidation so that increased smoke emissions are observed. In order to reduce the
smoke emissions, the combustion phasing is retarded to 375 °CA and 380 °CA,
respectively, to reduce the temperature, thus prolonging the ignition delay for better
mixing. With a later combustion phasing, the peak of smoke emissions is lower. The
smoke emissions first increase with EGR ratio and gradually decrease when EGR is
further increased. The decrease of smoke emission at higher EGR ratio is probably due
to the lowered temperature with sufficient dilution, which makes the temperature lower
than the threshold temperature of the smoke formation. NOx emissions consistently
decrease with increased EGR. Retarding the combustion phasing also benefits the
reduction of NOx emissions.

°CA

°CA

°CA

°CA

°CA

°CA

Fig. 26 NOx and smoke emissions under different EGR dilution rates
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The pressure rise rate decreases with increased EGR in all the three sets of tests as
shown in Fig. 27. The change of combustion phasing does not show obvious impact on
the pressure rise rate when the EGR ratio is low. With higher EGR dilution, the later
combustion phasing results in much lower pressure rise rate. The indicated efficiency is
stable at lower EGR ratios (less than 50%) and drops when the EGR ratio is higher than
50% in all the three sets of tests. The decrease in efficiency is mainly due to the
unstable combustion under the high dilution conditions. The effect of combustion
phasing on the indicated efficiency is more obvious. With the retardation of the
combustion phasing, the indicated efficiency drops significantly from about 42% to
39%.

It is concluded from these tests that though EGR is very effective in reducing the
peak pressure rise rate and NOx emissions, a higher EGR ratio results in negative side
effects of increased smoke emissions and decreased thermal efficiency. A trade-off
exists between these requirements. The trade-off will be more significant when the
engine load is further increased as the peak pressure rise rate will be even higher and
the air–fuel mixture will be even richer, which increases the chance for generating

°C
A °CA

°CA
°CA

Fig. 27 Peak pressure rise rate and indicated efficiency under different EGR dilution rates
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smoke emissions. The trade-off in pressure rise rate and smoke generation can be
alleviated by retarding the combustion phasing, though with the penalty of reduced
thermal efficiency.

4 Conclusions

Butanol is a promising alternative fuel to be utilized in internal combustion engines for
energy sustainability and greenhouse gas reduction. The butanol combustion also
exhibits low smoke and NOx emissions. The combustion characteristics of butanol are
significantly different from those of conventional diesel fuel due to the changes in fuel
properties. Engine tests are carried out under different load levels to investigate the
trend of butanol combustion with elevated engine load. EGR is applied to assist the
control of butanol combustion. Following conclusions can be drawn from the test
results:

1. Butanol combustion with direct injection has a much narrower window of fuel
injection timing for stable operation compared to diesel combustion. The constraints
are mainly coming from two aspects: the high-pressure rise rate when the rapid
burning of a premixed butanol–air mixture occurs close to TDC, and the unstable
combustion when the late combustion happens in the expansion stroke resulted by
either long ignition delay or late injection timing.

2. The ignition delay of butanol is much longer than that of diesel fuel, and it reduces
when the injection is gradually retarded toward TDC. The combustion phasing of
butanol is not linearly related to the injection timing. A very late combustion
phasing may be resulted when the injection timing is scheduled too early, due to the
longer ignition delay time.

3. Butanol combustion produces significantly lower NOx and smoke emissions,
though the THC and CO emissions are generally higher.

4. Constrained by the excessive pressure rise rate, the operation window of butanol
combustion is narrower when the engine load is increased from 2 bar to 7.5 bar
under zero percent EGR. Near-zero smoke emissions are produced in all the cases,
while NOx emissions slightly increase with engine load.

5. With the application of EGR, the pressure rise rate and NOx emissions are effec-
tively reduced.

6. Though EGR is effective in reducing the pressure rise rate, increased EGR ratio
results in increased smoke emissions under higher engine loads. The trade-off
between pressure rise rate and smoke emissions limited the further increase in
engine load with the single-shot injection strategy.
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Abstract. Crossflow hydroturbines are simple and cheap to manufacture. This
work is part of a program to improve the design methodology of small crossflow
hydroturbines for remote power systems in developing countries. Adhikari and
Wood (2018) showed that the exit arc—the circumferential extent of the flow
exiting the runner—is typically half the length of the entry arc, hs, of the flow
entering the runner. Negative gauge pressures are thus required in the exiting
flow to achieve high efficiency. Here, we investigate increasing hs to reduce the
negative pressures and the influence on cavitation which begins on the blades
near the exit. The influence of hs is studied using computational fluid dynamics
simulation of two turbines whose performance has been measured experimen-
tally. No evidence of cavitation was found in the 0.53 kW turbine (efficiency
η = 88%, flow rate Q = 46 lps, and head H = 1.337 m) at any operating speed,
whereas significant cavitation was found at maximum efficiency (η = 91%) in
the improved design of the 7 kW turbine (original η = 69%, Q = 105 lps, and
H = 10 m). The extent of cavitation decreased as hs was increased but this also
decreased η from 91% to 87%. Changes in radius ratio and inner blade angle
decreased significantly the size of cavitation inception region with only a small
decrease in maximum efficiency. Finally, redesigning the turbine for reduced
H = 8 m and Q = 94 lps avoided cavitation while achieving a similar maximum
efficiency of 89.3%. Nevertheless, it may be possible to avoid cavitation through
investigation of an optimum combination of geometrical parameters but this
would require a considerable computational effort which probably should be
guided by experiment.

Keywords: Crossflow turbine � Efficiency � Entry arc � RANS simulation
Cavitation inception

Nomenclature

b1 Runner entry flow angle (rad or degrees)
b1b Outer blade angle (rad or degrees)
b2b Inner blade angle (rad or degrees)
H Turbine head (m)
h0 Nozzle throat (m)
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h(h) Nozzle rear wall from the runner tip, R(h)–R1, (m)
Nb Number of blades
Q Flow rate through turbine (lps)
Qmax Maximum (design) flow rate (lps)
R(h) Radius of nozzle rear wall (m)
R1 Outer radius of the runner (m)
R2 Inner radius of the runner (m)
p Local static pressure (Pa)
pv Saturated vapor pressure (Pa)
U0 Nozzle inlet velocity (m/s)
W Nozzle and runner width (m)
W˙ Turbine power (kW)
x Runner angular speed (m/s)
hs Entry arc (rad or degrees)
η Turbine efficiency (%)
q Water density (kg/m3)

1 Introduction

Many small, remote hydropower systems in developing countries employ crossflow
turbines due to their inherent simplicity of manufacture and low cost. Other turbine
types such as Pelton and Francis, however, can easily achieve a maximum efficiency
above 90% operating at moderate to high head H, whereas crossflow turbines typically
reach less than 85% at low to moderate head. The work described here is part of a
program to improve the efficiency of crossflow turbines while maintaining their sim-
plicity and low cost.

As can be inferred from Fig. 1, the turbine nozzle accelerates the flow. Water then
enters the runner at a flow angle b1 that must match the blade inlet angle b1b. Adhikari
and Wood (2017) showed that the nozzle should be designed to convert H into kinetic
energy at the runner entry. This principle leads to a simple equation for the nozzle
geometry, but does not fix the nozzle entry arc hs. Adhikari (2016) used this
methodology to redesign the 7 kW turbine of Dakers and Martin (1982) with a mea-
sured efficiency η = 69% to achieve η = 91%. The original turbine had hs = 69◦ which
was altered to 80◦ during the redesign. The 0.53 kW turbine of Desai (1993) with a
maximum η = 88% could only be improved marginally, largely because the original
nozzle effectively converted H to kinetic energy. Desai’s turbine had hs = 90◦. Neither
reference explained the choice of hs, and no systematic study of the effect of hs on
performance is available in the open literature. We show in the next section that the
height of the nozzle throat, h0, must be altered if hs is changed.
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The crossflow turbine is unique in that the flow passes twice through the runner.
Only a part of the power is extracted by the “first stage” in Fig. 1. Then the water
traverses the inner airspace and enters the “second stage” where the remainder of the
power is extracted. Approximately, 25% of the blades interact with the water at any
time, so the remaining section of the runner is exposed to ambient air. It is necessary to
undertake detailed computational fluid dynamics simulations of the turbine to deter-
mine the relative power extraction of the two stages as it would be almost impossible to
do this experimentally. If the turbine is efficient, then no angular momentum leaves the
second stage (Adhikari and Wood 2018), which, in turn, constrains the exit arc; he �
0.5hs. This has at least two consequences. First, if hs � 90◦, then the angular extent of
the entering and exiting flow is less than 180◦ and the simulations of Adhikari and
Wood (2018) show that the two stages are contiguous. This allows the possibility of
building dual nozzle crossflow turbines to double the power density. Second, the exit
radial velocity is high and so the only way that a small amount of energy leaves the
runner is for the gauge pressure in the second stage to be negative. This raises the
possibility of cavitation at high efficiency. Cavitation in crossflow turbines has only
been studied by Adhikari et al. (2016) in their simulations of the inefficient 7 kW
turbine. As expected, cavitation started on the suction surface of the blades near the
entry to the second stage.

The aim of this paper is to explore the effects of varying hs on crossflow turbine
performance and to investigate cavitation at conditions around maximum efficiency.
We used steady Reynolds-averaged Navier–Stokes (RANS) simulations with two-
phase homogeneous flow with free-surface effects between water and air, in which
RANS equations were solved for both fluids. The SST k − x turbulence model pro-
vided satisfactory results for predicting the turbine performance, which was validated
through comparison with experimental results. The details of the CFD and experi-
mental results can be found in Adhikari and Wood (2017). The next section describes
the changes required to accommodate a change in hs and the method by which the
inception of cavitation is determined. The following section describes the effects of
changing hs on the performance of the 0.53 kW turbine for which no cavitation was
found, and the improved 7 kW turbine in which cavitation occurs in the second stage at
maximum efficiency. The final section contains the summary and conclusions.

2 Nozzle Design and Size of the Entry Arc

The simple equations of Adhikari and Wood (2017) assume uniform flow in the nozzle
of width W, which is the same width as the nozzle and runner, and uniform velocity at
the throat, U0. With an outer blade radius, R1, the conversion of H to kinetic energy at
runner entry requires

gH ¼ U2
0

2
1þ h20

R2
1h

2
s

 !
ð1Þ
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which can be rewritten in terms of the flow rate Q, as

2WgH
Q2 ¼ 1

h20
þ 1

R2
1h

2
s

ð2Þ

All terms on the left are independent of hs, so h0 must be altered if hs changes. This, and
the associated change in the nozzle rear wall shape, h(h), was done in a series of
simulations of the 0.53 kW turbine for hs = 80◦, 85◦, 90◦ and 105◦.

The influence of hs on the performance of the 0.53 kW turbine was investigated by
examining the runner total entry velocity, flow angle, and the percentage power
extraction in the first and second stages. The onset of cavitation was also investigated
for both turbines. For the 7 kW turbine of Dakers and Martin (1982), the number of
blades, Nb, and the outer and inner blade angles were altered as described in Adhikari
and Wood (2018) to increase η from 69% to 91%. The computational study of cavi-
tation by Adhikari et al. (2016) considered only the original 7 kW turbine, which was
experimentally studied by Dakers and Martin (1982), and we are aware of no other
investigations of cavitation for crossflow turbines. In Adhikari et al. (2016) and here,
cavitation occurs when the local pressure, p, falls to the saturated vapor pressure of
water, pv. A further reduction of p increases cavitation but the development of cavi-
tation requires a more sophisticated multiphase flow model than the one used here.

Fig. 1. Schematic illustration of key geometric parameters of crossflow turbine
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3 Results and Discussion

3.1 0.53 KW Turbine

Computations were conducted for hs = 80, 85, 90, and 105◦. The original turbine had
hs = 90◦, at which η = 88% (Desai 1993). h0 was adjusted according to Eq. (2). This
change alters the relationship between the radial and circumferential velocities at runner
entry which should be matched by a change in the blade inlet angle. No change,
however, was made to the geometry of the runner for these initial calculations.
Alternatively, xopt for maximum efficiency should be changed; from Eq. (2) of
Adhikari and Wood (2018), xopt � h20. Calculations were conducted at the experi-
mentally and computationally determined xopt = 199.1 RPM for hs = 90◦, which are
shown as the blue diamonds in Fig. 2. The green diamonds show η with the speed
altered by Eq. (2). For each hs, the rear wall profile R(h) was determined using the
nozzle design methodology presented in Adhikari and Wood (2017). It is noted that the
comparison between the CFD and experimental measurements could be made only for
the original hs = 90◦ (Desai 1993). It is evident that the effect of hs on runner efficiency
is significant over the range hs = 80-105◦ and that the designers of the 0.53 kW turbine
made an excellent choice for hs and the matching runner geometry. Unfortunately,
Desai (1993) gave no reasons for that decision. The efficiency can be examined in
terms of total inlet velocity, flow angle b1, and percentage stage power as follows.

75 80 85 90 95 100 105 110
75

80

90

Runner entry arc (θs)

CFD−199 RPM
CFD−optimum spe ed
Experiment: Desai (1994)

85

Fig. 2. Influence of runner entry arc angle hs on runner efficiency. The change in hs for the same
runner changes the runner entry velocity, flow angle, and the number of blades extracting the
power in the first and second stages
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The power extracted by the blades in the two stages is shown in Fig. 3 for hs = 80◦.
Significant negative power was found in the second stage, and the first-stage extraction
is lower compared to the case at hs = 90◦ shown in Fig. 8 of Adhikari and Wood
(2018). This is the main reason for the lower performance of the runner.

Figure 4 compares the percentage power extraction in the first and second stages
for different hs. At the maximum η, for hs = 90◦, the first stage extracted about 69% of
total power. For hs = 105◦, the first-stage power extraction has increased but the
maximum runner efficiency has decreased. Similarly, for hs = 120◦, the first-stage
power as well as the maximum runner efficiency has decreased significantly. For
hs < 90◦, the first-stage power has increased as hs decreases. This implies that there is
an optimum hs for the first-stage power extraction at which the runner achieves
maximum efficiency. These results demonstrate that a particular value of hs maximizes
the runner performance but it must be optimized in conjunction with other design
parameters, principally the inlet blade angle, to achieve maximum runner efficiency. In
other words, there is a particular hs at which the total inlet velocity is approximately
constant at the value representing the total conversion of H into kinetic energy, and
where b1 matches closely to the outer blade angle b1b.

Figures 5 and 6 show the water velocity contours for hs = 80◦ and 105◦, respec-
tively. There is no flow separation for the lower hs but there is a significant separation
in the first stage for the larger hs. The reason can be seen from Figs. 7 and 8 which
compare b1 to b1b. For hs = 105◦, b1 is too large for most of the entry arc. Interestingly,
there is little difference in he for the large change in hs between these two figures. It is
likely that the reduced η (relative to hs = 80◦) is the reason.

To determine whether the flow in the runner is cavitating or not, the absolute
pressure was plotted at maximum efficiency points. In all the cases considered for the
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Fig. 3. Stage performance at entry arc angle hs = 80◦. There is a significant portion of negative
power at the second stage
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0.53 kW turbine, the lowest absolute pressure in the runner was above 58 kPa, whereas
cavitation occurs at the water vapor pressure of 3.17 kPa at 25 ◦C. So the runner is free
of cavitation in all the cases. It is, however, interesting to note that as hs increased from
90◦, the lowest absolute pressure in the runner decreased slightly.

3.2 Improved 7 KW Turbine—Cavitation

The 7 kW turbine with a maximum efficiency of 69%, measured by Dakers and Martin
(1982), was improved by Adhikari (2016) and Adhikari and Wood (2018) using
numerical simulations with reference to the good practice of the 0.53 kW turbine
investigated above. The improved version of the 7 kW turbine has a maximum effi-
ciency of 91%. Adhikari et al. (2016) showed that cavitation in the original turbine
occurred near the entrance to the second stage; the details of which are given in
Adhikari et al. (2016). Cavitation in the improved turbine is discussed here. Figure 9
shows the important finding that cavitation begins near the leading edge of three blades
in the second stage at maximum efficiency (η = 91%), which is similar to that of the
original turbine. The mean water velocity vectors, not shown here, indicated that
cavitation started within a region of separated flow. In practice, it is essential to avoid
cavitation and maintain a high maximum efficiency. We investigated the influence of a
number of turbine geometrical parameters on cavitation inception, while attempting to
avoid a reduction in the maximum efficiency (91%). The parameters investigated are
the entry arc hs, number of blades Nb, radius ratio R2/R1, inner blade angle b2b, and
outer radius R1. The results are briefly summarized here.
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Fig. 4. Influence of runner entry arc angle hs on runner stage performance at maximum
efficiency. Maximum efficiency occurs at hs = 90◦
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Since hs influences cavitation as discussed above for the 0.53 kW turbine, hs was
increased from the optimum value of 80◦ to 90◦. hs = 90◦ decreased the size of
incipient cavitation region as shown in Fig. 10, but this was accompanied by a decrease
in the maximum efficiency, from 91% to 89.7%.

As Nb influences separation from the blades, and by inference, the inception of
cavitation, Nb, was reduced from 30 to 20. As expected, cavitation was considerably
reduced by being confined to one blade, but not fully avoided as shown in Fig. 11.
Also, the efficiency decreased to 87%.

Similarly, as the inner to outer radius ratio R2/R1 is related to blade chord length
and radius, it should have an influence on cavitation inception. So R2/R1 was increased
from the original optimum value of 0.67 to 0.68, which significantly decreased the size
of incipient cavitation region, in comparison to hs or Nb, but did not fully avoid
cavitation. In the interests of brevity, these results are not shown. More importantly, the
efficiency decreased only marginally from 91% to 90.3%.

In the next series of simulations, for R2/R1 = 0.68, b2b was increased from 90 to
92.5◦. The objective was to minimize the flow separation at the entry to the second
stage by reducing the difference between the flow angle and b2b. This combination of

Fig. 5. Contours of mean water velocity at hs = 80◦. There is no flow separation on the runner
blades
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Fig. 6. Contours of mean water velocity at hs = 105◦. There is a significant flow separation on
the suction sides of the first-stage blades

Fig. 7. Entry flow angle b1 compared to the outer blade angle b1b at hs = 80◦
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Fig. 8. Entry flow angle b1 compared to the outer blade angle b1b at hs = 105◦

Fig. 9. Cavitation at maximum efficiency [η = 91%, xopt = 500 RPM, hs = 80◦]. The pressure
contours up to the water vapor pressure 3.17 kPa show the extent of incipient cavitation near the
entry of second stage blades

Nozzle Entry Effects and Cavitation Inception 89



changes to the design parameters confined cavitation to a smaller region than any of the
above actions, with only a small decrease in efficiency, from 91 to 90.1%. However,
cavitation was not fully eliminated. Likewise, when R1 was increased from 158 to
160 mm, the size of cavitation region was not altered.

The above results indicate that totally avoiding cavitation while maintaining
maximum efficiency could not be achieved. It may be possible to avoid cavitation
through investigation of a combination of changes to the geometrical parameters but
this would require a considerable computational effort which probably should be
guided by experiment. Alternatively, Adhikari et al. (2016) showed that reducing the
head H from 10 to 8 m avoided cavitation inception while maintaining the similar
maximum efficiency in the original 7 kW turbine. Therefore, simulations were con-
ducted by modifying the turbine design for H = 8 m and Q = 94 lps, following the
nozzle design method outlined in Sect. 2, without altering the runner design. Cavitation
did not occur at maximum efficiency, which was 89.3%, only slightly lower than the
baseline design (91%).

Fig. 10. Cavitation at maximum efficiency [N = 500 RPM, hs = 90◦]. The pressure contours up
to the water vapor pressure 3.17 kPa show the extent of incipient cavitation near the entry of
second stage blades
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4 Summary and Conclusions

This chapter shows that there is a complex interaction between some of the important
design parameters of crossflow hydroturbines, the efficiency and tendency toward
cavitation. Two turbines were studied: a 0.53 kW one with a measured maximum
efficiency of 88% and a 7 kW whose original efficiency was 69%. By a combination of
computational fluid dynamics analysis and reference to the more efficient turbine, we
were able in previous work to redesign the nozzle and runner to increase the efficiency
of 7 kW turbine to 91%. The 0.53 kW turbine always operated well away from cav-
itation and this was not changed when the entry arc of the nozzle was altered with the
aim of altering the negative gauge pressures in the second stage. Without adjusting the
runner geometry or the operational speed, the efficiency of the 0.53 kW turbine reduced
when the entry arc was altered from the original value of 90◦.

We have shown for the first time that cavitation can occur in a turbine operating at a
maximum efficiency of around 91%. The interaction of the number of blades, entry arc,
radius ratio, and inner blade angle with the extent of cavitation inception and maximum
efficiency was studied. It is shown that reducing the number of blades reduces the
extent of cavitation but also lowers the maximum efficiency. Changes in radius ratio
and inner blade angle decreased significantly the size of cavitation inception region
with only a small decrease in maximum efficiency. Finally, redesigning the turbine for
reduced head and flow rate avoided cavitation while achieving a similar maximum
efficiency. Nevertheless, it is emphasized here that it may be possible to avoid

Fig. 11. Improved 7 kW turbine: cavitation on a blade at the second stage for Nb = 20
(maximum efficiency = 87%)
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cavitation through a detailed investigation of the optimum combination of geometrical
parameters, but it requires a considerable amount of computational effort. It is likely
that experimental studies are also needed.
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Abstract. Solar energy being intermittent in nature can provide a sustainable,
steady, and high-density energy source when converted into electrolytic
hydrogen. However, in the current photovoltaic market trend with 99% con-
ventional single junction PV panels, this cannot be achieved efficiently and
economically. The advent of the multi-junction solar cells (MJCs), with cell
efficiency exceeding 46%, has yet to receive widespread acceptance in the
current PV market in form of concentrated photovoltaic (CPV) system, because
of its system design complexity, limiting its application scope and customers.
The objective of this paper is to develop a low-cost compact CPV system that
will not only eliminate its application and installation-related restrictions but it is
also introducing a highly efficient and sustainable photovoltaic system for
common consumer, to convert intermittent sunlight into green hydrogen. The
developed CPV system negates the common conviction by showing two times
more power output than the flat plate PV, in the tropical region. In addition,
sunlight to hydrogen conversion efficiency of 18% is recorded for CPV, which is
two times higher than alone electricity production efficiency of flat plate PV. As
concentrated photovoltaic (CPV) system can operate at �1000 concentration
ratio, therefore, such high concentration ratio requires heat dissipation from the
cell area to maintain optimum temperature. With such heat recovery, the hybrid
CPVT system has shown solar energy conversion efficiency of 71%.

1 Introduction

The global warming circumstance of 1.5 °C rise in the average ambient temperature
[1–5] is deemed inevitable due to the excessive emission of greenhouse gases such as
carbon dioxide [2]. Today, the renewable energy contributes only about 6.7% of the
global energy demand [3]. The reason for the slow implementation of renewable
energy sources can be attributed to their vulnerability to intermittency, low-energy
density, and localized availability that makes these energy sources mediocre as
compared to the conventional fossil fuel-based sources. Among all renewable sources,
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the solar energy has the highest potential [4] in meeting a significant portion of the total
energy demand of future and for such energy sources to achieve sustainability, its
energy quality and supply continuity are to be improved [5].

Current photovoltaic (PV) systems for electricity generation, available hitherto,
comprise the stationary single junction silicon-based solar cells such as monocrys-
talline, polycrystalline, and thin films [6, 7] with more than 98% share of photovoltaic
market. Although such cells have a theoretical limit of 31% efficiency, the actual long-
term electricity rating is merely less than 8% [8]. The advent of the third-generation
multi-junction solar cells (MJCs), with the instantaneous cell efficiency exceeding 46%
[9] (but the quantum limit is 86%), has yet to receive widespread acceptance in form of
concentrated photovoltaic (CPV) system, in the current PV market because of its
system design complexity in application. Conventional gigantic (big size) CPV systems
require massive structures and open land spaces, limiting its application scope and
customers. It is not simple to have compact CPV design as it demands more units of
solar trackers or control hardware and they demand very high degree tracking accuracy
as high as 0.1o. Therefore, if the cost of the solar tracking units cannot be reduced, then
the compact CPV concept cannot compete with the conventional gigantic (big size)
CPV design, however, without compromising on the required tracking accuracy.

On the other hand, despite high-grade energy production as electricity, it is still
intermittent and requires energy storage for steady power supply, while electrochemical
storage in form of battery does not make solar energy as a viable option to replace
fossil fuels [10]. Electrolytic production of hydrogen by splitting water using solar
electricity not only provides a portable green energy but also acts as high-density
energy source, more than just energy storage [11, 12]. The by-product oxygen has
many useful applications ranging from green disinfectant ozone to direct consumption
in oxygen-based processes. Although hydrogen production from solar energy has been
reported to have very high efficiency, recent literature of NERL reported that the
conversion of sunlight into hydrogen has achieved a “world record” of 16.2% via a
photo-electrochemical (PEC) water-splitting process [13], which surpassed the previ-
ous record of 14% of Fraunhofer ISE and the California Institute of Technology [14,
15]. However, to be a sustainable energy source, the production efficiency must be very
high to meet the energy demand. The present study focuses on the utilization of the
highly efficient CPV technology for the production of hydrogen as solar energy storage
and sustainable future fuel. On the other hand, due to operation under high concen-
tration, there is a lot of heat dissipation by MJC, which can be recovered for low-
temperature solar thermal applications.

We propose to have compact and low-cost CPV system which can exploit the scale
of mass production methods and can be placed on rooftop or open field applications.
The proposed compact and low-cost CPV design approach will eradicate the gigantic
design complexities, with market boost by enabling it to tap one of the biggest
potentials of rooftop installation by common user, which current commercial CPV
systems are not capable to do. Such proposed compact design will be utilized to
develop a CPV-hydrogen/oxygen system to meet the sustainable future energy goals
using solar energy. The produced hydrogen will be stored for ease, which acts as a
portable energy to readily convert it back to electricity using a fuel cell. Oxygen (O2)
can be used to produce a disinfectant Ozone (O3) for its oxidation/cleaning potential.
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Such system will not only target domestic sector but majorly the industrial sector
depending upon their use, by utilizing existing rooftop space with expected sunlight to
electricity efficiency of 28%, sunlight to hydrogen efficiency of 18% and sunlight to
electricity/thermal efficiency of 71%.

2 Compact CPV Field Configuration

In order to reduce overall hardware requirements of solar trackers, especially the
electronic modules needed for conventional astronomical solar tracking, the position of
the sun for initial guess of the solar tracker will be obtained by solar geometry model
[16–18] based upon the latitude, longitude, date, and time of the tracker location.
Azimuth and zenith are the two solar angles which are used to define the position of the
sun, as given by Eqs. (1A) and (2).

If x > 0,

ha ¼ 360� 90þ cos�1 sin d� sinð90� hzÞ sin/
cosð90� hzÞ cos/

� �
ð1AÞ

If x < 0,

ha ¼ 90þ cos�1 sin d� sinð90� hzÞ sin/
cosð90� hzÞ cos/ ð1BÞ

and

hz ¼ cos�1 sin/ sin dþ cos/ cos d cosxf g ð2Þ

where ø, x, and d are latitude, hour, and declination angles, respectively.
These solar position coordinates will be distributed to the entire CPV field of slave

trackers with low-cost wireless transceivers of Zigbee modules, Fig. 1. In this entire
network, the central microcontroller will act as master which will send the coordinates
of the position of the sun and the CPV trackers will act as slave to follow the received
solar position as per their stage-1 tracking to guess their initial position. Therefore, we
can reduce the expensive electronic module requirements of the overall CPV field with
reduced cost as only master microcontroller will be equipped with such units to act as a
central information transmitter. For communication between Zigbee modules, Eqs. (3)
and (4) are used to assign names to certain control box in CPV field, as explained
in [19].

Cskip ¼ 1þCm Lm � d � 1ð Þ if Rm ¼ 1; for; d\Lm ð3Þ

Cskip ¼ 1þCm � Rm � CmR Lm�d�1ð Þ
m

� �
1� Rm

; otherwise; for; d\Lm ð4Þ
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3 Twin Lens Collimator-Based Solar Tracking Sensor

In order to ensure the tracking accuracy required by the CPV module, i.e., 0.1o, each
tracker is equipped with solar feedback sensor, Fig. 2, which accounts for the fine
adjustments of the individual tracker position in case of small difference in the solar
position and the actual position of the tracker. In order to design a low cost but highly
accurate and sensitive solar feedback sensor, an optical collimator with dual lens is
used with an array of ordinary photo-sensors. In its simple form, the solar feedback
sensor is designed to have a collimated bright spot at the center of the photo-sensor
array. With the induced tracking error, the bright spot shifts from the center, and if
tracking error exceeds the required tracking accuracy, the solar feedback sensor is
aligned with the tracker such that the bright spot hits any of the photo-sensor in the
array. The feedback sensor then gives the feedback signal as high, indicating tracking
error and the tracker is adjusted such that the bright sport again comes in the center of
the photo-sensor array. Another advantage of concentrated bright spot is to hit the
photo-sensor with light intensity larger than their saturation limit and in such case, the
sensor can only give extreme high or extreme low output. As a result, we can use any
ordinary photo-sensor in binary mode by avoiding its nonuniform response under the
same light intensity.

4 Prototype of Compact CPV with Hydrogen System
and Testing Methodology

By adopting the novel and low-cost solar tracking strategies, the prototype of compact
CPV system is developed using triple junction InGaP/InGaAs/Ge solar cell and such a
compact CPV system is then be used to build a pilot setup of CPV-hydrogen/oxygen

Fig. 1 Master–slave configuration for compact CPV
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system to produce hydrogen and oxygen by electrolytic splitting of water through
proton exchange membrane (PEM) electrolyzer, Fig. 3. The main reason to use PEM-
based electrolyzer is to have high purity of the gases without any extra energy intensive
separation processes. The produced hydrogen and oxygen are compressed to be stored
into portable cylinders for further use such as fuel cell or as disinfectant. Such a
developed system will be able to be installed anywhere either rooftop or open field, for
domestic, commercial, or industrial use, to make solar energy as sustainable energy
source with steady power production. The performance of the CPV-hydrogen/oxygen
system is analyzed in terms of conversion efficiency as the performance parameter for
each component of the system is recorded through central data logging unit.

Fig. 2 Twin lens collimator-based solar tracking sensor

Fig. 3 Prototype of compact CPV with hydrogen system
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Based upon the energy received by the CPV system, overall sunlight to hydrogen
efficiency can be calculated as

gEL ¼ _nE;H2237200
IE:UE

¼ gEF1:23NEC

UE
ð5Þ

gSTH ¼ Pout

Pin;solar

_nE;H2237200
� �

PCPV
gCPV

� � ¼ gEFIE1:23NEC

PE
gCPV

� � ¼ gEFIE1:23NEC

UEIE
gCPV

� � ¼ gCPV
gEF1:23NEC

UE

ð6Þ

The electrical power output of the CPV system is the same as the electrical energy
input of the electrolyzer. The thermal power output of the CPV system is given by
Eq. (7).

Qth ¼ ðIb � Acon � gopÞ � PCPV
� 	� ð1� QlossÞ ð7Þ

Therefore, the efficiency of CPVT system can be calculated as

gCPVT ¼ Pout�CPVT

Pin;solar
¼ PCPV þQth

Ib � Acon
ð8Þ

In order to calculate the long-term efficiency of the system in form of total energy
output against total energy input, the average efficiency of the system can be calculated
as [20]

gDNI ¼
Electrical Rating
Solar DNI Input

¼
Pt
i¼1

VCPV :ICPVð Þi� VCPV :ICPVð Þi�1
2�AC


 �
 �
� 365

m

� �

Pt
i¼1

Ibð Þi� Ibð Þi�1
2


 �
 �
� 365

m

� � ð9Þ

5 Results and Discussion

The performance of the developed compact CPV-hydrogen/oxygen system is analyzed
for whole day operation with received direct normal irradiance (DNI), as shown in
Fig. 4. First, it can be seen that the system showed maximum CPV efficiency of 28%,
which is decreasing with a decrease in direct normal irradiance (DNI). The decrease in
CPV efficiency is due to the increase in the concentration at cell area, which causes an
increase in cell operating temperature. It can be seen that CPVT efficiency of 71%
maximum is recorded, which is almost stable throughout the day. With the increase in
direct normal irradiance (DNI), as CPV efficiency drops with an increase in cell
temperature, the thermal recovery increases. Therefore, the overall efficiency of CPVT
system is almost steady throughout the day.
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For CPV-hydrogen/oxygen, a maximum sunlight to hydrogen (STH) efficiency of
18% is recorded, which decrease with increase in temperature. It can be seen that the
decrease in STH efficiency is due to the decrease in the electrolyzer efficiency. From
Eq. (5), it is clear that the efficiency of the electrolyzer is inversely proportional to it
operating voltage. As the CPV electricity is directly supplied to the electrolyzer,
therefore, with an increase in direct normal irradiance (DNI), the power output of CPV
increases and so as the operating voltage of electrolyzer. That is why, electrolyzer
efficiency is decreasing with an increase in direct normal irradiance (DNI).

Figure 5 shows the long-term field performance of CPV system and compares it
with conventional PV systems installed in tropical weather condition of Singapore [21],
in terms of its electricity and hydrogen production. The presented data show that CPV
has double the capacity of power production than conventional PV system, even in
tropical weather conditions which are not considered suitable for CPV operation as it
can only respond to beam radiations and tropical weather conditions have less share of
beam radiations in received solar energy. In addition, it can also be seen that the CPV
production boost to three times the conventional PV output in desert field condition,
which is due to larger share of beam radiations in the desert area. However, from
hydrogen production point of view, CPV has hydrogen production potential of 5-9
kg/m2/year which is also two to three times the potential of conventional PV. In the
current study, CPV-hydrogen system is presented as a future sustainable energy source
with promising production potential and the CPVT system can achieve as high as 71%
solar energy conversion efficiency, depending upon its application.

Fig. 4 Performance curves for CPV, CPVT, and CPV-hydrogen system.
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6 Conclusion

A design of compact CPV system is presented with in-house built solar tracker sensor
and master–slave field configuration, to achieve overall less system cost without
compromising the accuracy of the system. The system is designed to handle the
installation-related limitations of conventional gigantic (big size) CPV, which will
boost the CPV installations in the rooftop of buildings like conventional PV. In
addition, overall 71% solar energy efficiency, 28% electrical efficiency and 18%
hydrogen production efficiency shows huge performance potential of CPV than con-
ventional PV. For CPVT application with 71% efficiency, although the whole energy
cannot be utilized in high grade energy applications, it can be properly utilized with
effective heat recovery system applications. With such huge potential and the energy
efficiency, concentrated photovoltaic (CPV) can provide a sustainable solar energy
system for future green environment. In addition, such compact CPV system will boost
the urban rooftop installation of CPV and so as its market share. This study also proves
that the feasibility and potential of CPV is the tropical weather conditions.
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Abstract. Passively enhancing the convective cooling of solar photovoltaics
(PV) panels by the prevailing atmospheric wind is possibly the simplest and yet
an effective means to boost solar energy production. Among the numerous ways
to promote turbulent convective cooling, the conventional tripwire concept is
straightforward to implement. The square wire with sharp edges placed at
varying angles of attack is explored for its effectiveness in augmenting the
convective cooling of a surrogate PV panel. Specifically, the heat transfer per-
formance over an approximately constant temperature flat plate downstream of a
4 mm2 wire, placed at 6 mm from the flat surface, with 15° to 75° attack angle is
scrutinized in a wind tunnel at 5 m/s wind velocity. The resulting local Nusselt
number enhancement is explained in terms of the perturbed turbulent flow
characteristics, detailed using a triple-wire constant-temperature hot wire.
A higher level of turbulence along with more energetic and larger energy-
containing eddying motions are captured behind the 60° attack angle wire,
contributing to the most efficacious cooling of the surrogate PV panel. These
results translate into 2–3% increase in the PV panel energy output.

Nomenclature

A Area of the PTFE plate
D Width of the square wire
E Uncertainty
F Frequency
GT Solar irradiance
h Heat transfer coefficient
Kair Thermal conductivity of air
KPTFE Thermal conductivity of PTFE plate
Re Reynolds number
Nu Nusselt number
Nu0 Nusselt number without the square wire
P Electric power output
P0 Electric power output without the square wire
PTFE Polytetrafluoroethylene
PV Solar photovoltaics
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Qconvection Convective heat transfer
Qradiation Radiation heat transfer
Qtotal Total heat transfer
St Strouhal Number
Tair Temperature of the ambient air
Tc Cell temperature of PV panel
Tbottom Temperature of the bottom surface of the PTFE plate
Tref Reference temperature
Ttop Temperature of the top surface of the PTFE plate
Ttop;0 Temperature of the top surface of the PTFE plate without the wire
Twall Wall temperature of the wind tunnel
tPTFE Thickness of the PTFE plate
Tu; Tv; Tw Turbulence intensity in X, Y, and Z direction, respectively
U;V ;W Instantaneous velocity in X, Y, and Z direction, respectively
�U; �V ; �W Time-averaged velocity in X, Y, and Z direction, respectively
U1 Free stream velocity in X direction
u; v;w Instantaneous fluctuating velocity in X, Y, and Z direction,

respectively
urms; vrms;wrms Root mean square velocity in X, Y, and Z direction, respectively
X Streamwise direction
Y Widthwise direction
Z Vertical direction
b Temperature coefficient
e Emissivity
g Electric efficiency
gref Efficiency at reference temperature
H Square wire attack angle
K Integral length scale
k Taylor microscale
m Kinematic viscosity
s Temporal distance
sK Integral time scale
sk Taylor time scale

1 Introduction

Global energy needs will expand by 30% from 2017 to 2040. Among worldwide end-
uses of energy, the demand of the electricity keeps rising, making up 40% of the
increase in final consumption to 2040 [1]. To meet the rising demand of the electricity
and the challenge of decarbonising power supply, the global investment in electricity
has already overtaken that of oil and gas in 2016. Among others, due to the rapid
development of solar photovoltaics (PV), solar energy has the potential to become the
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largest source of low-carbon capacity by 2040, by which time the share of all
renewables in total power generation will reach 40% [1].

The power output efficiency of PV panels is influenced by solar irradiance and their
cell temperature. For PV panels with polycrystalline modules, the efficiency can drop to
9.1% if cell temperature is above 60 �C [2]. Thus, much effort has been invested in
finding better ways to keep PV panels cool. The numerous attempts can be divided into
two groups; active versus passive cooling approaches. Drawing water across the back
of the PV panel is an effective means. For example, Baloch et al. [3] investigated the
effect of converging angle of water cooling channel on PV cooling and concluded that
the two-degree angle was observed to have the best thermal performance, which
reduced cell temperature from 71 �C to 45 �C, and improved power output by 35.5% in
the month of June. An experimental study of a novel PV cooling technique with water
spray was conducted by Nizetic et al. [4]. Their results showed that it was possible to
achieve an increase of 16.3% in electric power output on a summer day, by reducing
the PV panel temperature from 52 �C up to 24 �C. Moreover, Bhattacharjee et al. [5]
investigated the back surface cooling approach with different designs of heat-absorbing
pipe (semi-oval serpentine, circular spiral, and circular spiral semi-flattened). They
found that the circular spiral-shaped semi-flattened copper pipe showed the best per-
formance and helped the maximum power of the panel increase by 16.8% (from 22.6 to
26.39 W). However, the active techniques mentioned above require external power.

Due to the considerations of overall power conservation and cost, many passive
PV-cooling techniques have also widely been explored. For example, Rajput and Yang
[6] investigated the cooling effect of a clear coated aluminum heat sink. It was
determined by their study that natural convection was present from the heat sink facing
downwards, reducing temperature by 25 �C given an 88:1 �C PV panel. Also promising
is the passive technique of enhancing convective heat transfer, as turbulent generators
have drawn great attention in recent years. For example, Fouladi et al. [7] investigated
the turbulent flow behind a finite-height perforated plate and concluded that the tur-
bulent flow was not in its continuous decay mode with downstream distance due to the
interference of the flow over the upper edge of the perforated plate, resulting in an
increase of turbulence intensities with downstream distance at some points, which is
helpful to enhance convective heat transfer. Subsequently, they explored the effect of
the triangular rib and the square rib on a flat plate [8, 9]. They found that the rib caused
a larger boundary layer and a higher level of turbulence intensity in the area close to the
wall, which are predicted to affect the heat transfer from the surface. Moreover, Wu at
el focused on the studies about the turbulent flow behind a delta winglet [10, 11], and
illustrated that vortices were observed downstream of the winglet, resulting in a higher
level of turbulence, which is expected to have a higher heat transfer rate than that
associated with the base flat plate case.

Among different type of turbulence generators, the studies about the ribs were
widely developed due to their structural simplicity. Marumo et al. [12] investigated the
turbulent heat transfer in a flat plate behind a cylinder and found that the gap between
the cylinder and the plate was helpful for heat transfer in the near wake. Wang and
Sundén [13] studied the heat transfer behind the truncated ribs, and concluded that the
vortices generated from the end effect was able to sweep cooler fluid towards the wall,
resulting in a better heat transfer in the close-rib region. In another study, the rib shape
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effect on heat transfer was explored by Kamali and Binesh [14], which illustrated the
trapezoidal shaped rib had a better heat transfer performance than others. Subsequently,
an experimental investigation associated with the effect of the trapezoidal rib cham-
fering angle on the heat transfer was conducted by Ali et al. [15], which points out the
changing angle had an influence on the location of separation and reattachment, and the
resulting augmentation of heat transfer. Besides, the arrangements of the rib also draw a
great deal of attention recently. For example, Liu et al. [16] explored the heat transfer
using different arrangements of the square ribs, and concluded that the flow path
become more complex by the staggered arrangements, leading to a larger heat transfer
enhancement. A numerical investigation of heat transfer in two-pass ribbed channels
was developed by Ravi et al. [17]. And they found that the V-shaped-arranged ribs
provided the maximum heat transfer enhancement in the first and second pass, while
the M-shaped-arranged ribs provided the best thermal performance in the bend region.
It is clear from the sample of studies that heat transfer performance behind a rib is
significantly influenced by its geometry, operating parameters and arrangements. In
spite of great efforts, much remains to be discovered about the heat transfer behind the
rib. The current study aims at furthering the state-of-the-art knowledge by focusing on
the promising influence of the attack angle of a square wire on the heat transfer from a
flat surface.

2 Experimentation

The experiment was carried out in a closed-loop wind tunnel with a 760 mm2 cross-
section. A 295 mm by 380 mm polytetrafluoroethylene (PTFE) plate was inlaid in the
center of the test section base, which is made of 10 mm thick fiberglass with thermal
conductivity of 0.04 Wm−1 K−1. The 3 mm thick PTFE plate has a thermal conduc-
tivity of 0.25 Wm−1 K−1 and an emissivity of 0.92 [18, 19]. A water tank was heated
up to generate steam, keeping the bottom surface of the PTFE plate at a uniform and
constant temperature of 100 °C. A FLIR C2 thermal camera was used to capture the
temperature distribution of the top surface. The thermal image had 60 by 80 pixels,
resulting in a spatial resolution of approximately 4.5 mm (Fig. 1).

Fig. 1. Heat transfer experimental setup.
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A 4 mm2 wire that spanned 630 mm (more than twice PTFE plate width) was used
to perturb the flow with respect to the reference, empty wind tunnel without the wire
case; see Fig. 2. The square wire was placed at 6 mm above the PTFE plate, resulting
in a 1.5D gap. The attack angle was varied from 15 to 75° in 15° increments, while the
wind speed was fixed at approximately 5 m/s. X, Y (into the paper) and Z in Fig. 2
represent the streamwise, widthwise, and vertical direction, respectively. The point of
origin, x = 0, corresponds to the leading edge of the lower part of the square wire.

A triple sensor hotwire probe (type 55P95) with a constant temperature
anemometer was employed to obtain the velocities at 5D, 7.5D, 10D and 12.5D
downstream of the square wire; see Fig. 2. Each measured line was from 4 mm (1D) to
40 mm (10D) above the plate surface, with a spatial resolution of 1 mm. The velocity
signals were low passed at 30 kHz, and 106 measurements were sampled at 80 kHz.

3 Data Processes

3.1 Heat Transfer Enhancement

The total heat transferred away from the PTFE surface can be deduced from:

Qtotal ¼ KPTFEA
Tbottom � Ttop

tPTFE

� �
ð1Þ

Here, KPTFE is the thermal conductivity of the PTFE, which is 0.25 Wm−1 K−1, A
is the area of the PTFE surface, tPTFE is the thickness of the PTFE plate, Tbottom and Ttop
are the temperatures at the bottom and top surfaces of the PTFE plate, respectively. As
the conduction to the rest of the wind tunnel fiberglass base is negligible, the total heat
transfer consists of radiation and convection. The convective heat transfer, key
parameter of this study, can be obtained from:

Fig. 2. Square wire and flow measurement locations.
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Qconvection ¼ Qtotal � Qradiation ð2Þ

The radiation heat transfer can be estimated from:

Qradiation ¼ erA T4
top � T4

wall

� �
ð3Þ

where Boltzmann’s constant, r is 5.67 � 10−8 Wm−2 K−4 [20], emissivity e is 0.92
and Twall is the wall temperature of the wind tunnel.

The convective heat transfer coefficient can be calculated:

h ¼ Qconvection

A Ttop � Tair
� � ð4Þ

The corresponding non-dimensional Nusselt number, representing the ratio of
convective heat transfer to conductive heat transfer, can be obtained from:

Nu ¼ hL
Kair

ð5Þ

where L is the characteristic length and Kair is the thermal conductivity of air. As the
focus is on convective heat transfer enhancement, the normalized Nusselt number is
introduced:

Nu
Nu0

¼ h
h0

ð6Þ

where Nu0 and h0 are the Nusselt number and the convective heat transfer coefficient
for the unperturbed (smooth) surface case without the square wire. It is worth noting
the advantages of adopting this normalized Nusselt number. First, it does not depend on
the characteristic length. Secondly, as long as the circulating wind tunnel air is at the
same thermodynamic state, Kair is of no concern.

3.2 Predicted Panel Power Output Increase

The electric efficiency of the PV panel is defined as:

g ¼ P
AGT

ð7Þ

where P is electric power output, GT is the solar irradiance. This efficiency is affected
by cell temperature and solar irradiance, and can be simplified as [2]:

g ¼ gref 1� b Tc � Tref
� �� 	 ð8Þ
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where gref is the efficiency at the reference temperature, b is the temperature coefficient,
Tc is the cell temperature, and Tref is the reference temperature (typically 25 �C).
Combining the two equations on efficiency, the power output can be expressed as:

P ¼ AGTgref 1� b Tc � Tref
� �� 	 ð9Þ

In this study, we assume that the cell temperature, Tc, is equal to the temperature of
the top surface of the PTFE plate, Ttop. Thus, the power output increase compared with
the un-wired case can be expressed as:

P
P0

� 100% ¼ 1� b Ttop � Tref
� �

1� b Ttop;0 � Tref
� �

" #
� 100% ð10Þ

where we assume b ¼ 0:43% in this study [21], and P0 is power output of un-wired
case.

3.3 Flow Characteristics

With the 3D hotwire, the instantaneous velocities in the X, Y and Z directions were
measured simultaneously. Each of these three components consists of the corre-
sponding time-averaged velocity plus the fluctuating part, i.e.,

U ¼ �Uþ u;V ¼ �V þ v;W ¼ �W þw ð11Þ

where �U; �V ; �W are the respective time-averaged velocities, and u; v;w, the corre-
sponding instantaneous fluctuating velocities. The time-averaged velocity can be cal-
culated from:

�U ¼ 1
N

XN

i¼1
Ui; �V ¼ 1

N

XN

i¼1
Vi; �W ¼ 1

N

XN

i¼1
Wi ð12Þ

where N = 106 is the sampling number.
The root-mean-square velocity,

urms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1

u2i
N � 1

r
; vrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1

v2i
N � 1

r
;wrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1

w2
i

N � 1

r
ð13Þ

This fluctuating velocity can be normalized by the freestream velocity to give the
relative turbulence intensity,

Tu ¼ urms
U1

; Tv ¼ vrms
U1

; Tw ¼ wrms

U1
ð14Þ

Some form of vortex shedding is expected from the square wire under certain
conditions. To describe the vortex shedding frequency, the normalized frequency,
Strouhal number is introduced:
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St ¼ fD
U1

ð15Þ

Other than velocity fluctuation, turbulence length scale is another key parameter to
describe the flow field turbulence [22]. The integral scale, representing the energy
containing large eddies, can be derived from the autocorrelation function of turbulence
fluctuating velocities. The autocorrelation function in the temporal distance is:

f sð Þ ¼ u tð Þu tþ sð Þ
u2 tð Þ ð16Þ

This can be converted into the corresponding spatial autocorrelation function based
on Taylor frozen hypothesis [23],

f rð Þ ¼ f sð Þ�U ð17Þ

The integral time scale is defined as:

sK ¼
Z 1

0
f sð Þds ð18Þ

The integration process was terminated at the first zero crossing point. From this,
invoking the Taylor frozen hypothesis [10] gives

K ¼ �UsK ð19Þ

At the other end of the turbulence energy cascade, the Taylor microscale associated
with the dissipation is

k ¼ �Usk ð20Þ

The Taylor timescale,

sk ¼
ffiffiffiffiffiffiffiffiffiffi
2u2

du
dt

� �2
vuut ð21Þ

3.4 Uncertainty Analysis

The total uncertainty (E) of the measurement parameters consists of the Bias and the
Precision:

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bias2 þ Precision2

p
ð22Þ
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where Precision follows the Student’s t distribution method with a 95% confidence
interval. With sample measurements repeated 10 times, t = 2.262.

The uncertainties of the other dependent parameters were determined following the
propagation rule [24]. For example, if y ¼ f x1; x1; . . .; xnð Þ, the uncertainty of y can be
deduced from:

E yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

@y
@xi

E x1ð Þ
� �2s

ð23Þ

The total uncertainty of the temperature of the top surface of the PTFE plate Ttop
� �

can be calculated from Eq. (22). The precision was deduced from a sample of 10
repeats for the wire with a 60� attack angle as it represents the average case. The
uncertainty of each parameter associated with heat transfer can be deduced by the
propagation of the uncertainty; Eq. (23):

E Qtotalð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@QtotalE Ttop

� �
@Ttop

� �2s
¼ KPTFEA

tPTFE
E Ttop
� � ð24Þ

EðQradiationÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@QradiationE Ttop

� �
@Ttop

� �2s
¼ 4erAT3

topE Ttop
� � ð25Þ

E Qconvectionð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@QconvectionE Qtotalð Þ

@Qtotal

� �2
þ @QconvectionEðQradiationÞ

@Qradiation

� �2s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Qtotalð Þ½ �2 þ ½EðQradiationÞ�2

q ð26Þ

E hð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@hE Qconvectionð Þ
@Qconvection

� �2
þ @hE Ttop

� �
@Ttop

� �2s

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Qconvectionð Þ
A Ttop � Tair
� �

" #2

þ QconvectionE Ttop
� �

A Ttop � Tair
� �2

" #2
vuut ð27Þ

E
Nu
Nu0

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@ Nu

Nu0
E hð Þ

@h

" #2

þ @ Nu
Nu0

E h0ð Þ
@h0

" #2
vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E hð Þ
h0

� �2
þ hE h0ð Þ

h20

� �2s
ð28Þ
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E
P
P0

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@ P
P0

E Ttop
� �

@Ttop

2
4

3
5
2

þ
@ P
P0

E Ttop;0
� �

@Ttop;0

2
4

3
5
2

vuuut

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�bE Ttop

� �
1� b Ttop;0 � Tref

� �
" #2

þ �b 1� b Ttop � Tref
� �� 	

E Ttop;0
� �

1� b Ttop;0 � Tref
� �� 	2

" #2
vuut

ð29Þ

For the hotwire measurement, the Bias uncertainty of �U and urms can be estimated
from the error of calibration [25], while the Precision was deduced from the 10-time
repeatability test, which took place at the point X = 5D, Z = 1D behind the square wire
with an attack angle of 60�. According to Eq. (22), the total uncertainty E �Uð Þ and
E urmsð Þ were obtained as summarized in Table 1.

Then, the uncertainty of the normalized time-averaged and rms velocity can be
calculated:

E �U=U1ð Þ ¼
�U
U1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

E �Uð Þ
�U

� �2s
ð30Þ

E urms=U1ð Þ ¼ urms
U1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E �Uð Þ
�U

� �2
þ E urmsð Þ

urms

� �2s
ð31Þ

Following the propagation rule:

E uð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Uð Þ2 þE �Uð Þ2

q
ð32Þ

E uwð Þ ¼ 1
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
w2
i E2 uið Þþ u2i E2 wið Þ½ �

r
ð33Þ

E uw=U2
1

� � ¼ uw
U21

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E uwð Þ
uw

� �2
þ 2E �Uð Þ

�U

� �2s
ð34Þ

According to Refs [10] and [26] and the propagation of error, the uncertainty of the
integral scale and Taylor microscale can be expressed as:

Table 1. Typical uncertainties of mean and rms velocity

Parameter �U urms �W wrms

Uncertainty 0.101 ms−1 0.045 ms−1 0.103 ms−1 0.036 ms−1
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E Kð Þ ¼ K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E �Uð Þ
�U

� �2
þ 2

2E urmsð Þ
urms

� �2s
ð35Þ

E kð Þ ¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E �Uð Þ
�U

� �2
þ 2

E urmsð Þ
urms

� �2s
ð36Þ

E
K
D

� �
¼ K

D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Kð Þ
K

� �2
þ E Dð Þ

D

� �2s
ð37Þ

E
k
D

� �
¼ k

D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E kð Þ
k

� �2
þ E Dð Þ

D

� �2s
ð38Þ

where the uncertainty of D was estimated from 10 repeated measurements using a ruler
with a resolution of 0.5 mm. This resulted in E(D) = 0.261 mm.

Representative uncertainties, as described above, were performed. Sample uncer-
tainty values of the studied parameters are provided in Table 2.

4 Results and Discussion

In this section, the heat transfer results are discussed in the context of PV panel power
output enhancement first. Subsequently, the physics behind the varying localized heat
convection improvement up to 50D downstream is explained in terms of the detailed
flow characteristics induced by the square wire.

4.1 Heat Transfer and Predicted Power Output Enhancement

The effect of the square wire attack angle on the convective heat transfer performance
of the flat plate is depicted in Fig. 3. The results are portrayed in terms of the nor-
malized Nusselt number, illustrating the convective heat transfer enhancement with
respect to the un-wired case. It is clear from the figure that, the normalized Nusselt
number increases with streamwise distance in the near-wire region, and it reaches a
peak at around 5 * 8D downstream of the square wire. Farther downstream, the heat
transfer augmentation slowly drops, indicating the flow is restored to a less perturbed
condition. Moreover, the higher Nu/Nu0 value can be observed behind the 60° attack

Table 2. Representative uncertainties of studied parameters.

Parameter Ttop Nu=Nu0 P=P0 U=U1 W=U1
Uncertainty 2:02 �C 0.21 0.016 0.030 0.022
Parameter urms=U1 wrms=U1 uw=U2

1 K=D k=D

Uncertainty 0.012 0.010 0.001 0.142 0.004
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angle wire, which indicates better convective heat transfer performance than that
associated with the other attack angles.

As the studied case is strictly two dimensional, with some unavoidable inhomo-
geneity in the Y direction, averaging the results across the ±5D in the Y direction can
better delineate the variation in the convective heat transfer improvement in the
streamwise direction. Figure 4 shows this span-averaged normalized Nusselt number
downstream of the square wire. The peak values can be clearly found at 5–8D
downstream, varied with respect to the attack angle. The square wire with an attack
angle of 60° gives the highest peak value of Nu/Nu0, around 1.8, at about 8D down-
stream. This superior performance of the 60° attack angle wire continued all the way
until roughly 26D downstream, before the 15° case out-performed it marginally. It is
interesting to note that, over the studied surface area, this 15° turbulence generator
promotes the least cooling. To better understand the heat transfer trend, the flow
characteristics are examined next.

Figure 5 shows the area-averaged (area encompassed by Y = − 5 to 5D, and Z = 0
to 20 or 50D) temperature and predicted power output increase of the surrogate PV
panel, of which the temperature coefficient bð Þ is assumed to be 0.43% (Clear Power
CS6P-230P, poly-crystalline [21]). It is clear from the figure that, over the entire
studied area, the surrogate PV panel performs best when the attack angle is 60°, for the
studied conditions. In this case, the area-averaged temperature from X/D = 0 to 50

Fig. 3. Contour of normalized Nusselt number (Nu/Nu0) downstream of the square wire.
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decreases by 2:6 �C (from 80.09 °C to 77.45 °C), compared with the un-wired flat
plate. This leads to a maximum of 1.5% power output increase for the 60° attack angle
wire. If we focus on the near wake region, from X/D = 0 to 20, the area-averaged
temperature of the PV panel behind the 60° square wire is approximately 5 °C cooler
than that without the wire. The practical effect is a significant power output boost of up
to 2.8%. In order to explain the mechanism behind the difference of heat transfer
improvement, the flow characteristics generated by the square wire will be detailed in
the next section.
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Fig. 4. Span-averaged normalized Nusselt number downstream of the square wire.
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4.2 Flow Characteristics

4.2.1 Velocity Profile

Figure 6 shows the time-averaged velocity profile in the X direction behind the square
wire at different attack angle. It is clear from the figure that at 5D downstream of the
square wire, velocity has a high value at a height of 1D from the plate, regardless of the
attack angle. This is caused by the jet flow coming from the gap between the wire and
the plate. Farther away from the plate, in the increasing Z direction, the velocity profile
experiences a deficit at Z � 2D. This signifies the wake region behind the wire. From
the experimental study of Dutta et al. [27], the drag coefficient were affected by the
orientation of the square cylinder, and the minimum drag coefficient was observed at
the attack angle of 22.5°, (same as 67.5° due to the symmetry), as well as the minimum
velocity deficit. On the other hand, Dayem and Bayomi [28] found that the minimum
drag coefficient occurred at the square cylinder with attack angle of 30° (same as 60°).
In the current study, the best performing 60° attack angle wire induced the least amount
of velocity deficit; other than the un-wired reference case. The first runner-up, the 75°
attack angle wire (see Fig. 5), seems to prevail on this farther downstream. It should be
stressed that as far as the local heat transfer is concern, the near-plate (or wall) velocity
is most important. Namely, a larger local velocity would more effectively sweep the
thermal energy out of the way. The overall velocity profile indicates, among other
things, the amount of shearing (and thus, turbulence) and how the flow will further
evolve. It is also clear that the jet emerging from the 1.5D gap between the wire and the
plate does not persist far downstream.

Other than the streamwise velocity for this largely 2-dimensional case, the velocity
in the Z direction is also of importance. As such, the velocity profile in the Z direction is
plotted in Fig. 7. We can see from the graphs that, at 5D behind the wire, the W value
starts from a large positive value (velocity vector pointing upward, away from the plate)
at the closest-to-the-plate measurement points at Z/D � 1; fear of hot-wire breakage
prevented us from venturing closer). This upward, away from the plate, flow is good for
convecting heat away. Notwithstanding, it is imperative to note that the magnitude of W
is an order of magnitude small than that of U; compare Fig. 7 with Fig. 6.

The switching from a positive W to a negative one with increasing Z in Fig. 7
implies flow circulation, or, more correctly, it signifies a recirculation region. Physi-
cally, this is also beneficial as far as heat convection is concerned. The two most
effective ‘coolers’ (h = 60° and 75°) do not distinguish themselves with a stronger
recirculation. This is most likely due to the aforementioned small W magnitude, limited
by the omnipresent experimental uncertainties. While some negative, downward
velocity persists beyond X � 12.5D, the positive, upward W deteriorates rapidly, and is
no longer seen shortly after X � 5D. This appears to be another confirmation that the
jet through the gap between the wire and the plate is weak.

4.2.2 Turbulence Intensity

In order to further understand the flow structure and its effect on heat transfer, turbu-
lence intensity is detailed in this section. Figure 8 shows the streamwise turbulence
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intensity profile. The general trend of decreasing turbulence with distance downstream
of the wire is obvious. The perturbed and significantly thickened boundary layer, on the
other hand, persisted far downstream. Future study should aim at bringing the per-
sisting high-Tu flow closer to the plate. At 5D downstream, two peaks corresponding to
the two shear layers from the upper and bottom edges of the square wire. When the
flow reaches 7.5D downstream, these Tu peaks are no longer obvious, due to the
interaction between the shear layers from the bottom edge of the wire and the wall
boundary layer. At 10D and 12.5D downstream, the turbulence intensity close to the
wall (Z = 1D) drops to approximately 0.1, (compared to around 0.8 in the un-wired
case), which presumably indicates the decrease of the cooling effect. Figure 8(a) shows
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Fig. 6. U=U1 profile downstream of the square wire.
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the comparison of the Tu value at 5D downstream among the different studied attack
angles. It is clear that, the turbulence intensity behind the square wire with an attack
angle of 60� has a higher value than others, which translates to a better normalized
Nusselt number, discussed earlier.

Profiles of the vertical (Z component) turbulence intensity (Tw) are depicted in
Fig. 9. A peak value can be observed clearly at 3D above the plate, presumably
generated by the shear layer from the upper edge of the square wire. With increasing
distance downstream, the Tw value decreases, indicating the decay of the wire-induced
turbulence. Among others, the square wires with attack angles of 60� and 75� have the
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Fig. 7. W=U1 profile downstream of the square wire.
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largest Tw values, while the 15� wire has the smallest one. These outcomes further
support the respective largest and lowest heat transfer enhancement results.

4.2.3 Power Spectrum

In addition to the turbulence intensity, the power spectrum of the fluctuating velocity is
also of significance. As a bluff body is utilized, some regular vortex shedding is
expected under certain conditions. The resulting vortices can play a significant role in
convection heat transfer. The kinetic energy of the flow at 5D downstream of the square
wire with an attack angle of 45�, as expressed in power spectrum is depicted in Fig. 10.
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Fig. 8. Tu profile downstream of the square wire.
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The Y component power spectrum does not have an obvious peak, while the X and Z
components supply a distinct a peak at a Strouhal number of approximately 0.08. This
implies that the vortex generated by the square wire is primarily in the XZ-plane. Even
with a significant attack angle and close to the plate, the obtained St = 0.08 is close to
St = 0.12 a normal square cylinder [29], at the same Reynolds number,
Re ¼ U1D=m � 1270). Note that the ground effect has been found to inhibit wake
development, and thus, reduce the St value [30, 31]. Also notable is the occurrence of
the most powerful X component vortex shedding at approximately 1D above the plate,
while that of the Z component is at around 3D, at which the turbulence intensity
reaches the highest value. A possible explanation for this phenomenon is that the flow
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Fig. 9. Vertical turbulence intensity, Tw, profile downstream of the square wire.
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volume at Z = 1D is not only affected by the layer from the bottom edge of the wire,
but also the wall boundary layer; see Fig. 11. The interaction of these two fluctuating
turbulent shear layers tend to enhance the X fluctuating component while weakening
the Z component.

Figure 12 portrays the comparison of the power spectrum between the square wire
with varying attack angles. The largest peak amplitude value occurs for the 60� case,
while the 15� wire resulted in the smallest peak value. These results coincide with the
results of the turbulence intensity, which indicates that the 60� wire produces a higher
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level of turbulence, or, more correctly, the strongest vortex shedding, leading to the
most effective heat convection. It is worth emphasizing that the location of the vortex
shedding is equally important. What is desirable is a street of vortices fluctuating up
and down close enough to the heated surface, to shed the hot fluid near the surface into
the freestream, and the cooler fluid unto the surface.

4.2.4 Reynolds Stress

Figure 13 shows the Reynolds stress to complement the illustration of the flow
structures such as regular vortices and bulk flow shears. The Reynolds stress is asso-
ciated with the spatial gradients in time-averaged velocity, it connotes the wall friction
and thus, convective heat transfer [32]. The maximum negative Reynolds stress occurs
at Z � 3D, where the peak values of turbulence intensity in the X and Z directions
occur. Also, at 5D and 7.5D downstream of the wire, very large positive Reynolds
stress can be observed near the plate, presumably due to the jet flow generated from the
gap. Farther downstream, this jet generated uw decays and quickly approaches the un-
wired case at Z = 1D. From Fig. 13(a), it is also clear that, the absolute values of the
Reynolds stress behind the 60� wire are higher than that associated with the other attack
angles.

4.2.5 Integral Scale

The size of the eddying motion with respect to the thermal boundary layer, to a large
extent, decides how effective the shoveling of the thermal energy from the heated panel
is. As such, the streamwise integral scale for the region where the turbulence is of
significant intensity (Tu > 0.1) is depicted in Fig. 14. The enlarging integral scale
above a height of approximately 2D is closely tied to the diminishing turbulence level,
see Fig. 8. Shortly downstream of the wire, at X = 5D, the integral scale also increases
below Y = 2D; see Fig. 14(a). This increase in the integral length probably has more to

Fig. 11. Velocity vector at 5D behind the square wire and the schematic diagram of the stress
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do with the jet ensuing from the gap between the wire and the plate. In other words, due
to the shear layers generated by the upper and lower edges of square wire, the eddies at
around 1D and 3D are somewhat larger). Presumably due to interference of the regular
vortices shed from the cylinder, the integral scale results at some locations, especially
farther downstream, are not very conclusive.
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4.2.6 Taylor Microscale

Figure 15 depicts the size of the dissipative Taylor microscale. It is clear from the
figure that the smallest Taylor microscale values are detected Z � 2D, which corre-
sponds nicely to the more intense turbulence region. The general increase in the Taylor
microscale with distance downstream is consistent with the turbulence decay.
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5 Conclusions

A D = 4 mm2 wire attack has been employed to scrutinize the effect of its attack angle
on the effectiveness of convecting heat away from a surrogate PV panel at 5 m/s wind.
A 1.5D gap between the wire and the plate allowed a jet to be emanated, in addition to
generating a highly turbulent flow with vortex streets. The Nusselt number normalized
by the base unperturbed (by the wire) Nusselt number, Nu/Nuo, has a peak value at
around 5 to 8D downstream. The square wire with an attack angle of 60° promoted the
highest heat transfer enhancement, with a maximum Nu/Nuo value of around 1.8. This
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corresponds to about 2.8% power output increase for the PV panel. Intense turbulence
with large energy-containing eddies, and somewhat broad-banded vortex shedding,
appear to furnish the best flow environment for convection heat transfer augmentation.
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`Predicting the Interior Conditions in a High Tunnel
Greenhouse
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Abstract. Simple greenhouses constructed of polyethylene glazing over a steel
frame with roll-up sides, called high tunnels, are used in horticulture to extend
the growing season, improve crop quality, reduce disease, and reduce pest
control issues. The high tunnel is effectively a passive solar structure installed
over a crop that is grown using conventional, soil-based methods. Unlike large,
hydroponic greenhouses, there are no fans or automated ventilation controls, nor
any active heating or cooling systems. High-resolution measurements of air and
soil temperatures, relative humidity, solar radiation, and wind speeds were
recorded inside Quonset-style passive solar high tunnels, and adjacent open
fields, for two growing seasons at two high tunnels in Guelph, Ontario. The side
openings on one high tunnel were screened, while the other was left open.
Lower than expected frost resistance was observed inside the high tunnels.
A one-dimensional parametric energy model was developed to predict air and
soil temperatures as a function of weather and high tunnel properties. The model
was validated by comparing model predictions of air and soil temperatures to the
measurements. A sensitivity study was conducted with the model using different
combinations of parameter values to observe the effects of parameter choice on
predicted high tunnel microclimate. Parametric models of high tunnel or
greenhouse environments were found to be sensitive to choices of model
parameters, such as soil, glazing, and thermal properties. The model and data
collection was part of a longer study intended to benefit Canadian growers. An
ability to accurately predict high tunnel microclimate will help growers choose
crops best suited for high tunnels at their location. The data and models resulting
from this study will also be useful for identifying methods of reducing energy
costs in new high tunnel installations through structural changes and by modi-
fying operating methods.

1 Introduction

High tunnels are simple frame greenhouses covered by a single layer of transparent
polyethylene plastic sheeting. A high tunnel is heated by passive solar gain and ven-
tilated by air movements forced by exterior winds and buoyancy effects. Ventilation is
provided by rolling up the plastic sheeting from near ground level on each side of the
structure. There is no active ventilation, heating or artificial lighting, making the high
tunnel a relatively inexpensive type of greenhouse that can be readily deployed in
locations without electrical or other utility infrastructure.
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High tunnels are not a new technology. They have been used successfully for fruit
and vegetable production around the world [1–3]. Different regions have different
climate conditions and market opportunities, and because the interior climate in the
high tunnel is entirely dependent on outside conditions, it can be difficult to transfer
high tunnel experience in one location to another. Therefore, high tunnel performance,
and feasibility for particular crops, is best tested and demonstrated at a regional level
[2, 4].

A high tunnel can provide a higher temperature environment than would otherwise
be available at a particular site. Air temperatures in high tunnels during sunny days in
Nebraska, USA were shown to be above freezing even when ambient air temperatures
stay below freezing [5]. The same study found that soil temperatures were significantly
higher in the tunnel than outside [5]. These increases in air and soil temperature were
also recorded in an unheated greenhouse in Guelph, Ontario during the winter of 2014
[6]. The effect can be substantial: air temperature differences between the high tunnel
interior and outside of 30 °C or more occurred regularly during a winter measurement
campaign during which outside temperatures repeatedly reached −18 °C.

Although Canadian growers have started to adopt high tunnels for high-value crops
including strawberries and raspberries, there have been few regionally specific Cana-
dian research and demonstration projects. There are many questions about the micro-
climate within high tunnels that are not answered in the literature, particularly in the
context of the temperate, continental climate of southern Ontario, Canada. Particularly
notable was an absence of any information about wind-driven ventilation, the efficacy
of insect screening ventilation openings, and temperature stratification in high tunnels,
which unlike most other greenhouse technologies, do not include roof-level ventilation
[7]. This study attempted to fill this need by studying conditions in a set of research
high tunnels at the Guelph Centre for Urban Organic Farming (GCUOF) on the
University of Guelph campus (Fig. 1).

While there has been some study of wind-driven ventilation in high tunnel-like
greenhouses [8] or single-bay greenhouses with side openings only, most of these
studies have been simplified or reported limited results that could not be feasibly
extrapolated to other high tunnel-type greenhouses. The impact of covering the

Fig. 1. High tunnels at the GCUOF in June 2016. The sides are opened for ventilation in the
left-most tunnel, while they are closed in the center tunnel.
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sidewall ventilation openings with insect screening, which would be expected to reduce
pest pressures within the high tunnel reduces the air flow through the openings. There
are no known studies that attempt to link the impact of insect screens on microclimate
and insect control efficacy. Studies of the impact of insect screens on greenhouse
ventilation usually focus on roof vents used in greenhouses, rather than side vent
configurations typical of high tunnels [9]. Temperature stratification, particularly in low
wind conditions and with climbing crops, is of particular concern yet is unstudied in
this context. Summer solar radiation in Ontario can be higher than most plants need and
generate excess heat in greenhouse and high tunnel environments [10]. High tunnel
glazing blocks some incoming solar radiation but also reduces re-radiation in the
infrared, causing overall elevated interior temperatures [11].

Organic production of fruits and vegetables is increasing in response to market
demands driven by environmental and health concerns. Pest pressure, heat, and drought
stresses in summer months are the most limiting factors on field organic vegetable
production. The benefits of using high tunnels are not always clear: some recent
research [4, 12] showed that occurrence of insects and disease in high tunnel pro-
duction can be higher than in open fields. Other studies have shown that insect
screening and shading materials can potentially improve growing conditions and
increase crop yields in high tunnels, and that insect pests and pathogens can be reduced
by using insect screening in greenhouse and high tunnel production systems [13–15].
Different insect screens have varying influences on environmental conditions, including
light, temperature, humidity, and interior air movement ventilation rate [16–19].
A need was identified to directly and simultaneously measure the impact of insect
netting on high tunnel interior microclimate and on insect populations, and provide
guidance to growers planning to use high tunnels for various crops.

An important practical need for growers is the ability to predict the site-specific
interior environment that will occur within a high tunnel that will result due to any
particular outside weather conditions. This would allow growers to determine if it
would seem feasible to use a high tunnel for a particular crop, before investing in
constructing high tunnels. An important goal of this study was to develop a predictive
model specific to high tunnels that could be used to predict the interior climate within a
high tunnel for any particular location and weather conditions. Additionally, the pro-
cess of development of the model may give insights into which heat transfer pathways
are most significant, and this knowledge could be used to improve the design or
operation of future high tunnels.

Greenhouse modeling studies are common in the literature and typically take one of
three approaches. The first approach is to develop a series of equations that describe the
heat exchange pathways within the greenhouse, discretize the equations, and then use
this set of equations with time series weather data to predict parameters of interest such
as greenhouse air or soil temperature as a function of time [20–22]. More recently,
computational fluid dynamics (CFD) studies have been conducted of specific green-
house configurations and conditions [23, 24]. A CFD simulation can provide a detailed
understanding of a specific operating case, but challenges remain with using this
approach to predict the effects of long-term weather patterns on the interior greenhouse
climate. The practical usefulness of most CFD studies is limited by the inability to
simulate long periods of weather and resulting greenhouse climate, and by difficulty of
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obtaining the very high-quality measured data necessary to validate CFD results [25].
The third approach is to use so-called black box methods, including regression
methods, artificial neural networks, or emerging machine learning techniques, to derive
predictive relationships from long-term measured data [26]. These results are often
limited, however, because the resulting predictive models may not be accurate if
applied to even slightly different cases. Black box models are not generally able to
provide much guidance about uncertainty levels in new cases, nor insight into how the
parameters of interest are impacted by the forcing parameters [26].

The focus of this study was development of a lumped-capacitance, physics-based
model of the high tunnel interior because of our practical need to be able to provide
season-long site-specific predictions of high tunnel interior environments, and a desire
to also gain insight into the effect of individual parameters (such as incoming solar
radiation or glazing properties) on high tunnel interior conditions.

One of the most developed lumped-capacitance greenhouse models is the Gem-
bloux Dynamic Greenhouse Climate Model (GDGCM), a multi-component semi-one-
dimensional dynamic greenhouse climate model which calculates eight heat balances
for the following greenhouse layers: cover, air, vegetation, soil surface, and four soil
layers. It also includes a mass balance for the simulation of the relative humidity of the
greenhouse air [20]. Although this model was developed for a soilless culture of tomato
plants in large multi-span and actively ventilated European glasshouses, it was
modified and adapted to be used for a naturally ventilated plastic greenhouse with a
rose crop [20]. The approach used in this study is similar to that used to develop the
GDGCM, namely, using a lumped-capacitance equation-based approach; however, this
study does not specifically use the GDGCM model.

The work reported here is from a multiyear project that seeks to measure, model,
and understand the microclimate that can be achieved within high tunnels in southern
Ontario used for organic production of horticulture crops including tomatoes and bitter
melon. Overall project goals include providing data, guidelines, and tools to growers
that can be used to predict high tunnel microclimate, information needed to plant crops,
and crop schedules. The project included high-resolution microclimate measurements
within a set of research high tunnels located in Guelph, Ontario, Canada. The results
presented here represent the first stage of development of a physics-based high tunnel
greenhouse climate model that will eventually include more sophisticated representa-
tion of effects due to ventilation, moisture, and plants.

2 GCUOF High Tunnels

This study uses data from a set of research high tunnels located at the Guelph Centre for
Urban Organic Farming (GCUOF; http://gcuof.wordpress.com/) in Guelph, Ontario,
Canada (Fig. 1). Microclimate measurements were conducted in two high tunnels: one
with unscreened side openings, and one with screened door and side openings.
Screening was Econet 20/10 anti-insect mesh (Gintec Shade Technologies Inc.,
Windham Centre, ON, Canada), having a regular, rectangular mesh pattern, with a
measured density of 40 threads per inch by 30 threads per inch. Optical porosity was
measured at 40%. The site contained a total of six freestanding Quonset-style, steel-
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framed high tunnels 7.2 m wide, 10.8 m long, and 3.8 m high at the roof peak (DeCloet
Greenhouse Manufacturing, Delhi, ON, Canada) and three field plots in a 3 � 3 grid
(Fig. 2). The high tunnels are glazed with a single layer of greenhouse-grade poly-
ethylene sheeting, which can be manually rolled upward on the two long sides (but not
the ends) to form ventilation openings that are the length of the high tunnel and 0.7 m
tall. These openings were kept closed during low-temperature periods (typically when
daytime maximum temperature was forecast to be less than 10 °C) and opened to
prevent overheating during times of high solar radiation or ambient air temperature.

Crops of pea shoots, tomatoes, bitter melons, and edible chrysanthemum were
grown in each plot during the growing season. The bitter melons [27] and tomatoes
were climbing crops and trellised within the high tunnels. Three masts were placed in
the center of the screened tunnel, central field, and unscreened tunnel (Fig. 2). These
masts supported the following sensors:

• Air temperature sensors at heights of 0.3 m, 1.5 m at all sites, and also 3.0 m above
ground in high tunnels only. Thermocouples were used in 2016 (Type E, in custom-
made periodically ventilated housings), and thermistors (PT9 Pace Scientific series)
were used in 2015.

• Soil temperature sensors at depths of 5 and 15 cm below ground. Thermistors in
2015 (Pace Scientific PT916), encapsulated Type E thermocouples in 2016.

• Solar radiation: Pace Scientific SRS-100 pyranometers.
• Airspeed and sonic air temperature: RM Young 81000 three-dimensional sonic

anemometer with center of sensing volume positioned 1.00 m above ground.

Data was logged at one-minute intervals for all sensors using a combination of Pace
XR5-SE and Campbell Scientific CR1000 data loggers. Data were recorded at the site
from May 25, 2015 through September 20, 2015, and from May 14, 2016 through
October 30, 2016. Additional measurements related to the crops trials, including times
of side opening and closing, insect traps, plant growth, and crop yield, were also
recorded throughout the growing seasons [27].

Table 1 shows the overall climate statistics as measured at the during the two field
seasons in the open field, within the unscreened high tunnel, and within the screened
high tunnel. Air and soil temperatures were higher within the high tunnels than in the
open field. The mean temperatures within the screened tunnel were higher than in the
unscreened tunnel, while the mean wind speeds observed in the screened tunnel were
lower than in the unscreened tunnel. Air exchange is a significant heat exchange
pathway when high tunnel sides are open, and the presence of insect screening over the
side openings significantly reduced wind-driven air flow relative to an unscreened
opening.

Figure 3 illustrates that the soil temperatures within the high tunnels were con-
sistently warmer than the outside soil, particularly at the beginning and end of the
growing seasons. Air temperatures showed a similar overall trend, but with much
greater range and hourly/diurnal variability (Fig. 4). Typical conditions within the high
tunnels included increased interior air temperatures during sunny periods, but air
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temperatures returning to close to outdoor temperatures at night. This relatively low
apparent thermal mass was consistently observed. It was also found that the high
tunnels provided little frost protection without the addition of additional, non-
transparent plant coverings. The effect of opening the high tunnel sides is also visible in
Fig. 4, when interior air temperatures step downward at time of days 157.4, 158.4, and
159.5. The closing of the tunnel sides in the evening is also visible as abrupt, but
smaller, increases in interior air temperature relative to outside temperature during the
evenings.

S 

F

U

Fig. 2. Aerial view of GCUOF high tunnel site. True north is upward. Monitoring stations were
located as shown in a screened tunnel (“S”), an open field (“F”), and an unscreened tunnel (“U”).

Table 1. Overall measured values for each field season.

Parameter 2015 2016
Field Unscreened Screened Field Unscreened Screened

Mean air temperature (1.0 m) °C 16.2 17.3 18.3 18.4 19.8 21.0
Mean soil temperature (5 cm) °C 19.1 20.5 21.6 18.4 21.2 21.3
Mean soil temperature (15 cm) °C 18.8 19.9 20.9 18.0 20.2 20.8
Mean wind speed (1.0 m) m/s 0.26 0.06 0.04 0.19 0.10 0.08
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3 Model

The model of the GCUOF high tunnels was developed as a one-dimensional, lumped-
capacitance thermal model, with heat transfer pathways as shown in Fig. 5. The
greenhouse is modeled as a glazing layer, an airspace, and then several soil layers.
Multiple soil layers were used to allow variation of soil temperature with depth at any
given time, and past experience showed that this was necessary to achieve realistic soil
conditions. Figure 5 also includes definitions of variables for material, thermal, and
optical properties of each layer, and the values used for constants for these variables.
The model described here is a simplified model and does not include a vegetation layer

Fig. 3. Soil temperatures at 15 cm depth during the 2015 (left) and 2016 (right) measurement
campaigns.

Fig. 4. Example conditions within high tunnels for 3 days in June 2015.
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or energy transfer related to the vaporization or condensation of moisture. These
limitations are discussed later.

The model was implemented by defining equations for each heat transfer pathway
in Fig. 5. Assuming a one-minute time step during which all processes are quasi-static,
the model was forced using measured outdoor meteorological data, which was recorded
at the site using a one-minute averaging period. In the discussion that follows, the
model is developed and used to predict conditions inside the high tunnels for periods
when the sides of the tunnels remained closed for multiple days. Extension of the
model for all operating periods would require additional development of air exchange
relations that incorporate both air leakage during the closed condition (included in the
following model) and bulk air exchanges when the sides are open (which is not yet
included in the model described here).

The model includes radiation, conduction, and convection heat transfer between
different high tunnel components. Past experience has suggested that all three forms of
heat transfer must be included for a model to provide reasonable predictions of
greenhouse interior conditions. The general form of the radiation equation for “gray
bodies” is [28]

Q ¼ rA T4
1 � T4

2

� � ð1Þ

The general form of natural or free convection equation [28] is

Q ¼ hA Ts � Tað Þ ð2Þ

Fig. 5. Schematic representation of model zones, variables, and heat transfer pathways.
Subscripts “k”, “rad”, “conv”, and “IR” represent heat transfer by conduction, short-wave visible
radiation, convection, and long-wave infrared radiation, respectively.
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and the general form of the conduction equation using Fourier’s Law [28] is

Q ¼ kA
T2 � T1ð Þ

s
ð3Þ

where k is the thermal conductivity of the soil (W/mK), h is the convective heat transfer
coefficient (W/m2K), e is the emissivity of the gray body, r ¼ 5:67� 10�8 W/m2k4

(the Stephen–Boltzmann constant), and A is the footprint area of the high tunnel.
Variables Ts and Ta refer to the surface temperature of the convecting body and the
ambient air temperature, respectively, while variables T1 and T2 refer to the temperature
of the two different zones or regions.

Applying conservation of energy, the following factors were identified as important
to include in the model:

• Energy gained from incoming solar radiation,
• Total amount of energy absorbed by internal surfaces,
• Loss of energy to the surroundings, and
• Thermal capacity of soil.

The model was structured to predict the temperature of each of the ten layers as a
function of incoming solar radiation, ambient air temperature, and ambient wind speed.
The model was specifically set up to allow predictions of variables at high resolution in
the time domain.

The model was validated by comparing model predictions of air and soil temper-
atures to the site measurements. The specific high tunnel considered has a single layer
of polyethylene glazing stretched over the steel high tunnel frame. For the initial test
cases, the sides are closed, and it is assumed that the door of the high tunnel was closed
for the duration of the data collection. Effects on microclimate due to evapotranspi-
ration by crop, relative humidity, latent heat transfer, and sensible heat transfer were
not considered in this model. The glazing is assumed to have no large holes or tears
which might affect the microclimate inside these tunnels, and each layer is horizontally
homogenous.

The set of equations used to derive the rate of heat transfer between the ten model
layers and the sky is given in Table 2. Numeric subscripts correspond to layer numbers
shown in figure. The inputs provided to the model were the incoming solar irradiance
G in W/m2, the ambient temperature Tamb, in °C, and the wind speed (WS) in m/s. The
temperature was converted to Kelvin (K) within the model as required by the equations.

Models were implemented in MATLAB (The Mathworks Inc., USA). The model
was forward differenced in time with a 4-s time step to reduce drift due to any non-
linearities. Initial experience showed that the glazing layer needed to be included. The
glazing has convection and radiation heat transfer processes occurring on both inside
and outside surfaces. Incoming solar irradiance and reflected radiation from the soil
surface are absorbed, transmitted, and reflected by the glazing.
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The change in temperature of layer i over a single time step dt is then

dTi ¼ dt

P
j Qj

ciqidxi
ð13Þ

where i is the layer number, j contains all the heat transfer paths into a specific layer,
and ci, qi, and dxi are, respectively, the heat capacity, density, and thickness of the
layer.

Significant night energy losses can occur from greenhouses due to radiation
exchange between the greenhouse and the night sky. Particularly on clear nights, the
radiant sky temperature (the effective temperature of the sky for radiative heat transfer
purposes) is often lower than ambient air temperature, and under the right conditions
the resulting radiative heat transfer from the greenhouse to the sky can reduce the
interior greenhouse temperature to one to two degrees below the outside air tempera-
ture [29]. Wang and Boulard [30] report radiant sky temperature Trs can be modeled as

Trs ¼ FcnTamb þ 0:0552 1� Fcnð ÞT1:5
amb ð14Þ

where Tamb is the ambient outside air temperature and Fcn is the fractional cloud cover,
ranging from zero for a clear, cloudless sky to 1.0 for a fully overcast or cloud-covered
sky.

Air leakage rates in closed greenhouses range from 0.5 to 5 air changes per hour
[31]. In practice, some component of air exchange will be driven by ambient wind
speeds. An air change correction was applied at each time step, in which a portion of
interior air was replaced with air at outside air temperature. The rate of air changes
(AC) per hour was approximated as 1 AC/h plus measured wind speed in m/s. (This
relation has not been extensively tested.)

Table 3 lists the baseline values of several additional parameters required in the
model. These were selected based on experience reported in prior literature. Soil

Table 2. Model equations.
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density, heat capacity, and conductivity were directly measured in the laboratory, and
observed glazing transmissivity was based on a combination of prior literature values
and differences in radiation measured inside and outside the high tunnels.

4 Baseline Results

Three segments of data recorded minute-by-minute during the 2015 and 2016 growing
seasons were used to test the performance of the model described in Sect. 3. For the
2015 growing season, a 91-hour segment of data from May 28 to June 1, 2015 was
used. For the 2016 growing season, two segments of data were used in the simulations:
a 54-hour segment from September 27 to September 29, 2016 (called “2016_1”), and a
65-hour segment from September 30 to October 3, 2016 (called “2016_2”). The cases
are each several days long, to allow observation of the ability of the model to reproduce
diurnal cycles, and the tunnel sides remained closed throughout each test period, to
simplify the air exchange modeling. The initial air temperature was set equal to the
measured air temperature at the start of the simulation, and initial temperatures for the
10 soil layers were determined by interpolating the measured soil temperatures at 5 cm
and 15 cm at the simulation start time.

Figure 6 shows the predicted air and 5 cm (2 in.) soil temperatures for each of the
three cases. It is notable that some time lagged responses are apparent in all three test
cases. Additionally, while both air and soil temperatures often show a similar response
(i.e., rising or falling at appropriate times) to the observed data, the magnitude of the
values is often very different. In particular, it appears that the amount of heat flow into
or out of the air or soil layer often remains incorrect. There are several possible
explanations for the inconsistency between the predictions and the measured data. First,
the model does not include thermal energy exchanges associated with the vaporization
or condensation of water, which occurs within high tunnels. Prior researchers have
shown that it is necessary to include these effects in the energy budget [20]. During
sunny periods, plants transpire and moisture within the soil surface layer is evaporated.
The addition of irrigation water would also be reasonably expected to impact soil and

Table 3. Baseline parameter values for GCUOF high tunnel simulation model

Parameter name Baseline values

Cloud-covered fraction of the sky, Fcn 0:5; partially cloudy skies
Transmissivity of glazing, s1 0.60 (Absorptivity = 0.20, reflectivity = 0.20)
Emissivity of glazing, e1 0.7
Thermal conductivity of soil, k 0.71 W/m K
Specific heat capacity of soil, c 1200 J/kg K
Convection from soil to inside air, Qconv(3) hcð3Þ ¼ 3:4ðDTÞ0:33
Convection from inside air to glazing,
Qconv(2)

hcð2Þ ¼ 2:21ðT2 � T1Þ0:33
ð0:3\T2 � T1 � 13:8 �CÞ

Convection from glazing to outdoor air,
Qconv(1)

hcð1Þ ¼ 7:2þ 3:84u (where u is wind speed in
m/s)
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2015

2016_1

2016_2

Fig. 6. Measured and predicted air and soil temperatures for baseline cases “2015” (top),
“2016_1” (middle), and “2016_2” (bottom).
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high tunnel interior temperatures. (Irrigation records were not available for this study.)
Also, the varying presence and configuration of a plant canopy over a growing season
should be included: plants shade the soil and absorb or give off heat, in a series of
complex and difficult-to-model (or measure) processes.

The accuracy of the simulations was quantified by calculating the mean error (ME),
mean absolute error (MAE), and root-mean-squared error (RMSE) over the entire
simulation period for each case:

ME ¼
Pn
i¼1

Oi � Pi

n
ð15Þ

MAE ¼
Pn
i¼1

Oi � Pi

n
ð16Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 Oi � Pið Þ2
n

s
ð17Þ

where n is the number of values, and Oi and Pi are observed and predicted values,
respectively. Table 4 shows the calculated error statistics for predictions of the air and
5-cm soil temperature for each of the three cases.

5 Sensitivity Study

The model outlined in Sect. 3, using the baseline parameter values in Sect. 4, was
shown to predict some features of the high tunnel interior conditions, but there is still
significant room for improvement. While containing dozens of constants and variables,
the model is still very simple and does not yet include some likely important phe-
nomena. In addition, there are already nonlinear relationships (e.g., radiative heat
transfer) within the model, and the coupling between many variables is complex. Under
these circumstances, it is difficult to estimate a priori whether an inaccuracy in a
particular parameter (such as a material property) would have a negligible, or alter-
natively, very large impact on the simulation results. Since most of the parameters in a
greenhouse climate model are estimated, and may have a wide range of values in
different, real high tunnels, this is an important question. The overall question, which

Table 4. Error statistics for baseline simulations

Case Air temperature °C Soil temperature °C
MAE ME RMSE MAE ME RMSE

2015 5.2 5.1 6.1 4.4 3.3 6.0
2016_1 5.7 5.7 7.8 6.5 6.5 8.4
2016_2 1.4 −0.4 1.7 2.1 −0.7 2.5
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unfortunately will not be able to be answered here, is what prediction accuracy that can
be achieved by equation-based lumped-capacitance models when trying to predict the
conditions inside real high tunnels? The authors found essentially no discussion of this
important topic in the literature. (It is also worth noting that this question can, and
should, also be asked of CFD or black box simulations, since these are also similarly
based on estimated parameters and other necessary simplifications.)

To begin to answer some of these questions, a series of sensitivity studies were
completed. The parameters in Table 5 were selected due to either a relative lack of
information in the literature, a lack of agreement on appropriate values or discussion of
details, or because they would be expected to be particularly important for the response
of the model over time.

Effects of varying the cloud-covered fraction of the sky, transmissivity and emis-
sivity of the glazing, and thermal conductivity (with correlating density and heat
capacity) of the soil were monitored by changing the values of a single parameter one
at a time, while holding all other parameters constant at the baseline. The variations of
these parameters are shown in Table 5 and were applied to each of the three test cases.
As values of transmissivity were varied, corresponding absorptivity and reflectivity
values were scaled proportionally relative to the values used in the baseline simulation.
Only one variable was changed at a time, and all other variables were kept at baseline
values.

Inspection of Table 5 shows that the model error statistics were sensitive to all of
the variables considered. Changing glazing emissivity and transmissivity produced
larger ranges of error values than changing the sky cloud cover or soil conductivity. It
is also notable that changing a variable did not always cause the same type of change in
results for the three test cases.

Table 5 also shows error statistics for three specific runs of the model: the baseline
case, a clear sky case where Fcn = 0, and a low glazing transmissivity case with
s1 = 0.25. Both of the latter cases had overall lower MAE and ME air temperature
values than the baseline case, although large improvements in ME and MAE for the
2015 and 2016_1 cases were offset by small increases for the 2016_2 case. (Addi-
tionally, they also both had much lower error levels for soil temperature predictions
compared to the baseline case.) It is worth noting that the model predictions of the
2016_1 and 2016_2 cases are qualitatively very different (Fig. 4) even though these
two cases represent two periods separated by only one day.

While some combinations of parameters produced more accurate simulations than
others, these data (and other simulations trials not shown here) strongly suggest that
there is no one “correct” set of parameters for a specific high tunnel. Achieving
accurate predictions of one set of test data cannot be assumed to mean that the model
will accurately predict conditions at a different time of year, or with a different crop (or
as shown in this case, even a few days later). This is an important point, since most
examples of model validation found in the literature (whether lumped-capacitance,
CFD or black box) used only one or a few days of data.

While development is continuing on the model to include moisture and plant
canopy effects, it is in the context that perfect time series simulation of the high tunnel
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environment will not be achievable, and that the effort should focus on accurately
predicting practical values of most interest to growers, such as overall season length,
maximum or minimum temperatures, seasonal degree days, and early season soil
temperatures.

6 Conclusions

Interior and outside conditions were recorded in two high tunnel greenhouses in
Guelph, Ontario. It was shown that the tunnels had less thermal mass than expected and
provided little additional frost protection, but did successfully produce higher air and
soil temperatures compared to outside on the order of a few degrees Celsius. Covering
side ventilation openings with insect screening resulted in a further increase in average
air and soil temperatures. It was found that the variation of the interior climate within
the high tunnels could be modeled using a lumped-capacitance model; however, sig-
nificant differences between predicted and observed conditions remained. Sensitivity
studies using the model found that varying individual model parameters across a range
of practical possible values could produce large changes in overall prediction accuracy.
The results presented here strongly suggest the need to include moisture, plant canopy,
and additional ventilation effects in the next generation of the model, and also suggest
that there will be fundamental limits to the accuracy that can be achieved by modeling
such complex, multi-variable systems using models that cannot practically reproduce
the true variability, complexity, and full range of processes that occur in the real
system.
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Table 5. Sensitivity study parameters with ranges of values, and resulting ranges of ME and
MAE values for air temperature (°C) within the high tunnel.

Varying parameter
name

Range of values 2015
MAE

2016_1
MAE

2016_2
MAE

2015 ME 2016_1
ME

2016_2
ME

Cloud-covered sky
fraction, Fcn

0, 0.25, 0.5, 0.75, 1 4.2–6.3 4.8–7.0 1.3–2.0 4.0–6.2 4.6–7.0 −1.7–1.0

Transmissivity of
glazing, s1

0%, 25%, 50%, 75%, 100% 2.2–9.1 1.8–11.3 1.4–3.9 −1.5−9.1 −3.4–11.3 −3.8–1.7

Emissivity of glazing,
e1

0, 0.25, 0.5, 0.75, 1 3.6–14.0 4.0–16.6 1.4–10.7 3.4–13.9 3.5–16.6 −2.5–10.7

Thermal conductivity
of soil, k

0.099, 0.504, 0.587, 0.712,
0.934 W/m K

3.6–5.2 3.4–8.3 1.4–4.5 2.9–5.1 3.0–5.7 −2.6–−0.4

Case name

Baseline Fcn ¼ 0:5 s1 ¼ 0:6
e1 ¼ 0:7 k ¼ 0:71W/mK

5.2 5.7 1.4 5.1 5.7 −0.4

Clear sky Fcn ¼ 0 s1 ¼ 0:6
e1 ¼ 0:7 k ¼ 0:71W/mK

4.2 4.8 2.0 4.0 4.6 −1.7

Low transmissivity Fcn ¼ 0:5 s1 ¼ 0:25
e1 ¼ 0:7 k ¼ 0:71W/mK

2.2 1.8 2.5 1.2 0.5 −2.3
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Abstract. Domestic hot water use in Canada accounts for roughly 19% and 8%
of total residential and commercial building energy use, respectively. After use
by building occupants, domestic hot water is disposed of in the sewer system
where it mixes with other wastewater streams, typically reaching temperatures
as high as 25 °C. Thus, an opportunity exists for recovering low-grade heat from
wastewater and using it for meeting local thermal loads. This study uses the
Carleton University campus, located in Ottawa, Canada, as a case study for
wastewater heat recovery. The campus wastewater energy resource is estimated
using a novel method, and a feasibility analysis is conducted on an industrial-
scale heat pump that recovers waste heat from the university’s main sewer
outflow pipe. The recovered heat is used for heating water at the university’s
main athletics facility. Results show that installing a wastewater heat recovery
system decreases greenhouse gas emissions and total annual costs by approxi-
mately 95% and 8%, respectively, relative to a base case natural gas heating
system. Low-grade wastewater heat is an underutilized energy source that is
both sustainable and accessible in most urban centres across Canada. Increasing
the capacity of wastewater heat recovery systems has the potential to signifi-
cantly increase energy savings and decrease greenhouse gas emissions in our
energy system.

Nomenclature

Abbreviations
GHG Greenhouse gases
COP Coefficient of performance
BC Base case scenario
SHR Sewer heat recovery scenario
BCRE Best-case recoverable energy estimation
WCRE Worst-case recoverable energy estimation

Variables
_V tð Þ Building water consumption (m3/hr)
_Vsewer tð Þ Hourly variation of flow in the main sewer outflow pipe (m3/hr)
Vheated Volume of water heated by a building in a set time period (m3)
Q Energy used to heat hot water in buildings (kJ)
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q Density of water (kg/m3)
Cp Heat capacity of water (kJ/kgK)
TSP Temperature of the hot water tanks on campus (°C)
Tmains Temperature of fresh water in the water mains (°C)
/ Heating ratio
Vtotal Total volume of water used in a building during a set time period (m3)
Tout Temperature of the outflow from a single building (°C)
_QSewer tð Þ Energy in the main sewer outflow pipe (kW)
Tsewer tð Þ Hourly variation of temperature in the main sewer outflow pipe (°C)
_Qrecoverable tð Þ Hourly variation of energy that is recoverable from the main sewer

outflow pipe (kW)
Tdischarge Temperature at which the effluent leaves the Carleton campus and

enters the city sewers (°C)
_Qout;BC tð Þ Energy output to meet the domestic hot water load in the base case

scenario (kW)
_Qfuel tð Þ Energy content of the fuel entering the boiler in the base case scenario

(kW)
gBC Average efficiency of the boiler in the base case scenario (%)
_Win;ep tð Þ Energy required to pump effluent from the wet well to the heat pump

evaporator (kW)
_Qevap tð Þ Energy absorbed by the heat pump evaporator (kW)
TLLT tð Þ Temperature at which the effluent leaves the heat pump evaporator (°C)
g Rate of acceleration due to gravity (m/s2)
DH Effluent pump system head loss (m)
gep Effluent pump efficiency (%)
f Friction factor
L Effluent pump system pipe length (m)
d Effluent pump system pipe diameter (m)
v Fluid velocity in the pipe (m/s)
K Minor loss coefficient
_Vmax;ep Maximum volumetric flow rate through the effluent pump system (m3/

s)
vecon Economic velocity of water (m/s)
_Qout;SHR tð Þ Energy output to meet the domestic hot water load in the sewer heat

recovery scenario (kW)
_Win;HP tð Þ Energy required to drive the heat pump compressor (kW)
COP(t) Heat pump coefficient of performance (COP)
AC Total annual cost ($/yr)
NPC Net present cost ($)
i Discount rate (%)
Cc Capital cost ($)
Mc Maintenance cost ($/yr)
Fc Variable fuel cost ($/yr)
j Number of periods in net present cost calculation
mCO2e GHG emissions in equivalent metric tonnes of CO2 (tonnes)
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AEO Annual energy output (MWh)
eCO2e Greenhouse gas emission factor (kg/MWh)
k Fuel escalation rate (%)
n System lifetime (yr)

1 Introduction

Canada has recently set a greenhouse gas (GHG) emission reduction target of 30%
below 2005 levels by the year 2030 [1]. Current projections by Environment and
Climate Change Canada indicate that Canada will most likely miss this target, with
current policies in place resulting in GHG emissions that are 42% above the stated
target [2]. Thus, greater investments are needed in innovative energy technologies that
have the capacity to significantly decrease GHG emissions below current levels [3].
Approximately 20% of all primary energy use in Canada occurs in buildings [4],
representing roughly 12% of total GHG emissions [5]. Of this total building energy
use, approximately 19% and 8% can be attributed to domestic hot water use in the
residential and commercial sectors, respectively [6]. Domestic hot water is discharged
to the sewer system with most of its original energy content. In the sewer system, it
mixes with other wastewater streams producing wastewater temperatures that are
typically as high as 25 °C [7]. This represents a renewable source of low-grade heat
that can be recovered to meet local thermal loads.

Studies have been conducted to assess the availability of low-grade thermal energy
in urban sewer systems. Cipolla and Maglionico [8] conducted an assessment of the
wastewater thermal energy resource from sewers located in the city of Bologna, Italy.
They recorded temperature and flow data on four branches of the sewer system, and at
the wastewater treatment plant. The data showed that effluent temperatures varied
between 10 and 14 °C in the winter and 18 and 22 °C in the summer. They also
showed that although flow in the sewer is a function of population size and of the
occupant’s behaviour, the same cannot be said of the effluent temperature. The effluent
temperature was found to be independent of the size of the population that supplies it.
Bertrand et al. [9] conducted an urban-scale assessment of the potential energy savings
from using in-building wastewater heat recovery systems, based on pinch analysis.
Their results showed that heat recovery with a heat pump could yield electricity savings
of up to 28% and 41% for single-family homes and multifamily buildings, respectively.

Studies have also been conducted to assess the performance of various wastewater
heat recovery systems. Wallin and Claesson [10] designed an experiment to test a heat
pump and vertical falling film inline heat exchanger for recovering low-temperature
heat from drain water. Their analysis shows that a large thermal contact resistance
exists in the heat exchanger, which inhibits heat transfer from the drain water. How-
ever, at the tested flow rates, the experimental setup was able to recover more than 25%
of the available heat. Dong et al. [11] designed and tested a heat pump water heater that
recovers energy from shower drain water. They found the system was able to reduce
energy consumption by 70% compared to a conventional electric water heater.
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Hepbasli et al. [7] conducted a review of wastewater source heat pump systems. They
concluded that although cities on average send almost 40% of the total thermal energy
they generate into the sewer system as low-grade waste heat, there are often a number
of challenges associated with recovering this heat due to equipment fouling issues.
While these issues may be resolved by using treated wastewater, they found the cost of
purchasing and installing piping to and from treated wastewater locations to be pro-
hibitive. Furthermore, of the studies they reviewed, they found that the coefficient of
performance (COP) of heating ranged from 1.8–10.6 and the COP of cooling ranged
from 2.2–5.4.

There are currently an estimated five hundred wastewater heat recovery systems in
the world, many of which are located in Scandinavia [7]. Only a few of these systems
are in operation in North America. One example is in the city of Vancouver, Canada,
which adopted a wastewater heat recovery system with a heat pump as part of their
2010 Olympic Village development [12]. The system recovers heat from untreated
urban wastewater with a heat pump and distributes it to 14 local buildings through a
district heating grid [13]. The wastewater heat recovery system is able to meet 70% of
the annual energy demand and has reduced GHG emissions by 50% [12]. Another
North American wastewater heat recovery system was installed as part of a new
addition to the Denver Museum of Nature & Science in 2013 [14]. Im et al. [14]
conducted an assessment of this system and found that it reduced CO2 emissions by
41%, and saved 34% of the energy costs relative to a baseline HVAC system consisting
of a natural gas boiler and water cooled chiller. They also concluded that the economic
feasibility of the system was highly sensitive to the length of piping that is required
between the wastewater resource and the museum.

Most of the studies described above were conducted using measured historical
temperature and flow rate data from a given wastewater stream. While using this data
increases the accuracy of estimating the available resource at a given site, it requires the
foresight to preemptively collect the data. In most cases, this is impractical as mea-
surement and data acquisition equipment is needed. Furthermore, a minimum waiting
time of 1 year is typically required to collect a representative data sample. No studies
have been identified that use existing utility consumption data, such as metered water
or natural gas, to assess the available wastewater heat resource at a specified site. Utility
consumption data is typically available over long time horizons and can be obtained
directly from local building operators and/or utilities.

The objectives of this research are to (1) present a novel methodology that utilizes
local utility consumption data in buildings to estimate the potential for recovering heat
from downstream sewer wastewater, and (2) assess the economic and environmental
impacts of switching from a conventional natural gas water heater to a heat pump-based
sewer heat recovery system for heating domestic hot water. The Carleton University
campus, located in Ottawa, Ontario, is chosen as the case study for the analysis.
Carleton University is a mid-size university with approximately 29 500 students
enrolled, and a campus spanning roughly 62 hectares [15]. Further to estimating the
available sewer waste heat resource on this campus, two energy models are constructed
corresponding to a base case (BC) scenario and a sewer heat recovery (SHR) scenario.
Both scenarios represent systems that are capable of meeting the domestic hot water
load in the main athletics facility located on campus. The BC scenario describes a
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baseline system that comprises a natural gas boiler plant, whereas the SHR scenario
comprises an industrial-scale heat pump that recovers heat from the campus’ main
sewer outflow pipe. Both energy models are compared with respect to the total annual
cost and GHG emissions.

2 Methodology

2.1 Waste Heat Resource Assessment

The Carleton University campus is comprised of 42 buildings that are connected to a
centralised sewer system. A separate stormwater system is used to collect rainwater.
All buildings at the university are metered for electricity, water, and steam consump-
tion. Steam is supplied to the buildings via a district heating grid and is used primarily
for space and domestic hot water heating. Both the water that is consumed in buildings
and the condensate discharged from the district heating grid are returned to the sewer
system. One exception to this occurs during hot summer days when cooling towers are
in operation. Cooling towers consume a considerable amount of water, most of which
is rejected to the local environment instead of the sewer. In this study, the water use of
buildings with cooling towers is discarded on days when the cooling towers are
operational. On this basis, a building’s water consumption is equivalent to the build-
ing’s sewer flow, as all water consumed in the building is discharged to the sewer.

To assess the recoverable sewer waste heat resource, an estimate of the hourly flow
rate and temperature in the university’s main sewer outflow pipe is needed. In this
study, a novel method is proposed for estimating these parameters based solely on
monthly (and hourly) metered utility data collected from the individual campus
buildings. The steps taken to estimate the recoverable energy in the sewer are depicted
in Fig. 1 and described in detail in the remainder of this section.

Fig. 1. Steps taken to estimate recoverable energy in the main campus sewer outflow pipe
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The hourly flow rate in the main sewer outflow pipe is estimated by summing the
individual daily water consumption profiles of each building on campus, as shown in
Fig. 1. Four different daily profiles are used in this study as these are assumed to be
representative of the four most common building occupancy conditions occurring at
Carleton University. Daily profiles are used because the water and steam data required
to make an estimate of the available energy is not available consistently throughout the
year. Furthermore, using daily profiles reduces the computational burden of the model,
compared to using hourly data from a year and extrapolating missing data points.
Building occupancy is used to distinguish between water consumption profiles because
it has the most significant effect on water use [16]. The daily water consumption
profiles selected correspond to a weekday during the fall/winter academic term, a
weekend during the fall/winter academic term, a weekday during an academic break,
and a weekend during an academic break. At Carleton University the fall/winter aca-
demic term runs from September to April. Academic breaks occur throughout the year,
such as from May to August for the summer break, or in the last week of October for
the fall reading week. The building water consumption profiles are based on hourly
building water consumption data, _V tð Þ, which was measured for a period of 1 year from
November 2016 to December 2017. The building water consumption profiles show the
building water use during each hour throughout the day. The building water con-
sumption profiles are calculated by separating each building’s data into categories
based on the four building occupancy conditions described above. For each building
occupancy condition, the average flow is calculated during each hour of the day. The
average flow is shown in the building flow profile, for the corresponding hour, and
combining all hours of the day makes up the building flow profile. Building water
consumption includes both domestic water consumption and condensate that is
returned to the sewer system from the district heating grid. In the latter case, the
measured makeup water that replaces the discharged condensate is used for the eval-
uation. Daily water consumption profiles are determined for every building on campus
except for four buildings that do not have data available. For these four buildings
without data, a profile is created based on a similar building with respect to type and
size. The hourly variation of flow in the main sewer outflow pipe for the four daily
occupancy profiles mentioned above is shown in Fig. 2.

Also shown in Fig. 1 is the method used for estimating the hourly wastewater
temperature in the main sewer outflow pipe. This method is based on the following two
sources: 1) the district heating grid condensate that is returned to the sewer after
exchanging heat in each building’s substation, and 2) the metered energy used to heat
domestic hot water in each building on campus. For the former, the condensate volume
is assumed to be equivalent to the makeup water entering the district heating grid and
the condensate temperature is assumed to be constant at 100 °C [17]. Each campus
building comprises a substation from which steam from the district heating grid
exchanges energy with the building energy distribution system. Energy from the dis-
trict heating grid is exchanged via a steam-to-water heat exchanger that supplies both
the building hydronic space heating loop, and the domestic hot water loop. Since
building-based energy metres provide the total thermal energy flowing into any given
building, energy metre data in this study is only considered over a 4-month period from
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the beginning of June to the beginning of October, when no space heating loads are
present [18]. Using data over this 4-month period ensures that the steam used in the
buildings represents the energy used to heat domestic hot water, which is generally the
only thermal load present. For buildings with available steam data, the following
expression is used to calculate the volume of domestic water that is heated over the 4-
month period from June to October:

Vheated ¼ Q
qCp TSP � Tmains½ � ð1Þ

where Q; q, and Cp represent the metered energy used to heat domestic hot water, the
density of water, and the heat capacity of water, respectively. TSP and Tmains represent
the set point hot water tank temperature and the water mains temperature, respectively.
In the current analysis, water is assumed to enter at 4 °C from the water mains and is
heated to 55 °C in building-based hot water tanks. These values are consistent with
those provided from the university’s facilities management and planning group [18].

To determine the relative amount of incoming mains water that is heated in any
given building for domestic hot water use, the following heating ratio is used:

/ ¼ Vheated

Vtotal
ð2Þ

where Vtotal represents the total volume of measured incoming mains water over this
same 4-month period.

Fig. 2. Hourly variation of flow, _Vsewer tð Þ, in the main sewer outflow pipe over the course of an
average day. Variations are shown for both weekdays and weekends during the winter academic
term and the summer academic break. Hours 0–24 represent a 24-h period from 12 am to 12 am.
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For buildings that do not have available steam data, the heating ratio from a
building of a similar type is used. A building type can be described as a building that
provides a specific function (e.g., athletics facility, cafeteria, student residence, library,
laboratory, etc.). Since most buildings on campus provide a variety of functions, no two
buildings are exactly alike. A crude approach is thus used in the current study for
matching building types, which consists of finding the best fit with respect to building
function and floor space designated for each function. The temperature of the
wastewater entering the sewer from each building is estimated using a first law energy
balance approach and Eq. 3 as follows:

Tout ¼ /TSP þ 1� /ð ÞTmains ð3Þ

The hourly available energy in the main sewer outflow pipe, _Qsewer tð Þ, is estimated
by summing the energy in each building’s wastewater flow and is expressed as

_Qsewer tð Þ ¼
X
i

_V tð ÞiqCpTout;i ð4Þ

where _V tð Þ represents the hourly measured domestic water flow rate in a given building
on campus, and the subscript i represents an individual building. The hourly
wastewater temperature in the main sewer outflow pipe, Tsewer tð Þ, can be calculated
from Eq. 5 as follows:

Tsewer tð Þ ¼
_Qsewer tð Þ

_Vsewer tð ÞqCp
ð5Þ

where _Vsewer tð Þ represents the hourly effluent flow rate in the main sewer outflow pipe
as shown in Fig. 2. The hourly variation of wastewater temperature in the main sewer
outflow pipe for the four daily occupancy profiles depicted in Fig. 2 is shown in Fig. 3.

Three types of heating losses are accounted for in this analysis, including hot water
tank standby losses, point-of-use losses, and sewer system distribution losses. Hot
water tank standby losses represent heat that is lost through the tank walls to the
surroundings. These losses are estimated to be 10% of the input energy into the tank
[19–21]. Point-of-use losses represent heat that is given off to the surroundings when
building occupants consume hot water at each point of use. Bertrand et al. conducted a
review of point-of-use temperature losses that occur in common plumbing fixtures [9].
Most fixtures they reviewed had negligible point-of-use losses except for baths and
showers. Baths are not common at Carleton University; however, showers are located
in all campus residences and in the main athletics facilities. In the current study, a
point-of-use energy loss of 12% is assumed due to shower use [9]. Sewer system losses
represent heat that is lost through the sewer pipe walls into the surrounding earth as the
effluent travels from the individual buildings to the main campus sewer outflow pipe.
These losses are estimated to be 3% of the input energy [22, 23].
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The amount of energy that is recoverable from the main sewer outflow pipe for
heating purposes is expressed as

_Qrecoverable tð Þ ¼ _Vsewer tð ÞqCp Tsewer tð Þ � Tdischarge
� � ð6Þ

Equation 6 is based on the assumption that the effluent leaving the campus (i.e., the
discharge) must always be at a temperature that is equal or greater than the average
temperature of the mains water entering the campus. In the current study, the discharge
temperature, Tdischarge, is assumed to be constant at 4 °C. The amount of recoverable
energy, given by Eq. 6, is shown in Fig. 4. For every data point in Fig. 4, an error bar
is shown which corresponds to the maximum and minimum value of _Qrecoverable tð Þ that
is calculated when accounting for propagating parameter uncertainty in the analysis.
The trend line linking the upper end of the error bars in each dataset in Fig. 4 represents
the best-case recoverable energy (BCRE) estimation, whereas the trend line linking the
lower end of the error bars represents the worst-case recoverable energy (WCRE)
estimation. The parameters that were varied in the uncertainty analysis are listed in
Table 1. Also shown in Table 1 are the ranges by which these parameters were varied
to determine the BCRE and WCRE estimations.

2.2 Energy Models

Two energy models are constructed corresponding to a base case (BC) scenario and a
sewer heat recovery (SHR) scenario. The BC scenario represents a base case natural
gas boiler system that could be used at Carleton University for heating domestic hot
water in the main athletics facility. The SHR scenario represents an alternative
domestic hot water heating system consisting of a vapour-compression heat

Fig. 3. Hourly variation of temperature, Tsewer tð Þ, in the main sewer outflow pipe over the
course of an average day. Variations are shown for the same occupancy conditions depicted in
Fig. 2. Hours 0–24 represent a 24-hour period from 12 am to 12 am.
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pump-based sewer heat recovery system that is used to offset natural gas consumption
by utilizing waste heat recovered from the main campus sewer outflow pipe. Both
systems, shown schematically in Fig. 5, are sized to meet a peak domestic hot water
heating load in the main athletics facility of 160 kW.

The BC system, shown in Fig. 5a, is assumed to be a high-efficiency natural gas
condensing boiler. The energy output to meet the domestic hot water load in the BC
system is given by

_Qout;BC tð Þ ¼ _Qfuel tð ÞgBC ð7Þ

where _Qfuel represents the energy content of the fuel entering the boiler, and gBC is the
average efficiency of the boiler, which is assumed to be equal to 95% [19, 30, 31].

The SHR system, shown in Fig. 5b, is assumed to be a vapour-compression heat
pump-based sewer heat recovery system. When heat is required at the load, the effluent
is pumped from the sewer wet well to the heat pump evaporator where energy is
extracted from the fluid. A separator is located in between the wet well and the heat
pump to discard solid waste from the effluent stream. The distance from the wet well to
the main athletics facility is approximately 120 m. After leaving the heat pump, effluent
mixes with the discarded solid waste and is returned to the wet well.

The energy required by the separator to operate internal pumps is a constant 0.9 kW
[32]. The energy required to pump effluent from the wet well to the heat pump
evaporator is expressed as

Fig. 4. Hourly variation of recoverable energy, _Qrecoverable tð Þ, in the main sewer outflow pipe
over the course of an average day. Variations are shown for the same occupancy conditions that
are depicted in Fig. 2. Hours 0–24 represent a 24-hour period from 12 am to 12 am.
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_Win;ep tð Þ ¼
_QEvap tð Þ

Cp Tsewer tð Þ � TLLT tð Þ½ � gDH
1
gep

ð8Þ

where _QEvap tð Þ is the energy absorbed by the heat pump evaporator and TLLT tð Þ is the
temperature at which the effluent leaves the evaporator. These parameters are taken
from heat pump manufacture performance specifications [33, 34]. Also shown in Eq. 8
are the acceleration due to gravity, g, the effluent pump efficiency, gep, and the system
head loss, expressed as

DH ¼ fL
d
v2

2g
þ

X
K
v2

2g

� �
ð9Þ

Table 1. Parameters and associated uncertainty ranges used to determine BCRE and WCRE
estimations

Parameter Assumed
value

BCRE
Value

WCRE
Value

Parameter range rationale

Flow
consumption

Measured
value

−3% (of
measured
value)

+3% (of
measured
value)

Flow data varies ± 3% of its measured
value, which is a typical range of
measurement error in water flow metres
[24, 25]

Steam
consumption

Measured
value

−5% (of
measured
value)

+5% (of
measured
value)

Steam energy consumption data varies ±
5% of its measured value, which is a
typical range of measurement error in
steam metres. [24, 26, 27]

Standby
losses

10% 8% 12% Standby losses vary by ±2% of assumed
value to account for potential error in their
estimation

Point-of-use
losses

12% 10% 14% Point-of-use losses vary by ±2% to
account for potential error in their
estimation

Sewer
system
losses

3% 1% 5% Sewer system losses vary by ±2% to
account for potential error in their
estimation

Water mains
temperature

4 °C 0.2 °C 10 °C Water mains temperature varies from
0.2 °C to 10 °C to account for the
seasonal variation of the water mains
temperature. 0.2 °C and 10 °C represent
the 2017 minimum and average annual
measured wastewater treatment plant
temperature in Ottawa, Ontario,
respectively [28, 29]
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The parameters in Eq. 9 include the friction factor, f, the minor loss coefficient, K,
the pipe diameter, d, the fluid velocity in the pipe, v, and the pipe length, L. The pipe
diameter is determined using the following expression:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 _Vmax;ep

pvecon

s
ð10Þ

where _Vmax;ep is the maximum flow rate through the system and vecon is the economic
velocity of water. The values of several of the parameters shown in Eqs. 8–10 are listed
in Table 2.

The energy output to meet the domestic hot water load in the SHR heat pump
system is expressed as

_Qout;SHR tð Þ ¼ _Win;hp tð ÞCOP tð Þ ð11Þ

where _Win;hp tð Þ represents the electricity input to drive the heat pump compressor, and
COP tð Þ represents the heat pump coefficient of performance (COP). Based on a first
law, energy balance applied to the heat pump the COP is expressed as

Fig. 5. a. BC system: high-efficiency natural gas condensing boiler. b. SHR system: vapour-
compression heat pump-based sewer heat recovery system.

Table 2. Parameters used in determining the effluent pump energy requirement

Economic
velocity,
vecon

Minor
losses,
K

Friction
factor, f

Pumping
distance,
L

Effluent pump
efficiency, gep

Effluent leaving
temperature,
TLLT tð Þ

2 m/sa 30a 0.017a 240 m 0.84b 24–27 °Cc

aObtained from [35]
bObtained from [36]
cObtained from [33, 34]
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COP tð Þ ¼ 1þ
_Vsewer tð ÞqCp Tsewer tð Þ � Tmains½ �

_Win;hp tð Þ ð12Þ

In the current study, the heat pump COP varies roughly between 5.0 and 5.3, based
on manufacturer specifications [33, 34].

The BC and SHR energy models are compared with respect to total annual cost and
GHG emissions. Modelling parameters that are used to assess the total annual cost of
each system include the capital cost, Cc, the annual maintenance cost, Mc, the variable
fuel cost, Fc, the fuel escalation rate, k, and the system lifetime, n, as shown in Table 3.
A discount rate, i, of 8% is applied to both systems [37]. The total annual cost (AC) is
expressed as

AC ¼ NPC
i 1þ ið Þn
1þ ið Þn�1

� �
ð13Þ

where the net present cost (NPC) is given by

NPC ¼ Cc þ
X
j

Mc þFc

1þ ið Þ j ð14Þ

The net present cost is calculated over j annual periods in which costs are incurred.

Also shown in Table 3 are the corresponding fuel GHG emission factors, eCO2e , for
natural gas, and electricity generation on the Ontario grid. These factors are used to

Table 3. Modelling parameters considered in feasibility assessment of heat pump-based sewer
heat recovery system. All costs shown are in Canadian dollars.

System Capital
cost,Cc

(k$)

Annual
maintenance
cost,Mc ($/
year)

Variable
fuel
cost,Fc

Fuel
escalation
rate, k (%/
year)

Lifetime,
n (years)

Fuel
emission
factor,eCO2e

Heat pump-based
sewer heat
recovery system

76a 210b 120c ($/
MWh)

6d 20f 0.043 g (kg
CO2e /
MWh)

Natural gas boiler
system

31b 290b 0.29c ($/
m3)

2e 13b 186 h (kg
CO2e/MWh)

aObtained from [36, 38–41]. It includes costs to purchase and install pipe between the sewer
outflow pipe and main athletics facility
bObtained from [40]
cObtained from [42]
dObtained from [43]
eObtained from [44]
fObtained from [45, 46]
gObtained from [47]
hObtained from [48, 49]
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calculate the associated GHG emissions in equivalent metric tonnes of CO2, mCO2e ,
resulting from the implementation of each system, as shown in Eq. 15.

mCO2e ¼
AEO eCO2eð Þ

1000
ð15Þ

The variable AEO in Eq. 15 represents the annual energy output, in units of MWh,
of each system shown in Table 3.

2.3 Validation

The total monthly building-based water consumption data used in this study is vali-
dated experimentally using measured data from the three water mains that supply the
university campus. The district heating grid condensate flow profile and the building
flow profiles are combined and compared to the monthly measured data from the three
water mains from the past 2 years. The former is calculated to be 1.2% lower on
average than the latter. Potential reasons for this discrepancy can be attributed to leaks
in the distribution system between the city water metres and the building water metres,
and/or landscape irrigation that occurs in the summer. Overall, this comparison indi-
cates a close match between the datasets and validates our estimate for the volume of
water flowing into the sewer.

A validation of our energy use estimate for domestic hot water heating in each
building on campus is also performed. The validation is accomplished by comparing
estimated domestic hot water consumption values for various building types on campus
with values published in the literature, as shown in Table 4. Since standard published
data for building domestic hot water use is typically available on a daily and per
occupant basis, a method outlined by Abdelalim et al. [42] is used to convert our
estimated data into a similar format. Using this method, building occupancy schedules
are determined for the various building types located on the Carleton University
campus. From these schedules, the daily domestic hot water consumption per occupant
is calculated.

Table 4 shows that the estimated domestic hot water consumption values for res-
idence, office, and classroom buildings are below the published values. One potential
reason for this discrepancy is due to low flow fixtures being installed in most buildings
fitting this description on the Carleton campus. The percent difference is especially high
for residence buildings, since these buildings have more washroom facilities and as a
result consume more domestic hot water. Domestic hot water consumption estimates
for cafeteria buildings, on the other hand, are shown to be considerably greater than the
published values. One reason for this may be that published studies typically focus on
restaurants or cafeterias that have one to two meal periods over an average workday
[16]. However, many cafeterias at Carleton University have three meal periods in a day
and are commonly open until late at night [52]. Having extended hours of operation in
these cafeterias would likely increase domestic hot water consumption above standard
published values. As no published domestic hot water consumption data is available for
laboratory and sports facilities, a comparison cannot be made with our estimated
values. These buildings are very diverse and contain specific equipment that is not
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commonly found outside of a university campus. Carleton’s library building is also
excluded from this analysis due to the challenges associated with estimating the
building’s occupancy.

3 Results and Discussion

The amount of heat that can potentially be recovered on an annual basis from the main
campus sewer outflow pipe is estimated to be 10 850 MWh. The hourly maximum and
minimum amounts of recoverable heat over the course of the year are estimated to be
2660 kWh and 458 kWh, respectively, as depicted by the daily occupancy profiles in
Fig. 4. In comparison, the total annual and peak hourly domestic hot water loads in the
main athletics facility are relatively small at 730 MWh and 160 kWh, respectively.
Thus, in order to meet this annual domestic hot water load, only a fraction of the total
recoverable sewer heat shown in Fig. 4 is required. Furthermore, as the heat pump in
the SHR scenario is sized to meet the peak load, no auxiliary heating system (e.g.,
natural gas boiler) is required for peaking purposes.

The total annual cost and annual GHG emissions corresponding to the BC scenario
are calculated as $30 900 and 143 metric tonnes of CO2e, respectively. Figure 6 shows
the percentage by which these parameters are reduced relative to the BC scenario as a
result of implementing the SHR scenario. The error bars in Fig. 6 show the variation in
percent reduction for both the BCRE and WCRE estimations, where the upper end of
the error bars represents the BCRE estimation, and the lower end of the error bars
represents the WCRE estimation. Two SHR scenario configurations are shown in
Fig. 6: one that includes district heating grid condensate, and one that does not. The
total annual cost decreases by approximately 8% in the SHR scenario (with condensate)
relative to the BC scenario, which is equivalent to $2550 annually. The annual GHG

Table 4. Carleton building hot water use per person compared with published values for
validation

Building
types

Estimated domestic hot
water consumption
(l/day/person)

Published domestic
hot water consumption
(l/day/person)

Percent difference (relative to
published domestic hot water
consumption)

Residences 34.4 48a −28%
Office and
classroom

3.6 3.8a −5%

Mixed use
with a large
cafeteria

28.8 14b 106%

Sport
facilities

26.5 N/A N/A

Laboratory
buildings

69.2 N/A N/A

aObtained from [50, 51]
bAverage value obtained from [16]
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emissions decrease by approximately 95% in the SHR scenario (with condensate)
relative to the BC scenario, which is equivalent to 136 metric tonnes of CO2e annually.
GHG emissions in the SHR scenario are mainly due to electricity usage in both the
effluent pump and heat pump compressor. The high GHG emission reductions asso-
ciated with this scenario demonstrate the potential that sewer heat recovery systems
have with respect to lowering emissions in our energy system.

Also shown in Fig. 6 are the percent reductions of the same parameters mentioned
above, but for the SHR scenario (without condensate). This hypothetical system is
analysed to assess the impacts of implementing a heat pump sewer heat recovery
system at the university campus if it did not contain a steam-based district heating grid.
The average temperature in Carleton’s sewer system is approximately 30 °C, which is
above what has been typically documented in previous studies [7]. The reason for this
high temperature is due to the condensate that enters the sewer system from the district
heating grid. The condensate does not cool before entering the sewer and therefore
carries a significant amount of thermal energy, which raises the overall temperature of
the sewer flow. In this study, the condensate from the steam district heating grid raises
the temperature in the sewer by an average of 5.7 °C relative to a sewer system without
condensate. Without the condensate from the district heating grid, the amount of heat
that can potentially be recovered on an annual basis from the main campus sewer

Fig. 6. Percent reduction in annual cost and GHG emissions relative to the BC scenario as a
result of implementing the SHR scenario (with and without condensate)
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outflow pipe is estimated to be 8470 MWh. This corresponds to an annual decrease in
the recoverable heat of approximately 22% relative to a sewer system with condensate.
As in the SHR scenario (with condensate), the heat pump is sized to meet the peak
load; therefore, no auxiliary heating system is required for peaking purposes.

Figure 6 shows the percentage by which the total annual cost and annual GHG
emissions are reduced in the hypothetical system (i.e., without condensate) as a result
of implementing the SHR scenario. The total annual cost increases by approximately
1% in the SHR scenario (without condensate) relative to the BC scenario, which is
equivalent to $370 annually. This cost increase is mainly due to inefficiencies asso-
ciated with the sewer heat recovery system’s performance. As the effluent temperature
decreases, the heat pump COP also decreases, resulting in increased electricity use in
the compressor and increased operating costs. Moreover, higher flow rates are required
to extract an equivalent amount of thermal energy from a lower temperature source.
Therefore, electricity use in the effluent pump is also increased, resulting in increased
operating costs. The annual GHG emissions decrease by approximately 94% in the
SHR scenario (without condensate) relative to the BC scenario, which is equivalent to
135 metric tons of CO2e annually. Despite the setback of having a small cost increase,
the SHR scenario (without condensate) shows considerable promise with regard to
lowering GHG emissions.

A number of parameters are identified in the current study that impact the economic
feasibility of the SHR scenario. Figure 7 shows the sensitivity of the total annual cost
savings in the SHR scenario (with condensate) with respect to a variety of system
parameters such as the effluent temperature, lifetime, capital cost, fuel escalation rate,
discount rate, and distance between load and main sewer outflow pipe. The impacts
shown in Fig. 7 are calculated by varying these system parameters by 30% of their
estimated values.

Fig. 7. Sensitivity of total annual cost savings in SHR scenario (with condensate) with respect to
a number of system parameters
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Figure 7 shows that increasing the effluent temperature, natural gas fuel escalation
rate, BC scenario lifetime, and BC scenario capital cost by 30% causes the total annual
cost savings to increase by $3450, $2790, $2040, and $1100, respectively. However,
increasing SHR scenario lifetime, SHR scenario capital cost, discount rate, electricity
fuel escalation rate, and the distance between the load and the main sewer outflow pipe
by 30% causes the total annual cost savings to decrease by $10, $2150, $1060, $970,
and $650, respectively. On the other hand, decreasing each of these system parameters
by 30% causes the total annual cost savings to change by an amount that is approxi-
mately equal and opposite to those mentioned above, as shown in Fig. 7. The only
exception to this applies to the SHR scenario lifetime. Decreasing this parameter by
30% causes the total annual cost savings to decrease by $580. The most sensitive
parameter in Fig. 7 is the effluent temperature, followed by the natural gas fuel esca-
lation rate, and the SHR scenario capital cost. Efforts should be made to lower the
uncertainty in estimating these parameters as they have the greatest impact on the total
annual system cost. Another parameter that shows less of an impact on total annual cost
savings in Fig. 7 is the distance between the load and the main sewer outflow pipe.
This result can be misleading, as it is highly dependent on the estimated distance
between the load and the main sewer outflow pipe. In the current study, this distance is
equivalent to 120 m, thus a change of 30% only represents an addition or removal of
40 m of piping between the two points. In the case that the estimated distance would be
1000 m, the impact on the total annual cost of the system would be considerably
higher. The sensitivity of this parameter is therefore highly geographically dependent.

A number of other parameters not mentioned in this study are capable of having a
significant impact on the economic feasibility of the SHR scenario. One example is the
adverse impacts related to heat exchanger fouling in sewage heat recovery systems.
Heat exchanger fouling is common in these systems and is highly dependent on the
chemical and biological composition, as well as the temperature of the effluent stream
[7, 53]. Given that the temperature of the effluent stream at Carleton University is
higher than average due to the addition of condensate from the district heating grid,
there is a high likelihood that heat exchanger fouling would be an issue. However,
further detailed component analysis would be required to make a more complete
estimate of fouling effects. Another measure that would affect the feasibility of the SHR
scenario is the implementation of a carbon tax. A carbon tax is not currently considered
in the analysis; however, Canada has committed to implementing a carbon tax of 50
$/ton by the year 2022 [54]. This level of carbon tax would provide an economic
benefit to the large GHG emission reductions occurring in the SHR scenario, and
potentially improve the economic feasibility of the system.

The current study shows that sewer heat recovery systems are an economically
viable option for university campuses that derive a significant portion of their heat from
a steam-based district heating grid. These systems are also capable of significantly
reducing GHG emissions relative to a conventional natural gas-fired boiler system.
Sewer heat recovery systems will likely play an important role in the future heating
market as fossil fuel costs increase and GHG emission reductions become a higher
priority.
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4 Conclusions

The annual sewer waste heat resource at Carleton University was estimated using a
novel method. This method allows for the sewer temperature and flow rate to be
estimated based on readily available building metered data such as water and energy
consumption. A model of the university energy system was constructed, and two
scenarios were developed and compared with respect to total annual cost and annual
GHG emissions. In the first scenario, the existing natural gas boiler system is used to
meet the domestic hot water load in the main athletics facility. In the second scenario,
this load is met using a heat pump-based sewer heat recovery system. Results show that
switching to the latter system causes the total annual cost and annual CO2 emissions to
decrease by 8% and 95%, respectively.

Although these results sound promising, it should be noted that sewer flows at this
campus are warmer than average due to the addition of steam condensate from the
district heating grid, resulting in ideal conditions for waste heat recovery. When the
steam condensate input is removed from the sewer effluent flow, the total annual cost
increases by 10% relative to the natural gas boiler system, and CO2 emission reductions
remain approximately the same. This minor cost setback is mainly believed to be due to
the size of the sewer heat recovery system that is used. The sewer heat recovery system
assessed in the current study is small in scale and therefore makes use of only a fraction
(i.e., roughly 7%) of the recoverable heat that is available in the sewer. A larger scale
system would likely result in greater annual cost reductions due to economies of scale,
with or without condensate addition from a district heating grid.

Implementing a sewer heat recovery system at the Carleton University campus has
been found to be a viable option from both an economic and environmental standpoint.
Based on these findings, one can presume that other campuses and municipalities with
comparable building stock and system conditions located across North America could
benefit from this technology. In the case that sewer temperature and flow data are not
readily available in some of these areas, the methods proposed in this study may be
used as a general guideline for estimating the recoverable sewer heat potential.
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Abstract. Current energy services provide incalculable benefits, but they are
not sustainable. Several factors cause unsustainability, but climate change is the
most important and immediate risk. Moving to new energy systems requires
focus on investment: the steady stream of monetary and social capital to build,
maintain, operate, regulate, and decommission energy infrastructure. Invest-
ments develop primary energy sources and make them available to societies as
energy services. Almost without exception, an investment must focus on a fuel–
technology pair. An investment to develop natural gas, for example, cannot
yield PV electricity, nor can an investment in wind turbines make coal into a
useful source. Only nine primary energy sources are usable for energy services,
and widespread assumptions hold that investments in renewable energy are
more sustainable than investments in the currently dominant nonrenewable
sources. Moving to higher dependence on renewable energy, however, requires
the development of a finer analysis of the sustainability of the nine different
energy sources. This paper proposes an energy–sustainability matrix, composed
of five criteria currently in use, supplemented by four new criteria drawn from
the concept of sustainability. Qualitative, ordinal standards then enable ranking
of each of the nine primary energy sources, plus energy efficiency, with the nine
criteria for investments. A complete analysis indicates the comparative strengths
and weaknesses of each energy source. This matrix usefully frames a
sociopolitical discussion for public policy and investment decisions.

1 Introduction

It is easy, true, and trivial to say that energy is an indispensable element of modern,
industrial societies. Everybody knows this fact, and governments around the world gear
their policies toward protecting and stabilizing supplies of primary energy sources and
delivery of electric power. Political leaders who through action or inaction fail to
protect energy supplies will likely find themselves no longer in power.

Despite the obvious importance of energy and energy services, it has proven quite
difficult or impossible to address the full range of issues concerning energy. These
difficulties pervade debates and discussions in scientific and technical circles, the

Member of the Faculty Emeritus.

© Springer Nature Switzerland AG 2019
A. Vasel and D. S.-K. Ting (Eds.): EAS 2018, SPE, pp. 168–181, 2019.
https://doi.org/10.1007/978-3-030-00105-6_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00105-6_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00105-6_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00105-6_10&amp;domain=pdf
https://doi.org/10.1007/978-3-030-00105-6_10


political arena, business and economic circles, and everyday conversations. Such dif-
ficulties are not surprising given that energy, energy supplies, and energy services [1]
involve complicated technical issues, deep connections to both economic and political
power, and an array of ethical and moral questions that can stymie even the most clear-
headed of thinkers.

Dissent, disagreement, and conflict accordingly surround energy conversations, but
climate change makes the incoherence of energy conversations dangerous and unac-
ceptable. In a word, climate change makes the world’s current energy economy
unsustainable: 81% of energy services currently rely on fossil fuels (coal, oil, and gas),
the major cause of climate change [2]. The immense benefits of these primary energy
sources are not in doubt, but climate change poses potentially catastrophic risks to the
modern civilizations made possible by them. To avoid these risks, it is imperative to
resolve energy arguments and agree on workable plans for transition to more sus-
tainable energy services.

This paper proposes an analytical framework based on continual investments
needed to procure, refine, transport, maintain, and use primary energy sources. His-
torical analysis suggests that investors have used five criteria to decide investments, but
sustainability concerns now demand four additional criteria to join with the original
five. Criteria identify goals, and standards assess the strengths and weaknesses with
which energy sources satisfy each criterion. Ordinal, qualitative standards enable
ranking of competing investment proposals. This assessment framework differs from
but overlaps other theoretical approaches focused on environmental justice and poverty
[3], the political economy of decision-making processes about energy transitions [4],
and goals for sustainable development [5], but comparing the four takes us too far
afield for this paper.

2 Energy, Investment, and Sustainability

Homo sapiens may be at the top of the list of a few species in traits like language and
toolmaking, but it is alone in its abilities to manipulate combustion of firewood—the
primeval source of external energy. Where all other species avoid or flee fire, and never
control it, people congregated around and used energy to shape their societies and lives.
Human abilities to control fire and their dependence on it probably originated about one
million years ago, and cooked food, one of fire’s first uses, may have played an
important role in the evolution of Homo sapiens [6]. Now, nine sources of heat or
electromotive force comprise the primary energy resources: coal, oil, gas, uranium,
falling water, solar radiation, wind, biomass, and geothermal heat.

2.1 Energy

Despite the ancient centrality of external energy to human life, the concept of energy
with a precise meaning has a history of only about two centuries. The ideas behind the
English word energy emerged among European artisans, engineers, and scientists in the
1800s and acquired its first, precise, mathematical meaning from the works of Carnot,
Clapeyron, Faraday, Mayer, Joule, Thomson, Clausius, Maxwell, and others. Energy
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united wide-ranging, rapidly evolving work and study with steam engines, heat, and
electricity. Today, the idea of energy in its various forms plays a central role in all
engineering and natural science, and its behavior is codified in the Laws of Thermo-
dynamics [7].

Energy’s entrance to engineering and science is comparatively recent, but the
entrance of primary energy sources (fuels) into commerce and the exercise of political
power dates to ancient times. None of the nine primary energy sources are usable for
free, perhaps other than using sunlight to see or turning to face a warming sun on a cold
day. Practical uses of an energy source require humans to expend money and effort to
gather, process, and harvest the energy. In turn, expenditures of money and effort have
always conferred value on energy efficiency.

2.2 Investment

Consider the first uses of firewood (now called biomass): early humans found it easily
available in abundant quantities, but to make use of it, the wood had to be gathered and
hauled to the human settlement. There it might have to be broken into smaller pieces
and dried. Concentrating the heat of combustion required hearths and cooking utensils.
Once burned, the ashes required physical removal to prepare for the next batch. The
fuel may have been free and available for the taking, but using it was not. People had to
invest work and energy, derived from food to power their muscles, to make firewood’s
energy available for tasks like cooking and keeping a shelter lighted and warm. Using
energy was never a “free lunch,” and today investment in energy is the sine qua non for
producing energy services. It is very simple: no investment, no energy service.

Intrinsic with investment was the element of choice, because even early humans
could elect to acquire firewood in different ways. For example, people undoubtedly
discovered early in their relationship with fire that wood from some trees gave more
heat than other kinds of trees, per unit of effort in gathering and preparing the wood for
use. They also undoubtedly learned early on that dry wood burned faster and hotter
than green, wet wood. The pleasures of firewood’s energy services—heat and light—
required effort to obtain, but why spend any more effort than necessary to obtain these
benefits?

If we accept the existing estimate that human dependence on fire began about one
million years ago, we can divide that time into 1,000 millennia. For about 999.5 of
those millennia, firewood was either the only or certainly the most important source of
energy, other than food. In a few areas, coal outcroppings, oil seeps, wind, falling
water, or geothermal hot springs may have provided small, additional quantities of
energy services. Only in the last 0.5 millennium (500 years) have more primary energy
sources become available in significant quantities.

Today, human societies draw upon nine primary energy sources, but investment has
become much more complicated. Technical and physical feasibility intertwines with
considerations of economic, sociopolitical, and geographic constraints to make a nexus
of issues with compelling ethical and moral questions. In addition, previous invest-
ments leave a legacy of infrastructure, customs, and human relationships, which shape
future decision-making. Which primary energy source will best provide energy services
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in quantities and at costs people find acceptable, given existing political economic
conditions?

2.3 Sustainability

Investment choices to develop primary energy sources emphasized the fossil fuels
(coal, oil, and gas) from the sixteenth century forward. If the uses of these materials
could continue indefinitely, providing many benefits and no significant damages, then
no problem of sustainability would exist. Unfortunately, that happy situation does not
exist.

Health and environmental effects plague certain areas due to combustion wastes,
waste disposal, and mining disruptions. At various times, geopolitical tensions have
erupted into conflict and war, especially over oil. If these were not damaging enough,
the remaining supplies of fossil fuels are finite. Deposits remaining in the earth can
support continued uses for many years, but ultimately further mining efforts will be
useless [8].

Climate change, however, tops all concerns about fossil fuels. Burning these
materials for heat and light releases the greenhouse gas carbon dioxide (CO2) and has
increased its concentration in the atmosphere. Methane (CH4), the primary constituent
of natural gas, is another greenhouse gas. Methane is released into the atmosphere via
several sources, including energy production. As greenhouse gases trapping heat, CO2

and CH4 account for most of the temperature increases observed since 1750 [9].
Climate change and the other problems make continued reliance on fossil fuels

unsustainable. Sustainability is a wonderful word, partly because it sounds so com-
forting and partly because it is flexible in its common usages. Unfortunately, it is so
flexible that it all too frequently has no clear meaning. This article uses the most
common meaning of the word and supplements it with specific attributes.

In 1986, the World Commission on Environment and Development, organized by
the United Nations and chaired by Gro Harlem Brundtland, Norway’s former prime
minister, released Our Common Future, which defined sustainability as “development
that meets the needs of the present without compromising the ability of future gener-
ations to meet their own needs.” [10]

Precision of the word comes from these questions [11], with my responses in
(parentheses). Note that energy services—which are to be sustained—are neutral about
the energy source providing the service:

• What is to be sustained? (Energy services),
• Over what area? (Every country),
• Over what time? (Forever, or a very long time),
• At what cost? (Reasonable), and
• For whose benefit? (Everyone, now and in the future).
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3 The Energy–Sustainability Matrix

Sustainability opens the pathway to a new type of systematic consideration of the
strengths and weaknesses of energy sources in providing energy services. A matrix is
formed (Table 1) by making the ten energy sources (nine primary energy sources plus
energy efficiency) a column. On the horizontal axis, nine criteria—described below—
specify desired goals that an individual, community, company, society, nation-state, or
the world wishes to obtain or achieve. The energy–sustainability matrix (hereafter, the
“matrix”) I propose thus has 90 cells (10 � 9 = 90) awaiting analysis to indicate a
standard: how well a source satisfies a criterion.

An important note about the matrix: In Table 1, all criteria appear to be of equal
rank. In assessments, however, some will rank certain criteria higher, perhaps far
higher, than others. For example, investors seeking profits may value Profits and Risks
much higher than Protection of Common Resources or Ethics. Similarly, an environ-
mental analyst may value Protection of Common Resources much higher than Size of
Resource or Aesthetics.

3.1 Traditional Criteria

Historical analysis of the world’s energy economy for the past 500 years suggests that
five criteria guided individuals, communities, companies, and governments as they
invested and then promoted and protected their energy enterprises and infrastructures
[12].

Profits and Risks. As human societies developed, especially in the last five to ten
millennia, division of labor and the use of money for commercial exchanges became
increasingly common, and fuels became a commercial product. Some people gathered
wood, hauled it to cities, and sold it to people who did not gather wood. In sixteenth
century England, near-surface coal deposits yielded coal to those who mined it and sold
it to people who did not mine coal. Coal increasingly replaced firewood starting in

Table 1. The energy–sustainability matrix

Criteria Profits
and
risks

Security
of access
and profits

Size of
resource

Time
of use

Geographic
distribution

Protection
of common
resources

Distribution of
benefits, costs,
and risks

Ethics Aesthetics

Source Traditional criteria Sustainability criteria

Coal
Petroleum
Gas
Uranium
Efficiency
Solar
Wind
Hydropower
Biomass
Geothermal
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sixteenth century England, because supplies of firewood became increasingly scarce,
especially around growing cities like London [13].

By the end of the nineteenth century, investors increasingly mined coal, pumped
oil, captured natural gas from wells, and marshaled falling water to make electricity.
A few countries, mostly in Europe, the United States, and Japan, developed substantial
industries to make and sell energy. These companies procured, processed, and trans-
ported energy to customers; other companies sold new devices, such as light bulbs and
automobiles, so that energy customers could enjoy energy services, such as light and
mobility.

One overarching rule governed these transactions: the merchants selling energy had
to receive at least as much money as it costs them to deliver their products. In short,
they had to break even to stay in business, and of course the aim of energy purveyors
was to profit above expenses. Moreover, the risks they incurred had to be manageable
or tolerable if they were to remain in the game. In the modern nation-state, energy
became a major business—subject to government rules, taxes, and subsidies—and the
profits and risks of the business had to look acceptable to attract investors.

Security of Access and Profits. This criterion is a subset of profits and risks, but it
became of distinct importance during the last half of the nineteenth century and
especially in the twentieth and twenty-first centuries. Energy businesses became large,
integrated operations that often sought to procure energy sources in foreign countries.
Procurement abroad brought heightened risks of political instability that a company’s
home country could not control. For example, the launch of the Anglo-Persian Oil
Company (now BP) by the United Kingdom in 1909 soon required the British gov-
ernment to acquire 51% of the company’s stock, an expense Parliament undertook
partly to assure a secure source of oil for the Royal Navy [14]. Security of access and
profits took on imperial dimensions as the world’s energy economy expanded rapidly
in the twentieth century, and investors insisted that their access to physical supplies be
safe and that any profits earned would belong to the investors.

Size of the Resource. Like most businesses, energy companies faced fixed and
variable costs. For example, developing a coal mine required excavation of tunnels or
holes and construction of devices to remove the coal found under the surface. Initial
development costs were approximately equal regardless of the amount of coal buried
beneath the surface. These fixed costs added an incentive to develop mines reaching
large deposits rather than small ones. Variable costs produced more product to sell, but
fixed costs did not. Investors preferred large resource supplies.

Time of Use. People avail themselves of energy services in regular cycles, through
each day and night period and annually from summer to winter. This regular cycle of
periods having high use alternating with periods of low use put a premium on energy
sources that could be safely stored until needed. Firewood, coal, oil, and gas lent
themselves to easy safe storage, and falling water was reasonably stable except during
periods of drought. When uranium joined the energy economy in the 1950s, it, too, was
easily stored until needed. Investors knew about these stable, predictable fluctuations,
and it was natural to gravitate toward the easily stored primary energy resources.
Until the twenty-first century, therefore, time of use was assumed as a criterion
supporting investment, but for the most part it was unconscious and invisible.

Sustainability and Energy Services: A Framework for Discussion 173



Practical technologies to use solar radiation and wind did not share this strength in time
of use, which made this criterion highly visible.

Geographic Distribution. An energy source found in the company’s home country
and close to its customers generally has less risky and lower production costs than one
located farther away. Energy sources, however, are not evenly distributed across the
landscape. Significant oil deposits are found in a few areas, but most areas have little or
none. Falling water is plentiful in hilly areas, more diffuse in flat areas. Solar radiation
varies strongly by latitude and time of year, even though all parts of the earth have it.
Investors recognize the implications and constraints of geographic distribution when
making decisions about whether to invest or not.

3.2 Sustainability Criteria

Compared to the long history of the traditional criteria, experience with sustainability
began in the 1980s, although path-breaking writings by American and Canadian
authors—such as Harrington’s The Other America [15], Jacobs’ The Death and Life of
Great American Cities [16], Carson’s Silent Spring [17], Meadows’ The Limits to
Growth [18], and Lovins’ Soft Energy Paths [19]—paved the way for sustainability as
a goal. All of them, plus others from around the world, identified human-created threats
to civilization: their economies, the environment, and equity, the pillars united under
sustainability in Our Common Future [20]. Four criteria identify subsets of attributes
included in sustainability.

Protection of Common Resources. Human life and civilization depend upon
“common resources” that no person, community, or nation owns and controls.
Preservation is a collective responsibility, some at local and some at national or
international levels. The most important of these collective responsibilities is the
preservation of climate. Similarly, the need to use resources in ways that do not
generate conflicts can be achieved only by collective actions. Finally, development and
use of energy may threaten health and environment, preventable only by collective
actions.

Climate science cannot yet predict the precise rate and magnitude of temperature
increases caused by higher CO2 concentrations in the atmosphere, nor can it precisely
predict the consequences and their magnitudes. Nevertheless, the science is mature
enough to indicate that potentially catastrophic risks may come from continued
emissions of CO2 and other greenhouse gases. The higher temperatures may melt ice,
raise sea levels, alter the frequencies and intensities of floods and droughts, and data
from 2016 indicated that human-induced warming, not just natural variability, had
caused extreme weather events [21]. Despite lack of precise knowledge about the risks,
climate scientists have estimated that global average temperature increases greater than
2 °C are especially dangerous, and the Paris climate agreement embraces a more
ambitious goal of limiting increases to 1.5 °C [22].

Similarly, reliance on petroleum and uranium as primary energy resources gener-
ates geopolitical tensions that can explode into devastating, international conflicts.
Likewise, production and use of all energy sources can damage health and the envi-
ronment, mostly at local scales [23]. As with climate change, these geopolitical, health,
and environmental effects can be limited only by collective actions.
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Distribution of Benefits, Costs, and Risks. Sustainability elevates issues of distri-
bution of benefits, costs, and risks as matters that investors must consider. If some
individuals or groups enjoy the benefits of energy services but others bear the risks,
then inequity and rancor will probably erupt, at least in democratic societies. If all
people have voted, leaders will respond to ensure that the distribution of risks and
benefits provides acceptable levels of equity among people with different interests and
living conditions. Sustainability also identifies intergenerational equity as a significant
concern. Future investments, if they are to result in sustainable energy services, must
consciously include distribution of benefits, costs, and risks as a criterion.

Ethics. The criterion of distribution suggests measures that are primarily economic
and political in nature, but judgments about fairness of distribution inevitably lead to
ethical and moral issues. What is the right or ethical pathway for investments? What
norms dominate in considerations of morality? Who oversees deciding right from
wrong? What rights do those not in charge have if they do not like the judgment call?
Questions of ethics and morality regarding the not-yet-born pose especially difficult
problems, because these people are not present to speak for their own interests and
rights. Sustainable investments in energy must consider ethics, difficult as those con-
siderations may be.

Aesthetics. All energy investments alter the landscape and thus the aesthetic
dimensions of the earth. Most energy infrastructure places an industrial object on the
ground or in the water, where everybody nearby will see it. People in modern industrial
societies are well accustomed to seeing industrial landscapes, but most people do not
prefer them. Some such landscapes, in fact, appear ugly to virtually everyone, even
though they may be tolerated. Aesthetics raises thorny issues in both the distribution of
benefits, costs, and risks and in ethics, further complicating judgments about aesthetics.
Sustainable investments in energy must consider aesthetics as a criterion [24].

3.3 Standards

Each cell of the matrix calls for an evaluation of the strength or weakness of an energy
source in terms of one of the nine criteria identified above. Investment in that energy
source will appear to be a good or strong idea or a bad or weak idea—on that criterion
—based on the evaluation. The next section outlines the generation of evaluations and
standards in the matrix.

4 Assessment to Determine Standards

4.1 Issues Examined

Three broad areas of inquiry guide the evaluation process. First, investors must know
something about the technology involved. Every invention must begin with an idea and
imagination. How does it work physically? Is it an idea, but no one has put it into
operation? Can anyone imagine that the idea will work? If an investor cannot
even imagine that the proposal will work, the purported technology will garner no
investments. If it works, what is the stage of the technology’s development?
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Technologies gain strength as investment targets if they can be imagined or if proto-
types demonstrate feasibility. A technology successfully deployed in commerce gains
more strength, and a long history of commercial success bears the least risk for the
investor. High risks may carry the potential for high rewards, but investors will step
forth only when they judge the risks tolerable. As a group, investors will be hetero-
geneous in their risk tolerances, and qualitative factors will separate them.

Inventions are the key to exploiting an energy source but moving from idea to
prototype to deployment to maturation will create industrial concerns with routes to
financing development. How large, strong, and stable are the industrial concerns? Are
they gaining or losing strength? If so, why? Are they entities of private citizens or
governments? Are financial resources to develop the technology adequate? Is the
financial basis of the industry voluntary or the result of laws and regulations? How
stable, economically and politically, is the financial base of the industry? If government
policies undergird the industry, what are the motivations of the policies? Are those
motivations stable or labile with changing political situations? Strong industries and
financial bases will appear as strengths to investors and encourage investment.

Roles for government policy appear implicitly in considerations of technological
inventions and the strengths of industries and financial supports, but policy is so
important to the fortunes of investment that it deserves explicit recognition. Invest-
ments in energy specifically lie within the core concerns of governments. Consider the
following statement by Alberto Clό:

Modern states have always considered the energy sector as an exceptional case within the
general panorama of industrial activities. Its importance in the development of their economies,
in their currency balance, in the distribution of wealth within and among them, and in their
status in international relations, was considered so great that states could not be expected to let
markets alone achieve goals of general interest that … would not otherwise have been followed
spontaneously [25].

In other words, the role of government policy may play a role as powerful as the
physical feasibility of a technology in supporting investment in energy. Investors will
see government support as a strength and indifference or hostility as a weakness of a
potential investment.

Quantitative measurements for standards offer precision, or sometimes the illusion
of precision [26], but subjective elements appear in each of the nine criteria, including
the five traditional ones. For this reason, the assessment of each energy source by each
criterion must rest on qualitative judgments. Table 2 summarizes the assessment
measure made in each cell of the matrix. The symbol, +++, means exceptionally strong,
and −−− means exceptionally weak or intolerable. Intermediate assessment scores
include ++, +, −, and −−. This assessment method produces ordinal standards that
allow ranking of different potential energy sources as targets for investment.

An energy source with mixed properties may be scored with a mixed ranking. For
example, an assessment as +/−− indicates that some evidence on the criterion is strong,
but other evidence points to a weakness growing weaker.

Because the assessments are qualitative by necessity, different people or groups
may make different assessments, reflecting their own situations and interests. Thus, the
matrix does not and cannot provide an objective picture of energy investments
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commanding universal agreement. Instead, the results of an analysis summarized in the
matrix provide a framework for discussions and negotiations among different indi-
viduals who will each see the energy investment situation differently.

Assessments in the matrix also change over time. New technology may alter
physical feasibility, and changes in economic and political considerations will alter
assessments. In addition, changes in risk tolerance or the behavior of energy consumers
may alter the outlook for investors. Completion of an analysis produces a labile
snapshot, not necessarily a durable image.

4.2 Interpretation of the Matrix

A generic assessment, completed in 2016, compares the strengths and weaknesses of
each of the nine primary energy sources plus energy efficiency to provide sustainable
energy services for the world. The nine criteria, horizontally at the top, are divided into
traditional and sustainability groups. Energy efficiency is placed, in the column on the
left, between the nonrenewable and renewable sources. A detailed discussion of each
energy source appears elsewhere [27], but the major features of the completed matrix
become visible by dividing the matrix into four quadrants (Table 3).

Table 2. Symbols and their meanings for the energy–sustainability matrix

Symbol Meaning

+++ Exceptionally strong
++ Strong, tend to stronger
+ Strong
− Weak but tolerable
−− Weak, tend to weaker
−−− Exceptionally weak, intolerable

Table 3. The energy–sustainability matrix, with standards reflecting one person’s assessments

CRITERIA
Profits 

and 
Risks

Security 
of Access 

and 
Profits

Size of 
Resource

Time 
of Use

Geographic 
Distribution

Protection 
of Common 
Resources

Distribution 
of Benefits, 
Costs, and 

Risks

Ethics Aesthetics

SOURCE TRADITIONAL CRITERIA SUSTAINABILITY CRITERIA
Coal +++ / - - +++ +++ + ++ / - - - - + / - - - - - - - - -
Petroleum +++ / - - + / - - + +++ - - - - - - + / - - - - - - - / - -
Gas +++ / - + / - - + +++ - - - - - - - - - - - - / - -
Uranium + / - - - +++ + + - + / - - + / - - - - - - -
Efficiency +++ +++ +++ +++ +++ +++ + / - +++ +++
Solar ++ / - +++ ++ - ++ / - +++ +++ +++ + / -
Wind ++ / - +++ ++ - ++ / - +++ +++ +++ + / -
Hydropower + / - +++ ++ +++ +++ +++ / - +++ / - +++ / - + / -
Biomass + / - - +++ - - +++ +++ + / - - + / - - + / - - +
Geothermal + / - +++ + / +++ +++ +++ +++ +++ / - +++ -

Sustainability and Energy Services: A Framework for Discussion 177



Nonrenewable Sources, Traditional Criteria. The upper left quadrant displays the
assessment of the sources currently dominating the world’s energy economy, which has
developed over the past 300 years. Most of the cells have at least one +, and many have
three (+++). Some negative assessments also appear, reflecting various tensions sur-
rounding the uses of each energy source. For example, investments in coal in some
cases are very strong (+++), but its falling sales due to competition with natural gas and
renewable energy sources have led to bankruptcies and concerns for investors (−−).
Petroleum, the largest single source of energy and the current bedrock of mobility, also
remains a lucrative investment in some instances (+++), but it suffers growing com-
petition due to electric vehicles (−−) and its limited geographic distribution remains a
source of geopolitical tensions (−−−).

Nonrenewable Sources, Sustainability Criteria. In the upper right quadrant, the
nonrenewable sources do not show much strength. The three fossil fuels, for example,
each show a powerful weakness (−−−) on protection of common resources, because it
is currently impossible to use most of them without emitting CO2 to the atmosphere.
Similarly, they show predominantly weak scores (−−−) on distribution of costs, risks,
and benefits, because most of the uses benefit people in the rich countries, but all
people—even if they do not use much fossil fuel—will endure the risks of climate
change. Uranium, in contrast, shows a strength (+) due to its role in generating elec-
tricity with low emissions of CO2, but the dangers of catastrophic accidents, inability to
politically resolve waste disposal issues, and the intrinsic production of materials for
the proliferation of nuclear weapons show great weakness (−−−).

Renewable Sources, Traditional Criteria. In the lower left quadrant, the renewable
sources show a mixed situation, with strengths intermingling with weaknesses. The
nonrenewable sources tend to rank higher on profits and risks, the major criterion
guiding investments for the last 300 years. Renewable sources are approaching eco-
nomic competitiveness, and thus attractiveness for investment, but it is not yet clear
they can attract investment without subsidies and policy directives. Moreover, solar
radiation and wind still have constraints on time of use because of intermittency. All
the other nonrenewable sources have a +++ rank, matching the strengths of petroleum
and gas. Overall, most investors might see the nonrenewable sources as better
investment targets than renewable sources, but changes are clearly in progress.

Renewable Sources, Sustainability Criteria. In the lower right quadrant, the
renewable sources show much greater strength. They also show, compared to the
nonrenewable energy sources, a tremendous contrast, with many +++ rankings. Some
also exhibit mixed scores. Hydropower, for example, scores highly on each of the
sustainability criteria, but it also has some weaknesses. It scores +++ on protection of
common resources, due to low CO2 emissions, but it also has a weakness (−) due to its
disruption of rivers as a common resource. Controversies over the destruction of
fisheries in the Pacific Northwest of the United States by dams, for example, have
shown that, for some people, hydropower is far from a benign energy source [28].

Energy Efficiency. Efficiency is uniquely strong as a target for investment on both
traditional and sustainability criteria, far higher than any of the primary energy sources.
These scores underline the common wisdom to invest in efficiency first, last, and
always.
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4.3 Decision-Making Informed by the Matrix

The matrix is a device to organize discussions among people about energy, and it
focuses attention on the properties of primary energy sources. Its utility stems from the
analytical framework identifying investment as the key decision in the development
and use of primary energy sources. These decisions involve difficult dilemmas and
contradictions, even if the decision-makers include only people from industry and
finance. Governments, however, have always participated in decision-making, and
incorporation of criteria for sustainability broadens the legitimate players to the entire
public. Inevitable conflicts arise between competing stakeholders, who may find rea-
sonable and factual evidence supporting different weights for the various criteria and
multiple outcomes for assessments of competing investment opportunities.

This short paper cannot delve into the intricacies of decision-making involving
contradictory assessments of the multiple goals specified by the criteria. Suffice it to say
that extensive literature exists on key topics such as risk assessment [29] and the need
for effective, broad public participation in decision-making [30]. Utility of the matrix
for building sustainable energy systems will depend upon skillful use of what we know
about these topics.

5 Conclusions

Decisions about investments are key in building, maintaining, and changing the energy
on which fully modern civilization depends. Without investments, people cannot enjoy
energy services, and investors must choose among nine primary energy sources, plus
energy efficiency, to make these services available. Decisions will always rest on
multiple considerations, some of which have precise, quantitative measures. For
example, the number of dollars required and the question of technical functionality can
usually be known with some precision.

Other factors, however, will always remain subjective, subject to different assess-
ments by equally rational and competent individuals. These factors, including political
issues, risk estimations, ethics, and aesthetics, will frequently be assessed differently.
Moreover, the nine criteria in the energy–sustainability matrix may carry different
comparative weights by different individuals. Some, for example, will weigh the cri-
terion of profits more heavily, and others will see protection of common resources or
ethics as more important.

Due to subjective factors, decision-making about investments in future energy
economies is a sociopolitical and moral arena in which quantitative engineering and
scientific concerns also play a fundamental role. The matrix identifies key issues and
invites different individuals to make assessments from their own perspectives. It serves
as a framework for discussions, and negotiations in case different people have different
attitudes about prospective investments and proposed energy reforms. The matrix does
not settle disputes, but it frames debates in systematic ways that help people find
common ground on one of the most important issues facing the world in the twenty-
first century.
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