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Preface

Open Access, Open Science, Open Education, Open Data, Open Culture… We are in
the “Open Era” and really making knowledge open is the big challenge for digital
libraries and other information infrastructures of the XXI century. The International
Conference on Theory and Practice of Digital Libraries (TPDL) brings together
researchers, developers, content providers, and users in digital libraries and digital
content management. The 22nd TPDL took place in Porto, Portugal on September
10–13, 2018, jointly organized by INESC TEC and the Faculty of Engineering of the
University of Porto.

The general theme of TPDL 2018 was “Digital Libraries for Open Knowledge”. The
year 2017 was considered “Year of Open” by the Open Education Consortium and
TPDL 2018 is “the TPDL of Open”. TPDL 2018 aimed to gather all the communities
engaged in making knowledge more and more open, disseminating new ideas using the
available technologies, standards and infrastructures, while reflecting on new chal-
lenges, policies, and other issues to make it happen. TPDL 2018 provided the com-
munity in computer and information science the opportunity to reflect, discuss, and
contribute to the complex issues of making knowledge open, not only to users but also
to re-users, among different information infrastructures and digital assets.

This volume of proceedings contains the papers presented at TPDL 2018. We
received a total of 81 submissions, including 51 full papers, 17 short papers, plus 13
posters and demos. The Program Committee followed the highest academic standards
to ensure the selection of papers to be presented at the conference. Of the full-paper
submissions, 16 (31%) were accepted for long oral presentation. However, following
the recommendations of reviewers, some selected full-paper submissions that included
novel and interesting ideas were redirected for evaluation as potential short or poster
papers. From the 17 short-paper submissions, plus the remaining long papers, 9 short
papers (17%) were accepted for short oral presentation. Of the 13 poster and demo
submissions, plus the full and short submissions not considered for presentation, 20
(36%) were accepted for poster and demo presentation. Each submission was reviewed
by at least three Program Committee members and one Senior Program Committee
member, with the two Program Chairs overseeing the reviewing process and prompting
the necessary follow-up discussions to complete the selection process.

The conference was honored by three outstanding keynote speakers, covering
important and current topics of the digital library field: Medha Devare, from the
International Food Policy Research Institute, talked about “Leveraging Standards to
Turn Data to Capabilities in Agriculture”; Natalia Manola, from the University of
Athens, explored “Open Science in a Connected Society”; and Herbert Van de Sompel,
from the Los Alamos National Laboratory, presented “A Web-Centric Pipeline for
Archiving Scholarly Artifacts”.

The program also included a doctoral consortium track, jointly organized with the
co-located Dublin Core Metadata Initiative (DCMI) annual international conference,



two tutorials on “Linked Data Generation from Digital Libraries” and “Research the
Past Web Using Web Archives”, and a hands-on session on “Europeana”.

A set of workshops, also jointly organized with the DCMI annual international
conference, allowed for more in-depth work on specialized topics or communities. Two
half-day workshops took place: “Domain Specific Extensions for Machine-Actionable
Data Management Plans” and a “Special Session on Metadata for Manufacturing”.
Four full-day workshops were also offered after the main conference: “18th European
Networked Knowledge Organization Systems (NKOS)”, “Web Archive — An Intro-
duction to Web Archives for Humanities and Social Science Research”, “Multi-domain
Research Data Management: From Metadata Collection to Data Deposit”, and “Internet
of Things Workshop: Live Repositories of Streaming Data”.

We would like to thank all our colleagues for trusting their papers to the conference,
as well as our Program Committee and Senior Program Committee members for the
precise and thorough work they put into reviewing the submissions.

September 2018 Eva Méndez
Fabio Crestani

Cristina Ribeiro
Gabriel David

João Correia Lopes
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Conference Patron Message

Maria Fernanda Rollo

Portuguese Secretary of State of Science, Technology and Higher Education

What if everybody, everybody indeed, could have full access to knowledge? And what
if everybody, regardless of her/his individual circumstances, could access what is
written across the world? The purpose of the book would therefore be accomplished;
the highest goal for knowledge, its plenitude of access and universality.

What used to be a dream, is now a path that we pursue through the affirmation and
expansion of the digital libraries.

Together with the will of people and the commitment of diverse entities, science
and technology can accomplish this goal: by unlocking new areas of knowledge, by
challenging impossibilities, by overcoming potential difficulties and by tearing down
those which are less likely to be obstacles; by betting on the future, preserving and
claiming for the property of knowledge production.

Between the dream and utopia, digital libraries provide a real opportunity for access
and universal “appropriation” of knowledge. The right to education and training, is still
one of the most difficult challenges to overcome and nonetheless one of the most
fundamental for the creation of a fairer society.

I believe that the revolutionary demand of knowledge raised up by technology will
also grow, designed for a common well-being and founded on democratisation of
access to knowledge. However, society, as a whole, will have to help and to assume
that purpose as its own.

I truly believe in the justice of the principles and the purposes as in the solidary,
driving and contagious forces of all actors, scientists, politicians and social agents,
those who inspire and proclaim the movement of open knowledge for all.

Knowledge, including science, is a common good, belonging to everyone, and
everyone must benefit of it. Its universality, coupled with the capacity for change,
provides it with the ability to cross political, cultural and psychological boundaries
towards sustainable development.

The preservation, dissemination and sharing of knowledge, making it accessible
and beneficial to all, is an essential way to build a fairer, more democratic society. It is
our responsibility for the generations to come and for a better wellbeing.

Asserting Open Science/Knowledge for all, to which my country is devoted, rep-
resents a new commitment with society to the production and access, as to the sharing
and usage of science and knowledge in general and in its contribution for a sustainable
development and for the building of a fairer society.

Knowledge sharing, access to knowledge, open access and open science, provided
properly and in equitable manners, is an opportunity to share results and data at the
North-South and South-South levels, an unprecedented opportunity that can stimulate
inclusion, enable local researchers, regions, and society in general in the countries that

http://orcid.org/0000-0002-2249-7279


make up the world to be effectively included in the knowledge community — to have
access and an integral part of global knowledge.

The digital libraries are effective means and essential catalysts for the acceleration
and achievement of this goal.

Short-Bio

Professor Maria Fernanda Rollo, the Secretary of State for Science, Technology and
Higher Education, has kindly accepted to be the Patron of TPDL 2018. Professor Maria
Fernanda Rollo is a researcher in Contemporary History, with a vast contribution to
Digital Humanities. Her work as a Secretary of State is actively promoting all aspects
of Open Knowledge and Open Science.

XX M. F. Rollo



Leveraging Standards to Turn Data
to Capabilities in Agriculture

Medha Devare

CGIAR Consortium: Montpellier, Languedoc-Roussillon, France

CGIAR is a global research partnership of 15 Centers primarily located in developing
countries, working in the agricultural research for development sector. Research at
these Centers is focused on poverty reduction, enhancing food and nutrition security,
and improving natural resource management to address key development challenges. It
is conducted in close collaboration with local partner entities, including national and
regional research institutes, civil society organizations, academia, development orga-
nizations, and the private sector. Thus, the CGIAR system is charged with tackling
challenges at a variety of scales from the local to the global; however, research outputs
are often not easily discoverable and research data often resides on individual laptops,
not being well annotated or stored to be accessible and usable by the wider scientific
community.

Innovating in this space and enhancing research impact increasingly depends upon
enabling the discovery of, unrestricted access to, and effective reuse of the publications
and data generated as primary research outputs by Center scientists. Accelerating
innovation and impact to effectively address global agricultural challenges also requires
that data be easily aggregated and integrated, which in turn necessitates interoper-
ability. In this context, open is inadequate, and the concept of FAIR (Findable,
Accessible, Interoperable, Reusable) has proven more useful. CGIAR Centers have
made strong progress implementing publication and data repositories that meet mini-
mum interoperability standards; however, work is still needed to enable consistent and
seamless information discovery, integration, and interoperability across outputs. For
datasets, this generally means annotation using standards such as controlled vocabu-
laries and ontologies.

The Centers are therefore working to create an enabling environment to enhance
access to research outputs, propelled by funder requirements and a system-wide Open
Access and Data Management Policy implemented in 2013 (CGIAR, 2013). Guidance
and the impetus for operationalization is being provided via the CGIAR Big Data
Platform for Agriculture, and its Global Agricultural Research Data Innovation and
Acceleration Network (GARDIAN). GARDIAN is intended to provide seamless,
semantically-linked access to CGIAR publications and data, to demonstrate the full
value of CGIAR research, enable new analyses and discovery, and enhance impact.

There are several areas in which standards and harmonized approaches are being
leverages to achieve FAIRness at CGIAR, some of which are outlined below.

Data sourcing, handling. Research at CGIAR Centers focuses on different com-
modities, agro-ecologies, disciplinary domains, geographies and scales, resulting in
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varied data streams—some born digital, often characterized by large size and speed of
generation, and frequent updates. Data ranges from agronomic trial data collected by
field technicians in a variety of ways and formats, through input and output market
information and socioeconomic data on technology adoption and enabling drivers, to
weather data and high-throughput sequencing and phenotypic information and satellite
images. These datasets cannot all be treated in the same manner; the curation and
quality control needs differ significantly, for instance necessitating somewhat cus-
tomized approaches depending on the data type. Yet, to address key challenges, they
must be discoverable, downloadable, reusable, and able to be aggregated where rele-
vant. As a first step towards these goals, Centers have agreed on and mapped repository
schemas to a common Dublin Core based set of required metadata elements (the CG
Core Metadata Schema v.1.0).
Enhancing interoperability. Interoperability is critical to providing meaning and
context to CGIAR’s varied data streams and enabling integration between linked
content types (e.g., related data and publications) and across related data types (e.g. an
agronomic data set and related socioeconomic data).

CGIAR’s approach to interoperability and data harmonization focuses on the use of
standard vocabularies (AGROVOC/GACS), and strong reliance on ontologies devel-
oped across CGIAR (efforts such as the Crop Ontology, the Agronomy Ontology -
AgrO, the in-development socioeconomic ontology - SociO), and other entities
(ENVO, UO, PO, etc.)
Discovery framework. Recognizing the need to democratize agricultural research
information and make it accessible to partners — particularly those in developing
countries – CGIAR’s aspirations focus on enabling data discovery, integration, and
analysis via an online, semantically-enables infrastructure. This tool, built under the
auspices of the Big Data platform, harvests metadata from CGIAR Center repositories,
and includes the ability to relatively seamlessly leverage it with existing and new
analytical and mapping tools. While there is no blueprint for building such an
ecosystem in the agriculture domain, there are successful models to learn and draw
from. Of particular interest are the functionalities demonstrated by the biomedical
community via the National Center for Biotechnology Information (NCBI) suite of
databases and tools, with attendant innovations for translational medicine and human
health. CGIAR efforts to enable similar functionalities to NCBI’s are underlain by
strong and enduring stakeholder engagement and capacity building.
Harmonizing data privacy and security approaches as appropriate. Concern
regarding data privacy and security is becoming increasingly significant with recent
breaches of individual privacy and the GDPR. Any CGIAR repositories and harvesters
of data need to provide assurance of data anonymity with respect to personally iden-
tifiable information, yet this presents a conundrum when spatial information is so
integral to the ability to provide locally actionable options to farming communities.
Related to these issues is the concern around ethics, particularly with respect to sur-
veys. The Big Data Platform is therefore focusing on facilitating the creation of and
continued support for Institutional Review Boards (IRBs) or their equivalent at Centers,
including via guidelines on ethical data collection and handling. Lastly, whether
agricultural data is closed or open, it needs to be securely held in the face of such
threats as hacking and unanticipated loss.

XXII M. Devare



It is important to recognize that without incentives and a culture that encourages
and rewards best practices in managing research outputs, technical attempts to promote
the use of standards and enable FAIR resources will meet with limited success, at best.
Among some factors influencing these goals: Clarity on incentives (e.g., from funding
agency incentives to data contributors understanding the benefits of sharing data) and
easy processes, workflows and tools to make data FAIR, with continued support for
stakeholders. Researchers need to be accountable for making their outputs FAIR (e.g.,
through contractual obligation, annual performance evaluation and recognition, funder
policies etc.) Only through a multi-faceted approach that recognizes and addresses
systemic and individual constraints in both the cultural and technical domain will
CGIAR succeed in leveraging its research outputs to fuel innovation and impact, and
transform agricultural research for development.

Short-Bio

Medha Devare is Senior Research Fellow with the International Food Policy Research
Institute (IFPRI) and leads its Big Data Platform efforts to organize data across the
CGIAR System’s 15 Centers. She has led CGIAR food security projects in South Asia,
and its Open Access/Open Data Initiative. Medha also has expertise in data manage-
ment and semantic web tools; while at Cornell University she was instrumental in the
development of VIVO, a semantic web application for representing scholarship.
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Open Science in a Connected Society

Natalia Manola

Communication and Knowledge Technologies, Athena Research Center
in Information, Greece

Open science comes on the heels of the fourth paradigm of science, which is based on
data-intensive scientific discovery, and represents a new paradigm shift, affecting the
entire research lifecycle and all aspects of science execution, collaboration, commu-
nication, innovation. From supporting and using (big) data infrastructures for data
archiving and analysis, to continuously sharing with peers all types of research results
at any stage of the research endeavor and to communicating them to the broad public or
commercial audiences, openness moves science away from being a concern exclusively
of researchers and research performing organisations and brings it to center stage of our
connected society, requiring the engagement of a much wider range of stakeholders:
digital and research infrastructures, policy decision makers, funders, industry, and the
public itself.

Although the new paradigm of science is shifting towards openness, participation,
transparency, and social impact, it is still unclear how to measure and assess these
qualities. This presentation focuses on the way the scientific endeavor is assessed and
how one may shape up science policies to address societal challenges, as science is
becoming an integral part of the wider socio-economic environment. It discusses how
one may measure the impact science has on innovation, the economy, and society in
general, and how the need for such measurement influences the collection, stewardship,
preservation, access, and analysis of digital assets. It argues that an open transfer of
both codified and tacit knowledge lies at the core of impact creation and calls for a
consistently holistic systematic approach to research. In particular, it includes codified
knowledge in the form of traditional publications and datasets, but also formal intel-
lectual property (patents, copyright, etc.) and soft intellectual property (e.g., open
software, databases or research methodologies), as well as tacit knowledge in the form
of skills, expertise, techniques, and complex cumulative knowledge, conceptual
models, and terminology.

Putting the spotlight on (open) data collection and analysis, this presentation further
illustrates a use case based on the collaboration between OpenAIRE (www.openaire.eu)
and the Data4Impact project (www.data4impact.eu) on the use of an open scholarly
communication graph, combined with text mining, topic modeling, machine learning,
and citation based approaches to trace and classify the societal impact of research funded
by the European Commission.
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Short-Bio

Natalia Manola is a research associate in the University of Athens, Department of
Informatics and Telecommunications and the “Athena” Technology and Innovation
Research Center. She holds a Physics degree from the University of Athens, and an MS
in Electrical and Computing Engineering from the University of Wisconsin at Madison.
She has several years of employment as a Software Engineer and Architect employed
in the Bioinformatics sector. From 2009 she has served as the managing director of
OpenAIRE (www.openaire.eu), a pan European e-Infrastructure supporting open
access in all scientific results, and OpenMinTeD (www.openminted.eu) an infrastruc-
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A Web-Centric Pipeline for Archiving
Scholarly Artifacts

Herbert Van de Sompel

Los Alamos National Laboratory, USA

Scholars are increasingly using a wide variety of online portals to conduct aspects
of their research and to convey research results. These portals exist outside of the
established scholarly publishing system and can be dedicated to scholarly use, such as
myexperiment.org, or general purpose, such as GitHub and SlideShare. The combi-
nation of productivity features and global exposure offered by these portals is attractive
to researchers and they happily deposit scholarly artifacts there. Most often, institutions
are not even aware of the existence of these artifacts created by their researchers. More
importantly, no infrastructure exists to systematically and comprehensively archive
them, and the platforms that host them rarely provide archival guarantees; many times
quite the opposite.

Initiatives such as LOCKSS and Portico offer approaches to automatically archive
the output of the established scholarly publishing system. Platforms like Figshare and
Zenodo allow scholars to upload scholarly artifacts created elsewhere. They are
appealing from an open science perspective and researchers like the citable DOIs that
are provided for contributions. But these platforms don’t offer a comprehensive archive
for scholarly artifacts since not all scholars use them, and the ones that do are selective
regarding their contributions.

The Scholarly Orphans project funded by the Andrew W. Mellon Foundation,
explores how these scholarly artifacts could automatically be archived. Because of the
scale of the problem — the number of platforms and artifacts involved — the project
starts from a web-centric resource capture paradigm inspired by current web archiving
practice. Because the artifacts are often created by researchers affiliated with an
institution, the project focuses on tools for institutions to discover, capture, and archive
these artifacts. The Scholarly Orphans team has started devising a prototype of an
automatic pipeline that covers all three functions. Trackers monitor the APIs of pro-
ductivity portals for new contributions by an institution’s researchers. The Memento
Tracer framework generates web captures of these contributions. Its novel capturing
approach allows generating high-quality captures at scale. The captures are subse-
quently submitted to a — potentially cross-institutional — web archive that leverages
IPFS technology and supports the Memento “Time Travel for the Web” protocol. All
components communicate using Linked Data Notifications carrying ActivityStreams2
payloads.

Without adequate infrastructure, scholarly artifacts will vanish from the web in
much the same way regular web resources do. The Scholarly Orphans project team
hopes that its work will help raise awareness regarding the problem and contribute to
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finding a sustainable and scalable solution for systematically archiving web-based
scholarly artifacts. This talk will be the first public communication about the team’s
experimental pipeline for archiving scholarly artifacts.
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Content-Based Quality Estimation
for Automatic Subject Indexing of Short

Texts Under Precision and Recall
Constraints
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Abstract. Digital libraries strive for integration of automatic subject
indexing methods into operative information retrieval systems, yet inte-
gration is prevented by misleading and incomplete semantic annotations.
For this reason, we investigate approaches to detect documents where
quality criteria are met. In contrast to mainstream methods, our app-
roach, named Qualle, estimates quality at the document-level rather than
the concept-level. Qualle is implemented as a combination of different
machine learning models into a deep, multi-layered regression architec-
ture that comprises a variety of content-based indicators, in particu-
lar label set size calibration. We evaluated the approach on very short
texts from law and economics, investigating the impact of different fea-
ture groups on recall estimation. Our results show that Qualle effectively
determined subsets of previously unseen data where considerable gains in
document-level recall can be achieved, while upholding precision at the
same time. Such filtering can therefore be used to control compliance
with data quality standards in practice. Qualle allows to make trade-offs
between indexing quality and collection coverage, and it can complement
semi-automatic indexing to process large datasets more efficiently.

Keywords: Quality estimation · Automatic subject indexing
Document-level constraints · Multi-label classification · Short-text

1 Introduction

Semantic annotations from automatic subject indexing can improve informa-
tion retrieval (IR) by query expansion, however, classification performance is
a critical factor to gain the benefits [21]. Research across disciplines advanced
multi-label text classification over the last decades [2,8–11,17,20,22], yet several
challenges remain. Just to give an example, precision@5 = 52% [9] has recently
been reported for a dataset in the legal domain [10], which means that on average

c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 3–15, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00066-0_1&domain=pdf
http://orcid.org/0000-0002-6776-3868


4 M. Toepfer and C. Seifert

IR

concept r1: 0.99
concept r2: 0.95

concept r6: 0.51

estimates:
 precision 0.7

recall 0.3

quality estimation 
at document level

quality ok?

yes

no

fa
llb

ac
k 

op
er

at
io

n

Fig. 1. Schematic overview of the main
application context. Document-level qual-
ity estimation enables filtering of auto-
matic subject indexing results.

0 1 2 3 4 5 6 7

multi−label classification
human

label set size

# 
do

cu
m

en
ts

 [1
e3

]

0
2

4
6

8
10

Fig. 2. Illustration of low document-level
recall by comparing distributions of label
set size (human vs. multi-label classifica-
tion) [Dataset: EURLEX].

per document only half of the five top-ranked subjects matched human annota-
tions. Applying state-of-the-art algorithms only according to averaged f1 scores
is therefore not enough. It is furthermore mandatory to separate the wheat from
the chaff since institutional quality requirements often put severe constraints on
precision [1] as well as document-level recall. Compliance with quality standards
is typically realized with semi-automatic workflows (e.g. [8]). Peeking into every
document is, however, infeasible for very large datasets. Realizing compliance
in a more efficient automatic manner is therefore desired, yet automatic subject
indexing and multi-label text classification miss essential research in this regard.
We aim to fill this gap since rapidly growing databases make integration of
autonomous processes into operative IR systems indispensable. Semi-automatic
tools could be utilised as a fall-back operation (cf. Fig. 1 on the right).

As depicted in Fig. 1, we consider scores at the concept-level (individual sub-
ject term assignments) and the document-level (set of subject term assignments).
Most automatic indexing methods1 provide a score for each concept [8,12,17,22],
hence allowing to exclude individual concept predictions that might be incorrect
(see box on the bottom left of Fig. 1). Such precision-oriented concept-level filter-
ing removes single assignments from documents, which consequently lowers the
average number of subject terms per document and typically impairs document-
level recall. As exemplified in Fig. 2, subsequent assessment of document-level
quality is difficult; the plain number of assigned concepts to a document is not
a satisfying indicator, since human indexers use a wide range of label set sizes.
In fact, uncertainty in document-level recall is an inherent and inevitable phe-
nomenon of text classification when only a few preconditions are met, as we
will outline in Sect. 3.1. For this reason, complementing concept-level confidence
scores with document-level quality estimates is crucial.

In summary, the contributions of this work are the following:

– We provide a brief conceptual analysis of confidence and quality estimation
for automatic subject indexing.

1 For brevity, the term subject may be omitted in subject indexing, subject indexer,
. . . , respectively.
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– We propose a quality estimation approach, termed Qualle, that combines
multiple content-based features in a multi-layered regression architecture.

– We show the impact of different feature groups and the effectiveness of Qualle
for quality estimation and filtering in an empirical study.

The empirical study is centered around the following questions:

Q1: Do predictions of recall and actual recall correlate with each other?
Q2: How accurate are the recall estimates?
Q3: Which of the feature groups contribute most to recall prediction?
Q4: What are the effects of filtering based on recall estimates on the percentage

of documents passing the filter (collection coverage) as well as document-
level precision?

The following sections address related work, quality estimation (analysis and
our approach), experiments and conclusions.

2 Related Work

Confidence scores are an integral part of many machine learning (ML)
approaches for multi-label text classification [7,17]. For instance, rule-learning
typically computes a confidence score for each rule, dividing the number of times
the rule correctly infers a class label by the number of times the rule matches
in total. Naive-Bayes approaches use Bayes’ Rule to derive conditional proba-
bilities. Flexible techniques have been developed to perform probability calibra-
tion [23]. Thus, systems using multi-label classification (MLC) machine learning
methods for subject indexing often provide confidence scores for each subject
heading. Medelyan and Witten [12] used decision trees to compute confidence
scores for dictionary matches. Huang et al. [8] similarly applied a learning-to-rank
approach on MeSH term recommendation based on candidates from k-nearest-
neighbors. In general, binary relevance (BR) approaches also provide proba-
bilities for each concept, for instance by application of probability calibration
techniques (e.g. [22]). Tang et al. [19] proposed a BR system which additionally
creates a distinct model to determine the number of relevant concepts per doc-
ument, calibrating label set size. In summary, the scores provided by the above
mentioned systems are limited to concept-level confidence, that is, referring to
individual subjects.

In the context of classifier combination, Bennett et al. [2] proposed reliability-
indicator variables for model selection. They identified four types of indicator
variables and showed their utility. In contrast to their work, we focus on differ-
ent objectives. We apply such features (reliability indicators) for quality estima-
tion, which in particular comprises estimation of recall. By contrast, precision-
constrained situations have recently been studied by Bennett et al. [1]. Confi-
dence in predictions and classifiers has recently gained attention in the context
of transparent machine learning (e.g. [15]). Contrary to transparent machine
learning, quality estimation does not aim to improve interpretability, and it thus
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may be realized by black box ML models. Nevertheless, quality estimates may
be relevant for humans to gain trust in ML.

Confidence estimation has been studied in different application domains, and
it has been noted that different levels of confidence scores are relevant. For
instance, Culotta and McCallum [3] distinguished between field confidence and
record confidence (entire record is labeled correctly) in information extraction.
They compared different scoring methods and also trained a classifier that dis-
criminates correct and incorrect instances for fields and records, respectively.

3 Quality Estimation

Our approach to quality estimation (Sect. 3.2) stems from an analysis of common
practice, as described in the following (Sect. 3.1).

3.1 Analysis

In the past, quality of automatic subject indexing has been assessed in differ-
ent ways that have individual drawbacks. Traditionally, library and information
scientists examined indexing quality, effectiveness, and consistency [16]. Qual-
ity assessment that requires human judgements is, however, costly, which can
be a severe issue on large and diverse datasets. For this reason, evaluations of
automatic subject indexing often just rely on consistency with singly annotated
human indexing, yielding metrics which are known as precision and recall. As
described in Sect. 2, common indexing approaches provide confidence scores for
each class, denoting posterior probabilities p(yj = 1|D), where yj refers to a
single concept of the controlled vocabulary, thus they are referred to as concept-
level confidence in this work. Statistical associative approaches derive confidence
scores based on dependencies between terms and class labels from examples. As
a consequence, the performance of these methods largely depends on the avail-
ability of appropriate training examples and the stability of term and concept
distributions, whereas lexical methods require vocabularies that exhaustively
cover the domain. When concept drift occurs, that is, if observed terms and the
set of relevant concepts differ between training data and new data, both types
of indexing approaches considerably decrease in performance [20]. Interestingly,
since these algorithms merely learn to assign recognized subjects of the con-
trolled vocabulary, they will silently miss to assign relevant subjects not covered
by the controlled vocabulary, and moreover they are unable to recognize and
represent the loss in document-level content representation. It is further plau-
sible that these issues are more pronounced when only titles of documents are
processed, since for title-based indexing the complete subject content is com-
pressed into only a few words which makes understanding of each single word
more crucial compared to processing full texts. As the evolution of terms and
concepts is an inherent property of language (cf. e.g. [18]), accurate recogni-
tion of insufficient exhaustivity is essential in the long term. It must be assumed
that uncertainty in recall is an inherent and inevitable phenomenon of automatic
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indexing and multi-label text classification in general. For these reasons, in order
to guarantee quality, indexing systems must gain knowledge relating to classifier
reliability based on additional representations (cf. [2]), exploiting information
such as out-of-vocabulary term occurrences and document length, just to give
an example. Therefore, we propose to directly address document-level quality
instead of concept-level confidence.

3.2 Qualle: Content-Based Quality Estimation

Multi-label classification methods can be tuned by regularization and configura-
tion of thresholds to satisfy constraints on precision. Hence, the main challenge
for our approach on quality estimation, Qualle, is to estimate document-level
recall. As a solution, we propose the architecture which is exemplified in Fig. 3. It
can be seen that Qualle has a multi-layered design that in particular builds upon
distinct machine learning models. Learning in deep layers is used to create fea-
ture representations for top-level quality regression. The input layer (Fig. 3: top)
shows a fictitious title of a document to be indexed, which is then represented
by multiple features. The content is processed by a multi-label text classification
method, producing a set of concepts and corresponding confidence values, e.g.,
π(c29638−6) = 0.98.2 Moreover, a multi-output regression module offers expec-
tations regarding the proper number of concepts for a document (label set size
calibration, in short: label calibration, LC). If possible, Qualle considers dis-
tinct semantic categories, for instance geographic names (L̂Geo) or economics
subject terms (L̂Econ), commodities, and much more. In the given example, the
phrase “three European countries” clearly points out that it would be reason-
able to assume three geographic names when access to the full text is possible,
however, without particularly specifying which ones to choose. The input is not
precise enough. In Fig. 3, the LC module of the multi-layered architecture esti-
mates L̂Geo = 2.7 correspondingly. Drawing connections between the predicted
concept set L∗ and the estimated numbers of concepts L̂ can signalize recall
issues. For instance, |L̂Geo−L∗

Geo| = 2.7 indicates that the proposed index terms
probably miss more than two geographic names. Such reasoning is not covered
by ordinary statistical text categorization methods. In addition, basic reliability
indicators are included as features, such as content length (# Char), individ-
ual term indicators (e.g.: TERManalysis), the number of out-of-vocabulary terms
(# W OOV), or different types of aggregations (Π) of the confidence scores of
the assigned concepts. Finally, quality aspects are estimated using regression
models that leverage the complex features derived in the deep architecture.

Development of the feature groups (Fig. 3: V, C, Π, LC) was driven by con-
ceptual considerations. In particular, we wanted the features to represent: impre-
cise input (e.g., “three European countries”: inherent ambiguity), lack of input
information (e.g., title with fewer than 4 words: information is scarce), as well
as lack of knowledge (e.g., “On Expected Effects of Brexit on European law”:

2 The concept identifier 29638-6 refers to the concept “Low-interest-rate policy”.
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Fig. 3. Multi-layered regression architecture for quality estimation (example).

information is present but can not be interpreted, if the term “Brexit” has not
been observed before).

In general, the architecture of Qualle is a framework which, for example,
allows to apply arbitrary regression methods for quality estimation. Since the
number of completely correct records in automatic subject indexing is extremely
low, we do not consider re-ranking by MaxEnt, which has been investigated for
record-based confidence estimation in information extraction [3]. In this paper,
we focus our analysis of Qualle on document-level recall. In addition, basic indi-
cators have been considered for document-level precision estimation, that is, the
mean (Πmean), product, median and minimum of the confidence values of the
assigned concepts.

More details on the implemented configurations are given in Sect. 4.1.

4 Experiments

The experimental study is centered around the four research questions (Q1-Q4)
that have been announced at the end of Sect. 1. These questions are relevant in
practice for different reasons. Ranking documents by document-level recall (Q1)
allows to separate high-recall documents from low-recall documents. Accurate
estimates (Q2) allow to control filtering with meaningful constraints. Applica-
bility of the filtering approach would, however, be prevented if either document-
level precision was decreased considerably or if the number of documents passing
the filter was too low (Q4). The following paragraphs first describe the setup and
then turn to the results and their discussion.
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4.1 Setup

We evaluate the approach in two domains. We first perform a basic experiment
on legal texts, addressing questions Q1 and Q2. Subsequently, we go into details
regarding economics literature, treating questions Q1–Q4.

The adequacy of quality estimation is measured in two ways. Since perfect
quality estimates follow their corresponding actual counterparts linearly, we con-
sider the Pearson product-moment correlation coefficient ρ for (Q1)3. A strong
correlation between predicted and true quality allows to order documents cor-
rectly, that is, corresponding to the true performance. ρ has been used in related
studies [3]. For measuring the exactness of estimated recall values (Q2), we con-
sider the mean squared error (MSE). To gain knowledge about the utility of the
feature groups (Q3), we perform a systematic analysis of different configurations.
Feature groups are removed separately from the complete set of features (abla-
tion study), and measurements are also collected for each feature group alone
(isolation study). Question Q4 was addressed by evaluating different thresholds
on estimated recall and measuring average true precision and recall over the
corresponding selected documents. In addition, the coverage = |{Dselected}|

N was
measured, with N being the total number of documents and Dselected the selected
subset of the whole dataset. We also report the relative recall gain (RG) on the-
ses subsets. The accuracy of initial multi-label classification is reported briefly
for comparability, using metrics as described in Sect. 3.

Regarding law, we employ EURLEX [10] to address Q1 and Q2. EURLEX
has 19,314 documents, each having 5.31 EUROVOC4 subject terms on aver-
age. For further details, refer to [10] and the website of the dataset5. Please
note that our experiments only use the titles rather than the full text of the
documents and that different train/test splits were used. Regarding economics,
we use three datasets, which comprise roughly 20,000 (T20k), 60,000 (T60k),
and 400,000 documents (T400k), respectively. Each document is associated with
several descriptors (e.g., 5.89 on average for T400k) from the STW Thesaurus
for Economics (STW)6. Both, the STW and EUROVOC, comprise thousands of
concepts, yielding challenging multi-label classification tasks.

For each dataset, we perform cross validation with 5-folds. And for each of
those 5 runs, we apply nested cross validation runs, likewise with 5 folds used for
parameter optimization and learning of quality estimation, that is, each training
set is subdivided into dev-train and dev-test splits. For validation, a new model
is trained from random samples of the same size as one of the dev-train splits.
Consequently, training and prediction of MLC as well as LC are carried out
5 · (5 + 1) = 30 times for each dataset. Quality estimation is evaluated on the
corresponding eval-test data folds.

For multi-label text classification, we chose binary relevance logistic regression
(BRLR) optimized with stochastic gradient descent (cf. [1,22]).
3 If only ranking is relevant, rank-based correlation coefficients should be considered.
4 http://eurovoc.europa.eu/, accessed: 31.12.2017.
5 http://www.ke.tu-darmstadt.de/resources/eurlex, accessed 31.12.2017.
6 http://zbw.eu/stw/version/latest/about.en.html, accessed: 09.01.2018.

http://eurovoc.europa.eu/
http://www.ke.tu-darmstadt.de/resources/eurlex
http://zbw.eu/stw/version/latest/about.en.html
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Regarding reliability indicator variables, the EURLEX study relies on just
two features: the estimated number of concepts for the document, and the
difference to the number of actually predicted concepts for the document by
BRLR. For the detailed study on economics documents, all feature groups were
employed (Sect. 3.2). Label calibration has been realized with tree-based meth-
ods (EURLEX: ExtraTreesRegressor [6], Economics: GradientBoostingRegres-
sor [5]). Only the total number of concepts per document is considered for
EURLEX. The economics experiments compute label calibration estimates for
the seven top categories of the STW. For EURLEX and economics, # Char,
# WS and TERMi have been used as features for label calibration.

Several regression methods implemented in scikit-learn [14] were considered
for recall regression. For EURLEX, rather basic models like LinearRegression
and DecisionTreeRegression are tested, as well as ensemble machine learning
methods, namely, ExtraTrees [6], GradientBoosting [5], and AdaBoostRegres-
sor [4]. Regarding the more detailed experiments on economics, only the two
regression methods that performed best on EURLEX were investigated. Exten-
sive grid searches over the configuration parameters are left for future work.

4.2 Results

EURLEX. From the different regression models, LinearRegression produced
the lowest correlation coefficient (ρ = .214 ± .026) between predicted recall
and true recall. AdaBoostRegressor reached the highest correlation coefficient
(ρ = .590 ± .013) and the lowest mean squared error (MSE = 0.067 ± 0.002).
Only AdaBoostRegressor and GradientBoostingRegressor achieved correlation
coefficients greater than .500. Although being worse than the AdaBoostRegres-
sor on average, the results for the ExtraTreesRegressor were more balanced.

Economics. Comparing the two selected regression methods, we found that
the best configurations of GradientBoosting dominated the best configurations
of AdaBoost on all datasets and with respect to both metrics (ρ, MSE). Thus,
Adaboost has been excluded from further analysis.

Table 1 offers the numbers for ablation and isolation of feature groups. For
each collection, the complete set of features (first row corresponding to each
collection) is always among the top configurations, where differences are not
greater than the sum of their standard deviations. For all collections, the largest
decrease in performance is recognized when the group of features related to label
calibration is removed. In accordance, this feature group yields the strongest
individual results, and it can achieve performance close to the complete set of
features on some configurations (T400k). Volume features, including length of the
document, was found to be the lowest ranking group and has little impact when
removed from the complete set of features. In nearly all cases of configurations,
more data yields higher correlation coefficients, however, not necessarily lower
mean squared error. In the following, we focus on reporting results regarding
T400k. Figures for T20k and T60k were similar.
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Table 1. Feature analysis for economics with GradientBoosting. �: presence of feature
group. Δ: Difference in relation to complete set of features.†: Absolute difference to
condition with all features is greater than the sum of their sd.

Configuration V C LC Π ρ ± std Δρ MSE ± std ΔMSE

T20k � � � � 0.597±0.014 -0.0% 0.039±0.001 -0.0%
T20k

ab
la
ti
on

� � � 0.596±0.014 -0.2% 0.040±0.001 0.2%
T20k � � � 0.595±0.015 -0.3% 0.039±0.001 -0.6%
T20k � � � 0.583±0.015 -2.3% 0.040±0.001 1.8%
T20k � � � 0.384±0.005 -35.6%† 0.050±0.001 26.5%†

T20k

is
ol
at
io
n � 0.569±0.014 -4.7%† 0.041±0.001 2.6%

T20k � 0.362±0.007 -39.3%† 0.051±0.001 28.0%†

T20k � 0.196±0.013 -67.1%† 0.056±0.001 41.1%†

T20k � 0.128±0.008 -78.6%† 0.056±0.001 43.0%†

T60k � � � � 0.617±0.011 -0.0% 0.043±0.000 -0.0%
T60k

ab
la
ti
on

� � � 0.615±0.010 -0.3% 0.044±0.000 0.3%
T60k � � � 0.602±0.009 -2.5% 0.044±0.001 1.8%
T60k � � � 0.600±0.010 -2.8% 0.044±0.000 2.4%†

T60k � � � 0.420±0.009 -31.9%† 0.055±0.001 26.1%†

T60k

is
ol
at
io
n � 0.574±0.005 -6.9%† 0.046±0.001 5.4%†

T60k � 0.391±0.011 -36.6%† 0.056±0.001 28.7%†

T60k � 0.216±0.017 -64.9%† 0.062±0.001 43.9%†

T60k � 0.069±0.009 -88.8%† 0.064±0.001 48.2%†

T400k � � � � 0.648±0.002 -0.0% 0.042±0.000 -0.0%
T400k

ab
la
ti
on

� � � 0.649±0.001 0.1% 0.042±0.000 -0.1%
T400k � � � 0.648±0.001 0.0% 0.042±0.000 0.2%
T400k � � � 0.644±0.002 -0.6%† 0.042±0.000 0.8%†

T400k � � � 0.528±0.002 -18.5%† 0.050±0.000 19.5%†

T400k

is
ol
at
io
n � 0.640±0.001 -1.3%† 0.043±0.000 1.1%†

T400k � 0.511±0.002 -21.2%† 0.051±0.000 21.6%†

T400k � 0.225±0.003 -65.3%† 0.064±0.000 51.6%†

T400k � 0.122±0.002 -81.1%† 0.065±0.000 55.3%†

Figure 4(a) depicts recall estimation results for T400k. The plot illustrates
the degree of linear relation and also reveals the distributions of estimated and
true recall values. Most of the documents have a true recall that is less than
60%. Regarding the scoring functions for document-level precision, the product
of concept-level confidence scores exhibited the highest correlations for T20k
and T60k, however, still staying below .500. On T400k, all scoring functions
were very close to each other, and their correlation coefficients were above .500.
Figure 4(b) depicts results for the product of concept confidence values.

Figure 5 finally reveals key findings of our study, that is, how different thresh-
olds on estimated recall affect properties of the resulting document selections.
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Fig. 4. Quality estimates and true values (Economics: T400k). (a) Recall estimation
by Qualle, (b) Precision score by product of concept confidence values. Marginal dis-
tributions (bin count/total count) are shown on the top and on the right, respectively.

The plot shows coverage, as well as mean document-level true recall and true
precision. For instance, constraining estimated recall to be at least 30% achieves
a gain RG=44% of true recall on roughly half of T400k. Figure 5 confirms that
putting constraints on estimated recall leads to real improvements regarding
document-level recall. Notably, precision on the selected subsets remained the
same or even increased when putting harder constraints on estimated recall.
Coverage gradually falls when the threshold is raised.

Fig. 5. Quality vs. coverage (collection: T400k): coverage, mean document-level true
recall and true precision for different predicted recall thresholds. RG: relative gain in
document-level recall on selected subset compared to the full dataset.

Multi-label Classification. BRLR performed comparable to related studies,
for instance, with sample-based avg. f1 = 0.361, precision = 0.528, recall = 0.327
on T20k, and f1 = 49.1% (micro avg.) on EURLEX.
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4.3 Discussion

The basic set of features used on EURLEX reached respectable correlations
(ρ > .500) between predicted and true recall (Q1) only for the sophisticated
machine learning methods AdaBoost and GradientBoosting. Differences in the
balance of predictions should be considered for applications, just like the notable
amount of variance that remains around the predicted values (Q2). In summary,
the EURLEX study already shows the feasibility of the approach, in accordance
with the economics experiments which provide deeper insights.

The outcomes on the economics datasets, especially Fig. 5, show that the
proposed quality estimation approach can successfully identify subsets of doc-
ument collections where soft constraints on precision as well as recall are met
(Q4). Finally, it remains a decision depending on the application context to
make trade-offs according to multi-criteria objectives, which notably comprise
coverage. Regarding recall, the ranking and accuracy of predictions are suffi-
cient enough (Q1, Q2). Interestingly, precision was not affected negatively (cf.
Fig. 5). Based on Table 1, applications should consider the full set of features,
which belongs to the top performing configurations in all cases and outperformed
individual feature groups. Label calibration information is found to be a strong
individual predictor. It is the most relevant reliability indicator (Q3) compared
to the volume, content, and concept-confidence related feature groups. The mean
squared errors of predictions indicate that considerable vagueness remains (Q2).
Possibly, it may be caused by the errors in concept assignments, which influence
the label calibration related features.

Our results highlight the inevitable difficulties (cf. Sect. 3.1) in multi-label
text classification, namely, suffering from low document-level recall when the
model misses knowledge (either dictionary entries or training examples), or when
the observed input is inherently ambiguous. Quality estimation enables to han-
dle such issues by controlling, that is, making trade-offs between quality and
coverage. Since the proposed approach is not bound to specific MLC or regres-
sion methods, further progress in this regard can be integrated and is assumed
to improve coverage. Another direction for future work is to consider alternative
quality metrics that take semantic relations into account (see e.g., [11,13]).

5 Conclusion

In order to assure data quality in operative information retrieval systems with
large and diverse datasets, we investigated an important yet less addressed
research topic, namely quality estimation of automatic subject indexing with a
focus on the document level. Our experimental results on two domains spanning
over collections of different sizes show that the proposed multi-layered architec-
ture is effective and thus enables quality control in settings where high standards
have to be met. The approach allows to define different thresholds, which resulted
in considerable gains of document-level recall, while upholding precision at the
same time. Label calibration was the most relevant reliability indicator.
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Abstract. Harvesting tasks gather information to a central repository. We
studied the metadata returned from 744179 harvesting tasks from 2120 har-
vesting services in 529 harvesting rounds during a period of two years. To
achieve that, we initiated nearly 1,500,000 tasks, because a significant part of the
Open Archive Initiative harvesting services never worked or have ceased
working while many other services fail occasionally. We studied the synthesis
(elements and verbosity of values) of the harvested metadata, and how it
evolved over time. We found that most services utilize almost all Dublin Core
elements, but there are services with minimal descriptions. Most services have
very minimal updates and, overall, the harvested metadata is slowly improving
over time with “description” and “relation” improving the most. Our results help
us to better understand how and when the metadata are improved and have more
realistic expectations about the quality of the metadata when we design har-
vesting or information systems that rely on them.

Keywords: Metadata � Dublin core elements � OAI-PMH � Harvesting
Reliability � Quality � Patterns � Evolution

1 Introduction and Related Work

An established protocol for exchange of metadata is the Open Archive Initiative
Protocol for Metadata Harvesting1 (OAI-PMH). All metadata providers act as OAI-
PMH servers that accept requests to provide their metadata. A central node acts as OAI-
PMH client that issues requests to many OAI-PMH servers, and is using the collected
metadata records to construct a central repository, which will be preferred for
searching. The central node will also regularly update its metadata records with new
and changed ones and therefore the OAI-PMH communication should be repeated
regularly, with a new task each time.

Metadata harvesting is used very often, to incorporate the resources of small or big
providers to large collections. The metadata harvesters, like Science Digital Library and

1 http://www.openarchives.org/OAI/2.0/openarchivesprotocol.htm.
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Europeana, accumulate metadata from many collections (or sources) through the
appropriate services, belonging to metadata providers mostly memory institutions, by
automatically contacting their services and storing the retrieved metadata locally. Their
goal is to enable searching on the huge quantity of heterogeneous content, using only
their locally store content. Metadata harvesting is very common nowadays and is based
on the Open Archives Initiative Protocol for Metadata Harvesting. As examples, we
mention the Directory of Open Access Repositories (OpenDOAR) that provides an
authoritative directory of academic open access repositories, and the OAIster database
of OCLC with millions of digital resources from thousands of providers.

In [13] Lagoze et al. discuss the National Science Digital Library development and
explains why OAI-PMH based systems are not relatively easy to automate and
administer with low people cost, as one would expect from the simplicity of the
technology. It is interesting to investigate the deficiencies of the procedure. In [17]
Ward analyses the provenance and the record distribution of 100 Data Providers reg-
istered with the Open Archives Initiative, of which 18 provided no data and 5 others
were responding only sometimes. He also examines how the Dublin Core elements are
used and shows that Dublin Core is not used to its fullest extent. We will present some
of his results on Table 2, side by side with our similar results.

Additional quality approaches are applied on OAI-PMH aggregated metadata: Bui
and Park in [2] provide quality assessments for the National Science Digital Library
metadata repository, studying the uneven distribution of the one million records and the
number of occurrences of each Dublin Core element in these. Another approach to
metadata quality evaluation is applied to the open language archives community
(OLAC) in [5] by Hughes that is using many OLAC controlled vocabularies. Ochoa
and Duval in [15] perform automatic evaluation of metadata quality in digital reposi-
tories for the ARIADNE project, using humans to review the quality metric for the
metadata that was based on textual information content metric values.

Other metadata quality approaches are based on metadata errors and validation, e.g.
appropriate type of values and obligatory values. Hillmann and Phipps in [4] are
additionally using statistics on the number of use of metadata elements in their
application profiles, based on Dublin Core. For Beall in [1] the metadata quality deals
with errors in metadata, proposing a taxonomy of data quality errors, (such as typo-
graphical, conversion, etc.), a statistical analysis on the types of errors and a strategy
for error management.

The quality of the content, is important to the successful use of the content and the
satisfaction from the service. The evaluation and quality of metadata is examined as
one dimension of the digital library evaluation frameworks and systems in the related
literature, like [3, 14, 16, 18]. Fuhr et al. in [3] and Vullo et al. in [16] propose a quality
framework for digital libraries that deal with quality parameters, but do not provide any
practical way to measure it, or to depict it to any quantitative metric, that can be used in
decision making. In [6] Kapidakis presents quality metrics and a quality measurement
tool, and applied them to compare the quality in Europeana and other collections, that
are using the OAI-PMH protocol to aggregate metadata. It can also be applied here to
estimate the quality of our examined services.

National or large established institutions consistently try to offer their metadata and
data reliably and current and to keep the quality of their services as high as possible, but
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local and smaller institutions often do not have the necessary resources for consistent
quality services – sometimes not even for creating metadata, or for digitizing their
objects. In small institutions, the reliability and quality issues are more prominent, and
decisions often should also take the quality of the services under consideration.

In order to study the metadata we first have to collect them from the systems that
carry them. The big diversity of computer services, their different requirements, designs
and interfaces and also network problems and user-side malfunctions make it hard to
reliably contact a service. The regular tasks that request metadata records run unat-
tended, and the system administrators assume they are successful most of the time. If a
small number of harvesting tasks fail occasionally, probably due to temporary network
errors, they only affect the central node temporarily. The harvesting mechanism is
normally established and then scheduled to run forever, but it is observed that after
some time a significant part of these services stopped working permanently.

The reliability of the services is important for ensuring current information, and an
obstacle to measuring metadata quality. When the resources are not available, the
corresponding user requests are not satisfied, affecting the quality of the service. In [7]
Kapidakis further studies the responsiveness of the same OAI-PMH services, and the
evolution of the metadata quality over 3 harvesting rounds between 2011 and 2013. In
[8, 9] Kapidakis examines how solid the metadata harvesting procedure is, by
exploiting harvesting results to conclude on the availability of their metadata, and how
it evolves over these harvesting rounds. The unavailability of the metadata may be
either OAI-PMH specific or due to the networking environment. In [10] Kapidakis
examined when a harvesting task, which includes many stages of information exchange
and any one of them may fail, is considered successful. He found that the service
failures are quite a lot, and many unexpected situations occur. The list of working
services was decreasing every month almost constantly, and less than half of the initial
services continued working at the end. The remaining services seem to work without
human supervision and any problems are difficult to be detected or corrected. Since
almost half of the harvesting tasks fail or return unusual results, contacting humans to
get more information about these service cannot be applied globally.

In [11, 12] Kapidakis examined the operation and the outcome messages of
information services and tried to find clues that will help predicting the consistency of
the behavior. He studied the different ways of successful and failed task termination,
the reported messages and the information they provide for the success of the current or
the future harvesting tasks, the number of records returned, and the required response
time and tried to discover relations among them. To do that, he gathered a lot of
information by performing a large number of harvesting tasks and rounds and exam-
ined in detail the harvesting failures from their warning messages. In this work we
concentrate on the successful harvesting tasks and examine the returned records – we
do not examine on the outcome messages or the errors of the harvesting tasks.

Some of the problems of OAI-PMH will probably be improved by using its suc-
cessor protocol, ResourceSync2, but there is not yet a large enough installation base, to

2 http://www.openarchives.org/rs/1.1/resourcesync.
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make a fare comparison. Even then, issues related to the content of the metadata or to
server unavailability will not be improved.

The rest of the paper is organized as follows: In Sect. 2 we describe our method-
ology and how we selected our services and used the software we made to create our
dataset, and we examine general characteristics of the harvested metadata, to be aware
to the differences among different services. In Sect. 3 we study the synthesis of the
metadata that the harvesting tasks returned for the different services, giving attention to
the 15 Dublin Core elements. In Sect. 4 we study the differences of the metadata
among different harvesting rounds, to see the long term effect of the updates to the
metadata. In Sect. 5 we measure the increase in words of the individual Dublin Core
elements and on Sect. 6 we conclude. In all cases, we do not present our full data, but
we emphasize the most interesting observations.

2 Collection of the Information

Good quality metadata are important for many operations, such as for searching a
collection, for presenting records or the search results, for searching across collections,
for identifying the records and even for detecting duplicate record s and merging them.
The metadata schema in use also affects the detail of the description, and the quality of
the described metadata. In this work we will only concentrate on computer services that
use the OAI-PMH and we study the harvested metadata in Dublin Core.

A big challenge was to harvest the metadata needed for such a study. They have to
be collected over a long period of time, and they constitute a huge volume. Addi-
tionally, the sources, the data and the involved procedures change over time, creating
additional challenges.

To harvest and study the provided metadata, we created an OAI-PMH client using
the oaipy library and used it over several harvesting rounds, where on each one we
asked each service from a list of OAI-PMH services for a similar task: to provide 1000
(valid – non deleted) metadata records. Such tasks are common for the OAI-PMH
services, which periodically satisfy harvesting requests for the new or updated records,
and involve the exchange of many OAI-PMH requests and responses, starting from the
a negotiation phase for the supported OAI-PMH features of the two sides.

The sources listed in the official OAI-PMH Registered Data Providers3 site was
used as the list of services that we used. We used the initial list with 2138 entries, as on
January of 2016, for our first 201 rounds, and then an updated list with 2870 entries for
the next 328 rounds. The two lists of services had 1562 entries in common, while the
first list has 576 entries that were seized later on, when 1308 new entries were added.
As [8–10] has shown, an noticeable number of services stop working every month, thus
an regular update on the list of services should be in order.

Our sequential execution of all these record harvesting tasks from the corre-
sponding specific services normally takes much more than 24 h to complete. Some-
times the tasks time out resulting to abnormal termination of the task: we set a timeout

3 https://www.openarchives.org/Register/BrowseSites.
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deadline to 1 h for each task, and interrupted any incomplete task just afterwards, so
that it will not last forever.

We repeat a new harvesting round with a task for each service in constant intervals,
asking the exact same requests every 36 h for a period of 9 months for the first 201
rounds, and every 24 h for a period of 6 months for the remaining 215 rounds, initially,
and for 113 more rounds, after some technical updates. The rounds are close enough to
each other to avoid significant changes on the services. We selected this interval so that
we do not overload the services and our client machine.

Ideally, a task will complete normally, returning all requested metadata records –
1000, or all available records if fewer are only available on that service. Other
behaviors are also possible - and of interest when studying the behavior of each service.
A task may return less records, or even 0. A harvesting task includes many stages of
information exchange, and each one of them may fail – but with different consequences
each time. Additionally, a task may not declare a normal completion, but report a
warning message indicating a problem, with some supplemental information detail.
These two situations are not mutually exclusive: a task may declare normal completion
and return no records, or a task may report a warning message and still return records –
sometimes even 1000 records!

According to [10], when we had to briefly characterise the complex procedures of a
task as successful or not, we will call it successful if it returned any metadata records.
We can then process and study these metadata. We still consider responses with fewer
than the requested records as successful, as we can still process their returned metadata.

Overall, the amount of information collected from these services was huge,
therefore difficult to store, process and manage, especially when software updates
adopted new data output format. Most of our collected evidence cannot fit in this space,
therefore only its essential details are described below.

A significant part of the conducted Open Archive Initiative harvesting services
never responded or have ceased working while many other services fail occasionally.
As a result, 756028 tasks, only about half of our initiated harvesting tasks, succeeded
by returning any records, and we could only process them. We also decided to only
consider the 744179 successful task for the services that resulted to at least 100 suc-
cessful tasks in all our harvesting rounds, to increase the consistency of our data. This
resulted to tasks from only 2120 from the conducted OAI-PMH services.

The examined services had on the average 351 successful tasks each (out of the 529
rounds) and provided on the average 555.2 metadata records (out of the 1000 asked
during each task). Each harvesting task always asks for the first 1000 records of the
service. Nevertheless, the returned records are not the same every time: some records
may have changed, replaced or deleted. Among the first 1000 valid records we also get
references (but not enough metadata) from a number of invalid (usually
replaced/deleted) records, which we ignore. On the average we get information about
62.74 such invalid records, while the maximum we got was 10117 invalid records in a
harvesting task.

The metadata records that we study are the ones that the information sources
provide in Dublin Core, even though they may contain even richer metadata, for local
use. When aggregating data through OAI-PMH, the native metadata scheme is
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normally not visible, and only the resulted aggregated metadata is available to
everyone, and this metadata schema (usually in Dublin Core) has to be considered.

Each service provided records with its own synthesis, which is more appropriate for
the described objects. More detailed descriptions, with more elements and lengthier
values, are normally preferred, but require mode effort to create them. Figure 1
demonstrates some aspects of the different metadata synthesis of the services. Figure 1
(a) depicts the average length of the record description, i.e. the number of words per
record, for each service. This can be considered as a very simple quality metric for the
record of the service, and we use it as such here, while more a elaborate quality metrics
can be found in [6]. We see that few collections have very high quality, and also few
collections have very low quality.

Similarly, in Fig. 1(b) we can see the average number of the 15 Dublin Core
elements in use and also the total number of distinct Dublin Core element declarations,
for each service. Again, we can see a big variation, although the distinct Dublin Core
element declarations cannot be more than 15:

One service provided records containing on average 2479 words and had on the
average 187 Dublin Core element declarations. All other services provided less
metadata, usually a lot less. This was more than 10 times the average service record:
The harvested records had on average 10.77 out of the 15 Dublin Core elements. Some
of them were repeated, and had on the average 17.89 element declarations, containing
on average a total of 237 words.

We can also measure that each Dublin Core element was described on the average
in 21 words while it was repeated on the average 1.66 times, among all tasks. In the
service with the maximum such values, each Dublin Core element contained on the

Fig. 1. (a) The number of words in the description, for every service. (b) The number of unique
and repeated Dublin Core elements per average record, for every service.
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average record in 187 words, distributed into 17 distinct declarations. Later on we will
examine more details on the metadata record synthesis, breaking the record to specific
Dublin Core elements.

3 Dublin Core Elements in Metadata Records

In many cases the actual service metadata scheme is not Dublin Core and the service
maps its metadata in Dublin Core in order to exchange them with other systems,
through OAI-PMH in our case. Nevertheless, when a good metadata mapping is used,
the richer actual metadata produce richer Dublin Core elements, in either extend of
their values (in words) or in the number of elements.

In Table 1 we can see the number of distinct Dublin Core Elements in use in any
record of the service and the number of services that adopt that many. We observe that
179 services use all 15 Dublin Core metadata elements, while the majority of the 2120
services use 14, or a few less elements. Very few services use 1–6 elements: 1 service is
only using “identifier”, 1 service is only using “identifier” and “title” and 1 service is
only using “identifier”, “title”, “type” and “publisher”, creating quite minimal metadata
records.

At a first glance we see that most of the services try to maintain detailed metadata,
that include most elements, while some of the elements may not apply for specific
services.

In Table 2 we can see the 15 Dublin Core metadata elements and how often they
occur in any of the harvested records. The column 2, “services”, present how many of
the 2120 studied services ever use the element in the first column. The most common
elements, “identifier” and “title” are only absent from 4 services each – but not the
same 4 services.

It was a surprise that “identifier” is not present in all services: it is useful for
technical reasons (usually containing a URL) and applies to all collections and can be
constructed easily. Furthermore, the services without “identifier” were not among the
ones with the fewer metadata elements: 1 of them contained all other 14 elements, 1 of
them contained most (10) other elements, and the other 2 contained about half the
elements (7 and 8 respectively).

The element “title” usually applies to most collections. The services that did not
contain “title” contain usually very few elements: Only 1 service of them contained 9
elements, while 2 services contained only 5 and the last one only one element
(“identifier”). When “title” is absent, “creator” and “contributor” are absent too – but
this may happen by coincidence.

Table 1. Number of distinct Dublin Core Elements in use and the number of services that adopt
them

Number of elements 15 14 13 12 11 10 9 8 7 6 5 4 2 1

Number of services 179 668 408 281 239 176 90 42 25 6 3 1 1 1
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Five other Dublin Core elements are used in over 2000 services and some others in
almost 2000. The element “coverage” is the most rare in these services, been present
only in 364 of them.

Table 2 also shows the average occurrences of each element in the 2120 services.
Column 2 shows the number of services that each Dublin Core element is present.
Column 3 shows the percentage of the 2120 services that the element is present, and
column 4 shows the same percentage for the 82 services that Ward in [17] had har-
vested. From these two columns we can observe that the usage of most elements
(except “coverage”) has been increased in the current services – and in many elements
this increase is really big (e.g. “relation” and “publisher”).

Column 5 counts the average number of times that an element is present (any
number of times) in any record, which can be at most 1. It only considers services that
the element is present, and computes the ratio of the records that actually contain the
element. We observe that elements “title” and “identifier” are present in all records,
“date” and many others are present into most records while “contributor” is present in
less than a quarter of the records.

Column 6 counts the average number of declarations of an element in any record
(in the services that it is present), considering all its repetitions. Element “contributor”
seems to be the element used less times – it may not be relevant anyway. Element
“language” seems to be the element repeated less times, on average, because from its
0.97 declarations, span over 0.93 of the records. Element “subject” seems to have the
most declarations, 2.35 per record, and considering it is present only on 0.75 of the
records, it has an average of 3.13 declarations in the records it is present.

Table 2. Dublin Core elements from 2120 collections: presence in services, frequency in the
records and size of their values. Columns 4 and 7 are similar data in 82 services harvested by
Ward in [17].

Element Services %
2120

%
82

Unique/avg Total/2120 Total/82 Total/max Words/avg Words/max

title 2116 99.8 98.8 1.00 1.18 0.95 4.59 12.63 77.27

identifier 2116 99.8 91.5 1.00 1.86 1.42 25.98 4.73 241.05

date 2094 98.8 92.7 0.98 1.26 0.92 6.98 1.31 14.14

creator 2090 98.6 95.1 0.95 1.98 1.78 50.30 8.73 451.14

description 2076 97.9 72.0 0.84 1.12 0.51 45.40 167.44 1402.42

type 2052 96.8 87.8 0.98 1.87 0.88 6.04 2.50 14.24

publisher 2016 95.1 50.0 0.89 0.96 0.26 4.00 4.71 32.38

subject 1907 90.0 82.9 0.75 2.35 0.54 168.38 10.72 322.14

language 1836 86.6 52.4 0.93 0.97 0.16 6.03 1.06 11.48

format 1805 85.1 47.6 0.90 1.08 0.15 23.51 1.42 24.70

rights 1640 77.4 43.9 0.72 1.04 0.34 4.05 38.90 1008

relation 1579 74.5 19.5 0.80 1.73 0.05 44.85 20.55 1490.36

source 1542 72.7 36.6 0.92 2.18 0.04 6.23 14.34 316.93

contributor 1260 59.4 39.0 0.23 0.38 0.04 6.12 7.57 81.94

coverage 364 17.2 19.5 0.39 0.66 0.22 6.03 4.84 52.21

Any
element

10.77 17.89 8.26 186.16 237.02 2478.57
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Column 7 is like column 6, but for the 82 services that Ward harvested in [17]. We
observe that the records are clearly improving: the average number of elements per
record more than doubled (and is now 17.89 compared to 8.26) and the average number
of each individual element has increased. The increase in the four most usual elements
(“title”, “identifier”, “date”, “creator”) is small, while in the less usual elements is much
bigger. Therefore, the records of the newer collections/services seem to better utilise all
Dublin Core elements and to have much richer descriptions.

Column 8 shows the maximum, over all services, of the number of declarations of
an element on the average service record, i.e. of the average number of declarations
over the tasks of the service in all harvesting rounds. To avoid non-representative
service records, here we consider the average service record, the average values over all
harvested records in all harvesting tasks. We observe that some tasks contain element
repetitions well beyond the average task, and the elements with the most repetitions are
“subject”, “description” and “creator”.

Columns 9 and 10 examine the length of all the record declarations for each
element, in words. They both consider the average number of words over all records in
all service tasks. Column 9 presents its average and column 10 its maximum value over
all services. The elements with the shortest values are “language”, “date” and “format”.
The longest values are found in “description”, followed by “rights” and “relation”. The
maximum value can be many times higher, especially in “relation”, “identifier” and
“creator”.

Long element values are usually considered a plus, but for some elements like
“rights” they are normally just used to describe in more detail a specific licence, and are
usually repeated intact in all (or many) records. Similarly, longer values in “identifier”
do not actually provide more information.

The average service record has declarations for 10.77 different elements and 17.89
declarations in total, with a maximum of 186.16 declarations. The average service
record contains 237 words, with a maximum of 2479 words over all services (see also
Fig. 1(a) above).

Other metrics, like the standard deviation, lead to similar results: there is a huge
variation of the average task record among tasks. Most services provide records with
many (if not all) Dublin Core elements, and few elements with a small number of
repetitions. But there are tasks with very low or high values on these metrics, resulting
to very poor or very rich metadata records. The high number of element repetitions may
originate from automatically mapping the records from already existing rich
descriptions.

4 Updates of Metadata

Our tasks take place over many rounds, that may be performed in short intervals, but
overall they expand over a significant period of time. On the previous section we used
the average service record, considering all harvesting tasks, but among the harvesting
rounds some records can change, although we do not expect such changes to affect very
much the average record. Therefore, we will study how the tasks of the same service
evolve over time, using the data from our harvesting rounds, in order to see (a) how the
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updates affect the records, and if they improve them and (b) if the updates affect the
records significantly, or the basic record characteristics and metrics remain mostly the
same.

All records in a specific service are expected to have a similar degree of detail in the
description, as they all comply with their creation policy. Still, we always ask the same
records from each task of the same service, and we consider the average record. Any
changes that we find during tasks in different rounds may be due to (a) maintenance
updates in some of the harvested records, (b) permanent replacements of some records
with others: if records are deleted they are permanently replaced by the next records
and (c) by temporary communication errors that prevent some of the records to be
considered on this specific harvesting round.

We use the average record per harvesting round, average over all services that
return records during the round, to study the record evolution for all services during the
harvesting rounds. In addition to the reasons above, a permanent change to the par-
ticipation services in the harvesting rounds can change the average record we use. But
this situation happens when we decide so, which will only be very few times: one.

Figure 2 depicts how some aspects of metadata evolve over time, over our 529
harvesting rounds. For each round, we can see the average length of the record content
in Fig. 2(a), showing the number of words per record (considering all elements), and
the average number of the 15 Dublin Core elements in use and also the total number of
distinct Dublin Core element declarations (i.e. including repetitive declarations) in
Fig. 2(b).

Any increase in these aspects contributes to the improvement in the quality of the
records. We observe that all these aspects present a slow but steady increase over time,
therefore the quality of the metadata increases. We also immediately observe a big
boost that happened at the same time for all metrics: on the round that we updated the
list of our services. This occurs because the newly added services that were added had
better (in number of words/elements) metadata than those of the services they replaced.

Fig. 2. (a) The number of words in the average record for every round. (b) The number of
unique and repeated DC elements per average record, for every round.
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We expect the record updates to also depend on the services themselves, their policy
and maintenance procedures. Figure 3 presents the average increase in the record
description (inwords) for each service, from itsfirst to its last harvesting round. This is not
affected by changes to the included harvested services, as the harvesting tasks for each
service are considered separately. The average increase over all sources is 1.98 words but
with standard deviation 56.86, showing that the services really update on a different way.
In fact, the update ranges from 952 words increase to 549.83 words decrease.

This unusual average decrease in words cannot be an intentional effort to reduce the
information in the records. It mostly indicates that the average record may change a lot
during the updates and even changes of that size changes may come from normal
record maintenance procedures. The updates of individual services may not lead us to
secure conclusions and we should consider the overall increase over all services.

Looking closer into Fig. 3 we can also see that 779 services have an average
increase of more than 1 word, 541 services have an average decrease of more than 1
word and 800 services have a variation of less than 1 word. From these 800, 351
services had no word difference at all from their first to their last harvesting round: they
should have no maintenance at all during this time.

Apart from that, we can see that the metadata are slowly improving on all above
aspects anyway. The updates to the collections seem to improve on the length and
granularity of the description.

5 Updates in Individual Elements

The updates in record metadata are not the same for all elements. In Table 3 we can see
basic properties of the change for each Dublin Core element. Column 6 presents the
average increase (in words) between the first and last harvesting rounds, and column 7
presents the percentage that this increase represents from its average value (in column 2).

Fig. 3. The number of words in the description in the average record, for every service.
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The wordiest element, “description”, also has the highest increase in words. The
significant increase in the values in the element “relation” agrees with the larger
number of relations that are described (as seen in Table 4). The rest of the elements
have a much smaller increase in description words, or even a small decrease, that can
be due to random/statistical error (e.g. a service not returning records on a harvesting
round, temporarily affecting the results).

Elements like “description”, “source”, “creator”, “contributor”, “title” and “subject”
show a constant increase, while other elements like “language”, “date”, “format” and
“coverage” show small (and sometimes negative) increase. This seems reasonable:
most declarations of “language”, “format”, “type” or “date” need constant space.

The element “relation” has the highest percentage of increase in words – but this
increase is not smooth and seems to vary very much, as can be observed from its
standard deviation (column 3) and also Fig. 4. The sudden change and recovery to the
previous level of the words of an element (e.g. “relation” and in a smaller degree to
others such as “source”) may be explained if a service that includes many more than
average such declarations becomes unavailable for some harvesting rounds.

We can see similar increase if we consider the number of repeated DC elements,
that represent the increase in the number of element declarations, and also if we
consider the number of unique DC elements, that represent the enrichment of the
records with new DC elements.

In Table 4 we can see how the element declarations are growing. For example, the
element “description” has on average 1.12 declarations on each record (column 2), with
standard deviation 0.05 (column 3). The maximum across all services average number
of declarations is 1.18 (column 4). The average increase of declarations, from the first
to the last harvesting task, is 0.13 (column 5) which corresponds to an 11.61% (column

Table 3. Statistics for the size in words of the individual Dublin Core metadata elements

Element Average sdev Min Max Last-First Grow%

description 164.46 10.99 146.78 178.58 21.01 12.78%
rights 39.44 2.28 30.78 43.35 −1.19 −3.02%
relation 14.2 8.04 3.83 23.45 19.62 138.17%
source 14.17 1.54 11.71 16.45 4.46 31.47%
title 12.49 0.57 11.63 13.19 1.3 10.41%
subject 10.58 0.45 9.86 11.25 1.03 9.74%
creator 8.19 1.11 6.56 9.53 2.14 26.13%
contributor 7.23 0.45 6.4 9.16 1.26 17.43%
identifier 5.25 0.48 4.48 6.08 −0.92 −17.52%
coverage 4.82 0.16 4.3 5.27 −0.13 −2.70%
publisher 4.74 0.17 4.41 4.99 0.39 8.23%
type 2.47 0.2 2.17 2.8 0.46 18.62%
format 1.49 0.12 1.37 1.68 −0.27 −18.12%
date 1.35 0.06 1.27 1.45 −0.12 −8.89%
language 1.05 0.01 1.03 1.06 0.02 1.90%
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6) increase in declarations per record. The element “description” is also present on 82%
of the services (column 7), and during our harvesting rounds it was added on 9% of the
services (column 8).

We observe that the element “relation” had the highest increase in declarations
(63.95%), followed by elements “source” (51.49%) and “rights” (38.78%). The ele-
ment “rights” was added to most services (16%) followed by elements “relation” (13%)
and “description” (9%).

Element “title” had a 3.42 increase in declarations and element “subject” had a
21.40% decrease in declarations, while the number of services they are present did not
change. The element “coverage” had a decrease into both declarations and services it is
present.

Elements “title” and “identifier” are present on the 100% of the services, while
element “title” was added to the 1% of the services during the harvesting rounds.

Figure 4 shows the increase effect of the updates for the 15 elements round by
round. The scale for some elements (“description” and “rights”) is differently adjusted,
so that all elements can be shown in one picture, and cross-element comparisons cannot
be derived from this picture. The order of the elements in the legend match the size of
their values, so that we can distinguish which colored line corresponds to which
element. But the clear distinction is not necessary, as most elements have a similar
distribution in the 522 rounds.

Table 4. Statistics for the number of declarations for the individual Dublin Core metadata
elements.

Declarations Presence

Element Average sdev Max Last-First Grow% Average% Last-First %
description 1.12 0.05 1.18 0.13 11.61 82 9
rights 0.98 0.16 1.15 0.38 38.78 70 16
relation 1.47 0.37 1.89 0.94 63.95 78 13
source 2.02 0.39 2.50 1.04 51.49 90 6
title 1.17 0.02 1.20 0.04 3.42 100 0
subject 2.43 0.24 2.78 −0.52 −21.40 75 0
creator 1.95 0.09 2.09 0.23 11.79 95 3
contributor 0.43 0.06 0.52 −0.12 −27.91 26 −6
identifier 1.89 0.04 1.98 −0.06 −3.17 100 1
coverage 0.69 0.03 0.75 −0.05 −7.25 43 −6
publisher 0.96 0.02 0.98 0.03 3.13 88 5
type 1.83 0.18 2.07 0.43 23.50 98 2
format 1.09 0.01 1.13 0.03 2.75 90 6
date 1.30 0.05 1.37 −0.08 −6.15 98 1
language 0.97 0.02 1.00 0.06 6.19 93 5
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In particular we observe that elements like “description”, “source”, “creator”,
“contributor”, “title” and “subject” show a constant increase, while other elements like
“language”, “date”, “format” and “coverage” show small (and sometimes negative)
increase. This seems reasonable: most declarations of “language”, “format”, “type” or
“date” need limited space for their and cannot benefit from a more detailed description.

6 Conclusions and Future Work

When we use harvested metadata, we have no knowledge of how good they are and if
they comply with any quality threshold. Our analysis can be used to investigate the
quality of the participating services and as a tool to service maintainers and mainly
aggregators to detect some problems in them and correct them. We cannot comment on
the accuracy and correctness of the metadata descriptions, but we can examine their
length, element synthesis and update patterns, and investigate the most unusual
situations.

The metadata on the OAI-PMH harvested services seem quite complete, utilizing
most Dublin Core elements, despite of been much different in record size. On some
exceptions, commonly used elements like “identifier” or “title” were absent and the
“worst” service provided only “identifier”. We conclude it is possible to enforce quality
requirements for the services to be in the list of sources we used. The quality
requirements that will improve the searching are achieved by most services and are
therefore feasible.

If we should express in one phrase the observations we made, we would say that the
metadata improves in a slow rate over time, with “description” been improved the most
and “relation” following. The improvement over time is not the same for all elements
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Fig. 4. The number of words in the values for each element, over the 522 harvesting rounds.
The order of the elements in the legend match the size of their values. The scale for “description”
and “rights” has been adjusted, so all elements can be seen together.
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and many elements get no measurable improvement. But over the years (compared to
the data from 2003), the improvement is significant.

In the future, we could examine into more detail specific Dublin Core elements that
have mostly free language values distinguishing them from the elements containing
URLs or controlled values. Additionally, someone could try to explain the unusual
findings and/or no responding services by examining the individual services, either by
considering their responses in more detail, such as the contents of the values of their
elements and the digital objects themselves, or by contacting their administrator. But
this approach does not scale well to many services. Another interesting issue to
investigate is the relation of good metadata with the server availability and its response
time – that indicate good service maintenance. Finally, we would like to investigate
how different quality metrics affect the quality measurement, when used on harvested
data.
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Abstract. In the scientific digital libraries, some papers from different
research communities can be described by community-dependent key-
words even if they share a semantically similar topic. Articles that are
not tagged with enough keyword variations are poorly indexed in any
information retrieval system which limits potentially fruitful exchanges
between scientific disciplines. In this paper, we introduce a novel experi-
mentally designed pipeline for multi-label semantic-based tagging devel-
oped for open-access metadata digital libraries. The approach starts by
learning from a standard scientific categorization and a sample of topic
tagged articles to find semantically relevant articles and enrich its meta-
data accordingly. Our proposed pipeline aims to enable researchers reach-
ing articles from various disciplines that tend to use different terminolo-
gies. It allows retrieving semantically relevant articles given a limited
known variation of search terms. In addition to achieving an accuracy
that is higher than an expanded query based method using a topic syn-
onym set extracted from a semantic network, our experiments also show
a higher computational scalability versus other comparable techniques.
We created a new benchmark extracted from the open-access metadata
of a scientific digital library and published it along with the experiment
code to allow further research in the topic.

Keywords: Semantic tagging · Digital libraries · Topic modeling
Multi-label classification · Metadata enrichment

1 Introduction

The activity of researchers has been disrupted by ever greater access to online sci-
entific libraries –in particular due to the presence of open access digital libraries.
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Typically when a researcher enters a query for finding interesting papers into the
search engine of such a digital library it is done with a few keywords. The match
between the keywords entered and those used to describe the relevant scientific
documents in these digital libraries may be limited if the terms used are not
the same. Every researcher belongs to a community with whom she or he shares
common knowledge and vocabulary. However, when the latter wishes to extend
the bibliographic exploration beyond her/his community in order to gather infor-
mation that leads him/her to new knowledge, it is necessary to remove several
scientific and technical obstacles like the size of digital libraries, the heterogene-
ity of data and the complexity of natural language.

Researchers working in a multi-disciplinary and cross-disciplinary context
should have the ability of discovering related interesting articles regardless of
the limited keyword variations they know. They are not expected to have a prior
knowledge of all vocabulary sets used by all other related scientific disciplines.
Most often, semantic networks [6] are a good answer to the problems of linguis-
tic variations in non-thematic digital libraries by finding synonyms or common
lexical fields. However, In the scientific research context, using general language
semantic network might not be sufficient when it comes to very specific scientific
and technical jargons. Such terms also have the challenge of usage evolution over
time in which having an updated semantic network counting for new scientific
terms would be very expensive to achieve. Another solution could be brought
by the word embedding approach [11]. This technique makes it possible to find
semantically similar terms. Nevertheless, this approach presents some problems.
It is not obvious to determine the number of terms that must be taken into
account to be considered semantically close to the initial term. In addition, this
technique does not work well when it comes to a concept composed of several
terms rather than a single one. Another strategy is to make a manual enrich-
ment of the digital libraries with metadata in order to facilitate the access to the
semantic content of the documents. Such metadata can be other keywords, tags,
topic names but there is a lack of a standard taxonomy and they are penalized
by the subjectivity of the people involved in this manual annotation process [1].

In this paper we present an approach combining two different semantic infor-
mation sources: the first one is provided by the synonym set of a semantic net-
work and the second one from the semantic representation of a vectorial pro-
jection of the research articles of the scientific digital library. The latter takes
advantage of learning from already tagged articles to enrich the metadata of
other similar articles with relevant predicted tags. Our experiments show that
the average F1 measure is increased by 11% in comparison with a baseline app-
roach that only utilizes semantic networks. The paper is organized as follows: the
next section (Sect. 2) provides an overview of related work. In Sect. 3 we intro-
duce our pipeline of multi-label semantic-based tagging followed by a detailed
evaluation in Sects. 4 and 5. Finally, Sect. 6 concludes the paper and gives an
outlook on future work.
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2 State of the Art

According to the language, a concept can be described by a single term or by an
expression composed of multiple words. Therefore the same concept may have
different representations in different natural languages or even in the same lan-
guage in the case of different disciplines. This causes an information retrieval
challenge when the researcher does not know all the term variations of the scien-
tific concept he is interested in. Enriching the metadata of articles with semanti-
cally relevant keywords facilitates the access of scientific articles regardless of the
search term used in the search engine. Such semantically relevant terms could be
extracted thanks to lexical databases (e.g., WordNet [12]) or knowledge bases
(e.g., BabelNet [13], DBpedia [8], or YAGO [10]). Another solution is to use word
embedding techniques [5] for finding semantically similar terminologies. Never-
theless, it is difficult in this approach to identify precisely the closeness of the
terms in the projection and then if two terms have still close meanings.

When the set of terms is hierarchically organized, it composes a taxonomy.
A faceted or dynamic taxonomy is a set of taxonomies, each one describing the
domain of interest from a different point of view [16]. Recent research in this
area has shown that it improves the interrogation of scientific digital libraries
to find specific elements, e.g., for finding chemical substances in pharmaceutical
digital libraries [18].

The use of Latent Dirichlet Allocation (LDA) [3] for assigning documents to
topics is an interesting strategy in this problem and it has shown that it helps
the search process in scientific digital libraries by integrating the semantics of
topic-specific entities [14]. For prediction problems, the unsupervised approach of
LDA has been adapted to a supervised one by adding an approximate maximum-
likelihood procedure to the process [2]. Using LDA for topic tagging however
has a fundamental challenge in mapping the user defined topics with the LDA’s
latent topics. We can find a few variations of LDA trying to solve this mapping
challenge. For example, Labeled LDA technique [15] is kind of a supervised ver-
sion of LDA that utilize the user define topic. Semi-supervised LDA approaches
are also interesting solutions for being able to discover new classes in unlabeled
data in addition to assigning appropriate unlabeled data instances to existing
categories. In particular, we can mention the use of weights of word distribution
in WWDLDA [19], or an interval semi-supervised approach [4]. However, in the
case of a real application to millions of documents, such as a digital library with
collections of scientific articles covering many disciplines, over a large number
of years, even recent evolutionary approaches of LDA require the use of com-
putationally powerful systems, like the use of a computer cluster [9], which is a
complex and costly solution.

3 Model Pipeline

The new model we propose can be resumed following a pipeline of 4 main com-
ponents as illustrated in Fig. 1. In this section we will describe each of this
components.
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Semantic Feature-based
Topic Classifier List

Synset Elasticsearch List

Per-topic
Fusion List

Per-article List of
Predicted Topics:

Semantic Multi-label
Categorization

Fig. 1. High-level illustration of the model pipeline. The Semantic Feature-based Topic
Classifier phase is used to generate Top N articles ranked by the probability of topic
belonging. Another ranked list is generated by querying the synonym set (synset) of
the topic using a text-based search engine which is presented in Synset Elasticsearch
phase. A Per-topic Fusion List is then generated using a special mean rank approach
in which only Top a×N are considered where a is experimentally determined. Finally,
each article is tagged by a list of topics that was categorized with in the Fusion list.

3.1 Semantic Feature-Based Topic Classifier

This is computationally a big component that itself includes a pipeline of data
transformation and a multi-label classification steps. The main phases of it are
described as the following:

Extract Semantic Features. Starting from a multi-disciplinary scientific dig-
ital library with an open-access metadata, we extract a big number of articles,
i.e., millions in which researchers want to explore. The retrieved data from the
metadata of these articles are mainly the title and the abstract. These two fields
will then be concatenated in order to be considered as the textual representa-
tion of the article in addition to a unique identifier. These set of articles will
be denoted as Corpus. A TF–IDF weighted bag-of-word vectorization is then
applied to transform the Corpus into a sparse vector space. This vectorized rep-
resentation is then semantically transformed into a dense semantic feature vector
space, typically 100–600 vector size. The result of this stage is an (N×M) matrix,
where N is the semantic feature vector size and M is the number of articles. It
must be accompanied with a dictionary that maps the article unique identifier
of the article to the row index of the matrix.

Topic Classifier. For each topic name, i.e., scientific category name or a
key-phrase of a scientific topic, we generate a dataset of positive and negative
examples. The positive examples are obtained using a text-based search engine,
e.g. Elasticsearch, which is a widely used search engine web service built on
Apache Lucene, as the resulted articles that have topic name matches in title
OR abstract. The negative examples, however, are randomly selected articles
from the Corpus but with no matches with the topic name in any of the meta-
data text fields. Using this dataset, we build a kind of One-vs-All topic classifier.
This classifier must have the ability of providing the predicted probability value
of belonging to the topic, i.e. the class.
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Probability-Based Multi-label Classification. Each of the obtained One-
vs-All topic classifiers are then used in a multi-label classification task where
each article in Corpus will have a probability value of belonging to the topic.
This could be thought of as a kind of fuzzy clustering or supervised topic modeling
where the article can be assigned to more than one topic but with a probability
of belonging. The result of this stage is a top 100 K ranked list of articles per
topic with the probability value as the ranking score.

3.2 Synset Elasticsearch

This component is computationally simple but has a great value in the pipeline.
It is a kind of query expansion where the query space is increased by find-
ing synonyms and supersets of query terms. So, it also requires a text-based
search engine, e.g., Elasticsearch. We first need a semantic network or a lexi-
con database, e.g., WordNet, that can provide a set of synonyms of a giving
concept name. For each topic in the set of topics, we generate a set of topic
name synonyms, that is denoted by Synset (synonym set). Using Elasticsearch
we then generate a ranked list of articles that have matches in their metadata
with any of the synonyms in the topic Synset. So, the output of this component
is a ranked list of articles per topic. As in Sect. 3.1, this output could be consid-
ered as a multi-label classification output but with ranking information rather
than a probability score.

3.3 Fusion and Multi-label Categorization

This final stage constitutes the main contribution part of this experimentally
designed pipeline. It uses an introduced ranked list fusion criteria of combining
the 2 rankings of an article A which are the rank in the Synset Elasticseach list
denoted by sA and the rank in the semantic feature-based topic classifier list,
denoted by rA. If an article is present both in the 2 lists, we use a special version
of Mean Rank score (tA = sA+rA

2 ). Otherwise, the default score value of the
article is given by equation (tA = rA × |S|) where |S| is the size of the Synset
Elasticseach list.

The rank score of the Fusion List will be finally used to re-rank the articles
to generate a new ranked list with a list size that ranges from the max(|S|, |R|)
and |S| + |R| where |R| is the size of the semantic feature-based topic classifier
list. However, in our model we define a hyper-parameter a that determines the
size of the Fusion list as in equation (|F | = a×|S|). The hyper-parameter a will
be experimentally determined based on multi-label classification statistics and
evaluation that would be presented in Sect. 4.

The output of this component, and also the whole pipeline, is a list of articles
with their predicted list of topics, i.e. scientific category names. Such list is
obtained by applying a lists inversion process that takes as input all the per
topic Fusion lists and generates a per article list of topics for all articles presented
in any of the Fusion lists. The obtained list of predicted topics per article are
optionally presented with a score value that reflects the ranking of the article in
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the Fusion list of the topic. That score could be used to set an additional hyper-
parameter replacing a which would be a score threshold that determines if the
topic would be added to the set of predicted topic tags of the article. However,
a simple and efficient version, as would be shown in Sect. 4, would only relay of
the ranking information but having in place the design parameter a.

4 Experiments

4.1 Data Description

Scientific Paper Metadata from ISTEX Digital Library. The dataset
used for running the experiments is extracted from ISTEX 1, a French open-
access metadata scientific digital library [17]. This digital library is the result of
the Digital Republic Bill, a law project of the French Republic discussed from
2014, one of whose aims is a “wider data and knowledge dissemination”2.

ISTEX digital library contains 21 million documents from 21 scientific litera-
ture corpora in all disciplines, more than 9 thousands journals and 300 thousands
ebooks published between 1473 and 2015 (in April 2018).

Private publishers (e.g., Wiley, Springer, Elsevier, Emerald...) did not leave
access to their entire catalog of publications, that is why the publication access
does not cover the most recent publications. In addition, because the contracts
were signed with the French Ministry of Higher Education and Research, even
if anybody can access to the general information about the publications with
ISTEX platform (title, names of the authors and full references of the publica-
tion, and also metadata in MODS or JSON format), the global access is limited
to the French universities, engineering schools, or public research centers: docu-
ments in full text (in PDF, TEI, or plain text format), XML metadata and other
enrichments (e.g., bibliographical references in TEI format and other useful tools
and criteria for automatic indexing).

For our experiments, we considered only a subpart of ISTEX corpus: the
articles must be published during the last twenty years, written in English and
related to sufficient metadata, including their title, abstract, keywords and sub-
jects.

Scientific Topic from Web of Science. For each scientific article, we also
use a list of tags extracted from the collection of Web of Science3 which contains
more than 250 flattened topics. These flattened topics are obtained as follows:
when a topic is a sub-topic of another one, we can aggregate to the subcategory
terms those of the parent category (e.g., [computer science, artificial intelligence]
or [computer science, network]). Some of the topics are composition of topics,
like “art and humanities.”
1 Excellence Initiative of Scientific and Technical Information https://www.istex.fr/.
2 https://www.republique-numerique.fr/pages/in-english.
3 https://images.webofknowledge.com/images/help/WOS/hp subject category terms

tasca.html.

https://www.istex.fr/
https://www.republique-numerique.fr/pages/in-english
https://images.webofknowledge.com/images/help/WOS/hp_subject_category_terms_tasca.html
https://images.webofknowledge.com/images/help/WOS/hp_subject_category_terms_tasca.html
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The selected 33 topics are: [Artificial Intelligence; Biomaterials; biophysics;
Ceramics; Condensed Matter; Emergency Medicine; Immunology; Infectious Dis-
eases; Information Systems; Literature; Mechanics; Microscopy; Mycology; Neu-
roimaging; Nursing; Oncology; Ophthalmology; Pathology; Pediatrics; Philoso-
phy; Physiology; Psychiatry; Psychology; Rehabilitation; Religion; Respiratory
System; Robotics; Sociology; Substance Abuse; Surgery; Thermodynamics; Tox-
icology; Transplantation].

In our experiments, to facilitate the analysis of the results without bias due
to lexical pretreatment, we work only with topics containing neither punctuation
nor linkage words. Moreover, we have kept in our experiences only Web of Science
topics with enough articles (in ISTEX digital library) for having a significant
positive subset of documents not used for the learning part (at least 100 scientific
articles). The topics, which can be single words (as “thermodynamic”) or a
concatenation of words (as “artificial intelligence”), should be known in the
semantic network to benefit of a consequent synonyms list. In our work, we
present the results obtained with 33 topics, which are English single words or
the concatenation of several words.

Synonym Sets from BabelNet. In our experiments, we produce a semantic
enrichment by using a list of synonyms for each concept, also known as “synset”
(for “synonym set”). To build our synset list, we need a semantic network.
After some preliminary tests on several semantic networks, we chose BalbelNet
[13] which gave better results. A sample synset from BabelNet for the topic
Mycology is [Mycology, fungology, History of mycology, Micology, Mycological,
Mycologists, Study of fungi].

Supervised LDA. Based on the state-of-the-art review as described in Sect. 2,
we started by developing a model based on LDA. We defined a supervised ver-
sion of the LDA (sLDA) where we the number of topics was set to 33 topics.
Each topic was guided by boosting the terms of the topic synonym set obtained
from BabelNet where the boosting values were [1, 10, 20, 30]. The dataset for
experimenting this model were extracted from ISTEX scientific corpus by using
Elasticsearch getting all articles that have at least one match of any of the 33
topics in any of these metadata fields: Title, abstract, subjects or keywords. How-
ever, the text used to build the sLDA were limited to the title and the abstract.
The evaluation of the sLDA model will then be performed on a test set that is
constructed from the keywords and the subjects fields.

4.2 Experimental Process

Initially, we defined an accuracy indicator that is based on the count of tagged
articles with a list of prediction topics that has at least one label intersection
with ground truth. This indicator will be denoted as At least one common label
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metric. The other measure including label cardinality, Hamming loss and Jaccard
index could be found in the literature4.

In order to build an experiment of our proposed pipeline, we need to exper-
imentally determine some hyper-parameters of it as follows:

Semantic Feature-Based Topic Classifier: We limit our text representation
of the article to its title and abstract, which are available metadata. Comparing
Paragraph vector [7] and Randomized truncated SVD [7] based on a metric
that maximizes the inner cosine similarity of articles from the same topics and
minimizes it for a randomly selected articles, we choose SVD decomposition
of the TF–IDF weighted bag of words and bi-grams resulting in 150 features
for more than 4 millions articles. As for the topic classifier, also by comparative
evaluation, we select Random Forest Classifier, tuning certain design parameters,
and use it to rank the scientific corpus. We consider the top 100 K articles of
each topic classifier to be used in the fusion step.

Synonym Set Elasticsearch: Reviewing many available semantic networks,
we found that BabelNet was the most comprehensive one combining many other
networks [13]. So, we use it to extract a set of synonyms, i.e., a synset for each
topic. This synset is then used to query the search engine of ISTEX which is
built on Elasticsearch server. As would be shown in Sect. 5. This technique will
be used as the experiment baseline.

Fusion and Per Multi-label Categorization: The main design parameter
of this phase is the size of the ranked list that is achieved by setting it to the
double size of the Synset Elasticsearch list.

5 Results and Discussion

First, we run an experiment on sLDA as described in Sect. 4. The result of this
designed experiment was very disappointing based on the evaluation metrics.
The best performing sLDA model, that was with a boosting value of 30, resulted
in the following evaluation: F1 measure = 0.02828, At-least-one-common-label
= 0.0443, Jaccard index = 0.0219 and Hamming loss = 0.0798. Comparing to
using our pipeline with a = 2 having F1 measure of the 33 topics was 0.6032.
So, sLDA was obviously not a good candidate to be used as a baseline. However,
it was an additional motivation for designing and proposing our pipeline. After
dropping sLDA from further experiments due to the very low evaluation results,
we have added 2 more topics to the set of the 33 topics totaling to 35 topics. The
2 additional topics were [International Relations; Biodiversity Conservation]. We
have also added more examples to the test set counting for an additional ISTEX
metadata field called categories:wos that is actually does not exists in all the

4 https://en.wikipedia.org/wiki/Multi-label classification.

https://en.wikipedia.org/wiki/Multi-label_classification
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Table 1. Evaluation results based on the evaluation metrics Recall and At least one
common label denoted here as the Common-Match metric. The table also shows the
size of the intersection between the method results and the test set that was used in
computing the evaluation metric, denoted here as Intersection. The value of Intersection
might also be a good indicator of the method being able to tag more articles.

Method Intersection Common-Match Recall

Synset 22,192 0.5284 0.5285

Fusion1 22,123 0.5736 0.5735

Fusion2 41,642 0.6375 0.6374

Fusion3 56,114 0.6470 0.6473

Fusion4 67,625 0.6470 0.6464

articles but was still considered as a good source for increasing the test examples
in our published benchmark.

We define 5 methods for the experiment. One is a method of Synset Elas-
ticsearch, denoted here by Synset which will be the baseline of benchmark. The
other 4 methods are variations of our proposed pipeline but with variant values
of the design parameter a = [1, 2, 3, 4]. The pipeline methods are then denoted
respectively with the value of a as Fusion1, Fusion2, Fusion3 and Fusion4. The
results of the multi-label classification evaluation metrics, described in Sect. 4.2,
are shown in Table 1 and Fig. 2.

While the evaluation metric values in Table 1 recommend higher a values, 3
or 4 with no significant value difference, we can see from Fig. 2 that the best value
is a = 2 based on Precision, F1 measure, Jaccard index and Hamming loss. This
means that if we increase the size of the fusion ranked list more than the double
of the size of the Synset method, we will start loosing accuracy. Another indicator
that we should limit the size of the Fusion list is Fig. 2a that shows that if we
increase the size of the Fusion list, the difference of the Label Cardinality between
the predicted results and the compared test set will increase. This difference is
a negative effect that should be minimized, otherwise, the model will tend to
predict too much labels that would be more probably irrelevant to the article.

Due to the fact that the test set was not generated manually but by filtering
on a set of scientific category terms in relevant metadata fields, we believe that it
is an incomplete ground truth. However, we think it is very suitable to compare
models as a guidance for designing an efficient one because the test labels are
correct even incomplete. Accordingly, we tried to perform some error analysis
where we found that in most of the cases, the extra suggested category names are
either actual correct topic having the article a multi-disciplinary one or topics
from very similar and related topic. For example, a medical article from ISTEX5

is tagged with the category name [‘Transplantation’] in the test set. The pre-
dicted topics by our method was [‘Mycology’, ‘Transplantation’] resulting into
0.5 precision value. However, when we read the abstract of that article, we find
5 https://api.istex.fr/document/23A2BC6E23BE8DE9971290A5E869F1FA4A5E49E4.

https://api.istex.fr/document/23A2BC6E23BE8DE9971290A5E869F1FA4A5E49E4


Metadata Enrichment of Multi-disciplinary Digital Library 41

(a) Label cardinality * (b) Jaccard index **

(c) Hamming loss ×10 (d) F1 measure

Fig. 2. Results of label cardinality difference, Jaccard index, Hamming loss and F1
measure evaluation metrics. While Synset is the method that uses synonyms of the
category name as a query in Elasticsearch, Fusion 1, 2, 3 and 4 represent respectively
the values of the pipeline design parameters a = [1, 2, 3, 4] that determine the number
of annotated articles per topic as an integer multiple of the size of Synset Elasticsearch
list. *: Difference value with the label cardinality of the compared test set of each of
the methods. **: Equivalent to Precision in our case of a test set label cardinality = 1.

that it talks about dematiaceous fungi which is actually a ‘Mycology’ topic. So,
in many cases where there is at least one common tag, the other tags are actu-
ally the aimed discovered knowledge rather than a false prediction. In another
example, the model predicted the tags ‘Psychology’, ‘Sociology’ in addition to
‘Religion’ resulting in 0.3333 precision while they are actually relevant predicted
tags when we read the abstract of the article6 that also talks about social net-
works. The complete list of results –where these cases could be verified– are
published as well as all the experimental data and reproducibility code7.

6 Conclusion and Future Work

Governments, public organizations and even the private sector have recently
invested in developing multi-disciplinary open-access scientific digital libraries.
However, these huge scientific repositories are facing many information retrieval
issues. Nevertheless, this opens opportunities for text-mining based solutions
6 https://api.istex.fr/document/BA63065CCE8B0520F36B7DA90CF26F2DEF6CED7F.
7 https://github.com/ERICUdL/stst.

https://api.istex.fr/document/BA63065CCE8B0520F36B7DA90CF26F2DEF6CED7F
https://github.com/ERICUdL/stst
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that can automate cognitive efforts in data curation. In this paper, we proposed
an efficient and practical pipeline that solves the challenge of the community-
dependent tags and the issue caused by aggregating articles from heteroge-
neous scientific topic ontologies and category names used by different publishers.
We believe that providing a solution for such a challenging issue would foster
trans-disciplinary research and innovation by enhancing the corpus information
retrieval systems. We demonstrated that combining two main semantic infor-
mation sources – the semantic networks and the semantic features of the text
of the article metadata – was a successful approach for semantic based multi-
label categorization. Our proposed pipeline does not only enable for a better
trans-disciplinary research but also supports the process of metadata semantic
enrichment with relevant scientific categorization tags.

Other available methods in semantic multi-label categorization, such as LDA,
are not suitable in this context for many reasons. For instance, they require pow-
erful computational resources for processing big scientific corpus. Moreover, they
need a pre-processing step to detect concepts that are composed of more than one
word (e.g., “Artificial Intelligence”). Finally, LDA is originally an unsupervised
machine learning model in which it is problematic to define some undetermined
parameters like the number of topics. Our proposed pipeline, however, over-
comes all of these limitations and provides efficient results. Towards improving
the query expansion component of the pipeline (Synset Elasticsearch), we are
planning to study the impact of using extra information from BabelNet semantic
network other than only the synonym sets. In particular, we want to include the
neighboring concept names as well as the category names of the concept. We
expect that such term semantic expansion will improve the performance of the
method.
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González, M. (eds.) MICAI 2013. LNCS (LNAI), vol. 8265, pp. 265–274. Springer,
Heidelberg (2013). https://doi.org/10.1007/978-3-642-45114-0 21

http://www.arc6-tic.rhonealpes.fr/larc-6/
http://www.arc6-tic.rhonealpes.fr/larc-6/
https://doi.org/10.1007/s11192-012-0813-7
https://doi.org/10.1007/978-3-642-45114-0_21


Metadata Enrichment of Multi-disciplinary Digital Library 43

5. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with
subword information. TACL 5, 135–146 (2017)

6. Borgida, A., Sowa, J.F.: Principles of semantic networks - Explorations in the
representation of knowledge. The Morgan Kaufmann Series in Representation and
Reasoning. Morgan Kaufmann, Burlington (1991)

7. Halko, N., Martinsson, P.G., Tropp, J.A.: Finding structure with randomness:
probabilistic algorithms for constructing approximate matrix decompositions.
SIAM Rev. 53(2), 217–288 (2011)

8. Lehmann, J., et al.: DBpedia - a large-scale, multilingual knowledge base extracted
from Wikipedia. Semant. Web 6(2), 167–195 (2015). https://doi.org/10.3233/SW-
140134

9. Liang, F., Yang, Y., Bradley, J.: Large scale topic modeling: improvements to LDA
on Apache Spark, September 2015. https://tinyurl.com/y7xfqnze

10. Mahdisoltani, F., Biega, J., Suchanek, F.M.: YAGO3: a knowledge base from mul-
tilingual wikipedias. In: CIDR 2015, Asilomar, CA, USA, 4–7 January 2015 (2015).
www.cidrdb.org

11. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed represen-
tations of words and phrases and their compositionality. In: Burges, C.J.C., Bottou,
L., Ghahramani, Z., Weinberger, K.Q. (eds.) Advances in Neural Information Pro-
cessing Systems 26: 27th Annual Conference on Neural Information Processing
Systems 2013. Proceedings of a Meeting held, 5–8 December 2013, Lake Tahoe,
Nevada, United States, pp. 3111–3119 (2013)

12. Miller, G.A.: WordNet: a lexical database for English. Commun. ACM (CACM)
38(11), 39–41 (1995). https://doi.org/10.1145/219717.219748

13. Navigli, R., Ponzetto, S.P.: BabelNet: the automatic construction, evaluation and
application of a wide-coverage multilingual semantic network. Artif. Intell. 193,
217–250 (2012)

14. Pinto, J.M.G., Balke, W.: Demystifying the semantics of relevant objects in schol-
arly collections: a probabilistic approach. In: Proceedings of the 15th ACM/IEEE-
CE Joint Conference on Digital Libraries, Knoxville, TN, USA, 21–25 June 2015,
pp. 157–164. ACM (2015). https://doi.org/10.1145/2756406.2756923

15. Ramage, D., Hall, D.L.W., Nallapati, R., Manning, C.D.: Labeled LDA: a super-
vised topic model for credit attribution in multi-labeled corpora. In: Proceedings
of the 2009 Conference on Empirical Methods in Natural Language Processing,
EMNLP 2009, 6–7 August 2009, Singapore, A meeting of SIGDAT, a Special Inter-
est Group of the ACL, pp. 248–256. ACL (2009)

16. Sacco, G.M., Tzitzikas, Y. (eds.): Dynamic Taxonomies and Faceted Search: The-
ory, Practice, and Experience. The Information Retrieval Series. Springer, Berlin,
Heidelberg (2009). https://doi.org/10.1007/978-3-642-02359-0

17. Scientific and Technical Information Department - CNRS: White Paper - Open
Science in a Digital Republic. OpenEdition Press, Marseille (2016). https://doi.
org/10.4000/books.oep.1635

18. Wawrzinek, J., Balke, W.-T.: Semantic facettation in pharmaceutical collections
using deep learning for active substance contextualization. In: Choemprayong, S.,
Crestani, F., Cunningham, S.J. (eds.) ICADL 2017. LNCS, vol. 10647, pp. 41–53.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-70232-2 4

19. Zhou, P., Wei, J., Qin, Y.: A semi-supervised text clustering algorithm with word
distribution weights. In: Proceedings of the 2013 the International Conference on
Education Technology and Information System (ICETIS 2013). Advances in Intel-
ligent Systems Research, 21–22 June 2013, Sanya, China, pp. 1024–1028. Atlantis
Press (2013). https://doi.org/10.2991/icetis-13.2013.235

https://doi.org/10.3233/SW-140134
https://doi.org/10.3233/SW-140134
https://tinyurl.com/y7xfqnze
www.cidrdb.org
https://doi.org/10.1145/219717.219748
https://doi.org/10.1145/2756406.2756923
https://doi.org/10.1007/978-3-642-02359-0
https://doi.org/10.4000/books.oep.1635
https://doi.org/10.4000/books.oep.1635
https://doi.org/10.1007/978-3-319-70232-2_4
https://doi.org/10.2991/icetis-13.2013.235


Entity Disambiguation



Harnessing Historical Corrections
to Build Test Collections for Named

Entity Disambiguation

Florian Reitz(B)

Schloss Dagstuhl LZI, dblp group, Wadern, Germany
florian.reitz@dagstuhl.de

Abstract. Matching mentions of persons to the actual persons (the
name disambiguation problem) is central for many digital library appli-
cations. Scientists have been working on algorithms to create this match-
ing for decades without finding a universal solution. One problem is that
test collections for this problem are often small and specific to a certain
collection. In this work, we present an approach that can create large
test collections from historical metadata with minimal extra cost. We
apply this approach to the dblp collection to generate two freely avail-
able test collections. One collection focuses on the properties of name-
related defects (such as similarities of synonymous names) and one on
the evaluation of disambiguation algorithms.

Keywords: Name disambiguation · Historical metadata · dblp

1 Introduction

Digital libraries store lists of names which refer to real world persons (e.g., the
authors of a document). Many applications require a map between these names
and the real world persons they refer to. E.g., projects create author profiles
which list all publications of a person. These profiles can be used by users who
look for works of a specific person. They are also the basis of attempts to mea-
sure the performance of researchers and institutions. Mapping author mentions
and persons is difficult. The name itself is not well-suited to refer to a person
and many metadata records provide limited additional information such as email
and institution name. Therefore, many profiles are defective. That is: they list
publications from different persons (a homonym defect) or publications of one
person are listed in different profiles (a synonym defect). Correct author disam-
biguation in bibliographic data has been the subject of intensive research for
decades. For an overview on algorithmic approaches, see the survey by Ferreira
et al. [3]. For manual strategies, see the paper by Elliot [1].

Many approaches concentrate on reclustering the existing data. I.e., the algo-
rithm is provided with all mentions of persons and clusters these mentions into
profiles. An advantage of this approach is that potentially wrong profiles can
c© Springer Nature Switzerland AG 2018
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be ignored. The problem is that reclustering ignores disambiguation work which
has already been invested into the collection. In a living collection, a significant
amount of manual and automatic work has been invested in the correctness of
data. With an increasing number of open data projects, we can expect more
disambiguations by users (e.g., authors use ORCID to manage their publication
profiles). We will also see collections getting larger as sharing and incorporating
data will become easier. For a large and volatile collection, reclustering might
be algorithmically unfeasible. An alternative disambiguation task is to identify
profiles which are likely defective. These profiles can then be corrected auto-
matically or checked by staff or in a crowdsourcing framework. One problem
of developing algorithms for this task is the lack of suitable test collections for
evaluation. Traditional test collections, such as the set provided by Han et al. [4],
consist of mentions with the same name without any known author profiles. This
is not useful for the defect detection task. In addition, there are the following
problems: (1) Classic test collections are small. The largest collections discussed
have several thousand mentions, while collections like dblp list several million
mentions. This makes classic collections unusable for evaluation of running time
and other resource requirements such as main memory. (2) Classic test collec-
tions cannot be used to study properties of defective profiles such as network
relations of synonym profiles. Their properties can reveal new approaches to
match mentions and persons. They can also show relevant differences between
collections. Known defects can also be used to train detection algorithms. In this
work, we describe two alternative test collections which try to overcome these
problems.

Creating a classic test collection is expensive, mainly because it requires man-
ual cleaning of author profiles. However, for a large digital library, we can expect
that a number of defects have already been corrected. We extract these correc-
tions from historical data and use them as examples of defective data. Since
the defects have been corrected, we also know a (partial) solution to the defect.
Based on the defects, we build two test collections. Our goal is to provide as
much contextual information for each defect as possible. One of the collections
focuses on individual defects. The other test collection focuses on the defect
detection task in a large collection itself. Harnessing historical corrections has
several advantages: (1) The collections we obtain are large compared to tra-
ditional test collections and created with minimal additional cost. (2) Unlike
classic test collections, our approach is well-suited to study the properties of
defects. This can lead to a better understanding of quality problems and can be
used when designing new disambiguation algorithms. As defect corrections can
be triggered in may different ways, we obtain a large variety of defects. (3) The
framework we present can be used for all digital libraries that provide historical
metadata. This might provide us with specific test collections which can be used
to adjust algorithms to the properties of individual collections. The main contri-
butions of this work are: (1) We present a framework to create test collections
for the defect detection task from historical data. (2) We use the framework to
create an open test collection based on the dblp collection.
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After discussing related work, we describe how to build test collections from
historical defect corrections (Sect. 3). In Sect. 4, we apply the framework to dblp
and discuss possible applications of the test collections.

2 Related Work

The usual approach to build a test collection is to select a small portion of
data from a collection and clean it thoroughly. This requires manual work which
leads to small test collections. E.g., the often used test collection by Han [4]
consists of about 8,400 mentions (which roughly equals publications), the KISTI
collection by Kang et al. [6] consists of about 32,000 mentions. For compari-
son, the dblp collection listed about 10 million mentions in March 2018. For
an overview, see the work of Müller et al. [9]. Most test collections consist of
two sets, the challenge which is presented to the algorithms and the solution
which contains the correct clustering of mentions into profiles. Algorithms are
judged by how close they can approximate the solution. E.g., for Han et al., the
challenge consists of publications from authors with common names (such as
C. Chen). The authors first name is abbreviated to increase the difficulty. Data
that could not be manually disambiguated was discarded. Most test collections
provide the basic bibliographic metadata such as title, name of coauthors and
publication year. This creates compact test collections but provides very little
context information. E.g., the collections only contain partial information on the
coauthors because most of their publications are not part of the test collection.

Since manual disambiguation for test collections is expensive, there have
been several attempts to harness work which has already been invested into a
collection. Reuther [12] compared two states of dblp from different years to see
if publications had been reassigned between author profiles. Reuther gathered
the publications of these profiles for a test collection that focuses on corrections
of synonym defects. We will extend this approach by also considering other
types of defects. Momeni and Mayr [8] built a test collection based on homonym
profiles in dblp. When dblp notices that a name is used by several authors,
the author mention is appended by a number. E.g., Wei Wang 0001,. . . , Wei
Wang 0135. Momeni and Mayr built a challenge by removing the suffixes. The
full name (including suffix) is used as solution. Like Reuther, this approach is
limited to a single defect type (here: the homonym). Momeni and Mayr are also
limited cases where authors have the exact same name, which excludes many
real world problems. Müller et al. [9] describe how a test collection can be built
by comparing the manual disambiguation work of different projects. For all these
approaches, the data presentation is record-based as in the classic test collections.
We will extend these approaches by adding contextual information which can
be used by disambiguation algorithms. We also provide individual defect cases
which can be studies to understand defects.
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3 Extracting Test Collections from Historical Metadata

Assume that publications for a person John Doe are listed in author profiles
J. Doe and John Doe. If that defect is uncovered, it will most likely be cor-
rected. Many collections attempt author disambiguation when data is added.
In the example, this did not work which indicates that this defect is not triv-
ial which makes it interesting for defect detection algorithms. We use the state
of the collection before the correction as challenge to see if an algorithm can
detect the presence of a problem and possibly propose a solution. Using histori-
cal corrections has a number of advantages: (1) The corrections can come from a
number of different sources which can include defects with different properties.
E.g., for dblp, a significant amount of defects are reported by users [11]. (2) At
the moment of the correction, data was available that might not be available
today. In 2014, Shin et al. [14] reconsidered the data of Han et al. [4] from 2005
and determined that more than 22% of their gold standard mappings between
mention and profiles could not be confirmed with external data. In 2005 that
verification was probably possible (web pages went off line, publishers became
defunct . . . ). We will now describe an extraction approach for historical defects
and how to build test collections on top of them. In Sect. 4, we show how this
approach can be applied to the dblp bibliography to create test collections.

3.1 Identifying Corrections in Historical Data

For our approach, we need suitable historical metadata. Locating this data
turned out to be difficult. If a project provides historical data, it is often neces-
sary to use secondary data sources like backup files. For these data, we cannot
expect to capture every correction separately. Instead, we obtain observations
of the data. The points of observation depend on the underlying data, e.g., the
times the backups were created. If observations are far apart and edits frequent,
we might not be able to extract individual corrections. Figure 1 shows an exam-
ple with edits and observations. In this case, we obtain four states, A, . . . ,D even
though there are more edits. E.g., edits 3, 4 and 5 might be merged into one
observed correction. For each dataset, we need to determine if the observation
allows a reasonable correction analysis. E.g., for dblp, we used a collection [5]
that has nightly observations. This granularity allowed for reliable correction
extraction. We also considered weekly snapshots of the Internet Movie Database
(IMDB)1. This granularity made interpreting the data difficult.

Fig. 1. Observer-based framework for historical metadata.

1 ftp://ftp.fu-berlin.de/pub/misc/movies/database/frozendata.

ftp://ftp.fu-berlin.de/pub/misc/movies/database/frozendata
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If there is sufficient historical data, we can extract corrections. Most digi-
tal libraries provide interpretations of their person mentions. We call such an
interpretation a profile. A profile contains the mentions (publications) that the
digital library thinks are created by the person represented by the profile. The
interpretation can be based on the name directly (as in dblp) or based on an
identifier assigned to the mention. We require that the interpretation is con-
tained in the historical metadata. I.e., we can reconstruct historical profiles. As
explained above, some profiles will be defective (i.e., they deviate from the real
person’s work list). Let t1 < t2 be two time points of observation and let p〈t〉 be
the set of mentions that is assigned to profile p at time t. We can observe two
types of relations between profiles from different observations:

Definition 1. Let p1, p2 be two profiles. We call p1 reference predecessor of
p2 if ∃ m ∈ p1〈t1〉 : m ∈ p2〈t2〉. We call p2 reference successor of p1. We call
p1 consistent predecessor of p2 if p1〈t1〉 ⊆ p2〈t2〉.

There are two candidates for a defect correction:

1. A profile p has two or more reference predecessors.
2. A profile p has two or more reference successors.

In case (1), p was represented by multiple profiles before. If we assume that
p is correct now, the successors were synonyms. Similarly, in case (2) we observe
the correction of a homonym defect.

We can categorize modifications to profiles as follows:

Definition 2. Let p be a profile and t1 < t2 two time points of observation. Let
P := p1, . . . , pk be the reference predecessors of p with respect to t1 and t2. We
call P a merge group if k > 1 and ∀1 ≤ s ≤ k : ps〈t2〉 = ∅ ∨ ps = p.

Between time t1 and t2, mentions in p1, . . . , pk were reassigned to p. These
profiles, except p itself, do not have any mention left. We can consider a similar
correction for homonyms:

Definition 3. With p, t1 and t2 as above. Let P := p1, . . . , pk be the reference
successors of p with respect to t1 and t2. We call P a split group if k > 1 and
∀1 ≤ s ≤ k : ps〈t1〉 = ∅ ∨ ps = p.

For a merge, we demand that the merged profiles are no longer referenced in
the library. Similarly, we demand for a split that new profiles do not contain a
mention at t1. In addition to that, we need to consider a combination of merge
and split, a distribute. In this case, a mention is moved from one profile to
another without creating an empty profile. Distributes are different from merges
and splits as both profiles are represented before and after the correction. An
algorithm which aims to correct this defect must determine which mentions are
to be reassigned. If both profiles exist before the correction, the algorithm can
use their properties to determine if a mention needs reassignment. This might
be easier than detecting completely merged mentions.
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Merge and split groups can combine multiple corrections. This can create
artifacts with the observation framework. Assume that there are two merge
corrections p1, p2 → p1 and p1, p3 → p1. If these operations occur between two
observations, we obtain a merge group p1, p2, p3 → p1. If the observation occurs
between the two corrections, we obtain two merge groups. To avoid splitting
groups that are related, we group merge and split groups if they occur in close
temporal proximity and have at least one common profile.

3.2 Structure of Test Collections

The extracted corrections can now be transformed into test collections. Classic
test collections list the records of the disambiguated authors. This creates com-
pact collections. However, it provides very little context information. For our
test collections, we have the following goals:

1. The collections should allow to study the properties of defects. In particu-
lar, they should provide the context information which is commonly used by
disambiguation algorithms such as parts of the coauthor network.

2. The collections should facilitate the development of algorithms that search for
defects in an existing name reference interpretation. As opposed to collections
that aim at algorithms that completely recluster author mentions.

3. The collections should support a performance-based evaluation (running time,
memory requirement . . . ).

4. The collections should be of manageable size.

To meet these goals, we create two collections that both differ from classic
collections: A case-based collection that lists the individual corrections as small
graphs. An embedded collection that integrates the detected defects into the
total collection. We now discuss the general structure of the two collections.

Case-Based Collection. The case-based collection consists of isolated test
cases that are directly derived from the observed corrections. For each correc-
tion, we provide two files. One file contains the state of the digital library directly
before the correction, the other file contains the state right after the correction.
The primary purpose of the case-based collection is to study the properties
of defects. This requires that a certain context is provided. E.g., many disam-
biguation algorithms use common coauthors as evidence that there is a relation
between two mentions. Classic test collections provide this information but they
give no information about the relations between the coauthors. Consider Fig. 2
with synonymous profiles p1, p2, p3, coauthors c1, . . . , c5 and journals j1 and j2.
p1 and p2 are strongly related by two common coauthors and a journal. p3 is not
in a direct relation to p1 and p2. The black solid lines represent the data avail-
able from a classic test collection. The dashed lines represent contextual data
that is not in the test collection. c2 and c5 collaborated. However, that relation
is defined by publications outside the test collection. Studying these indirect
relations might help to develop a better disambiguation algorithm.
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Fig. 2. Relations between metadata entities as a graph.

Obviously, we cannot provide the complete metadata context (e.g., the com-
plete coauthor graph) for each test case. To provide at least local context, we
code the test case as a graph. Consider again Fig. 2. Assume that p1, p2, p3 pro-
files are part of a merge group. We create a graph as follows: We add nodes for
all corrected profiles (p1, p2, p3). We call these nodes primary nodes. We add a
node for each entity that is in relation to a primary node (e.g., the coauthors).
The set of available entities depends on the underlying digital library. Other enti-
ties might be conferences/journals or common topics. We then add an edge for
each known relation between these nodes. The context is provided by the edges
between the nodes that are no primary nodes. The types of relations depend on
the data in the digital library. The edges can be weighted which makes it possible
to convey the strength of a relation without massively inflating the files.

We encode the graphs in XML. For edges and nodes, we can provide prop-
erties in (key, value) form. The following example shows a document-type node
that has title and publication year data. A similar notation is used for edges.

<node label="DOCUMENT" id="doc1">

<property key="year" value="1999"/>

<property key="title" value="The Ultrasonic Navigating."/>

</node>

Embedded Collection. The defects of the case-based collection are too small
to analyze the running time performance of an algorithm. They also do not
provide a full context. Some disambiguation algorithms require a full coauthor
graph [2,15], which is not available from the local context of the individual
cases. The embedded collection can solve these problems. It consists of two
components: (1) A full copy of the collection’s metadata at a certain point,
provided as metadata records. (2) An annotation of detected defects in this
version which are corrected later. This means that algorithms need to process the
full collection (to test the running time performance) but have also access to all
data (which removed limits imposed by partial data of classical test collections).

Since we provide the full version of the metadata, it is not possible to use a
dense observation framework. I.e., for detecting defect corrections, we need to
compare states of the collection which are some time apart (e.g., a full year).
This will create a sufficient number of defects to be annotated. However, the long
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periods between the states of the dataset makes overlapping corrections more
likely. Assume that we observe a distribute operation between author profiles
p1 and p2 (publications are moved between these profiles). Further assume that
profile p3 is merged into profile p1. For a dense observation framework, there are
many different ways in which these operations can be performed. In a slightly
different situation, we might have observed a distribute between p2 and p3 and
a merge of p1 into p3. For a sparse observation framework, these corrections will
most likely be merged together. This does not affect the presence of a defect
(which should be detected by the algorithm) but makes the embedded collection
unsuited to analyze individual corrections. The metadata of the collection can be
provided in any way, e.g., as metadata records. Unlike the case-based collection,
this might make importing the data easier for some approaches. The annotations
are provided as simple XML-Files. The example below shows a small split case.
doc1, doc2, p1 and p2 are identifiers taken from the underlying collection.

<source>

<profile authorid="p1">

<signature pkey="doc1" pos="1" surface="B. Doe"/>

<signature pkey="doc2" pos="0" surface="B. Doe"/>

</profile>

</source>

<target>

<profile authorid="p1">

<signature pkey="doc1" pos="1" surface="Bob A. Doe"/>

</profile>

<profile authorid="p2">

<signature pkey="doc2" pos="0" surface="Bob B. Doe"/>

</profile>

</target>

3.3 Biases and Limitations

The test collections we present here are different from the classic test collections
as they do not provide a full gold standard. This means: (1) They provide exam-
ples of errors but have no examples of guaranteed correct data which could be
used to detect false positives. (2) The corrections might be partial. See below
for an example. In Sect. 4.2, we will very briefly discuss scenarios in which the
collections can be used. It is important to note that these collections will not
replace classic test collections but complement them. E.g., to study defects or
to evaluate running time. Apart from the evaluation method itself, our app-
roach has intrinsic biases which cannot be fully mitigated. In this section, we
will discuss the most relevant points. Each of these threats to validity must be
considered before undertaking a study based on historical defect corrections.

Assumption: Corrections improve data quality. We assume that a correction
replaces defective data values with correct values. Obviously, there is no guar-
antee for that as the changes related to the correction can also introduce errors.
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The likelihood of introducing new errors depends on the data curation process
of the individual projects. Some projects use trained teams while others rely on
direct or indirect user contribution. On the other hand, user contribution might
be vandalism. In any case, we will obtain a number of partially or fully defective
corrections.

Assumption: Corrections completely remove defects. A correction might
remove a defect only partially. Assume that one profile contains publications
from authors A, B and C. A correction (a split) might extract the publications
of A but leave the publications of B and C behind. The original profile is still
a homonym. If we build a test collection based on partial corrections, we must
allow for a case where an algorithm finds the whole correction. This means that
there is no gold standard solution to our test collection as there is for classical
test collections. We need to define specific evaluation metrics to handle this sit-
uation. In case of a study of defect properties, we must also consider that some
corrections are only partial.

Assumption: The corrected defects are representative of the set of all defects.
Our approach is biased by the way defects are detected in the underlying dataset.
Assume that a project applies a process which is good at finding defects with
property A but can barely handle defects with property B. In this case, defects
with property A would be overrepresented and many defects with property B
would be missing. It is also possible that a project is aware of a defect but does
not fix it because it has a low priority. Again, it is unclear how community
contribution can mitigate this problem. For all studies, we must assume that
error classes exist that are significantly underrepresented.

4 Test Collections Based on Dblp

We apply the framework described above to the dblp bibliography2. The results
are published under an open license [10]. The dblp project gathers metadata for
publications in computer science and related fields. In March 2018, it contained
4.1 million publications and 2 million profiles. The dblp project creates nightly
backups of its data which are combined into a historical data file [5]. This file
can be used to trace modifications to the metadata records between June 1999
and March 2018.

4.1 Application of the Framework

The dblp project has two mechanisms to match author mentions with observed
entities. (1) The name itself. The name might be appended with a numeric suffix
such as Wei Wang 0050. (2) Authority records which map names to person
entities. The authority records are part of the historical data. I.e., we can track
changes to the authority data as well.

2 https://dblp.org.

https://dblp.org
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We use three different types of entities for the graphs of the case-based collec-
tion: Document, Person and Venue (journal or conference series) The primary
function of Document is to provide the standard metadata such as title and year
of publication. We model six different relations. Created/Contributed (Person
→ Document, unweighted): The person is author/editor of that document/pro-
ceedings. Co-Created/Co-Contributed (Person ↔ Person, weighted by number of
common papers): The persons are authors/editors of at least one common paper.
Created-At/Contributed-At (Person → Venue, weighted by number of papers):
The person is author of a paper that appeared at the venue/editor of a proceed-
ings of the venue. We decided to model editorship and authorship separately as
they might have different implications for an algorithm. Coauthorship usually
implies cooperation while being coeditors (e.g., of a proceedings) can simply
mean that the authors are active in the same field. Weights are computed for
the last date before the correction was observed. I.e., the weights represent the
data which would have been available to an algorithm at that time. We provide
all properties for the documents that are listed in dblp. However, we use the
most recent data instead of the data available at the point of correction. The
main reason is to provide current weblinks to the publication pages of publishers.
Today, these links are mostly resolved via DOI. An algorithm can use the links
to get additional information from the web. The case-based collection contains
138,532 merges, 16,532 splits and 55,362 distributes.

For the embedded test collection, we considered the state of dblp at the
beginning of a year. Table 1 lists the number of corrections for some combina-
tions of different dates. We do not consider states of dblp from before 2013 as
the collection was small at that time and the number of possible corrections is
negligible. The number of corrections is small compared to the case-based collec-
tion. The primary reasons are (1) short-lived defects that were introduced to the
collection and corrected between the observations are missing. (2) As discussed
above, we might merge multiple corrections into one.

Table 1. Number of identified corrections for different observation frameworks.

Observation dates Split Merge Distribute All

2013, 2017 2.207 19,175 5,346 26,728

2015, 2017 1.536 13,393 3,968 18,897

2017, 2018 978 8,608 2,666 12,252

4.2 Possible Applications

As stated above, both test collections do not provide full solutions of the name
disambiguation task. Therefore, classic evaluations such as cluster alignment
cannot be used to evaluate the approaches. However, the embedded collection can
be used to test running time performance and the general ability to detect known
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defects in a collection. A simple evaluation strategy would be: (1) Use classic test
collections to obtain precision/recall/cluster alignment in a fully solved scenario.
(2) Check if the algorithm can handle the size of the embedded test collection.
(3) Measure how many defects in the embedded collection are detected. This
will filter out slow approaches and provide insides if the qualitative performance
from the classic test collection translates to the embedded collection.

The case-based collection can be used to study properties of defects. As an
example, we considered how suitable names are for simple blocking approaches.
Blocking is a preprocessing step which partitions the into manageable bins. The
idea is that similar names are placed in the same bin [4,7]. Some approaches use
a similar idea to compute similarity between mentions [13]. Blocking is mostly
recall-based so we can use the case-based collection to measure the performance.
We consider two variations of name-based blocking: (1) Only the last name part
is considered. E.g., from John Doe we use Doe. (2) The last name and the initial
of the first name is used. Middle names are ignored. From John A. Doe we use
J. Doe. We use both approaches with and without considering case. For merge
and distribute cases, we compute how many name pairs are placed in the same
block (the hit rate). Table 2 shows the result for dblp, compared to results from
a test collection we built on IMDB. The data for dblp are from an older version
of the test collection which covers the period 1999–2015.

Both blocking approaches are designed with the name abbreviation problem
in mind. The approaches perform well for dblp with hit rates between 76.51%
and 79.10%. This is due to the large number of abbreviated names in academic
publications. While a hit rate of 79.1% is far from optional – of all name pairs
21% do not end in the same block – it might be acceptable. However, the results
for IMDB are much worse, indicating that blocking strategies that work well for
one project are not suited for other libraries.

Table 2. Comparison of abbreviation-based similarity. The table shows percentages of
pairs which are considered similar.

Project Pairs tested Consider case Ignore case

Initial + Last Last Initial + Last Last

DBLP merge+dist 128,048 76.51% 78.56% 77.10% 79.10%

IMDB merge+dist 29,218 46.24% 56.64% 47.15% 57.57%

5 Conclusion

In this work, we described how historical defect corrections can be extracted and
processed into test collections for the name disambiguation task. The collections
do not permit classical evaluation but provide insights into the nature of defects
and allow evaluation of aspects which have been difficult to test so far. At the
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moment, it is still difficult to find usable historical data for most collections. We
hope that with an increasing number of open collections, this problem will be
mitigated. At that point, it will be possible to create individual test collections.
Using different collections will provide more stable algorithms that do not depend
on properties of the underlying data.
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tion, grant no. LZI-SAW-2015-2. The author thanks Oliver Hoffmann for providing the
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Abstract. Identifying (and fixing) homonymous and synonymous
author profiles is one of the major tasks of curating personalized bib-
liographic metadata repositories like the dblp computer science bibliog-
raphy . In this paper, we present a machine learning approach to identify
homonymous profiles. We train our model on a novel gold-standard data
set derived from the past years of active, manual curation at dblp.

Keywords: Machine learning · Artificial neural networks
Digital libraries · Homonym detection · Metadata curation
dblp

1 Introduction

Modern digital libraries are compelled to provide accurate and reliable author
name disambiguation (AND). One such database is the dblp computer science
bibliography, which collects, curates, and provides open bibliographic metadata
of scholarly publications in computer science and related disciplines [1]. As of
January 2018, the collection contains metadata for more than 4 million publica-
tions, which are listed on more than 2 million author profiles. As can be easily
seen from those numbers, purely manual curation of author profiles is impracti-
cable. Therefore, algorithmic methods for supporting AND tasks are necessary.
The two most notorious problem categories that lead to incorrect attribution of
authorship are: (1) cases when different persons share the same name (known as
the homonym problem), and (2) cases when the name of a particular author is
given in several different ways (known as the synonym problem).

We present and evaluate a machine learning approach to detect homonymous
author profiles in large bibliographic databases. To this end, we train a standard
multilayer perceptron to classify an author profile into either of the two classes
“homonym” or “non-homonym”. While the setup of our artificial neural network
is pretty standard, we make use of two original components to build our classifier:
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(1) We use historic log data from the past years of active, manual curation at
dblp to build a “golden” training and testing data set of more than 24,000 labeled
author profiles for the homonym detection task. (2) We define a vectorization
scheme that maps inhomogeneously sized and structured author profiles onto
numerical vectors of fixed dimension. The design of these numerical features is
based on the practical experience and domain knowledge obtained by the dblp
team and uses only a minimal amount of core bibliographic metadata. Please
note that our approach has been designed as an effort to improve dblp. Instead of
trying to algorithmically resolve the defect, it intends to keep a human curator in
the loop and just uncovers defective profiles. Reliable, fully automatic approaches
are still an open problem.

Related Work. The vast majority of recent approaches [2] tackle AND as a batch
task by re-clustering all existing publications at once. However, in the practice
of a curated database, AND is performed rather incrementally as new metadata
is added. Only recently, a number of approaches have considered this practice-
driven constraint [3–7]. With the recent advances made in artificial intelligence,
a number of (deep) artificial neural network methods have also been applied to
AND problems [8,9]. However, previous approaches focus on learning semantic
similarity of individual publications. It is still unclear how this can be used to
assess whole profiles. There exist many data sets derived from dblp that are used
to train or evaluate AND methods [10]. To the best of our knowledge, there is
no data set that considers the evolution of curated author profiles beside the test
collection of Reitz [11], which is the foundation of our contribution (see Sect. 2).

2 Learning Homonymous Author Bibliographies

One of dblp’s characteristic features is the assignment of a publication to its
individual author and the curation of bibliographies for all authors in computer
science. In order to guarantee a high level of data quality, this assignment is a
semi-automated process that keeps the human data curator in the loop and in
charge of all decisions. In detail, for each incoming publication, the mentioned
author names are automatically matched against existing author profiles in dblp
using several specialized string similarity functions [12]. Then, a simple co-author
network analysis is performed to rank the potential candidate profiles. If a match
is found, the authorship record is assigned, but only after the ranked candidate
lists have been manually checked by the human data curator. In cases that
remain unclear even after a curator checked all candidates, a manual in-depth
check is performed, often involving external sources. However, the amount of new
publications processed each day makes exhaustive detailed checking impossible,
which inevitably leads to incorrect assignments. Thus, while the initial checking
of assignments ensures an elevated level of data quality, a significant number of
defective author profiles still find their way into the database.

To further improve the quality of the database, another automated process
checks all existing author profiles in dblp on a daily basis. This process is designed
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to uncover defects that become evident as a result of recently added or corrected
data entries, and to present its findings to a human curator. By analyzing a
profile and its linked coauthors for suspicious patterns, this process can detect
probably synonymous profiles [13]. For the detection of probably homonymous
profiles, no automated process has existed prior to the results presented here.

If a suspicious case of a synonymous or homonymous profile is validated by
manual inspection, then it is corrected by either merging or splitting the profiles,
or by reassigning a selection of publications. In 2017 alone, 9,731 profiles were
merged and 3,254 profiles were split, while in 6,213 cases partial profiles were
redistributed. This curation history of dblp forms a valuable set of “golden”
training and testing data set for curating author profiles [11].

A Gold-Data Set for Homonym Detection. We use the historic dblp curation
data from the embedded test collection as described by Reitz [11, Sect. 3.2] to
build a “golden” data set for homonym detection. This collection compares dblp
snapshots from different timestamps t1 < t2 and classifies the manual corrections
made to the author profiles between t1 and t2. For this paper, we use historic data
for the observation interval [t1, t2] with t1 = “2014-01-01” and t2 = “2018-01-01”.
This test collection is available online as open data [11].

Within this collection, we selected all source profiles of defect type “Split” as
our training and testing instances of label class “homonym”. These are profiles
at t1 where a human curator at some point later between t1 and t2 decided to
split the profile (i.e., the profile has actually been homonymous at t1).

Additionally, from all other profiles in dblp at t1, we selected the profiles
which did either (a) contain non-trivial person information like a homepage URL
or affiliation, or (b) at least one of the author’s names in dblp ends by a “magic”
4-digit number (i.e., the profile had been manually disambiguated [1] prior to t1)
as instances of label class “non-homonym”. Those profiles had all been checked
by a human curator at some point prior to t1, and the profiles were not split
between t1 and t2. While this is not necessarily a proof of non-homonymity, such
profiles are generally more reliable than an average, random profile from dblp.

To further rule out trivial cases for both labels, we dropped profiles that
at t1 did list either less than two publications or less than two coauthors. We
ended up with 2,802 profiles labeled as “homonym” and 21,576 profiles labeled
as “non-homonym” (i.e., a total of 24,378 profiles) from dblp at t1.

Vectorization of Author Profiles. In order to train an artificial neural network
using our labeled profiles, we need to represent the non-uniformly sized author
profiles at timestamp t1 as numerical vectors of fixed dimension. Our vector-
ization makes use of two precomputed auxiliary structures: (1) For each profile,
we use a very simple connected component approach to cluster its set of coau-
thors as follows. First, we consider the local (undirected) subgraph of the dblp
coauthor network containing only the current person and all direct coauthors
as nodes. We call this the local coauthor network. Then, we remove the current
person and all incident edges from the local coauthor network. The remaining
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connected components form the local coauthor clustering of the current per-
son. (2) We train a vector representation of all title words in the dblp corpus
using the word2vec algorithm [14]. In the vectorization below, we use this title
word embedding model as basis to compute paragraph vectors (also known as
doc2vec [15]) of whole publication titles, or even collections of titles. For the
concrete model hyperparameters, see the full version of this paper [16].

The design of the feature components of our vectorization is based on the
experience and domain knowledge obtained by the dblp team during the years
of actively curating dblp’s author profiles. That is, we identified the following
feature groups that are implicitly and explicitly taken into consideration when-
ever a human curator is assessing the validity of a profile. A detailed listing of
all features is given in the full version of this paper [16]. In Sect. 3, we will study
the impact of each feature group on the classifier’s performance.

– group B (3 dims): Basic, easy-to-compute facts of the author’s profile, i.e.,
the number of publications, coauthors, and coauthor relations on that profile.

– group C (7 dims): Features of the local coauthor clustering, like the number of
clusters and features of their size distribution. The aim of this feature set is to
uncover the incoherence of local coauthor communities, which is symptomatic
of homonymous profiles, as experience shows.

– group T (12 dims): Geometric features (in terms of cosine distance) of the
embedded paragraph vectors for all publication titles listed on that profile.
This feature set aims to uncover inhomogeneous topics of the listed publica-
tions, which might be a sign of a homonymous profile.

– group V (13 dims): Geometric features (in terms of cosine distance) of the
embedded paragraph vectors for all venues (i.e., journals and conference
series) listed on that profile, where each venue is represented by the com-
plete collection of all titles published in that venue. This feature set also aims
to uncover inhomogeneous topics by using the aggregated topical features of
its venue as a proxy for the actual publication.

– group Y (4 dims): Features of the publication years listed on that profile. The
aim of this feature group is to uncover profiles that mix up researchers with
different years of activity.

3 Evaluation

We implemented and trained a standard multilayer perceptron with three hidden
layers using the open-source Java library DeepLearning4J [17]. For the concrete
model and evaluation setup see the full version of this paper [16].

Before running our experiments, we randomly split our gold-data profiles
into fixed sets of 80% training and 20% testing profiles. Since neural networks
work best when data is normalized, we rescaled all profile features to have an
empirical mean of 0.0 and a standard error of 1.0 on the training data. For
each set of vectorization feature groups we studied, 25 models had been trained
independently on the training data and evaluated on the testing data.
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Since we find our case label classes to be unbalanced, measures like precision,
recall, and F1-score are known to give misleading scores [18]. Hence, we rather
use Matthews correlation coefficient (MCC) [19] or the area under the receiver
operating characteristic (AUROC) [20] instead for evaluation. Both measures are
known to yield reliable scores for diagnostic tests even if class labels are severely
unbalanced [18]. However, in Table 1, we still give precision, recall, and F1-score
in order to allow for our results to be compared with other studies.

Results. As can be seen from Table 1 – and probably not surprisingly – our clas-
sifier is most effective if all studied feature groups are taken into consideration
(i.e., feature set “BCTVY”). Note that for this set of features, precision is much
higher than recall. However, this is actually tolerable in our real-world applica-
tion scenario of unbalanced label classes: We need to severely limit the number
of false-positively diagnosed cases (i.e., we need a high precision) in order to
have our classifier output to be practically helpful for a human curator, while
at the same time in a big bibliographic database, the ability to manually curate
defective profiles is more likely limited by the team size than by the number of
diagnosed cases (i.e., recall does not necessarily need to be very high).

One interesting observation that can be made in Table 1 is that the geometric
features of the publication titles alone do not seem to be all too helpful (see
feature set “BT”), while the geometric features of the aggregated titles of the
venues seem to be the single most helpful feature group (see feature set “BV”).
We conjecture that this is due to mere title strings of individual publications
not being expressive and characterful enough in our setting to uncover semantic
similarities. One way to improve feature group T would be to additionally use
keywords, abstracts, or even full texts to represent a single publication, provided
that such information is available in the database. However, it should be noted
that even in its limited form, feature group T is still able to slightly improve the
classifier if combined with feature group V (see feature set “BTV” in Table 1).

Table 1. Result scores of 25 independently trained classifiers for the different vector-
ization feature groups we studied, given as “mean ± standard deviation”.

Features Precision Recall F1-score MCC AUROC

B 0.823± 0.311 0.024± 0.012 0.047± 0.022 0.130± 0.055 0.799± 0.013

BC 0.818± 0.173 0.057± 0.016 0.106± 0.028 0.197± 0.045 0.842± 0.005

BT 0.542± 0.177 0.051± 0.030 0.092± 0.052 0.138± 0.060 0.786± 0.009

BV 0.745± 0.040 0.232± 0.047 0.350± 0.068 0.372± 0.055 0.815± 0.006

BY 0.781± 0.022 0.153± 0.014 0.256± 0.020 0.314± 0.016 0.820± 0.004

BTV 0.709± 0.011 0.268± 0.013 0.389± 0.015 0.393± 0.013 0.832± 0.003

BCTVY 0.793± 0.009 0.424± 0.011 0.552± 0.010 0.541± 0.008 0.890± 0.002

In addition to our experiments, we implemented a first prototype of a con-
tinuous homonym detector to be used by the dblp team in order to curate the
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author profiles of the live dblp database. To this end, all dblp author profiles are
vectorized and assessed by our classifier on a regular basis. This prototype does
not just make use of the binary classification as in our analysis of Table 1, but
rather ranks suspicious profiles according to the probability of label “homonym”
as inferred by our classifier (i.e., the softmax score of label “homonym’ in the
output layer). As a small sample from practice, we computed the top 100 ranked
profiles from the dblp XML dump of April 1, 2018 [21], and we checked those
profiles manually. We found that in that practically relevant top list, 74 profiles
where correctly uncovered as homonymous profiles, while 12 profiles where false
positives, and for 14 profiles the true characteristic could not be determined even
after manually researching the case.
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unsupervised name disambiguation in cleaned digital libraries. JIDM 2(3), 289–304
(2011)

4. Esperidião, L.V.B., et al.: Reducing fragmentation in incremental author name
disambiguation. JIDM 5(3), 293–307 (2014)

5. Qian, Y., Zheng, Q., Sakai, T., Ye, J., Liu, J.: Dynamic author name disambigua-
tion for growing digital libraries. Inf. Retr. J. 18(5), 379–412 (2015)

6. Santana, A.F., Gonçalves, M.A., Laender, A.H.F., Ferreira, A.A.: Incremental
author name disambiguation by exploiting domain-specific heuristics. JASIST
68(4), 931–945 (2017)

7. Zhao, Z., Rollins, J., Bai, L., Rosen, G.: Incremental author name disambiguation
for scientific citation data. In: DSAA 2017, pp. 175–183. IEEE (2017)

8. Tran, H.N., Huynh, T., Do, T.: Author name disambiguation by using deep neu-
ral network. In: Nguyen, N.T., Attachoo, B., Trawiński, B., Somboonviwat, K.
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Abstract. Scientific experiments in various domains require nowadays
collecting, processing, and reusing data. Researchers have to comply with
funder policies that prescribe how data should be managed, shared and
preserved. In most cases this has to be documented in data management
plans. When data is selected and moved into a repository when project
ends, it is often hard for researchers to identify which files need to be
preserved and where they are located. For this reason, we need a mecha-
nism that allows researchers to integrate preservation functionality into
their daily workflows of data management to avoid situations in which
scientific data is not properly preserved.

In this paper we demonstrate how systems used for managing data
during research can be extended with preservation functions using pro-
cess engines that run pre-defined preservation workflows. We also show
a prototype of a machine-actionable data management plan that is auto-
matically generated during this process to document actions performed.
Thus, we break the traditional distinction between platforms for man-
aging data during research and repositories used for preservation after-
wards. Furthermore, we show how researchers can easier comply with
funder requirements while reducing their effort.

Keywords: Data managament · Repositories
Machine-actionable DMPs · Data management plans
Digital preservation · BPMN

1 Introduction

In data driven research projects it is important to have access to previous exper-
iments or results [7]. To enable citation, linking or referring to older results, it
is vital to have a repository to store data [8]. Repositories guarantee long-term
access, over several projects, researcher groups and years [11]. Thus, they support
reproducibility and enable verification and validation of scientific findings [10].
Policy makers, such as the European Commission, require data to be open and
available for a broader public [5]. Storing research data in a shared folder is not
a viable solution, since uploading, handling versions, annotating files, citation
c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 69–80, 2018.
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and configuring access are beyond the functionality of a simple network drive
and require technical skills.

Following recommendations on data management and preservation, such as
FAIR [9], not only requires technical skills, but also requires real effort, mean-
ing time to complete all necessary tasks. Thus, data management and preser-
vation distracts researchers from their core interests and is a time consuming
side activity. For example, submitting files into a repository is regarded as an
administrative task. If it is not only pressing a button and answering few inputs,
then researchers tend not to go through all the steps. Research projects often
have hundreds of input or intermediate files: raw data, experiment configura-
tions, stored on a local fileshare or disk. At the end of the project the files are
preserved. If preserving one file takes only one or two minutes, preserving some
hundred files would take half of a workday. This is a time consuming activity
for researchers and/or repository operators who facilitate this process. Another
problem is the complexity of the preservation workflow. Various file types require
different handling, storing, access method or rights. If images are processed using
one tool, and archives using another, the manual decision and tool selection again
increases the time spent preserving each research file.

In this paper we propose a system that acts as a platform for data manage-
ment during research projects and a repository for preserving data. Our solution
is based on a content management system that can execute business processes
and can process information from machine-actionable data management plans.
Researchers use the system to organise their re-search data and select those
files that must be kept for a long term. Then pre-defined preservation processes
modelled as BPMN processes are executed by the workflow engine. The work-
flow engine uses information on data obtained directly from the platform, for
example, by running profiling tools, and appends it to the machine-actionable
DMP. As a result, researchers make sure their data is properly preserved, save
effort and comply with funder policies. We created a working example of the
proposed system using Alfresco. Describing the concrete preservation tasks is
not in the scope of this paper. We propose an approach to automate research
data preservation. The actual conditions for branching and tools depend on the
given research project and the stakeholder’s needs.

The paper is organized as follows. Related works are discussed in Sect. 2.
Section 3 provides an overview of the proposed system. Section 4 introduces its
architecture and discusses main building blocks. Section 5 describes the proof of
concept implementation. Section 6 provides conclusions and future work.

2 Related Work

Data repositories store all sorts of research related data. Tasks of a repository
are: handling up- and downloads, grant access to files. Apart from the basic fea-
tures a repository can support a preservation process, for example Archivemat-
ica where a complete OAIS [15] workflow is run when a research file is uploaded
[3]. Similar open platforms are DSpace and Islandora, with additional version-
ing. The trend shows that with every newer version there are less restrictions
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regarding accepted file types [14]. Cloud-based repositories like Zenodo or Dig-
ital Commons [3] are accessible for larger projects, but the physical location of
the data is not known. This problem can be addressed by developing a local
institutional repository [2].

Data Management principles are typically defined by research funders [1].
Usually the repository operator’s task is to manage data following a data man-
agement plan conform to the policies [12]. This plan contains information about
the identification of the data object and its preservation. To help writing data
management plans, one can use the checklist provided by the DCC [6]. Even if
a data management plan contains every information and a repository operator
still has to manually execute it. To automate this process, we need to make data
management plans machine actionable. This means that the plan is software
readable and writable too: a preservation system can execute and control the
plan [13]. However machine actionable data management plans [16] are still a
work in progress of the Research Data Alliance1. In this paper we suggest a pos-
sible application for machine actionable data management plans and a specific
data model too.

Storing research data can be realised with a variety of systems. The initial
approach to store research files is a file share (e.g. ActiveDirectory or Samba),
where a researcher can upload files without additional features. The Open Sci-
ence Framework2 is an online collaboration platform combining services to man-
age research projects. Only preservation tools are not provided as services, and
configuring OSF to follow data management policies is not possible when require-
ments differ for file types. A similar approach is the CERN Analysis preservation
[4] where the file preservation is included into the analysis workflow. In other
words the preservation is done right when the research data is being processed.
In this paper we use a storage-specialized content management system, Alfresco3

that handles workflows and custom data types. By using Alfresco we can set up
a content management system with the same functionality as OSF and extended
it with workflow and user management, as well as preservation workflow.

Process Models are structured descriptions of processes that prescribe specific
tasks which should be executed taking into account decision criterion and avail-
able inputs. In this paper, we use Business Process Model Notation (BPMN)4.
BPMN has a wide range of flow elements: tasks, gateways, flows and most impor-
tantly a standard BPMN model is read and executed by process engines.

3 Proposed Solution - Big Picture

In this section we describe a data management system that reduces the
researcher’s workload during research data management and preservation. It is
1 https://www.rd-alliance.org/groups/dmp-common-standards-wg.
2 https://osf.io/.
3 https://www.alfresco.com/.
4 http://www.omg.org/bpmn/.

https://www.rd-alliance.org/groups/dmp-common-standards-wg
https://osf.io/
https://www.alfresco.com/
http://www.omg.org/bpmn/
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based on a typical content management system that allows researchers to upload
files, edit and share them, etc. The system is also equipped with a process engine
that allows executing pre-defined processes. Such systems exist and are popular
in business settings. For example, IBM5 offers a system allowing to share files
among users, and define tasks that are parts of automatically executed busi-
ness processes. Non-commercial equivalents exist and are discussed in Sect. 2.
In the reminder of this section we use a running example to show how such a
system can be customised to fit into the landscape of research data management,
preservation, and funder requirements.

Assume, we are in a research team, where the research data is stored in vari-
ous images, coming from many sources in many formats and sizes. Our research
team has to preserve input and result files and make them FAIR. The situation
is depicted in Fig. 1. We have the following actors with the following responsi-
bilities:

Management: delivers and enforces data management policies.
Scientist: Uploads research data, and triggers the preservation process.
Repository administrator: creates a BPMN process based on policies.
System: executing the process, handling files, storage and access pages.

Fig. 1. The big picture showing essential components of the proposed system and
actors involved.

The policy defines that reusable and long-term accessible format is a JPEG
file with lossless compression. Due to the size and resolution of our images, all
5 IBM Business Process Manager: https://www.ibm.com/us-en/marketplace/

business-process-manager.

https://www.ibm.com/us-en/marketplace/business-process-manager
https://www.ibm.com/us-en/marketplace/business-process-manager
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of them must be resized to 70% of the original size before being preserved. Now
if we upload an incoming PNG file into our system, the following events happen
and are depcited in Fig. 1:

1. For preparation a basic instance of the data management plan is created,
along with the process model for the whole process (see more on process
models in Sect. 4.1). Here the repository operator designs the process, for
example: if a PNG file is uploaded, then converti it and resize it.

2. A scientist starts the preservation process on the selected files.
3. The files get identified. One is a 2000× 3000 pixel PNG. The identification

tool fills the fields file format and dimensions automatically. If a field needs an
expert’s interaction (where one needs to understand what the image shows)
then it is inputted via an auto-generated form.

4. The file’s data management plan instance is appended with the file info (see
more on machine-actionable data management plans in Sect. 4.2). Now the
process has all the information required to proceed with the preservation. In
the following steps the process engine will read the metadata fields written
in this step.

5. The preservation is executed on the file as the process model describes: since
the file was identified as a PNG, it needs to be converted. This means that the
process engine will call a software to do the conversion, and later the resize
too.

6. The user is notified by the system that the JPEG file has been preserved
and is redirected to a landing page. The user can also download the data
management plan as JSON-LD6 or PDF.

As we can see in Fig. 1, most of the action in the process takes place below the
level of the user interaction, i.e. the researcher only needs to start the process, fill
some (and not all) of the metadata fields and the rest is done by the underlying
system. Furthermore the files are stored in the content management system
exactly as they should be preserved according to the policy. This mean there is
no need for a preservation after the project is finished (apart from requirements
stemming from preservation planning performed in the future), everything is on
its place during the project. Thus the researcher’s (or the repository operator’s)
work is reduced to the necessary minimum. In the next section we explain what
special process definition and data management plan is necessary to make the
design implementable.

The demonstrated workflow is simple, however it contains the core building
elements of a complex preservation process. We showed that writing metadata
and branching based on the read values to run specific external tools is possible.
In a workflow one can combine conditions, and reference any program or script
needed for the preservation.

6 A JSON format supporting the use of ontologies: https://json-ld.org/.

https://json-ld.org/
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4 Architecture for Automating Research Data
Preservation

In this section we describe how content management systems can be extended
with digital preservation capabilities. For this purpose we use process modeling
engines available in a content management system. We also demonstrate how
information from data management plans can become machine-actionable, that
is, we describe a model we developed to organize the information in machine-
actionable way and demonstrate how this information is used by the system
to take actions and thus reduce the effort required from both researchers and
repository operators.

Fig. 2. Schema of the proposed architecture

The essential building blocks of the proposed solution are: (1) a content man-
agement system; (2) a model of a preservation process; (3) policy-based machine-
actionable data management plans. Figure 2 illustrates the relation between the
components. Policies provide a high level requirements for both repository and
machine actionable data management plans. They prescribe actions and condi-
tions applying to data and data management. Typically, updating the metadata
for a research data object has to happen manually. This metadata is later com-
pared with the values in the data management plan to decide further execution.
In our solution, we propose to obtain data automatically from the data object
and thus reduce the manual workload.

4.1 BPMN Workflows

Researchers use the platform to manage their data. A data management plan
contains information describing processed files. This information is needed by
the preservation process that is modelled as a BPMN process. When researchers
upload a new data object to the platform, the system automatically generates
a DMP. This initial DMP is empty - it has only fields that need to be filled,
but not yet the values. System analyses uploaded files and adds information like
file type, size, resolution (in case of images) to the data management plan. All
this information will be later used by a pre-defined BPMN workflows to make
decisions when users trigger the corresponding preservation process.
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Each property of the data management plan is regarded as a decision point,
since it influences how the data object is handled later on. The exact method
how the data object is handled, is called an execution branch. The execution
branch consists of tasks, transformations, tools. There might be other branches
for different object types. For example an image will not be handled the same
way as a text file would be: an image can be resized, but not a text file.

If all the decision points are defined, and all the branches are known, repos-
itory operators can draw the process model using the BPMN-notation. The
process model is created once only for a given preservation process. An example
of a preservation process is depicted in Fig. 3.

Fig. 3. Preservation workflow as a BPMN diagram

In the diagram depicted in Fig. 3 the Create profile machine task refers to
a tool execution that outputs a profile. The profile contains for example the
file format. In this example the system decides whether it is a JPEG image. If
so, then it refers again to the profile to see the image dimensions. If the data
management plan does not allow images wider than 2000 pixels, and the file being
processed happens to be wider than 2000 pixels, then it will be automatically
re-sized in the task Resize image. The next machine task, Check for Previous
Versions looks into the system to see whether this data object was already
processed. If yes, then the system needs to create a new version of the data
object. After that follows the Ingest Tasks to create identifiers, descriptive info,
quality assurance data. For example if a data management plan requires a hash
to be calculated, then it will be done in the Create hash script task. Finally, a
file counter is increased and the rest of the archive tasks will run.

We see that the workflow depicted in Fig. 3 is not complex, since the source
data management plan contains only three decision points. This gives us only
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three exclusive gateways in the BPMN. In more complex scenarios, where the
data management plan contains more regulations for file handling, differentiat-
ing we would need to specify exclusive gateways and task going point-by-point
through the data management plan. If we translated the data management plan
into a flow of decisions and branches, which we can easily rewrite into one of the
standard process definition markups, like BPMN. The key to the automation is
using a process engine, driven by the data management plan based BPMN.

4.2 Machine Actionable Data Management Plans

A BPMN process model is only one half of the automation: understanding a data
management plan on such a level that we know the properties requires project-
specific knowledge. Also a BPMN process cannot express every theme and point
from the data management plan. Especially those that contain provenance or
metadata information about the data object and which have to be stored along
with the file. Therefore, we need to create a data management plan that can be
read and written by the process.

The creation of the machine actionable data management plan (MADMP)
has three steps:

1. First its data model is defined - which fields are necessary and which stan-
dards and ontologies can be used for that purpose. This step happens at the
preservation planning stage.

2. When submitting a dataset into the system, the upload process prompts the
user with a simple form to enter the metadata. It is important that all the
field are fixed inputs, i.e. there is no free-text. This way we can safely rely on
ontologies; since the checkboxes and dropdown contents are generated directly
out of the ontologies. Then an instance of the MADMP is created.

3. The system processes the dataset by running some basic file identification
tools. Based on the results now the data management plan can be completed,
the rest of the file information (like size, type, format, encoding) will be
inserted.

The resulting MADMP - as seen in Listing 1.1 - has a header part with
the identifiers and specific metadata to the actual DMP, and one or more data
object part (“hasDataObject”). In this second part each object is characterized
using known ontologies listed in the header. The header also identifies the data
management plan, and its author. For our task the part with the data objects
is the most important. The key to machine-actionability is the fact that all the
fields are identified by ontologies, even the domain specific ones. The preservation
system can not know in advance all the possible metadata needed for biologi-
cal data. So it will load the domain specific metadata fields from the ontology
(“hasDomainSpecificExtension”). In Listing 1.1 on line 31 we load the hypothet-
ical “PROV” extension, which has a field named “hasSpecialStandard”, and a
value set to “UHDTV” (line 33). And since the fields are clearly identifiable, we
can fill those fields using an identification tool run by the preservation process
automatically. Then in some later step an other tool can read this data.
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Listing 1.1. Sample MADMP

1 {
2 "header": {
3 "@context": {
4 "dmp": "http://purl.org/madmps#",
5 "dc": "http://purl.org/dc/elements/1.1/",
6 "prov": "http://www.w3.org/ns/prov#",
7 },
8 "@id": "http:// example.org/dmp/madmp -proto",
9 "@type": "dmp:DataManagementPlan",

10 "dcterms:title": "Sample Machine Actionable DMP",
11 "dcterms:description": "Sample MADMP",
12 "dc:creator": [{
13 "@id": "orcid.org/0000-1111-2222-3333",
14 "foaf:name": "Asztrik Bakos",
15 "foaf:mbox": "mailto:author@uni.ac.at"
16 }],
17 "dcterms:hasVersion": "v1.0.2",
18 "dc:date": "2017-07-31"
19 },
20 "dmp:hasDataObject": [{
21 "@id": "123",
22 "@type": "dmp:File",
23 "dc:date": "2017-07-11",
24 "dcterms:hasVersion": "1.0",
25 "prov:wasDerivedFrom": {
26 "dmp:DataObject": {
27 "@id": "122"
28 }
29 },
30 "dmp:hasMetadata": {
31 "dmp:hasDomainSpecificExtension": "PROV",
32 "dcterms:description": "File 1",
33 "prov:hasSpecialStandard": "dbo:UHDTV",
34 },
35 "premis:hasRestriction": "no",
36 "dmp:hasLicense": {
37 "premis:hasLicenseTerms": "CC-BY-3.0"
38 }
39 }]
40 }

The MADMP after archiving of the files will contain a list of the processed
data objects. These data objects will include the file states before and after
the preservation. Here we will use the Basis Object field of the MADMP; the
after-preservation file will have its before-preservation counterpart as basis. It is
important to note that the after and before preservation data object’s field values
might differ significantly. For example a file which was uploaded for archiving
might be a personal document, without any licenses attached. But after being
submitted to the repository, it might get a license as seen on line 37 of Listing
1.1.

5 Proof of Concept

In this section we describe the implementation of the proposed system using the
Alfresco content management system which we extended with a process model
and custom data types to support MADMPs. This evaluation also proves that
the proposed content management system design is feasible.
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Fig. 4. Comparison of the design and the Alfresco setup

Figure 4 depicts how we configured and extended Alfresco to implement the
proposed solution. The upper row contains the elements of the design, the lower
row their Alfresco counterparts. To create the MADMP in Alfresco, we used
a custom content type as an extension to Alfresco in which we defined the
fields with ontologies. Then we created a BPMN process model. We used an
online BPMN drawing tool7 and modeled the preservation workflow we had.
We entered manually the delegate expressions Alfresco uses, so that the process
model instances could communicate with the system. Then we uploaded the
BPMN file to the Alfresco server.

Running the setup requires a front end login into Alfresco to select and start
our process model on one or more data files in the system. It is important to have
the file as a part of our custom data type. The process engine then puts through
the file, identifies it, runs the specified tools, transforms the file and writes the
obtained metadata into the custom data type’s fields. As a result, we can view
the data object: the uploaded and transformed file with the new metadata.

Apart from making the preservation easier, writing the process model and
configuring the repository takes more time than setting up a file server. The
reason is that it needs a deeper understanding of the preservation process and
so the initial setup is more complex, but brings long term benefits, because
repetitive tasks performed by researchers are automated. We plan to evaluate
the system further, by modelling typical preservation workflows known from
systems like Archivematica using Alfresco and BPMN. Thus, we will be able to
identify the necessary services to be added, as well as measure the complexity of
workflows. Since Archivematica has a flat workflow without branches its workflow
can easily be modelled in BPMN and included in the system proposed by us.

7 http://bpmn.io/.

http://bpmn.io/
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We will also experiment with more complex workflows preserving heterogeneous
research data, such as NetCDF, HDF5.

6 Conclusions and Future Work

In this paper we discussed the problem of managing and preserving scientific
data. We proposed a new system that acts both as a platform for data man-
agement during research project and a repository for preserving files. Thus, we
showed how the effort and complexity of moving files between systems can be
reduced.

Our solution is based on a content management system that executes business
processes and processes information from machine-actionable data management
plans. Researchers use the system to organise research data and select those
files that must be kept for long term. Then pre-defined preservation processes
modelled as BPMN processes are executed by the workflow engine. The workflow
engine uses information on data obtained directly from the platform, for example,
by running profiling tools, and appends it to the machine-actionable DMP. As
a result, researchers make sure their data is properly preserved, save effort and
comply with funder policies. We created a working example of the proposed
system using Alfresco.

Future work will focus on modelling further preservation workflows and mod-
elling more complex BPMN diagrams to include elements such as: user tasks,
parallel gateways, messages. We will also investigate in what way other data
management systems can be extended with preservation functions.

Acknowledgments. This research was carried out in the context of the Austrian
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Abstract. A Maturity Model is a widely used technique that is proved to be
valuable to assess business processes or certain aspects of organizations, as it
represents a path towards an increasingly organized and systematic way of doing
business. A maturity assessment can be used to measure the current maturity
level of a certain aspect of an organization in a meaningful way, enabling
stakeholders to clearly identify strengths and improvement points, and accord-
ingly prioritize what to do in order to reach higher maturity levels. This paper
collects and analyzes the current practice on maturity models from the data and
information management domains, by analyzing a collection of maturity models
from literature. It also clarifies available options for practitioners and opportu-
nities for further research.

Keywords: Maturity � Maturity model � Maturity assessment
Data management � Information management

1 Introduction

A maturity model is a technique that proved valuable in measuring different aspects of
a process or an organization. It represents a path towards increasingly organized and
systematic way of doing business in organizations.

A maturity model consists of a number of “maturity levels”, often five, from the
lowest to the highest, initial, managed, defined, quantitatively managed and optimizing
(however, the number of levels can vary, depending on the domain and the concerns
motivating the model). This technique provides organizations: (1) a measuring for
auditing and benchmarking; (2) a measuring of progress assessment against objectives;
(3) an understanding of strengths, weaknesses and opportunities (which can support
decision making concerning strategy and project portfolio management).

We can trace the subject of maturity models back to 1973 [1], and recognize as
highlights the Software Engineering Institute (SEI) Capability Maturity Model Inte-
gration (CMMI) [2] that was first presented in 1991, and in 2004 the ISO/IEC 15504
[3]. Both the CMMI and ISO/IEC 15504 are key references, born in the Software
Engineering domain, culminating decades of development and refinement of the cor-
responding models. Moreover, there is certification for these two references, which are
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the de facto assessment techniques to use when benchmarking organizations for their
software engineering process implementation and maturity. As such, in order for the
results to be comparable, there is a detailed maturity assessment method behind each of
these maturity models. These methods define in detail how to plan, conduct, and
determine the maturity levels of an assessment and how to present the results to the
organization. These methods make each assessment repeatable and comparable with
results from other organizations, allowing for benchmarking.

This paper is structured as follows. The first sections of this paper provide a
background to the concepts of maturity and maturity model, the rationale for the
selection of the maturity models examined, and a brief description of each maturity
model. A more detailed analysis follows. The next section provides a discussion on the
analysis of the selected maturity models. A concluding section highlights gaps in the
current range of maturity models and identifies opportunities for further research.

2 Background

To evaluate maturity, organizational assessment models are used, which are also
known as stages-of-growth models, stage models, or stage theories [4].

Maturity is a state in which, when optimized to a particular organizational context,
is not advisable to proceed with any further action. It is not an end, because it is a
“mobile and dynamic goal” [4]. It is rather a state in which, given certain conditions, it
is agreed not to continue any further action. Several authors have defined maturity,
however many of these definitions fit into the context in which each the maturity model
was developed.

In [5], the authors define maturity as a specific process to explicitly define, manage,
measure and control the evolutionary growth of an entity. In turn, in [6] the authors
define maturity as a state in which an organization is perfectly able to achieve the goals
it sets itself. In [7] it is suggested that maturity is associated with an evaluation criterion
or the state of being complete, perfect and ready and in [8] as being a concept which
progresses from an initial state to a final state (which is more advanced), that is, higher
levels of maturity. Similarly, in [9] maturity is related with the evolutionary progress in
demonstrating a particular capacity or the pursuit of a certain goal, from an initial state
to a final desirable state. In [10] maturity is seen as the “extent to which an organization
has explicitly and consistently deployed processes that are documented, managed,
measured, controlled, and continually improved.”

Most maturity model definitions found in literature clarify that maturity models are
particularly important for identifying strengths and weaknesses of the organizational
context to which they are applied, and the collection of information through method-
ologies associated with benchmarking.

In [4] the authors define maturity models as a series of sequential levels, which
together form an anticipated or desired logical path from an initial state to a final state
of maturity. Röglinger et al. [4] explain that a maturity model includes “a sequence of
levels (or stages) that together form an anticipated, desired, or logical path from an
initial state to maturity.”
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Some definitions involve common organizational concepts. For example, the def-
inition in [11] defines a maturity model as “… a framework of evaluation that allows an
organization to compare their projects and against the best practices or the practices of
their competitors, while defining a structured path for improvement.” This definition is
deeply embedded in the concept of benchmarking. In other definitions, such as the in
[12], we identify the concern of associating a maturity model to the concept of con-
tinuous improvement. In [13], it was concluded that the great advantage of maturity
models is that they show that maturity must evolve through different dimensions and,
once reached a maturity level, sometime is needed for it to be actually sustained.

The SEI explains that a maturity model “contains the essential elements of effective
processes for one or more areas of interest and describes an evolutionary improvement
path from ad hoc, immature processes to disciplined, mature processes with improved
quality and effectiveness.”

Currently, the lack of a generic and global standard for maturity models has been
identified as the cause of poor dissemination of this concept.

3 Overview of Maturity Models

Many maturity models are referenced in discussion in the domains related with data
and information management. We performed literature searches in Scopus and Google
Scholar for variations of ‘data management’, ‘information management’, ‘model’,
‘maturity’, capability’, ‘assessment’, ‘improvement’, ‘measurement’, as well sampling
the citations that resulted from this initial set of literature sources. Community websites
were also explored, such as the Research Data Alliance (RDA), the Digital Preservation
Coalition, and the CMMI Institute.

We additionally included models based on our knowledge with existing publica-
tions. Next, we developed a set of inclusion and exclusion criteria. First, the maturity
assessment must be explicitly focused on the domains that surround the data and
information management topics. There are models that measure almost every per-
ceivable aspect of an organization without focusing on the aspects relating with the
management of data and information. One example is the ISACA’s COBIT5 which
focuses on measuring IT Governance. This model has several measures for aspects
relating with data and information in the IT context. However, the model does not
explicitly focus on data and information management aspects and for this reason was
not considered for this work.

Further, we excluded models that their explicit outputs are not a set of maturity or
capability levels. These models can be used to assess an organization however their
output can be a percentage value or a grade without the underlying concept of maturity.
Such models include, the ISO16363 [15] and the Data Seal of Approval1 from the
digital preservation domain, and MoRec2 from the records management domain.

1 https://www.datasealofapproval.org/en/.
2 http://www.moreq.info/.
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In total 14 maturity models met all the criteria, described briefly below in
chronological order and listed together with the respective abbreviation and main
reference in Table 1.

Gartner Enterprise Information Management Maturity Model (2008) –

Enterprise Information Management (EIM) is defined by Gartner as the organizational
commitment to “structure, secure and improve the accuracy and integrity of enterprise
information; solve semantic inconsistencies across boundaries and; support the
objectives of enterprise architecture and the business strategy” [25]. Gartner proposes
six phases of maturity regarding EIM. Where in level 0 there are no EIM activities in
place and in level 5 EIM is fully implemented in the organization. It provides examples
on how to get questions from the maturity criteria. However, it does not provide a
method or guidelines for assessment using this maturity model. This maturity model
consists of five maturity levels with no attributes defined.

ARMA Information Governance Maturity Model (2010) – Builds on the gen-
erally accepted recordkeeping principles developed by ARMA3. The principles provide
high-level guidelines of good practice for recordkeeping although they do not go into
detail to the implementation of these principles and do not have further details on
policies, procedures, technologies and roles [26]. There are a series of steps to assess
the current maturity level and identify the desired level. These steps are not formal and
consist of simple statements of what to do without defined guidance on how to perform
the steps. This maturity model consists of five maturity levels with eight attributes
defined which are called principles.

Table 1. Maturity models analyzed.

Name Abbreviation Year Reference

Gartner Enterprise Information Management Maturity
Model

EIMM 2008 [25]

ARMA Information Governance Maturity Model IGMM 2010 [26]
Enterprise Content Management Maturity Model ECMM 2010 [27]
Recordkeeping Maturity Model and Roadmap RKMM 2010 [28]
Asset Management Maturity Model AMMM 2011 [29]
Stanford Data Governance Maturity Model DGMM 2011 [30]
Digital Preservation Capability Maturity Model DPCMM 2012 [31]
Brown Digital Preservation Maturity Model BDPMM 2013 [32]
JISC Records Management Maturity Model RMMM 2013 [33]
CMMI Institute Data Management Maturity Model DMMM 2014 [34]
SU Capability Maturity Model for Research Data
Management

CMMRDM 2014 [35]

Preservica Digital Preservation Maturity Model PDPMM 2015 [36]
Digital Asset Management Maturity Model DAMM 2017 [37]
E-ARK Information Governance Maturity Model A2MIGO 2017 [40, 41]

3 www.arma.org/principles.
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Enterprise Content Management (ECM) Maturity Model (2010) – Provides the
tools to build a roadmap for ECM improvement by providing the current state of ECM
implementation as well as a roadmap to reach the required maturity level [27]. Its aim is
to build a roadmap for ECM improvement, in a step-by-step fashion ranging from basic
information collection and simple control to refined management and integration. No
assessment method is described, the way of getting the current level is done by the
organization itself by checking if the organization possesses all the requirements for a
given level regarding a specific dimension. This maturity model consists of five
maturity levels with attributes at two levels, three attributes called categories which are
further decomposed into 13 dimensions.

Recordkeeping Maturity Model and Roadmap (2010) – Developed to improve
recordkeeping practice is Queensland public authorities. It builds on the premise that
“good business practice incorporates regular review and assessment to ensure optimal
performance o processes and systems” [28]. The maturity model identifies the mini-
mum mandatory requirements for recordkeeping which represent maturity level 3. In
other words, organizations should be at least at level 3 to be compliant with the
minimum requirements. The assessment results can also be used to prioritize a strategic
recordkeeping implementation plan. This maturity model consists of five maturity
levels with attributes at two levels, nine attributes called principles which are further
decomposed into 36 key areas.

Asset Management Maturity Model (2011) – Originated from an evaluation in
the Netherlands to investigate how asset managers deal with long-term investment
decisions [29]. This evaluation took into consideration organizations that control
infrastructures, such as, networks, roads and waterways and focus on the strategy,
tools, environment and resources. The maturity model consists of five maturity levels
and is detailed through four dimensions. Its aim is to understand how asset managers
deal with long-term investment decisions and provide an improvement path for orga-
nization to improve the long-term investment decisions. This maturity model consists
of five maturity levels with four attributes defined which are called categories.

Stanford Data Governance Maturity Model (2011) – Based on the Data
Governance Program from Stanford and is centered on the institution as it was
developed having in mind the goals, priorities and competences of Stanford. It focuses
on both the foundations and the project aspects of data governance and measures the
core data governance capabilities and development of the program resources [30]. The
name for each of the maturity levels is not described in this model. Its aim is to measure
the foundational aspects and project components of the Stanford’s Data Governance
program. This maturity model consists of five maturity levels with three attributes
defined which are called dimensions.

Digital Preservation Capability Maturity Model (2012) – A tool to chart the
evolution from a disorganized and undisciplined electronic records management pro-
gram, or one that does not exist, into increasingly mature stages of digital preservation
capability [31]. The DPCMM is designed to help identify, protect and provide access to
long-term and permanent digital assets. Consists of 75 statements where which has an
integer value ranging from zero to four designated as an index value [31]. These index
values are then mapped to a certain capability level. There is an on-line assessment tool
available at http://www.digitalok.org. This maturity model consists of five maturity
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levels with attributes at two levels, three attributes called domains which are further
decomposed into 15 components.

Brown Digital Preservation Maturity Model (2013) – Examines the notion of
“trusted” digital repositories and proposes a maturity model for digital preservation.
The author defined the digital preservation process perspectives, which are the set of
processes that together establish the digital preservation capability. Then, for each of
these processes there are a set of requirements that organizations must achieve to reach
a certain maturity level for a certain process [32]. An assessment method is not defined.
The organization should assess themselves against the requirements of the maturity
model and position themselves among the maturity levels. However, there is no method
or tool to facilitate this assessment. This maturity model consists of five maturity levels
with ten attributes defined which are called process perspectives.

JISC Records Management Maturity Model (2013) – Created by JISC infoNet
and stands as a self-assessment tool for higher education institution in England and
Wales [33]. It is based on a code of practice and its aim is to help in the compliance
with this code although it is independent from the code. Its aim is to help higher
education institutions to assess their current approach on records management
regarding recommendations issued by the United Kingdom government and bench-
mark against other similar organizations. Self-assessment is conducted by using a
spreadsheet, consisting of statements for each of the nine sections. Users should choose
the level that best suits the organization for each statement. This maturity model
consists of five maturity levels with nine attributes defined which are called sections.

CMMI Institute Data Management Maturity Model (2014) – A reference model
for data management process improvement created by the CMMI Institute. Defines the
fundamental business processes of data management and specific capabilities that
constitute a path to maturity [34]. It allows organizations to evaluate themselves against
documented best practices, determine gaps, and improve data management across
functional, business, and geographic boundaries. Its aim is to facilitate an organiza-
tion’s understanding of data management as a critical infrastructure, through increasing
capabilities and practices. This maturity model consists of five maturity levels with
attributes at two levels, six attributes called categories which are further decomposed
into 25 process areas.

Syracuse University Capability Maturity Model for Research Data Manage-
ment (2014) – Developed by the school of information studies at the University of
Syracuse in the USA [35]. It is based on the number and name of levels of CMMI, as
well as, the principles of each level. RDM has become a treading topic in data man-
agement as increased importance from government agencies, such as, the US National
Science Foundation. These funding agencies are raising the issue of maintaining good
RDM practices for the projects that are funded by them. There is no assessment method
specified. This maturity model consists of five maturity levels with five attributes
defined which are called key process areas.

Preservica Digital Preservation Maturity Model (2015) – Created on the premise
that organizations have realized that is critical for their business that information is
retained over a long period of time [36]. Preservica defines three main sections for the
maturity model. The first section is durable storage which comprehends levels 1 to 3,
where raw bit storage increases in safety and security. The second section comprehends

86 D. Proença and J. Borbinha



levels 4 to 5, where the raw bits in storage become preserved and organized. The third
and last section is information preservation which comprehends level 6, where the
information survives the lifetime of the application that created it. There is no
assessment method specified. This maturity model consists of six maturity levels with
no attributes defined.

Digital Asset Management (DAM) Maturity Model (2017) – Provides a
description of where an organization is, where it needs to be so that it can perform gap
analysis and comprehend what it needs to do to achieve the desired state of DAM
implementation [37]. There is a description on how to do a self-assessment. It should
begin by identifying the stakeholders who identified the need for DAM and can
advocate in favor of it. Then, a set of questionnaires must be created and administered
to each of the stakeholders identified. Then the levels can be determined using the
answers to the questionnaires. This maturity model consists of five maturity levels with
attributes at two levels, four attributes called categories which are further decomposed
into 15 dimensions.

E-ARK Information Governance Maturity Model (2017) – Based on the
OAIS/ISO 14721 [38], the TRAC/ISO 16363 [15] and PAIMAS/ISO 20652 [39].
A2MIGO uses the dimensions described in ISO9001 (Management, Processes and
Infrastructure) and the maturity levels defined in SEI CMMI (Initial, Managed,
Defined, Quantitatively Managed, Optimizing) [40]. The SEI CMMI levels were
selected due to their broader scope making them suitable for wider fields such as that of
information governance. This maturity model provides a self-assessment questionnaire,
details how the results are analyzed, and clarifies the concepts being used [41]. This
maturity model consists of five maturity levels with three attributes defined which are
called dimensions.

4 Analysis

There is a growing body of knowledge studying maturity models in other domains, and
we draw from this work in our analysis. Mettler et al. [16] note the variety of research
that exists on maturity models, and we have attempted to cover a wide range to form
our theoretical foundation here. First, the works by Maier et al. [17] and Proenca et al.
[18] provide a similar survey of models in a variety of domains and that focus on the
application of models. Second, to understand the models as artefacts, we have drawn on
work in Design Science research, including the examples and approaches to define
requirements for the process of developing a maturity model [14], as well as general
design principles for maturity models [4].

We determined a set of attributes to analyze the existing options available for data
and information management maturity assessment, the results of which are detailed in
Table 2. We first determined the domain of the maturity model. For this work, we
identified three domains that deal with data and information management. These are
Information Management (IM), Digital Preservation (DP), and Records Management
(RM).

We also examined the nature of the assessment process and expected outputs.
Specific requirements are necessary for different types of intended audience of the
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model, e.g. to be shared internally in the organization, with external stakeholders, or
both. As well, we considered the assessment method, e.g. whether it is performed as a
self-assessment, third-party assisted, or by a certified practitioner.

Next, we examined the practicality of the maturity model, which details if the
practicality of the recommendations is problem-specific or general in nature. For this
aspect, we examined if the maturity model provided just general recommendations or if
it detailed specific improvement activities. A maturity model that just provides general
recommendations is categorized as a descriptive model. One that details specific
improvement activities is considered a prescriptive model according Röglinger et al. [4].

Another aspect relevant when analyzing a maturity model is whether it provides a
certification or not. A certification can be used as a universal proof of conformance
with a specific maturity model which intent is to recognize an organization as excel-
lence in a given area of interest. There are cases when certifications are taken into
consideration when organizations apply for research grants or projects.

Additionally, we examined the origin of the model, whether it originated in the
academia, from practitioners, or with a commercial intent. This aspect was useful to
understand that many of the maturity models that have a commercial intent recommend
the acquisition of a certain service or product from the organization that developed the
maturity model. This means that the purpose of the maturity model is to help

Table 2. Analyzed maturity models for assessment in data and information management.

Name Domain Audience AM PRA CER Origin IOP SWPI ACC

EIMM IM External TPA GR No C No No Free
IGMM RM Both SA SIA No C No Yes Charged
ECMM IM Both SA GR No C No No Free
RKMM RM Internal SA SIA No P Yes Yes Free
AMMM IM Internal TPA GR No A No Yes Free
DGMM DM Internal SA SIA No A No Yes Free
DPCMM DP Internal TPA GR No P No Yes Free
BDPMM DP Internal SA SIA No C No Yes Charged
RMMM RM Both SA GR No P No No Free
DMMM DM Both CP SIA Yes C Yes Yes Charged
CMMRDM DM Internal N/A GR No A No Yes Free
PDPMM DP Both N/A GR No C No No Free
DAMM DM Both SA, TPA GR No C No No Charged
A2MIGO DP Internal SA, TPA SIA No A Yes Yes Free

Legend: Columns - AM = Assessment Method; PRA = Practicality;
CER = Certification; IOP = Improvement Opportunities Prioritization;
SWPI = Strong/Weak Point Identification; ACC = Accessibility. Column Domain -
IM = Information Management; DP = Digital Preservation; RM = Records Management.
Column Assessment Method - SA = Self-Assessment; TPA = Third-party Assisted;
CP = Certified Professionals. Column Practicality - GR = General recommendations;
SIA = Specific improvement activities. Column Origin - C = Commercial;
A = Academic; P = Practitioner.
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organizations identify which products are the most relevant for their scenario the
vendor organization’s portfolio. On the other hand, practitioner and academic maturity
models draw their criteria from the respective body of knowledge in their respective
domains, with the intent of aiding organizations become efficient and effective in their
respective domains. A distinction between the maturity model that originates from
practitioners and the academic community, is that the academic maturity models are
well-founded, with exhaustive documentation, rationale for the assessment criteria,
empirical evidence, and detailed assessment method. The maturity models developed
by practitioners often don’t have an assessment method or a well-founded definition for
the “maturity” concept and the maturity levels.

Moreover, we examined whether each maturity model allows for the prioritization
of the improvement opportunities. The intention is to verify whether a maturity model
defines a generic set of requirements to reach higher maturity levels or whether it
provides a prioritized set of requirements relevant for the organization being assessed to
improve their maturity. This aspect is closely related with the following aspect, whether
the maturity model identifies strong and weak points of the organization. Without an
identification of the weaknesses prioritizing the improvement opportunities is next to
impossible.

Finally, the final aspect took into consideration in our analysis was the accessibility
of the model. This means whether the maturity model documentation and assessment
mechanisms are available for free or not. This is one of the most important aspects
organizations consider when opting for a maturity model to be used in their organi-
zation. As one can expect, all of the maturity models that originated from academics
and practitioners are freely available. On the other hand, the models that have a
commercial intent can be charged. From our analysis maturity models which purpose is
to identify products or services relevant for an organization to acquire are freely
available. However, for commercial maturity models that provide a certification, as is
the case with the DMMM, or were developed by an organization focused on custom
development of products and solutions, the access is charged.

5 Discussion

This analysis of maturity models has generated a number of insights into both the
domains that deal with data and information management and the maturity models
themselves, as well as shedding light on the limitations around assessments performed
using maturity models.

One significant trend to emerge from this comparison is a noticeable increase in the
number and complexity of maturity models in recent years. This increasing interest in
assessment models mirrors the increasing number of legislation surrounding the
management of information. Increased interest and development of maturity models
can indicate a domain’s transition from a state of lack of definition and standardization
towards optimization and improvement, although this shift is not always valuable or
desired. Maturity models come with assumptions that sometimes conflict with the
reality in organization scenarios. Improvement is often oriented towards quality control
and consistency, minimizing unpredictability of outcomes over time and reducing
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individual efforts to a minimum. However, the culture built around the work of skilled
individuals can contrast abruptly with these assumptions, resulting in resistance to the
transition to a streamlined approach.

The assumptions of the most recognized maturity models such as those compliant
with ISO33000 [19], a family of standards for process assessment, include a process
orientation which considers the availability of multiple instances of the assessed pro-
cesses across the organization. Just as the CMMI was not universally praised in the
software industry [20], current highly detailed standards prescribing functional
requirements are not necessarily fit for all purposes. Additional limitations that result
from using maturity models include the tendency to oversimplify reality and obscuring
alternate paths to maturity [21].

Some of the maturity models examined in this paper declare adherence to a model
such as the SEI CMMI, they often do not demonstrate awareness of the concepts and
assumptions. One exception to this reality is A2MIGO where the authors clearly show
the relevance and extent of use of the CMMI in their work. Despite this fact and in
general, greater clarity about underlying concepts and a stronger adherence to design
principles for maturity models is needed to introduce trust in these maturity models.

6 Conclusion and Outlook

This work presented a state of the art on the subject of maturity models. This work is
built upon several works, and it intends to provide a detailed overview on the topic,
with a detailed coverage of the different approaches to this domain throughout the
years. In addition, by doing this literature review, and by raising the various issues still
faced regarding the subject, it is hoped that new research is raised from the points
raised throughout this paper.

Indeed, there are still lots of interesting future research questions that can be
derived from the analysis and conclusions provided by this paper that can help both
Maturity Models developers and users. In this paper, we also described the concepts
which form the foundation of maturity models. A description of the different aspects of
current maturity models was presented, combining knowledge from the different
domains analyzed.

As future work resulting from this paper, we concluded that current maturity
assessment methods focus on highly complex and specialized tasks being performed by
competent assessors in an organizational context [19]. These tasks mainly focus on
manually collecting evidence to substantiate the maturity level determination. Because
of the complexity of these methods, maturity assessment becomes an expensive and
burdensome activity for organizations.

As such, this work motivated us to develop methods and techniques to automate
maturity assessment. The wide spread of modeling practices of business domains,
assisted by modeling tools, makes it possible to have access, for processing, to the data
created and managed by these tools. There are several examples of models used to
represent an organization architecture, such as, Archimate [23], BPMN [22] or UML
[24]. These models are descriptive and can be detailed enough to allow to perform, to
some extent, maturity assessment. For example, the collected evidence from an
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organization can be synthetized into a set of model representations that can then be
used when analyzing and calculating the maturity levels.

Building on the knowledge of ontologies from the computer science and infor-
mation science domains, these were used to represent maturity models and model
representations. This was achieved by developing ontologies that express all the core
concepts and relationships among them, as also the rules for a maturity assessment
accordingly Then, by representing maturity models and models representations of
concrete organizational scenarios using ontologies we can verify if an organization
models representations matches the requirements to reach a certain maturity level using
ontology query and reasoning techniques, such as Description Logics inference.
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Abstract. The social sciences are here in a very privileged position, as
there is already an existing meta-data standard defined by the Data Doc-
umentation Initiative (DDI) to document research data such as empiri-
cal surveys. But even so the DDI standard already exists since the year
2000, it is not widely used because there are almost no (open source)
tools available. In this article we present our technical infrastructure to
operationalize DDI, to use DDI as living standard for documentation and
preservation and to support the publishing process and search functions
to foster re-use and research. The main contribution of this paper is to
present our DDI architecture, to showcase how to operationalize DDI
and to show the efficient and effective handling and usage of complex
meta-data. The infrastructure can be adopted and used as blueprint for
other domains.

Keywords: Research data · Research data management
Standards and interoperability · DDI · SKOS

1 Introduction

The Data Documentation Initiative (DDI) meta-data standard1 is the best
known and widely used standard for describing the social sciences survey data
lifecycle from the conceptual start of a study to the support of reusing data found
in data archives. DDI is organized as an alliance of several social science data
archives and several other research institutions like universities. The alliance
defined the first standard format for structuring codebook data (DDI 1.0) based
on XML in 2000 and renewed it in 2003 (DDI 2.0). The recent version, DDI
3.2 published in 2008, contains 487 complex type definitions for 1154 element
definitions [1] and follows the research lifecycle [5].

Making use of DDI in software systems is a high investment on the implemen-
tation side. For several software architectural approaches this investment will last
only until the next version of the standard and has to be re-implemented. This

1 http://www.ddialliance.org/.

c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 94–99, 2018.
https://doi.org/10.1007/978-3-030-00066-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00066-0_8&domain=pdf
http://orcid.org/0000-0002-7794-7716
http://orcid.org/0000-0002-3848-574X
http://www.ddialliance.org/


An Operationalized DDI Infrastructure 95

results in high costs of development with respect to time and money. To over-
come these high investments, we originate a way to model the binding of DDI
to applications independent of most (even upcoming) DDI version changes and
handle interpretative differences in DDI without continuous reimplementation.
Based on our DDI-FlatDB architecture, shown first at the community confer-
ences EDDI 2015 [2] & 2016 [3] & 2017 [6] and IASSIST 2017 [7], we present
our technical infrastructure to operationalize DDI, to use DDI as standard for
on the one hand deep documentation and preservation of social science survey
data and on the other hand for publishing and searching survey data to foster
re-use and research.

This paper is structured as following: The main ideas behind the DDI-FlatDB
are presented in Sect. 2. In Sect. 3 we show use cases and existing portals based
on our DDI infrastructure. A summary concludes the paper.

2 DDI-FlatDB

There are two main ideas to behind the DDI-FlatDB architecture. The first idea
is to store the DDI XML file as is and split it into identifiable entities for efficient
access. The second idea is to provide a configurable access to the different DDI
versions and dialects, see Sect. 2.1.

2.1 Splitting DDI XML

The first idea behind the DDI-FlatDB architecture is first to not create an entity-
relationship model for each existing and upcoming DDI version, but to store the
DDI XML files on the hard disk and keep them managed in a version control
system, such as GIT.

To enable efficient access to the DDI elements (e.g. studyunit, question, vari-
able) within the DDI files, a customizable split mechanism is provided, which
splits each DDI XML file into identifiable elements, according to the functional
requirements of the developed application. This split is necessary, because the
process of loading larges XML files is costly. To access one element the whole
XML document needs to be parsed, either with DOM or SAX parser. By splitting
the XML, we get smaller XML snippets to be parsed and are able to incorporate
caching into the process to offer the users fast access. The splitting process also
validates the DDI XML and is currently built on VTD-XML library2.

These split elements are stored in a simple (flat) one table database model,
which holds the main keys and ids of the elements along with its raw XML con-
tent. This database is intended as proxy only to provide efficient read and write
access, including caching mechanisms and the entities should be split strictly
to functional and application specific requirements. That means, only entities,
which need fast access according to the application use case, should be split and
made accessible.

2 https://vtd-xml.sourceforge.io/.

https://vtd-xml.sourceforge.io/
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Fig. 1. DDI-FlatDB architecture

The XML elements within the database, respective in the file storage, are
accessible via DB API directly, but we introduced a RESTful API including a
client to provide secure and homogenous access, depicted in Fig. 1.

The overall technology stack is based on the Java Spring Framework3. The
database currently selected is MySQL including the auditing addition based on
Hibernate Envers4. Auditing, e.g. keeping track of changes in questionnaires, is
an important use case for social science research.

Upload, Split, Validate and Versioning of DDI XML Documents. The
upload and split process is implemented as depicted in Fig. 2. The initial step is to
upload the DDI XML document incl. the application specific split configuration
via REST POST (or place it in a specific directory directly). A validation of
the XML is processed. The next step is to store the original document in the
DDI-FlatDB. This is an important step wrt. versioning information. The final
step is to apply the split configuration, inserting the elements from the split
XML document into the DDI-FlatDB. Through a scheduled poll or event driven
service the document is finally stored in the file system and version controlled
via GIT.

Fig. 2. Upload, split and versioning process

Connecting the Elements from DDI-FlatDB to Any User Interface.
Handling large and complex DDI meta-data by splitting it up into smaller snip-
pets was one part of the solution to operationalize DDI. With respect to different
3 https://spring.io/.
4 https://docs.jboss.org/envers/docs/.
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DDI versions, dialects and interpretations we needed also a flexible and efficient
way to map the split entities for programming. Therefore we developed a model
to map the XML by a configuration file. At GESIS we have a technology stack
based on Java (see Sect. 3 for applications), but the model can be used with any
programming language. We are aware, that there exists APIs to map XML to
Java objects, e.g. by annotation, but they are fixed to one XML model. Beside
general configuration information about the entity (e.g. multiple languages or
single vs. multiple entries), the XPath to fetch data is the main configuration
entry. For each DDI dialect and version the XPath is specific. For example the
configuration to access the title element of a studyunit for DDI 3.2 the follow-
ing line expresses the XPath expression:

ddi32 . StudyUnit . T i t l e . path=/DDIInstance/Group/SubGroup
/StudyUnit / C i ta t i on / T i t l e / St r ing [@xml : lang=‘%lang % ’]

Listing 1.1. Example XPath mapping for title field in DDI 3.2

Other lines can be added to reflect other DDI versions such as DDI Codebook.
In our case., using Java, the XPath expression fills the title attribute of the
Java bean via Java reflection using the setter and getter of the bean. The main
advantage is now, that no Java code change to our applications is necessary, we
only need to change a configuration file, if a new DDI dialect or version needs
to be processed.

Summary. The described DDI-FlatDB architecture allows a flexible and effi-
cient handling of any XML represented meta-data. It provides a fast and efficient
access to any element in the meta-data element through the splitting mechanism
with a state of the art database and caching technology. Through the configurable
mapping, the developer can focus on the application and user needs, rather than
developing the next DDI database model.

In the following section we will present several use cases and applications
developed on the bases of the DDI-FlatDB.

3 Use Cases and Applications Based on DDI-FlatDB

3.1 Portals Based on DDI Meta-Data

Migration and Conversion. Within GESIS the survey research data is doc-
umented on several levels with several tools resulting in several databases, each
having their own database modeling. The study description is documented using
the Data Catalog Editor (DBK) connected to a MySQL database. The basic
variable description is documented using the Dataset Documentation Manager
(DSDM) based on Microsoft Access databases. Further variable documentation,
e.g. classification of variables provided through the Codebook Explorer, also based
on MS-Access databases. All the underlying database models are created keeping
a DDI schema in mind, but were developed to support each use case of docu-
menting each part of the research data. This heterogeneous situation is common
not only at GESIS.
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The objective at GESIS is to create a central DDI-FlatDB storage for edit-
ing and publishing research data and to provide flexible access for further
use cases. Within GESIS the standard is DDI Lifecycle 3.2. For migration we
exported the MySQL and Access databases as close as possible to DDI 3.2. This
export resulted in a study unit, variable and question and variable categoriza-
tion description in separate DDI XML exports. Finally, after an optional manual
conversion, all exports are imported and integrated in the DDI-FlatDB.

We currently setup the above described process for the approx. 6000 archived
studies at GESIS. For the study description from the DBK the process is final-
ized. For the variable description the process is setup for part of the data, but
we already have two services in place, using the first integrated variable docu-
mentation.

Portals. Two new developed portals make use of the migrated data. The first
portal is the GESIS Search Portal5. The GESIS Search Portal combines currently
six different entities – research data, publications, variables and questions, web-
pages and instruments and tools – into one vertical search portal for the social
sciences. The entities are all connected via a link database to support search and
browse between entities.

The second portal ExploreData provides a sophisticated search for research
data and variables based on categories and other facets. In addition it will be
possible to compare variables and download subsets of research data.

The entity information for both portals is provided by the DDI-FlatDB infras-
tructure. To enable the search functionality an Elastic Search index is generated
based on the centralized and harmonized study and variable information.

As third portal we develop a Questionnaire editor for social science empirical
surveys to support several national and international surveys programs like the
German General Social Survey (ALLBUS), the German Longitudinal Election
Study (GLES) or the European Values Study (EVS).

The objective is to provide a web-based and collaborative questionnaire edi-
tor to create questionnaires storing all information directly in the DDI-FlatDB
infrastructure. The editor should be able to create, edit, and document a ques-
tionnaire using DDI meta-data. Furthermore a generic export to PDF and in
statistical file formats should support the hand-over to the survey institute to
avoid any overhead in conversion. Further information about the questionnaire
editor use cases and the underlying workflow can be found in [4]. The editor
currently contains more than 5000 questions in 29 questionnaires. It is planned
to open the questionnaire editor for public use.

Finally we can show the transfer of the DDI-FlatDB architecture using DDI
meta-data to a completely different meta-data format. Controlled vocabularies
(CV), e.g. from the DDI Alliance are used to categorized social survey studies and
variables. A common format for CVs is the Simple Knowledge Organization
System (SKOS)6. The adaptation of the DDI-FlatDB allowed us to focus on the
5 http://gesis.org.
6 https://www.w3.org/2004/02/skos/.
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user interface requirements right from the start of the development. The creation,
editing and storing of a CV worked directly on the SKOS data model. We did
not need to develop any new data model, but could rely directly on SKOS. The
current development version is accessible on the CESSDA development servers7

and is planned to be finalized by end of this year.

4 Summary and Future Work

In this paper we presented the DDI-FlatDB architecture to operationalize a
complex meta-data schema such as DDI for social survey research data. Besides
the developed portals, our approach can support conversion and migration of
DDI meta-data. Furthermore version and structural changes of the meta-data
standard can be adopted. In addition we showed transferability given other meta-
data schemata such as SKOS.

For future work we currently aim to integrate a link database, realizing all
internal and external links within a meta-data standard to be directly accessible
for more efficient access. In addition, we want to provide an editor tool to create
the configuration file described in Sect. 2.1, as this can become quite complex.

The DDI-FlatDB is published as open source at the GESIS GIT repository:
https://git.gesis.org/stardat/stardat-ddiflatdb. We also provide a Docker con-
tainer available for direct usage.
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Abstract. Knowledge graphs represent the meaning of properties of
real-world entities and relationships among them in a natural way.
Exploiting semantics encoded in knowledge graphs enables the imple-
mentation of knowledge-driven tasks such as semantic retrieval, query
processing, and question answering, as well as solutions to knowledge
discovery tasks including pattern discovery and link prediction. In this
paper, we tackle the problem of knowledge discovery in scholarly knowl-
edge graphs, i.e., graphs that integrate scholarly data, and present
Korona, a knowledge-driven framework able to unveil scholarly com-
munities for the prediction of scholarly networks. Korona implements
a graph partition approach and relies on semantic similarity measures
to determine relatedness between scholarly entities. As a proof of con-
cept, we built a scholarly knowledge graph with data from researchers,
conferences, and papers of the Semantic Web area, and apply Korona
to uncover co-authorship networks. Results observed from our empir-
ical evaluation suggest that exploiting semantics in scholarly knowl-
edge graphs enables the identification of previously unknown relations
between researchers. By extending the ontology, these observations can
be generalized to other scholarly entities, e.g., articles or institutions, for
the prediction of other scholarly patterns, e.g., co-citations or academic
collaboration.

1 Introduction

Knowledge semantically represented in knowledge graphs can be exploited to
solve a broad range of problems in the respective domain. For example, in scien-
tific domains, such as bio-medicine, scholarly communication, or even in indus-
tries, knowledge graphs enable not only the description of the meaning of data,
but the integration of data from heterogeneous sources and the discovery of
previously unknown patterns. With the rapid growth in the number of publica-
tions, scientific groups, and research topics, the availability of scholarly datasets
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has considerably increased. This generates a great challenge for researchers, par-
ticularly, to keep track of new published scientific results and potential future
co-authors. To alleviate the impact of the explosion of scholarly data, knowledge
graphs provide a formal framework where scholarly datasets can be integrated
and diverse knowledge-driven tasks can be addressed. Nevertheless, to exploit the
semantics encoded in such knowledge graphs, a deep analysis of the graph struc-
ture as well as the semantics of the represented relations, is required. There have
been several attempts considering both of these aspects. However, the majority
of previous approaches rely on the topology of the graphs and usually omit the
encoded meaning of the data. Most of such approaches are also mainly applied
on special graph topologies, e.g., ego networks rather than general knowledge
graphs. To provide an effective solution to the problem of representing scholarly
data in knowledge graphs, and exploiting them to effectively support knowledge-
driven tasks such as pattern discovery, we propose Korona, a knowledge-driven
framework for scholarly knowledge graphs. Korona enables both the creation
of scholarly knowledge graphs and knowledge discovery. Specifically, Korona
resorts to community detection methods and semantic similarity measures to
discover hidden relations in scholarly knowledge graphs. We have empirically
evaluated the performance of Korona in a knowledge graph of publications
and researchers from the Semantic Web area. As a proof of concept, we studied
the accuracy of identifying co-author networks. Further, the predictive capacity
of Korona has been analyzed by members of the Semantic Web area. Experi-
mental outcomes suggest the next conclusions: (i) Korona identifies co-author
networks that include researchers that both work on similar topics, and attend
and publish in the same scientific venues. (ii) Korona allows for uncovering sci-
entific relations among researchers of the Semantic Web area. The contributions
of this paper are as follows:

– A scholarly knowledge graph integrating data from DBLP datasets;
– The Korona knowledge-driven framework, which has been implemented on

top of two graph partitioning tools, semEP [8] and METIS [3], and relies on
semantic similarity to identify patterns in a scholarly knowledge graph;

– Collaboration suggestions based on co-author networks; and
– An empirical evaluation of the quality of Korona using semEP and METIS.

This paper includes five additional sections. Section 2 motivates our work
with an example. The Korona approach is presented in Sect. 3. Related work
is analyzed in Sect. 4. Section 5 reports on experimental results. Finally, Sect. 6
concludes and presents ideas for future work.

2 Motivating Example

In this section, we motivate the problem of knowledge discovery tackled in
this paper. We present an example of co-authorship relation discovery between
researchers working on data-centric problems in the Semantic Web area. We
checked the Google Scholar profiles of three researchers between 2015 and
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Fig. 1. Motivating Example. Co-authorship communities from the Semantic Web area
working on data-centric problems. Researchers were in different co-authorship commu-
nities (2016) (a) started a successful scientific collaboration in 2016 (b), and as a result,
produced a large number of scholarly artifacts.

2017, and compared their networks of co-authorship. By 2016, Sören Auer and
Christoph Lange were part of the same research group and wrote a large number
of joint publications. Similarly, Maria-Esther Vidal, also working on data man-
agement topics, was part of a co-authorship community. Figure 1b illustrates the
two co-authorship communities, which were confirmed by the three researchers.
After 2016, these three researchers started to work in the same research lab,
and a large number of scientific results, e.g., papers and projects, was produced.
An approach able to discover such potential collaborations automatically would
allow for the identification of the best collaborators and, thus, for maximizing
the success chances of scholars and researchers working on similar scientific prob-
lems. In this paper, we rely on the natural intuition that successful researchers
working on similar problems and producing similar solutions can collaborate suc-
cessfully, and propose Korona, a framework able to discover unknown relations
between scholarly entities in a knowledge graph. Korona implements graph
partitioning methods able to exploit semantics encoded in a scholarly knowledge
graph and to identify communities of scholarly entities that should be connected
or related.

3 Our Approach: Korona

3.1 Preliminaries

The definitions required to understand our approach are presented in this section.
First, we define a scholarly knowledge graph as a knowledge graph where nodes
represent scholarly entities of different types, e.g., publications, researchers, pub-
lication venues, or scientific institutions, and edges correspond to an association
between these entities, e.g., co-authors or citations.
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Fig. 2. Korona Knowledge Graph. Scholarly entities and relations.

Definition 1. Scholarly Knowledge Graph. Let U be a set of RDF URI refer-
ences and L a set of RDF literals. Given sets Ve and Vt of scholarly entities
and types, respectively, and given a set P of properties representing scholarly
relations, a scholarly knowledge graph is defined as SKG=(Ve ∪Vt, E, P ), where:

– Scholarly entities and types are represented as RDF URIs, i.e., Ve ∪ Vt ⊆ U ;
– Relations between scholarly entities and types are represented as RDF prop-

erties, i.e., P ⊆ U and E ⊆ (Ve ∪ Vt × P × Ve ∪ Vt ∪ L)

Figure 2 shows a portion of a scholarly knowledge graph describing scholarly enti-
ties, e.g., papers, publication venues, researchers, and different relations among
them, e.g., co-authorship, citation, and collaboration.

Definition 2. Co-author Network. A co-author network CAN = (Va, Ea, Pa)
corresponds to a subgraph of SKG = (Ve ∪ Vt, E, P ), where

– Nodes are scholarly entities of type researcher,

Va = {a | (a rdf:type :Researcher) ∈ E}
– Researchers are related according to co-authorship of scientific publications,

Ea = {(ai :co-author aj) | ∃p . ai, aj ∈ Va ∧ (ai :author p) ∈ E ∧
(aj :author p) ∈ E ∧ (p rdf:type :Publication) ∈ E}

Figure 3 shows scholarly networks that can be generated by Korona. Some
of these networks are among the recommended applications for scholarly data
analytics in [14]. However, the focus on this work is on co-author networks.

3.2 Problem Statement

Let SKG′ = (Ve ∪ Vt, E
′, P ) and SKG = (Ve ∪ Vt, E, P ) be two scholarly knowl-

edge graphs, such that SKG′ is an ideal scholarly knowledge graph that contains
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all the existing and successful relations between scholarly entities in Ve, i.e.,
an oracle that knows whether two scholarly entities should be related or not.
SKG = (Ve ∪ Vt, E, P ) is the actual scholarly knowledge graph, which only
contains a portion of the relations represented in SKG′, i.e., E ⊆ E′; it rep-
resents those relations that are known and is not necessarily complete. Let
Δ(E′, E) = E′ − E be the set of relations existing in the ideal scholarly knowl-
edge graph SKG′ that are not represented in the actual scholarly knowledge
graph SKG. Let SKGcomp = (Ve ∪Vt, Ecomp, P ) be a complete knowledge graph,
which includes a relation for each possible combination of scholarly entities in
Ve and properties in P , i.e., E ⊆ E′ ⊆ Ecomp. Given a relation e ∈ Δ(Ecomp, E),
the problem of discovering scholarly relations consists in determining whether
e ∈ E′, i.e., whether a relation r = (ei p ej) corresponds to an existing relation
in the ideal scholarly knowledge graph SKG′.

In this paper, we specifically focus on the problem of discovering successful
co-authorship relations between researchers in scholarly knowledge graph SKG =
(Ve ∪Vt, E, P ). Thus, we are interested in finding the co-author network CAN =
(Va, Ea, Pa) composed of the maximal set of relationships or edges that belong
to the ideal scholarly knowledge graph, i.e., the set Ea in CAN that corresponds
to a solution of the following optimization problem:

argmax
Ea⊆Ecomp

|Ea ∩ E′| (1)

3.3 Proposed Solution

We propose Korona to solve the problem of discovering meaningful co-
authorship relations between researchers in scholarly knowledge graphs.
Korona relies on information about relatedness between researchers to identify
communities composed of researchers that work on similar problems and publish
in similar scientific events. Korona is implemented as an unsupervised machine
learning method able to partition a scholarly knowledge graph into subgraphs or
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Fig. 4. The Korona Architecture. Korona receives scholarly datasets and outputs
scholarly patterns, e.g., co-author networks. First, a scholarly knowledge graph is cre-
ated. Then, community detection methods and similarity measures are used to compute
communities of scholarly entities and scholarly patterns.

Fig. 5. Intra-type Relatedness solver (IRs). Relatedness across scholarly entities. (a)
Relatedness is computed according to the values of a semantic similarity metrics, e.g.,
GADES. (b) Relatedness is determined based on the number of paths between two
scholarly entities.

communities of co-author networks. Moreover, Korona applies the homophily
prediction principle over the communities of co-author networks to identify suc-
cessful co-author relations between researchers in the knowledge graph. The
homophily prediction principle states that similar entities tend to be related to
similar entities [6]. Intuitively, the application of the homophily prediction prin-
ciple enables Korona to relate two researchers ri and rj whenever they work
on similar research topics or publish in similar scientific venues. The relatedness
or similarity between two scholarly entities, e.g., researchers, research topics, or
scientific venues, is represented as RDF properties in the scholarly knowledge
graph. Semantic similarly measures, e.g., GADES [10] or Doc2Vec [5], are uti-
lized to quantify the degree of relatedness between two scholarly entities. The
identified degree shows the relevance of entities and returns the most related
ones.
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(b) Communities of Researchers

Fig. 6. Intra-type Relatedness solver (IRs). Communities of similar researchers are
computed. (a) The tabular representation of SC; lower and higher values of similarity
are represented by lighter and darker colors, respectively. (b) Two communities of
researchers; each one includes highly similar researchers.

Figure 4 depicts the Korona architecture; it implements a knowledge-driven
approach able to transform scholarly data ingested from publicly available data
sources into patterns that represent discovered relationships between researchers.
Thus, Korona receives scholarly data sources and outputs co-author networks;
it works in two stages: (a) Knowledge graph creation and (b) Knowledge graph
discovery. During the knowledge graph creation stage, a semantic integration
pipeline is followed in order to create a scholarly knowledge graph from data
ingested from heterogeneous scholarly data sources. It utilizes mapping rules
between the Korona ontology and the input data sources to create the scholarly
knowledge graph. Additionally, semantic similarity measures are used to compute
the relatedness between scholarly entities; the results are explicitly represented in
the knowledge graph as scores in the range of 0.0 and 1.0. The knowledge graph
creation stage is executed offline and enables the integration of new entities in the
knowledge graph whenever the input data sources change. On the other hand, the
knowledge graph discovery step is executed on the fly over an existing scholarly
knowledge graph. During this stage, Korona executes three main tasks: (i)
Intra-type Relatedness solver (IRs); (ii) Intra-type Scholarly Community solver
(IRSCs); and (iii) Scholarly Pattern generator (SPg).

Intra-type Relatedness solver (IRs). This module quantifies relatedness
between the scholarly entities of the same type in a scholarly knowledge graph
SKG = (Ve ∪ Vt, E, P ). IRs receives as input SKG = (Ve ∪ Vt, E, P ) and a
scholarly type Va in Vt; it outputs a set SC of triples (ei, ej , score), where
ei and ej belong to Va and score quantifies the relatedness between ei and
ej . The relatedness can be just computed in terms of the values of similar-
ity represented in the knowledge graph, e.g., according to the values of the
semantic similarity according to GADES or Doc2Vec. Alternatively, the values
of relatedness can be computed based on the number of paths in the schol-
arly knowledge graph that connect the scholarly entities ei and ej . Figure 5
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Fig. 7. Co-author network. A network generated from scholarly communities.

depicts two representations of the relatedness of scholarly entities. As shown in
Fig. 5a, IRs generates a set SC according to the GADES values of semantic
similarity; thus, IRs includes two triples (Sören Auer, Christoph Lange, 0.8),
(Maria-Esther Vidal,Louiqa Raschid, 0.9) in SC. On the other hand, if paths
between scholarly entities are considered (Fig. 5b), the values of relatedness can
different, e.g., in this case, Sören Auer and Christoph Lange are equally similar
as Maria-Esther Vidal and Louiqa Raschid.

Intra-type Scholarly Community solver (IRSCs). Once the relatedness
between the scholarly entities has been computed, communities of highly related
scholarly entities are determined. IRSCs resorts to unsupervised methods such
as METIS or semEP, and to relatedness values stored in SC, to compute
the scholarly communities. Figure 6 depicts scholarly communities computed
by IRSCs based on similarity values; as observed, each community includes
researchers that are highly related; for readability, SC is shown as a heatmap
where lower and higher values of similarity are represented by lighter and darker
colors, respectively. For example, in Fig. 6a, Sören Auer, Christoph Lange, and
Maria-Esther Vidal are quite similar, and they are in the same community.

Scholarly Pattern generator (SPg). SPg receives communities of schol-
arly entities and produces a network, e.g., a co-author network. SPg applies
the homophily prediction principle on the input communities, and connects the
scholarly entities in one community in a network. Figure 7 shows a co-author
network computed based on a scholarly knowledge graph created from DBLP;
as observed, Sören Auer, Christoph Lange, and Maria-Esther Vidal are included
in the same co-author network. In addition to computing the scholarly networks,
SPg scores the relations in a network and computes the weight of connectivity
of a relation between two entities. For example, in Fig. 7, thicker lines repre-
sent strongly connected researchers in the network. SPg can also filter from a
network the relations labeled with higher values of weight of connectivity. All
the relations in a network correspond to solutions to the problem of discover-
ing successful co-authorship relations defined in Eq. 1. To compute the weights
of connectivity, SPg considers the values of similarity of the scholarly entities
in a community C; weights are computed as aggregated values using an aggre-
gation function f(.), e.g., average or triangular norm. For each pair (ei, ej) of



Unveiling Scholarly Communities over Knowledge Graphs 111

scholarly entities in C, the weight of connectivity between ei and ej , φ(ei, ej | C),
is defined as: φ(ei, ej | C) = {f(score) | ez, eq ∈ C ∧ (ez, eq, score) ∈ SC}.

4 Empirical Evaluation

4.1 Knowledge Graph Creation

A scholarly knowledge graph has been crafted using the DBLP collection
(7.83 GB in April 20171); it includes researchers, papers, and publication year
from the International Semantic Web Conference (ISWC) 2001–2016. The knowl-
edge graph also includes similarity values between researchers who have pub-
lished at ISWC (2001–2017). Let PC ei and PC ej be the number of papers pub-
lished by researchers ei and ej together (as co-authors), respectively at ISWC
(2001–2017). Let TPei and TPej be the total number of papers that ei and ej
have in all conferences of the scholarly knowledge graph, respectively. The simi-
larity measure is defined as: SimR(ei, ej) =

PCei
∩PCej

TPei
∪TPej

. The similarities between

ISWC (2002–2016) are represented as well. Let RC i and RC j the number of the
authors with papers published in conferences ci and cj respectively. The sim-
ilarity measure corresponds to SimC(ci, cj) = RCi∩RCj

RCi∪RCj
. Thus, the scholarly

knowledge graph includes both scholarly entities enriched with their values of
similarity.

4.2 Experimental Study

The effectiveness of Korona has been evaluated in terms of the quality of both
the generated communities of researchers and the predicted co-author networks.

Research Questions: We assess the following research questions: (RQ1) Does
the semantics encoded in scholarly knowledge graphs impact the quality of schol-
arly patterns? (RQ2) Does the semantics encoded in scholarly knowledge graph
allow for improving the quality of the predicting co-author relations?

Implementation: Korona is implemented in Python 2.7. The experiments
were executed on a macOS High Sierra 10.13 (64 bits) Apple MacBook Air
machine with an Intel Core i5 1.6 GHz CPU and 8 GB RAM. METIS 5.12 and
SemEP3 are part of Korona and used to obtain the scholarly patterns.

Evaluation Metrics: Let Q = {C1, . . . Cn} be the set of communities obtained
by Korona: Conductance: measures relatedness of entities in a community, and
how different they are to entities outside the community [2]. The inverse of the
conductance 1−Conductance(S) is reported. Coverage: compares the fraction of
intra-community similarities among entities to the sum of all similarities among
entities [2]. Modularity : is the value of the intra-community similarities among
1 http://dblp2.uni-trier.de/e55477e3eda3bfd402faefd37c7a8d62/.
2 http://glaros.dtc.umn.edu/gkhome/metis/metis/download.
3 https://github.com/gpalma/semEP.

http://dblp2.uni-trier.de/e55477e3eda3bfd402faefd37c7a8d62/
http://glaros.dtc.umn.edu/gkhome/metis/metis/download
https://github.com/gpalma/semEP
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Fig. 8. Quality of Korona. Communities evaluated in terms of prediction metrics
(higher values are better); percentiles 85, 90, 95, and 98 are reported. Korona exhibits
the best performance at percentile 95 and groups similar researchers according to
research topics and events where they publish.

the entities divided by the sum of all the similarities among the entities, minus
the sum of the similarities among the entities in different communities, in the
case they were randomly distributed in the communities [7]. The value of the
modularity lies in the range [−0.5, 1], which can be scaled to [0, 1] by computing
Modularity(Q)+0.5

1.5 . Performance: sums the number of intra-community relation-
ships, plus the number of non-existent relationships between communities [2].
Total Cut : sums all similarities among entities in different communities [1]. Val-
ues of total cut are normalized by dividing by the sum of the similarities among
the entities; inverse values are reported, i.e., 1 − NormTotalCut(Q).

Experiment 1: Evaluation of the Quality of Collaboration Patterns.
Prediction metrics are used to evaluate the quality of the communities generated
by Korona using METIS and semEP; relatedness of the researchers is measured
in terms of SimR and SimC. Communities are built according to different sim-
ilarity criteria; percentiles of 85, 90, 95, and 98 of the values of similarity are
analyzed. For example, in percentile 85 only 85% of all similarity values among
entities have scores lower than the similarity value in the percentile 85. Figure 8
presents the results of the studied metrics. In general, in all percentiles, the com-
munities include closely related researchers. However, both implementations of
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Table 1. Survey. Questions to validate the recommended collaborations.

Q1. Do you know this person? Have you co-authored before? To avoid
confusion, the meaning of “knowing” was kept simple and general. The participants
were asked to only consider if they were aware of the existence of the recommended
person in their research community

Q2. Have you co-authored “before” with this person at any event of the
ISWC series? With the same intent of keeping the survey simple, all types of
collaboration on papers in any edition of this event series were considered as
“having co-authored before”

Q3. Have you co-authored with this person after May 2016? Our study
considered scholarly metadata of publications until May 2016. The objective of this
question was to find out whether a prediction had actually come true, and the
researchers had collaborated

Q4. Have you ever planned to write a paper with the recommended
person and you never made it and why? The aim is to know whether two
researchers who had been predicted to work together actually wanted to but then
did not and the reason, e.g., geographical distance

Q5. On a scale from 1–5, (5 being most likely), how do you score the
relevance of your research with this person? The aim is to discover how close
and relevant are the collaboration recommendations to the survey participant

Korona exhibit quite good performance at percentile 95, and allow for grouping
together researchers that are highly related in terms of the research topics on
which they work, and the events where their papers are published. On the con-
trary, Korona creates many communities of no related authors for percentiles
85 and 90, thus exposing low values of coverage and conductance.

Experiment 2: Survey of the Quality of the Prediction of Collabora-
tions among Researchers. Results of an online survey4 among 10 researchers
are reported; half of the researchers are from the same research area, while the
other half was chosen randomly. Knowledge subgraphs of each of the partici-
pants are part of the Korona research knowledge graph; predictions are com-
puted from these subgraphs. The predictions for each were laid out in an online
spreadsheet along with 5 questions and a comment section. Table 1 lists the
five questions that the survey participants were asked to validate the answers,
while Table 2 reports on the results of the study. The analysis of results sug-
gests that Korona predictions represent potentially successful co-authorship
relations; thus, they provide a solution to the problem tackled in this paper.

5 Related Work

Xia et al. [14] provides a comprehensive survey of tools and technologies for
scholarly data management, as well as a review of data analysis techniques, e.g.,
4 https://bit.ly/2ENEg2G.

https://bit.ly/2ENEg2G
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Table 2. Survey results. Aggregated normalized values of negative answers provided
by the study participants during the validation of the recommended collaborations
(Q.1(a), Q.1(b), Q.2, Q.3, and Q.4); average (lower is better) and standard deviation
(lower is better) are reported. For Q.5, average and standard deviation of the scale
from 1–5 are presented; higher average values are better.

social networks and statistical analysis. However, all the proposals have been
made over raw data and knowledge-driven methods were not considered. Wang et
al. [13] present a comprehensive survey of link prediction in social networks, while
Paulheim [9] presents a survey of methodologies used for knowledge graph refine-
ment; both works show the importance of the problem of knowledge discovery.
Traverso-Ribón et al. [12] introduces a relation discovery approach, KOI, able
to identify hidden links in TED talks; it relies on heterogeneous bipartite graphs
and on the link discovery approach proposed in [8]. In this work, Palma et al.
present semEP, a semantic-based graph partitioning approach, which was used in
the implementation of Korona-semEP. Graph partitioning of semEP is similar
to KOI with the difference of only considering isolated entities, whereas KOI is
desired for ego networks. However, it is only applied to ego networks, whereas
Korona is mainly designed for knowledge graphs. Sachan and Ichise [11] pro-
pose a syntactic approach considering dense subgraphs of a co-author network
created from the DBLP. They discover relations between authors and propose
pairs of researchers belonging to the same community. A link discovery tool is
developed for the biomedical domain by Kastrin et al. [4]. Albeit effective, these
approaches focus on the graph structure and ignore the meaning of the data.

6 Conclusions and Future Work

Korona is presented for unveiling unknown relations; it relies on semantic
similarity measures to discover hidden relations in scholarly knowledge graphs.
Reported and validated experimental results show that Korona retrieves valu-
able information that can impact the research direction of a researcher. In the
future, we plan to extend Korona to detect other networks, e.g., affiliation
networks, co-citation networks and research development networks. We plan to
extend our evaluation over big scholarly datasets and study the scalability of
Korona; further, the impact of several semantic similarity measures will be
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included in the study. Finally, Korona will be offered as an online service that
will enable researchers to explore and analyze the underlying scholarly knowledge
graph.
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gramme for the project iASiS (grant agreement No. 727658).
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Abstract. Although digitization has significantly eased publishing,
finding a relevant and a suitable channel of publishing remains chal-
lenging. Scientific events such as conferences, workshops or symposia are
among the most popular channels, especially in computer science, natu-
ral sciences, and technology. To obtain a better understanding of schol-
arly communication in different fields and the role of scientific events,
metadata of scientific events of four research communities have analyzed:
Computer Science, Physics, Engineering, and Mathematics. Our trans-
ferable analysis methodology is based on descriptive statistics as well as
exploratory data analysis. Metadata used in this work have been col-
lected from the OpenResearch.org community platform and SCImago as
the main resources containing metadata of scientific events in a semanti-
cally structured way. There is no comprehensive information about sub-
mission numbers and acceptance rates in fields other than Computer Sci-
ence. The evaluation uses metrics such as continuity, geographical and
time-wise distribution, field popularity and productivity as well as event
progress ratio and rankings based on the SJR indicator and h5-indices.
Recommendations for different stakeholders involved in the life cycle of
events, such as chairs, potential authors, and sponsors, are given.

Keywords: Scientific events · Metadata analysis
Scholarly communication · Citation count · OpenResearch.org

1 Introduction

Information emanating from scientific events as well as journals have become
increasingly available through online sources. However, because of the rapidly
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growing amount of scholarly metadata, exploration of information still stays chal-
lenging for researchers, scholarly metadata managers, social scientists, and librar-
ians. Aggregation of metadata from several data repositories, digital libraries,
and scholarly metadata warehouses enables comprehensive analysis and services
to the users of such services. An earlier version of this work focused on an anal-
ysis of CS sub-communities in terms of continuity, geographical and time dis-
tribution, field popularity, and productivity [7]. In this work, we aim to analyze
the development of scholarly knowledge dissemination in the Computer Science
(CS), Physics (PHY), Engineering (ENG) and Mathematics (MATH) domains.
Furthermore, four additional metrics are computed: SJR indicator, h5-index,
citation count, and Progress Ratio (PR), the latter being defined by ourselves.
An empirical study has been conducted to gain more insights on the significance
of the mentioned challenges in order to ultimately devise novel means for schol-
arly communication. Researchers of different communities use different channels
for publishing. The balance between these channels is based on the grown culture
of the respective community and community-defined criteria for the quality of
these channels. In some fields, such as medical science, publishing in journals is
the main and most valuable channel, whereas in other fields, such as computer
science, events are highly important. Beside general criteria such as the impact
factor of journals and the acceptance rate of events, there are community-defined
criteria for the ranking of journals and events. Such criteria are not standardized
nor maintained by a central instance, but are transferred from seniors to juniors.
To shed light on these criteria across disciplines, our research aims at answering
the following research questions: (RQ1) How important are events for scholarly
communication in the respective communities? and (RQ2) What makes an event
a high-ranked target in a community? Statistical analysis of metadata of events,
such as title, acronym, start date, end date, number of submissions, number
of accepted papers, city, state, country, event type, field, and homepage, can
give answers to such questions. For instance, the existence of long and continual
events depicts the importance of scholarly events (RQ1), and high-ranked events
have a high h-index and a high continuity, exceeding 90% (RQ2). To do so, a
list of common criteria has been defined to analyze the importance of events for
publishing in different research fields. This study attempts to close an important
gap in analyzing the progress of a CS community in terms of submissions and
publications, which are not available for MATH, PHY, and ENG, over time and
provides overviews for the stakeholders of scholarly communication, particularly
to: (1) event organizers – to trace their events’ progress/impact, (2) authors –
to identify prestigious events to submit their research results, and (3) proceed-
ings publishers – to know the impact of the events whose proceedings they are
publishing.

The rest of this article is organized as follows: Sect. 2 gives an overview of
related work. Section 3 presents the research workflow. Section 4 presents an
exploratory analysis of the metadata of selected events. Section 5 discusses the
results of this study. Section 6 concludes and outlines future work.
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2 Related Work

The next decade is likely to witness a considerable rise in metadata analyses
of scientific events because of the mega-trend of digitization and the prepara-
tion of manuscripts, as well as the organization of scientific events, have become
considerably easier. Several approaches for tracking the evolution of a specific
scientific community by analyzing the metadata of scholarly artifacts have been
developed [1,2,10,12]. Aumuller and Rahm [1] have analyzed the author affilia-
tions of database publications appeared in SIGMOD and VLDB conferences in
the period 2000–2009. Barbosa et al. [2] have analyzed full papers published in
the IHC conference series in the period of 1998–2015, while Hiemstra et al. [10]
have analyzed publications of the SIGIR information retrieval conference in the
period of 1978–2007. Guilera et al. [9] presented an overview of meta-analytic
research activity and show the evolution of publications in psychology over time.
El-Din et al. [4] presented a descriptive analysis of Egyptian publications using
several indicators such as the total number of citations, authors, and their affili-
ations. Different computer science communities have been analyzed with respect
to the history of publications of event series [3,7]. Fathalla and Lange [6] pub-
lished EVENTSKG, a knowledge graph representing a comprehensive semantic
description of 40 top-prestigious event series from six computer science commu-
nities since 1969. The EVENTSKG dataset is a new release of their previously
presented dataset called EVENTS [5] with 60% additional event series. Notably,
EVENTSKG uses the Scientific Events Ontology (SEO)1 as a reference ontology
for event metadata modeling and connects related data that was not previously
connected in EVENTS. Biryukov and Dong [3] addressed collaboration patterns
within a research community using information about authors, publications, and
conferences. The analysis in this work is based on a comprehensive list of metrics
considering quality in four fields of science.

3 Method

Metadata of scholarly events in the four research fields has been studied involv-
ing conferences, workshops, meetings, and symposia. The method of choice for
this study is a meta-analysis that refers to the statistical methods used in
research synthesis for drawing conclusions and providing recommendations from
the results obtained from multiple individual studies. The overall workflow of
this study comprises five steps: (1) data gathering, (2) identification of presti-
gious events, (3) data preprocessing, and (4) data analysis and visualization,
and finally, (5) recording observations and drawing conclusions (see Fig. 1). The
following subsections provide further details about each step.

3.1 Data Identification and Gathering

Target Research Communities Identification: In order to identify target research
communities, all metrics used by well-known services have been surveyed. These
1 http://sda.tech/SEOontology/Documentation/SEO.html.

http://sda.tech/SEOontology/Documentation/SEO.html
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Fig. 1. Research Workflow. The input of this research is a set of unstructured schol-
arly metadata that turned to analysis and recommendations after defining and applying
quality measures on a cleansed and structured subset.

communities and their sub-fields involved in this study are listed in Table 1. The
following metrics have been used because they are available and implemented
in a reusable way: Google Scholar Metrics (GSM) ranks events and journals
by scientific field based on a 5-year impact analysis over the Google Scholar
citation data2. SCImago Journal Rank (SJR indicator)3 is a measure of the
scientific influence of scholarly journals and events based both on the number
of citations received by a journal or event proceedings and the prestige of the
journals/events where such citations come from [8]. This rank is calculated based
on information contained in the Scopus4 database from 1996 till 2018.

Data Harvesting Sources: Two major datasets are used in this study:
(1) OpenResearch dataset (ORDS) (5,500+ events) and (2) SCImago dataset
(SCIDS) (about 2,200 events). The reason for using two datasets is that the
CS community archives more information about past events than others, such
as the numbers of submissions and accepted papers. OR supports researchers
in collecting, organizing, sharing and disseminating information about scientific
events, tools, projects, people and organizations in a structured way [13].

3.2 Data Preprocessing

Several manual preprocessing tasks have been carried out to prepare the data for
the analysis, including: (1) Data cleansing and preparation: inadequate, incor-
rect, inaccurate or irrelevant data have been identified. Then, fill in missing
data, delete dirty data, and resolve inconsistencies, (2) Data integration: involves
combining data from multiple sources into meaningful and valuable information,
(3) Data structure transformation: involves converting cleaned data values from
unstructured formats into a structured one, and (3) Name Unification: involves

2 https://scholar.google.com/intl/en/scholar/metrics.html.
3 http://www.scimagojr.com.
4 https://www.scopus.com/.

https://scholar.google.com/intl/en/scholar/metrics.html
http://www.scimagojr.com
https://www.scopus.com/
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Table 1. Research fields and corresponding sub-fields

Research fields Sub-communities

Computer Science World Wide Web (Web), Computer Vision (CV), Software
Engineering (SE), Data Management (DM), Security and
privacy (SEC), Knowledge Representation and Reasoning
(KR), Computer Architecture (ARCH), Machine Learning
(LRN)

Physics Astronomy, High energy physics, Particle accelerators, Applied
physics and mathematics, Nuclear Science, Nanomaterials,
Neutrino detectors, Geophysics

Engineering Civil engineering, Mechanical engineering, Chemical
engineering, Electrical engineering

Mathematics Algebra, Mathematical logic, Applied mathematics, General
mathematics, Discrete Mathematics

integrating all events of a series with multiple names under its most recent
name. Usually, events change their names because of changing the event to a
bigger scale, e.g., from a symposium to a conference, e.g., ISWC and ISMAR.
Also, the change sometimes happens because of adding a new scope or topic,
e.g., SPLASH. This led us to perform a unification process before beginning the
analysis.

4 Data Analysis

Generally, the data analysis process is divided into three categories: descriptive
statistics analysis (DSA), exploratory data analysis (EDA), and confirmatory
data analysis (CDA) [11]. The analysis in this study is based on DSA and EDA.
A list of 10 metrics is defined over numeric values, as well as metrics having
other complex datatypes, focusing on high impact events on research commu-
nities. Compared to previous work, four additional metrics are computed: SJR
indicator, h5-index, citation count, and Progress Ratio (PR), the latter being
defined by ourselves.

(i) Acceptance rate: is defined as the ratio between the number of submitted
articles and the number of accepted ones.

(ii) Continuity: refers to how continuously an event has been held over its
history. Using the formula c = min {100%, (e ∗ r)/a}, where c is the con-
tinuity, e is the number of editions of the event so far, r is the regularity
of the event editions (e.g., 1 for ‘every year’ , 2 for ‘every two years’), and
a is the age. Year is the granularity for this metric.

(iii) Geographical distribution: refers to the location of the event from which
the number of distinct locations visited by an event is derived.

(iv) Time distribution: refers to the period of time each year in which the event
takes place. It is important for a researcher interested in a particular event
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to know when this event will be held to know when to prepare and, if
accepted, present their work.

(v) Community popularity: reveals how popular an event is in a research com-
munity, in terms of a high number of submissions.

(vi) Field productivity (FP): reveals how productive, in terms of the number
of publications, a field is in a given year within a fixed-time interval. FP f

y

for a field f in a year y, where Cf
i,y is the number of publications for an

event i in year y and n is the number of events belonging to sub-field f,
and m is the number of years in the time span of the study, as defined in
Eq. 1.

(vii) Progress ratio (PR): is the ratio of the number of publications of an event
in a given year to the total number of publications in a given period of time.
PRy

e for an event (e) in a year (y), where Py is the number of publications
of that event in that year and n is the number of years in the time span
of the study, is defined in Eq. 1.

FP f
y =

n∑

i=1

Cf
i,y

m∑

k=1

n∑

i=1

Cf
i,yk

, PRy
e =

Pe
n∑

i=1

Pi

(1)

(viii) SJR indicator: is the average number of weighted citations received in the
selected year by the papers published by the event in the three previous
years [8].

(ix) h5-index: is the largest number h such that h articles published in the last
5 complete years have at least h citations each.

(x) Citation count: is the number of citations papers receive, according to
SCIDS.

5 Results and Discussion

This section discusses the analysis results for the two datasets about events in the
last 50 years, according to the metrics defined in Sect. 4. One prominent obser-
vation is that there is no comprehensive information about submission numbers
and acceptance rates in other fields than CS. Therefore, metrics such as accep-
tance rate, FP, community popularity and PR cannot be applied to non-CS
events in practice.

5.1 Scientific Communities Analysis

The results of comparing events from all scientific communities involved have
been presented in terms of Time and Geographical distribution, h5-index, con-
tinuity, SJR indicator and citation count.

Time Distribution (TD): It is observed that most editions of top events are
held around the same month of each year.
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Fig. 2. Geographical distribution of CS, MATH, PHY and ENG events in 2017–1995.

Geographical Distribution: As shown in Fig. 2, venues in the USA hosted
about 50% of the scientific events in all communities during the whole period.
Other countries have almost similar, relatively low percentages. For instance,
Italy hosted 4% of CS and ENG events, while France hosted 4% and 6% of
MATH and PHY events respectively.

H5-index: Fig. 3 shows the frequency distribution of events by categorizing
the h-index of the events into four bins. The slices of each pie chart compare
the frequency distribution of events in each community. CS community has the
largest number of events (92) with h > 30, while ENG community has the
smallest. The number of MATH events with h > 30 is as large as that of PHY,
while each of them is twice as large as ENG. Also, the number of ENG events
with h-index between 21 and 30 is as large as that of PHY. Overall, CS has the
largest number of high-impact events, while ENG has the lowest. This can be,
for example, attributed to the size of the community and its sub-communities
and their fragmentation degree, since a larger community of course results in
higher citation numbers.

Continuity: As shown in Fig. 4, all events in all communities have a continuity
greater than 90% except for NNN and ICE-TAM, which have a continuity of 88%
and 86% respectively. NNN was not held in 2003 and 2004, and ICE-TAM was
not held only in 2013. In CS, the continuity of USENIX is 93% because it was
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Fig. 3. H-index frequency of top-25 events in CS, MATH, PHY and ENG.

held every year from 1990 except for two years (1994 and 1997). Overall, a
very high continuity among the most renowned events has been observed, which
indicates stability and attractiveness of hosting and organizing such events in
the community.

SJR Indicator: The average SJR of all events in each research field in 2016
have been computed5. As shown in Table 2, CS communities have an average SJR
(avg. SJR) of 0.23, which is almost double the SJR indicator of PHY and ENG
each; MATH comes next. As the SJR indicator is calculated based on the number
of citations, therefore, it could be inferred that CS and MATH communities are
more prolific or interconnected in terms of citations in 2016 compared to PHY
and ENG. Since PHY has the largest number of papers published in 2016 this
can rather be attributed to the number of citations per article. On average, a
CS paper contains about 20 references (refs/paper), while a PHY paper contains
only 15 references. In terms of number of references included in papers published
in 2016 (total refs.), CS has the largest number of references, while ENG has the
lowest.

Citation Count: The number of citations by all proceedings papers of events
that took place in, e.g., Germany, have been collected for CS, ENG, MATH and
PHY communities over the last 10 years. Figure 5 illustrates how the number of

5 Since the data collection of event metadata was in 2017, SJR of 2016 is considered.



124 S. Fathalla et al.

80%
82%
84%
86%
88%
90%
92%
94%
96%
98%

100%

EC
C

V

C
H

I

W
W

W

VL
D

B

C
C

S

U
SE

N
IX

IC
SE

W
SD

M

C
R

YP
TO

N
D

SS

(a) CS

80%
82%
84%
86%
88%
90%
92%
94%
96%
98%

100%

SO
D

A

AF
W O
T

P-
AD

IC

IC
M

LA
TD

FL
O

C

AI
M

L

JM
M

EC
M

(b) MATH

80%
82%
84%
86%
88%
90%
92%
94%
96%
98%

100%

EM
C

IF
S

LH
C

b

IC
AP

M

N
SS

/M
IC

IS
O

E

M
EM

S

N
AN

O

N
N

N

SA
G

EE
P

(c) PHY

80%
82%
84%
86%
88%
90%
92%
94%
96%
98%

100%

IC
E 

TA
M

D
AS

C

S.
AR

C
H

R
EM

O
O

C
ST

PR
EP

AI
C

hE

C
O

BE
P

EL
EC

O

AE
R

O

(d) ENG

Fig. 4. Continuity of CS, MAT, PHY and ENG events in the last two decades.

citations for each community has developed during that time. While the number
of citations has increased for all communities during that time, the strongest
increases can be observed in CS and ENG. The citations for PHY and MATH
are relatively low and are almost similar. Overall, an upward trend in the number
of citations is visible.

Fig. 5. Citation count by different communities in Germany.
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Table 2. Scientometric profile of the top CS, PHY, ENG and MATH events.

Metrics Avg (h) h>10 Avg.
SJR

Papers
(2016)

Papers
(2013–15)

Total refs
(2016)

Refs/paper

CS 6.58 151 0.23 13,234 163,556 262,548 20

PHY 6.65 28 0.14 16,795 90,245 248,216 15

ENG 4.09 21 0.14 1,675 46,790 27,137 16

MATH 6.79 25 0.21 16,585 68,814 258,275 16

5.2 CS Sub-communities Analysis

This section focuses on analyzing events of CS sub-communities based on the
number of submissions and accepted papers. Community popularity: The CV
community has the largest number of submissions and accepted papers during
the three 5-year time window. The lead of CV in submissions and accepted
papers has continuously increased over the whole period. Field productivity: The
slices of the pie chart in Fig. 6 compare the cumulative field productivity of eight
CS communities over the last 10 years. It is observed that the CV community is
the most productive community over the other communities with an FP of 22%;
then the DM community comes, whereas the LRN community has a significantly
lower ratio of 4%. Progress ratio: Fig. 7 shows the PR of the top events in each
CS sub-community in the period 1997–2016. The PR of the five events had a
slight rise in the period 1997–2005; then, they all rose noticeably in the last
decade.

6 Discussion and Future Work

The existence of long and continual events depicts the importance of scholarly
events of different scholarly fields (RQ1). Researchers consider scholarly event as
a serious gate to disseminate their research results. At the time of submitting,
researchers consider certain characteristics to select the target venue. Gener-
ally, the acceptance rate is considered one of the most important characteristics.
However, the findings of this study indicate that the success of events depends
on several characteristics such as continuity, broad coverage of topics, high rep-
utation of organizers, participants and speakers etc. As a result of domain con-
ceptualization to provide the base-camps of this study, a comprehensive list of
event-related properties is presented (RQ2). The contributions of this research
are as follows:

– Creation of a dataset with a potential of being imported to a scholarly event
knowledge graph (OpenResearch.org a crowd sourcing platform for events),

– The conceptualization of the scholarly communication domain and the devel-
opment of an event quality framework are based on a list of defined quality
metrics,
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Fig. 6. FP of CS sub-communities in the period 1997–2016.

Fig. 7. PR of top events in each CS sub-community in the period 1997–2016.

– Four additional metrics have been applied for scholarly events impact assess-
ment: Continuity, Community popularity, Field Productivity, and Progress
Ratio (first defined in this work),

– An empirical evaluation of the quality of scholarly event metadata of CS,
PHY, ENG and MATH research communities involving different event types
such as conferences, workshops, meetings and symposiums, and

– Supporting communities by giving recommendations for different stakeholders
of events.

The most remarkable findings indicated by this study are:

– There is not much information about publications of non-CS communities,
– Most editions of top events have been held around the same time each year,
– A wide geographical distribution increases the awareness of researchers about

the existence of the event,
– High-ranked events have a high h-index and a long continuity (i.e., exceeding

90%),
– Among all countries hosting events, the USA has been the host of about 50%

of the scientific events in all communities in the last two decades,
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– CS and MATH communities are more prolific, and their publications have
more citations among each other in 2016, compared to PHY and ENG,

– CV community had the largest number of submissions and accepted papers
during the three 5-year time windows,

– CS community has the largest number of events with h-index exceeding 30
compared to other communities, which can be attributed to the key role of
conferences in CS,

– Most of the research findings of non-CS communities were published as
abstracts or posters, while research findings of CS were published as full
papers.

Based on our observations, a number of recommendations is concluded to dif-
ferent stakeholders involved in the life cycle of publishing through events. The
lessons learned are based on the three major defined characteristics: commu-
nity productivity, community popularity and progress ratio of events. In the
scope of this work, we addressed several lessons learned for three target groups
of researchers: To organizers: The organizers adjusting the topics covered by
their event to the most productive and popular ones, increase the success rate of
their event. Possibility to have a progress ratio overview of other events enables
organizers to compare their event with competing events and identify the organi-
zational problems, e.g., publicity issues, the reputation of the members, location
dynamicity. Therefore, in order to provide a high-profile event to the community,
following certain strategies to fulfill the characteristics of high ranked events is
necessary, e.g., keeping event topic coverage up to date with new research trends,
involving high profile people and sponsors, continuity of the event and geographic
distribution of event venues etc. Researcher : Community productivity and popu-
larity change the research direction of individual scientists. Submitting to events
with a broad range of up to date topics keeps the research productivity and pub-
lication profile of researchers aligned with growing communities. While searching
for a venue to submit research results, consideration of multiple characteristics
of the host conference or the journal changes the future visibility and impact
of the submission. Sponsors: Progress ratio of prestigious events and considered
characteristics gives insights about small size or preliminary events. Sponsoring
such small size, but strong and valuable events supports their rapid growth as
well as research topics popularity and directions. The analysis sheds light on the
evolving and different publishing practices in different communities and help to
identify novel ways for scholarly communication, as, for example, the blurring of
journals and conferences or open-access overlay-journals as they already started
to emerge.

In further research, we plan to extend the analysis to other fields of science
and apply more metrics such as author and paper affiliation analysis. It is also
interesting to assess the impact of digitization with regard to journals (which
receive more attention than events in fields other than computer science) as well
as awards. Although large parts of our analysis methodology have already been
automated, we plan to further optimize the process so that analysis results can
be almost instantly generated from the OpenResearch.org data basis. This work
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provides the foundations of discovery, recommendation and ranking services for
scholarly events with transparent measures.
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Abstract. Open-access scholarly digital libraries crawl periodically a
list of URLs in order to obtain appropriate collections of freely-available
research papers. The metadata of the crawled papers, e.g., title, authors,
and references, are automatically extracted before the papers are indexed
in a digital library. The venue of publication is another important aspect
about a scientific paper, which reflects its authoritativeness. However,
the venue is not always readily available for a paper. Instead, it needs
to be extracted from the references lists of other papers that cite the
target paper. We explore a supervised learning approach to automati-
cally classifying the venue of a research paper using information solely
available from the content of the paper and show experimentally on a
dataset of approximately 44,000 papers that this approach outperforms
several baselines and prior work.

Keywords: Text classification · Digital libraries · Venue classification

1 Introduction

Scholarly digital libraries such as CiteSeerx and ArnetMiner are powerful
resources for many applications that analyze scientific documents on a Web-wide
scale, including topic classification [2,12] and automatic keyphrase extraction
[1,5,7]. These digital libraries periodically crawl a list of URLs, e.g., URLs point-
ing to authors’ homepages, in order to obtain freely-available research papers.
Metadata extraction tools [4,9] are then used to automatically extract the meta-
data of the crawled papers, e.g., the title, abstract, authors, and the references
section. The venue of publication is another important aspect about a paper,
which reflects the authoritativeness of a paper. The availability of paper venues
can help improve data organization and the search and retrieval of information
in digital libraries, e.g., when a user is interested in papers published in certain
venues. However, the venue of a paper is not always readily available, but it
needs to be extracted from other sources. For example, CiteSeerx [6] currently
extracts the venue of a target paper from the references lists of other papers
c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 129–136, 2018.
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that cite the target paper. Unfortunately, this approach is challenging when the
venue of a newly published paper is sought because recent papers often accu-
mulate citations over a period of time, and not immediately. Moreover, despite
that the metadata extraction approaches implemented in CiteSeerx are fairly
accurate, they still result in noisy metadata extraction [3].

In this paper, we explore a text-based supervised learning approach to venue
classification of research papers, using information solely available from the con-
tent of each paper. Our approach is based on two observations. First, in a schol-
arly domain, the topical influence of one paper on another is captured by means
of the citation relation [10,15]. Second, scientific paper titles comprise a large
fraction of the keywords of a paper [1,11]. Thus, we propose to take into account
the topical influence of one paper on another by incorporating keywords from
the titles of cited papers, in addition to the title and abstract of the target paper.

Our Contributions. We present an approach to venue classification of research
papers that uses only information contained in each paper itself. The result
of this classification task will aid indexing of papers in digital libraries, and
hence, will lead to improved search and retrieval results. For example, accurate
classification of papers’ venues is highly needed in retrieval systems where one
might be interested in searching for papers published in specific venues, rather
than performing a generic search.

Our contributions are summarized as follows:

– We propose a supervised learning approach to venue classification that com-
bines information available in the references list of a paper with its title and
abstract. This idea is similar to query expansion from information retrieval.
The analogy is that words/keywords from the titles in a references list act as
“expanded” additional evidence for identifying the venue of a paper.

– We show experimentally on a dataset of ≈ 44, 000 papers that our approach
yields classifiers that are more accurate compared with those trained using
either the title and abstract of a paper or the references list. We also show
experimentally that our approach outperforms several baselines and prior
work on venue classification.

2 Related Work

The task of venue classification has similarities with topic classification [2,12]
since the topic of a paper contributes majorly to its publication in a specific
venue. Yet, significant differences exist between venue and topic classification,
with venue classification being more challenging since generally there are over-
lapping topics between multiple venues, and precisely, there is no one-to-one
mapping between topics and venues.

Yang and Davison [16] proposed a venue recommendation method based on
a collaborative filtering technique. Context-free stylometric features, which are
represented by lexical, syntactic and structural aspects are considered in addition
to the content of the paper to better measure the similarity between documents.
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The target paper is then assigned to the venue that occurs most frequently
among the most similar documents. HaCohen-Kerner et al. [8] studied stylistic
characteristics of research papers to differentiate the styles of writing of three
Computer Science conferences, SIGIR, ACL and AAMAS, and found that a
paper’s vocabulary richness and the use of certain parts of speech can accurately
classify the type of writing of a paper. An approach to venue recommendation
that explores the structure of the co-authorship network is also proposed by
Luong et al. [13]. The method first extracts the name of the authors of a paper,
and then, collects information about each author’s publications and co-authors
using the Microsoft Academic. To recommend venues for a target paper, each
candidate venue receives a score based on the number of papers published in
that conference by authors and co-authors. Each co-author is weighted by the
number of papers they have co-authored with the a main author to capture the
strength of the connection between authors in the network. Medvet et al. [14]
address venue recommendation by matching topics of a target paper with topics
of possible venues for that paper.

Many of the previous works discussed above focus on venue recommendation
and return a ranked list of venues to be recommended for a paper. In contrast, we
explore the venue classification of papers, i.e., classifying a paper into one of the
available venues. To our knowledge, this is the first work that uses information
from the references list together with the title and abstract of a target paper to
predict its venue of publication.

3 Approach

Problem Statement: Given a paper d and a set of venues V, the task is to classify
the paper d into one of the available venues from V.

Leveraging two lines of research, one on keyword extraction and another
on topic evolution and influence in citation networks within a query expansion
like framework, we propose an approach to venue classification that combines
information from both the title + abstract and the references list of a paper.
This idea is similar to query expansion from information retrieval, where a user’s
query is expanded by adding new words (e.g., words from the relevant documents
or synonyms and semantically related words from a thesaurus) to the terms
used in the query in order to increase the quality of the search results. By
analogy, we regard the papers that are cited by the target paper as the “relevant
documents” and add terms from the titles of the cited papers as they appear in
the references list of the target paper. In doing so, we incorporate: (1) stronger
evidence (higher frequency) about the words/keywords in the paper - the more
frequent the words are, the more indicative they are about the topic of the paper;
and (2) word relatedness - terms that are related to the words used in the target
paper, which may be indicative of broader topics. Specifically, instead of using a
thesaurus or controlled vocabulary to choose the additional words, we leverage
the words/keywords from the references list of the target paper, which represent
a fusion of topics related to the paper in question. Thus, we posit that this
mixture of topics can help predict the venue of a paper.
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In our approach, we jointly model the content (title + abstract) and the ref-
erences list in a supervised approach. We represented both the content and the
references list using the “bag of words” (BoW) representation. For BoW, we first
construct a vocabulary from the terms in the title and abstract (or from the ref-
erences section) of the training set, and then, represent each paper as normalized
tf-idf vectors. In order to jointly model the title + abstract and the references list
of a paper, we employ two models (early and late fusion). In early fusion, the
BoW from title + abstract and BoW from references list are concatenated, creat-
ing a single vector representation of the data. In contrast, late fusion trains two
separate classifiers (one on each set of BoW features) and then combines their
class probability distributions (using multiplication in our case) to obtain the
class probability distribution of the aggregated model that produces the final
output.

We preprocessed the papers in our collection to remove punctuation, num-
bers, and stop words, and performed stemming. In addition, we kept only words
with document frequency (df) greater than 10. We experimented with different df
values, and found df ≥ 10 to give the best results for both content and references
list.

4 Dataset

Table 1. Dataset summary.

Venue #papers Venue #papers

NIPS 5312 CIKM 1454

IJCAI 4722 WWW 1452

ICML 3888 COLING 1412

ICRA 2998 SDM 1191

ACL 2979 EMNLP 1128

VLDB 2972 ICDM 1111

CHI 2375 HLT-NAACL 920

AAAI 2201 LREC 891

CVPR 2039 EACL 760

KDD 1938 ECML 692

SIGIR 1601 SAC 585

In order to evaluate our approach, we cre-
ated our own dataset starting with a sub-
collection of the CiteSeerx digital library
[3].

We selected 22 conference venues
focused on broad topics such as: machine
learning (NIPS, ECML, ICMl, WWW ),
data mining (KDD, ICDM, CIKM, SDM,
SAC ), information retrieval (SIGIR),
artificial intelligence (IJCAI, AAAI, ICRA),
human computer interaction (CHI ), nat-
ural language processing (ACL, EMNLP,
EACL, HLT-NAACL, LREC, COLING),
computer vision (CVPR) and databases (VLBD), as shown in Table 1. A venue
was included in our dataset if it had at least 500 papers. Our dataset, called
CiteSeer44K, consists of 44,522 papers.

5 Experiments and Results

5.1 Features and Models Comparisons for Venue Classification

How does the performance of classifiers trained on features extracted
from the references section compare with that of classifiers train on
features extracted from the title and abstract for venue classification?
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To answer this question, we study the performance of normalized tf-idf features
from title + abstract and references list separately, using three classification algo-
rithms: Näıve Bayes Multinomial (NBM), Random Forests (RF), and Support
Vector Machines (SVM), using 10-fold cross-validation.

Table 2. Comparison of features extracted from title + abstract and references list.

Features Classifier Precision Recall F1-score

Title + abstract RF 0.705 0.666 0.660

SVM 0.717 0.717 0.717

NBM 0.646 0.634 0.634

References list RF 0.741 0.721 0.713

SVM 0.759 0.736 0.742

NBM 0.696 0.684 0.683

Table 2 shows the performance achieved by these classifiers (RF, SVM
and NBM) when they are trained separately on each set of features (the
title + abstract and the references list). As can be seen from the table, regardless
of the machine learning algorithm used (RF, SVM, NBM), all classifiers trained
on features from the references list achieve better results compared with the
classifiers trained on content-based (title + abstract) features. For example, the
SVM trained on normalized tf-idf from the references section obtains a relative
improvement of 3.48% in F1-score over the SVM trained on normalized tf-idf
from the title + abstract. The results of this experiment show that the terms
found in the references section of a research paper contain significant hints that
have the potential to improve the venue classification of a research paper. Since
SVM performs best among all classifiers, we use it in the next experiments.

Can we further improve the performance of venue classification of
research papers by jointly modeling the references section of a paper
and its title+ abstract? In this experiment, we compare the classifiers trained
on features extracted from title + abstract and references list (independently)
with the early and late fusion classifiers, that jointly model the title and abstract
with the references list.

Table 3. Results of early and late fusion classifiers on CiteSeer44K.

Features Classifier Precision Recall F1-score

Title + abstract SVM 0.717 0.717 0.717

References list SVM 0.759 0.736 0.742

Early fusion SVM 0.793 0.776 0.781

Late fusion Ensemble of two SVMs 0.793 0.765 0.771



134 C. Caragea and C. Florescu

Table 3 shows the performance of the four models on the CiteSeer44K dataset:
SVM trained on title + abstract, SVM train on references list, the early fusion
SVM trained on all information units (by concatenating title + abstract and
references list), and the late fusion model (i.e., an ensemble of two SVMs, which
combines the SVM from the title + abstract with the SVM from the references
list). As can be seen from the table, the information in the references section
substantially improves venue classification when it is jointly modeled with the
information contained in the title + abstract, under both scenarios, early and late
fusion. The late fusion model performs slightly worse than the early fusion model,
but still outperforms the individual SVMs trained on either the title + abstract or
the references list. These results illustrate that jointly modeling the information
from the references list with that from the title and abstract of a paper yields
improvements in performance over models that use only one type of information.

5.2 Baseline Comparisons

We compared the early fusion model with three baselines and a prior work as
follows: (1) venue heuristic, i.e., assign the target paper to the most frequent
venue found in its references list; (2) a bag of venues, i.e., use the 22 selected
venues as the vocabulary, and encode each paper as venue frequency; (3) a bag of
words from title and abstract; and (4) Luong et al.’s approach [13] that consists
of building a social network for each author, capturing information about her
co-authors and publication history. In this experiment, we kept only the papers
that have at least one reference (in the references list) that is published in one
of our 22 venues, for a fair comparison among all models. Thus, the dataset was
reduced to 28,735 papers (called CiteSeer29K).

Table 4. Comparison with previous work and baselines on CiteSeer29K.

Model Used classifier Precision Recall F1-score

Venue heuristic - 0.478 0.484 0.464

Bag of venues SVM 0.558 0.566 0.546

Bag of words from title + abstract SVM 0.720 0.709 0.713

Author’s network [13] - 0.646 0.642 0.630

Early fusion SVM 0.800 0.771 0.779

Table 4 shows the results of the comparison of the early fusion SVM with the
baselines and prior work by Luong et al. [13]. We can observe from this table
that the early fusion model that uses information from both title + abstract and
references list substantially outperforms all three baselines and the prior work.

6 Conclusion and Future Work

In this paper, we presented a supervised approach to venue classification, which
combines information from the references section of a research paper with its
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title and abstract, within a query expansion-like framework. Our experimental
findings on a dataset of ≈ 44, 000 papers are as follows: (1) We found that the
references section of a paper contains hints that have the potential to improve
the venue classification task; (2) We showed that the words/keywords from the
references list act as “expanded” additional evidence for identifying the venue
of a paper when added to its title + abstract; (3) Finally, we showed that our
early fusion model performs better than several baselines and a prior work. In
the future, it would be interesting to extend the classification models to venue
recommendation to help authors in the decision making for an appropriate venue.
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Abstract. With an increasing amount of information on globally impor-
tant events, there is a growing demand for efficient analytics of multilin-
gual event-centric information. Such analytics is particularly challenging
due to the large amount of content, the event dynamics and the language
barrier. Although memory institutions increasingly collect event-centric
Web content in different languages, very little is known about the strate-
gies of researchers who conduct analytics of such content. In this paper
we present researchers’ strategies for the content, method and feature
selection in the context of cross-lingual event-centric analytics observed
in two case studies on multilingual Wikipedia. We discuss the influence
factors for these strategies, the findings enabled by the adopted meth-
ods along with the current limitations and provide recommendations for
services supporting researchers in cross-lingual event-centric analytics.

1 Introduction

The world’s community faces an unprecedented number of events impacting
it as a whole across language and country borders. Recently, such unexpected
events included political shake-ups such as Brexit and the US pullout of the
Paris Agreement. Such events result in a vast amount of event-centric, multilin-
gual information that differs across sources, languages and communities and can
reflect community-specific aspects such as opinions, sentiments and bias [18]. In
the context of events with global impact, cross-cultural studies gain in impor-
tance.

Memory institutions are increasingly interested in collecting multilingual
event-centric information and making this information available to interested
researchers. For example, the Internet Archive provides the Archive-It service
that facilitates curated collections of Web content1. Several recent research
1 archive-it.org.

c© Springer Nature Switzerland AG 2018
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efforts target the automatic creation of event-centric collections from the Web
and large-scale Web archives (e.g. iCrawl [6,7]) as well as creation of event-
centric knowledge graphs such as EventKG [10]. In this context one of the key
Web resources to analyze cross-cultural and cross-lingual differences in represen-
tations of current and historical events is the multilingual Wikipedia [16,18].

However, at present very little is known about the strategies and the require-
ments of researchers who analyze event-centric cross-lingual information. In
this paper we take the first important step towards a better understanding of
researcher strategies in the context of event-centric cross-lingual studies at the
example of multilingual Wikipedia. The goals of this paper are to better under-
stand: (1) How do researchers analyze current events in multilingual settings? In
particular, we are interested in the content selection strategies, analysis meth-
ods and features adopted along with the influence factors for this adoption. (2)
Which findings can be facilitated through existing cross-lingual analytics meth-
ods, what limitations do these methods have and how to overcome them?

To address these questions we conducted two qualitative case studies that
concerned the Brexit referendum and the US pullout of the Paris Agreement. We
observed interdisciplinary and multicultural research teams who performed anal-
yses of the event representations in the multilingual Wikipedia dataset during a
week’s time. As a first step, we used in-depth pre-session questionnaires aimed at
collecting the participants’ background. Following that, the participants defined
their own research questions and several working sessions took place. During
these sessions we observed the methods adopted by the participants and the
findings they obtained. Finally, we interviewed the participants.

The main findings of our analysis are as follows: (1) The content selection
strategy mostly depends on the event characteristics and the collection prop-
erties. (2) The adoption of analysis methods and features is most prominently
influenced by the researcher backgrounds, the information structure and the
analysis tools. (3) The features involved in the adopted analysis methods mostly
include metadata (e.g. tables of content), rather than the actual texts. (4) The
main insights facilitated by the adopted analysis methods include a variety of
findings e.g. with respect to the shared and language-specific aspects, the inter-
lingual dependencies, the event dynamics, as well as the originality and role of
language editions. (5) The limitations of the adopted methods mostly concern
the relatively low content and temporal resolution, as well as the lack of detailed
insights into the communities and discussions behind the content. (6) The rec-
ommendations to overcome these limitations include the development of tools
that better support cross-lingual overview, facilitate fact alignment, provide high
temporal resolution, as well as community and discussion insights.

2 Study Context and Objectives

We focus on two political events with global impact that constitute important
cases for the cross-cultural analysis:

– Brexit (B): On 23 June 2016, a referendum took place to decide on the
withdrawal of the United Kingdom (UK) from the European Union (EU).
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51.9% of the voters voted to leave the EU, which lead to the withdrawal
process called “Brexit”.

– US Paris Agreement pullout (P): On June 1, 2017, the US President Donald
Trump announced to pull out of the Paris agreement, which was previously
signed by 195 countries at the Paris climate conference.

To better understand researcher strategies, we asked the participants to con-
duct an analysis of the event, in particular with the focus on the international
event perception. Overall, three main objectives (O1–O3) are addressed:

O1 - Content selection. How do researchers select articles, languages and
revisions to analyze, given an ongoing event? Which factors influence this selec-
tion? Wikipedia articles are generated in a dynamic process where each edit
of an article results in a new version called revision. Given the high velocity
of discussions in different Wikipedia language editions surrounding an ongoing
global event, there is a large amount of potentially relevant information. Thus,
there is a need to identify the most relevant articles, their revisions and language
versions as entry points for the detailed analysis.

O2 - Method and feature selection. Which methods and features can
researchers use efficiently to perform cross-lingual event-centric analytics?
Which factors influence this selection? Wikipedia articles describing significant
events tend to cover a large number of aspects. The large number of articles,
their revisions and the variety of language editions make the analysis partic-
ularly difficult. The challenge here is to choose analysis methods and features
that can provide an overview of cross-lingual and temporal differences across
multilingual event representations efficiently.

O3 - Findings and limitations. Which findings can be efficiently obtained
by researchers when conducting research over multilingual, event-centric articles
using particular analysis methods? What are the current limitations and how
can they be addressed? The size, dynamics as well as cross-lingual and cross-
cultural nature of Wikipedia articles pose challenges on the interpretation of
research results, especially in case such an interpretation requires close reading
of multilingual content. Our goal here is to better understand which findings can
be obtained efficiently, and derive recommendations for future assistance.

We do not aim at the completeness of the considered strategies, methods,
features and interpretation results, but focus on the participants’ approaches as
a starting point to better understand which methods and features appear most
efficient from the participant perspective, which factors influence their selection
and which findings they can enable in practice.

3 Methodology

The case studies were conducted by performing the following steps:

1. Introduction of the event to the participants.
2. Individual questionnaires to be filled out by the participants.
3. Working sessions in teams, observed by the authors.
4. Individual semi-structured interviews with the participants.
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Table 1. Setup and the participant background. CS: Computer scientist, ID: Informa-
tion designer, S: Sociologist.

B P
Study setup

Event date June 23, 2016 June 1, 2017

Study dates June 27 - July 1, 2016 July 3 - July 7, 2017

Overall study duration 14 h 14 h

Participant background

Number of participants 5 (ID: 3, S: 2) 4 (CS: 1, ID: 2, S: 1)

Native languages IT (3), NL (1), UK (1) IT(2), DE (2)

Languages spoken EN, IT, NL, DE EN, IT, DE, FR, ES

Wikipedia experience

Role Reader (5) Reader (4), editor (2)

Frequency of use Daily (1), weekly (4) Daily (3), weekly (1)

Multilingual Wikipedia experience Yes (2) Yes (4)

3.1 Pre-session Questionnaires

Table 1 provides an overview of the study setup and the participant interdisci-
plinary and multicultural background, collected using pre-session questionnaires.
According to these questionnaires, the participants estimated the language bar-
rier to be a major problem in both of the studies and raised the question whether
it is possible not only to detect cultural differences or commonalities, but also
to reason about their origins.

3.2 Task Definition and Working Sessions

We asked the participants to: (1) define their own research questions and analysis
methods; (2) conduct an analysis of the event-related articles across different
Wikipedia language editions with respect to these questions; and (3) present
their findings. This way, we kept the task description of the study rather open,
as we intended to facilitate an open-minded discussion among the participants,
to enhance their motivation and to reduce possible bias.

To enable in-depth insights, the studies implied high expenditures of approx-
imately 14 h per participant, which overall translates into 126 person hours. The
participants worked together as a team over four days.

4 The Participant Approach

The interdisciplinary expertise of the participants enabled them to tackle several
facets of interest in the context of the considered events. In this section, we
describe and compare the participant course of action in both case studies, from
the definition of the research questions to the presentation of results.
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Table 2. Overview of the datasets resulting from the data collection.

B.wd B.ref P.agr P.wd

#Languages 59 48 34 4

#Words (EN) 4, 468 12, 122 5, 950 5, 787

#Categories (EN) 3 9 159 9

#Other Articles - 99

4.1 Research Questions

At the beginning of the case studies, the participants agreed on the following
research questions building the basis for the analysis:

– Q0,B: What can Wikipedia tell us about the UK’s changing place in the
world after Brexit?

– Q0,P : Has the announcement of the US pullout of the Paris Agreement
changed the depiction of and attention to the issue of climate change?

In order to approach these research questions, the participants analyzed the
following aspects in the course of their studies:

– Q1: How was the event-centric information propagated across languages?
– Q2: How coherent are the articles regarding the event across languages?
– Q3: Which aspects of the event are controversial across languages?

4.2 Data Collection

First of all, in both case studies the participants selected a set of relevant articles
to be analyzed, which resulted in the datasets shown in Table 2. In B, the partici-
pants selected two English articles: the “United Kingdom European Union mem-
bership referendum, 2016” article (B.ref) and the “United Kingdom withdrawal
from the European Union” article (B.wd). For P, there is a “Paris Agreement”
article (P.agr) in several languages, but only four language editions provided a
“United States withdrawal from the Paris Agreement” article (P.wd). Thus, the
participants searched for paragraphs in Wikipedia articles linking to the articles
P.agr and “Donald Trump”, P.agr and “United States”, and those linking to
B.wd using the Wikipedia API and manual annotation. To address Q0,P , the
articles “Global warming”, “2015 United Nations Climate Change Conference”,
“Climate change” and “Climate change denial” were considered.

4.3 Analysis Methods and Feature Groups

Overall, the analysis methods employed by the participants in both studies can
be categorized into content, temporal, network and controversy analysis:
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Table 3. For each of the four analysis methods, this table lists whether the participants
employed features from the specified feature group in B or P.

Analysis Feat. group

Text-based Multi-media Edit-based Link-based Categories

Content B, P B
Temporal B P B
Network P P B B
Controversy B

– Content analysis to get detailed insights of how the event was described
across languages (Q0).

– Temporal analysis to analyze when sub-events were reported (Q1).
– Network analysis to estimate the coherence between the event-centric arti-

cles across languages (Q2).
– Controversy analysis to identify the controversial event aspects (Q3).

Table 3 provides an overview of the analysis methods and the corresponding
features employed in both case studies. For clarity, we categorize the features
into groups that were covered to a different extent in the case studies:

– Text-based features: Features based on the Wikipedia article texts such as
the textual content, terms, selected paragraphs and the table of contents.

– Multimedia features: Features based on the multimedia content (such as
images) directly embedded in the articles.

– Edit-based features: Features based on the editing process in Wikipedia,
including the discussion pages and the editors.

– Link-based features: Features employing the different types of links such as
cross-lingual links between Wikipedia articles and links to external sources.

– Category-based features: Features employing Wikipedia categories.

4.4 Observations

Content Analysis. Due to the language barrier, the participants of B focused
on the text-based features involving less text: tables of contents (TOCs) and
images. Similarly, in P the terms from the extracted paragraphs were utilized.

Text-based features in B: The participants arranged the ToC entries by their
frequency across languages as shown in Fig. 1. This ToC comparison indicates
that the articles differ in many aspects, e.g. the German article focuses on the
referendum results in different regions, and the English Wikipedia focuses on
Brexit’s economical and political implications.

Multimedia features in B: Using the Wikipedia Cross-lingual Image Analysis
tool2, it became evident that images containing the UK map and the referendum
ballot paper were shared most frequently across languages.
2 wiki.digitalmethods.net/Dmi/ToolWikipediaCrosslingualImageAnalysis.

https://wiki.digitalmethods.net/Dmi/ToolWikipediaCrosslingualImageAnalysis
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Fig. 1. A comparison of the ToCs of the Brexit referendum article on the 24th June
2016 in four languages. The ToC entries are ordered by frequency and alphabetically.
Darker colors correspond to a higher number of recurrences across languages, including
standard Wikipedia sections and a section about the referendum results. (Color figure
online)

Text-based features in P: From the paragraphs extracted during the dataset
collection, the participants extracted frequent words used in the context of the
US pullout per language. This analysis showed different emphasis on the topic:
The English Wikipedia mentioned oil and gas, the French Wikipedia included
climate-related terms, and the Dutch one was focused on resistance.

Temporal Analysis. The description of ongoing events may vary substantially
over time. In B, the participants tracked this evolution using text-based and edit-
based features. In P, the participants focused on multimedia features.

Text-based features in B: The participants extracted the ToC three times per
day, in the time from the 22nd to the 24th of June 2016. The French version
did not have the referendum results on the 23rd of June as opposed to other
languages. On the following day, the English ToC stayed nearly unchanged,
whereas a number of new German sections were added.

Edit-based features in B enabled observations of the Wikipedia editing pro-
cess. The participants created a timeline depicted in Fig. 2 which is based on
the data from the Wikipedia Edits Scraper and IP Localizer tool3. It illustrates
the development of the B.wd article including its creation in other language edi-
tions. Article editions directly translated from other languages were marked and
important events related to Brexit were added.

Multimedia features in P: Motivated by Q0,P , the P participants compared
the images added to the set of climate-related articles before and after the US
pullout became apparent. The majority of newly added images reflect statistics
(in contrast to a mixture of photos and statistics added before), and some of
them depict the US influence on the world’s climate.

3 wiki.digitalmethods.net/Dmi/ToolWikipediaEditsScraperAndIPLocalizer.

https://wiki.digitalmethods.net/Dmi/ToolWikipediaEditsScraperAndIPLocalizer
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Fig. 2. A timeline of the B.wd article showing the English edit frequency over time
and article editions in other languages. For example, the Dutch article was created on
the 16th of August 2015 as a translation from German and English.

Network Analysis. The coherence of the Wikipedia language editions can
provide useful insights. The participants of B focused on link-based and category-
based features, while the participants of P focused on text-based features.

Category-based features in B: The participants analyzed the categorization
of the referendum and withdrawal articles in all available language editions by
inserting the translated and aligned category names into the Table 2Net tool4

and applying the ForceAtlas algorithm [12] to create the network shown in Fig. 3,
which shows an isolated position of the English and Scottish articles.

(a) Categorization of the Brexit refe-
rendum article across languages with
language nodes and Wikipedia category
nodes. The edges represent connections be-
tween categories and languages.

(b) Articles mentioning the US pullout of
the Paris Agreement. Blue nodes repre-
sent languages and the others Wikipedia
articles, where color and size denotes how
many language editions link to the article.

Fig. 3. Network analysis in B (category-based) and P (text-based). (Color figure
online)

Link-based features in B: Links to external sources were extracted and com-
pared using the MultiWiki tool [9]. For most of the language editions, the overlap
4 http://tools.medialab.sciences-po.fr/table2net/.

http://tools.medialab.sciences-po.fr/table2net/
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of the linked web pages was rather low and reached higher values only in few
cases, e.g. the English and German withdrawal articles shared 17.32% of links.

Text-based features in P: The set of articles mentioning the US pullout of
the Paris Agreement was put in a network shown in Fig. 3b. “Donald Trump”,
“Paris Agreement”, “2017” and “United States Climate Alliance” are the arti-
cles mentioning the withdrawal in most languages, while some articles such as
“Elon Musk” only mention it in very few languages. Another observation was
the separation of political and science-related articles.

Multimedia features in P: The participants retrieved a list of images used in
the different language versions of the “Climate Change” article. A network where
language nodes were connected to images revealed that some language editions
(e.g. Dutch) and groups of languages (e.g. a group of Serbian, Slovakian, Serbo-
Croatian and Faroese) differed from the others with respect to the image use.

Controversy Analysis: In B, the participants observed controversies among
the Wikipedia editors. In P, no explicit controversy analysis was conducted due
to the difficulties to resolve the origins of the extracted text paragraphs, the
language barrier and the lack of extraction tools.

Edit-based features in B: For each Wikipedia article, there is a discussion
page, structured by a table of contents. The B participants reviewed the English
discussion TOCs and identified an intense discussion among the Wikipedia edi-
tors on the question to which article the search term “Brexit”should link to.

5 Discussion

In this section we discuss our observations performed in the course of the case
studies with respect to the objectives O1-O3 (Sect. 2).

5.1 O1-O2 : Influence Factors for Content, Methods and Feature
Selection

Overall, we observed that the adopted methods and their outcomes are influenced
and also limited by a number of factors, including:

Characteristics of the Event. Relevant characteristics of the event include its
topical breadth and global influence. For example, as the Brexit referendum was
considered as an event of European importance, the participants of B focused
on the European languages, while in P the US pullout of the Paris Agreement
was studied in all languages due to its global impact. As the US pullout was
considered to cover many aspects in politics and science, the participants focused
on coverage, resulting in a larger set of articles to be analyzed compared to B.

Participant Professional Background. The professional background of the
participants influenced in particular the selection of analysis methods. Although
the teams were interdisciplinary, the individual participants focused on the meth-
ods and features typical for their disciplines.
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Table 4. Analysis methods: findings, limitations and tool recommendations.

Method Facilitated findings Current limitations Recommendations

Content - Shared article

aspects

- Interlingual

dependencies

- Overview of the

context

- Lack of shared fact analysis

- Lack of systematic content

selection for close reading

- Cross-lingual fact alignment

- Overview as an entry point to

close reading

Temporal - Event dynamics

- Changes in public

interest

- Language version

originality

- Context shift

- Analysis is limited to

specific revisions

- Higher temporal resolution

Network - Cross-lingual

similarity

- Event coverage

- Roles of specific

communities are hard to

identify

- Editor community insights

Controversy - Event perception - Lack of cross-lingual

discussion comparisons

- Discussion insights

Participant Language Knowledge. The participant language knowledge lim-
ited in particular their ability to apply analysis methods that require close
reading. For example, the controversy analysis in B was only performed on the
English discussion pages due to the language barrier. Nevertheless, the overall
scope of the study was not limited by this factor. To cross the language barrier,
the participants employed two techniques: (1) machine translation tools, and (2)
content selection to reduce the amount of information in a foreign language to
be analyzed (e.g. analyzing category names instead of full text).

Availability of the Analysis Tools. Existing analysis tools mostly support
distant reading on larger collections using specific features, such as links, images,
etc. and can be applied in the multilingual settings efficiently. Fewer tools, includ-
ing for example MultiWiki [8], support close reading in the cross-lingual settings.
The edit-based and text-based cross-lingual controversy analysis was not ade-
quately supported by the existing tools.

Information Structure. One important factor of the event-centric cross-
lingual analytics is the information structure. The features adopted in the case
studies under consideration include rich text-based features such as hyperlinks
and categories, as well as edit histories available in Wikipedia. Furthermore, the
availability of comparable articles in different languages is an important feature
of the Wikipedia structure in this context.

5.2 O3 : Findings, Limitations and Recommendations

Table 4 provides an overview of the analysis methods.

Findings: The adopted analysis methods facilitated a range of findings. Con-
tent analysis using ToCs, images and word clouds enabled the identification of
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shared aspects, interlingual dependencies and provided a context overview. Tem-
poral analysis involving ToCs, edit histories and images provided insights into
the event dynamics, changes in the public interest within the language com-
munities, originality of the language versions and the context shift. Network
analysis resulted in an overview of the cross-lingual similarities, supported iden-
tification of the roles of the language editions, event coverage and the specific
cross-lingual aspects. Controversy analysis conducted on the English Wikipedia
(only) provided details on the event perception.

Limitations: The limitations of the adopted analysis methods mostly regard
the relatively low content and temporal resolution, as well as the lack of detailed
insights into the communities and discussions behind the content. With respect
to the content analysis, the lack of close reading restricted the obtained insights
to rather high-level comparative observations, such as shared aspects of the
articles, rather than individual facts. In the temporal analysis, the information
regarding content propagation was restricted to the origin of the first revision
of the articles. The network analysis did not support insights in the specific
communities behind the edits, such as the supporters and the opponents of
Brexit. The controversy analysis based on discussion pages could not be applied
in the cross-lingual settings, due to the lack of specific extraction tools and
the language barrier. Overall, the limitations observed in our study are due to
multilingual information overload, the language barrier and the lack of tools to
systematically extract and align meaningful items (e.g., facts) across languages.

Recommendations: Our observations regarding the above limitations and the
post-sessions interviews lead to the recommendations for future method and tool
development summarized in Table 4. These recommendations include a zoom-
out/in functionality to provide an overview, helping to select relevant content for
close reading, extraction and cross-lingual alignment of information at a higher
granularity level (e.g. facts), tracking article development over time including
involved communities as well as a systematic analysis of discussion pages to
better support controversy detection. In the future work we would also like to
develop interactive cross-lingual search and exploration methods based on [4].

5.3 Limitations of the Study

In this qualitative study we limited our corpus to the multilingual Wikipedia,
such that features and tools adopted by the participants are in some cases corpus-
specific. Nevertheless, we believe that the results with respect to the participant
strategies (e.g. the preferential usage of metadata to reduce close reading in a for-
eign language) are generalizable to other multilingual event-centric corpora, such
as event-centric materials extracted from the Web corpora and Web archives.

6 Related Work

Multilingual and temporal analytics becomes an increasingly important topic
in the research community (see e.g. [11,13] for recent studies on cross-lingual
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content propagation and editing activity of multilingual users). Till now only few
studies focus on analyzing and effectively supporting the needs of researchers who
conduct research on temporal content [5,15] and create event-centric temporal
collections [6,7,17]. Whereas existing works on temporal collections focus on the
monolingual case, working patterns and requirements of researchers analyzing
multilingual temporal context remain largely non-investigated.

As Wikipedia language editions evolve independently and can thus reflect
community-specific views and bias, multilingual Wikipedia became an important
research target for different disciplines. One important area of interest in this
context is the study of differences in the linguistic points of view in Wikipedia
(e.g. [1,18]). Whereas several visual interfaces and interactive methods exist
to support researchers in analysing Wikipedia articles across languages (e.g.
MultiWiki [9], Contropedia [3], Manypedia [14] and Omnipedia [2]), our case
study illustrates that substantial further developments are required to effectively
support researchers in various aspects of cross-lingual event-centric analysis.

7 Conclusion

In this paper we presented two case studies in which we observed interdisciplinary
research teams who conducted research on the event-centric information in the
context of the Brexit referendum and the US pullout of the Paris Agreement.
We summarized our observations regarding the content, method and feature
selection, their influence factors as well as findings facilitated by the adopted
methods and provided recommendations for services that can better support
cross-lingual analytics of event-centric collections in the future.
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Abstract. This article describes a two-step method for transcribing
historic manuscripts. In this method, the first step uses a page-based
representation making it easy to transcribe the document page-by-page
and line-by-line, while the second step converts this to the TEI/XML
text-based format, in order to make sure the document becomes fully
searchable.
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1 Introduction

For the digitization of historic manuscripts and monographs located in libraries
and archives around the world, the main focus typically is on two aspects related
to the image: the quality of the image itself, and keeping track of the metadata to
make sure it is clear which document the images pertain to. However, for properly
disclosing the cultural heritage enclosed in those manuscripts ands monographs,
it is necessary to take things one step further and also digitize the content of the
documents, in order to allow searching through the text in order to get access
to otherwise inaccessible information.

Therefore, there are various ongoing projects to digitize the content, in which
manuscripts are manually transcribed or by handwriting recognition (HTR)
where possible, and monographs are treated by optical character recognition
(OCR). Almost without exception, such projects use a format for storing the
content of the manuscript that describes the manuscript content page-by-page
and line-by-line, corresponding to the structure of the physical object.

But for describing the text itself, a text-driven format, such as TEI/XML,
in which the content of the manuscript is divided into paragraphs, sentences,
and words is more appropriate. And although often the two types of formats
are compatible, they conflict when the visual elements intersect with the textual
elements: when paragraphs span across pages, or words across lines. Words split
over two lines will not be found when searching the text, hence hampering the
use of page-driven documents in queries.

In this article I will demonstrate how a two-stage work-flow can break this
tension between the need to describe the page and the text. The idea behind
c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 152–157, 2018.
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it is simple: the initial stages of transcription are done in a page-driven format,
which is converted to a text-driven format once the initial transcription is done.
This leads to a fully searchable document in which all the page-driven content
is kept. The last section briefly sketches how this approach is implement in the
TEITOK corpus framework [1].

2 Pages vs. Paragraphs

The format typically used in digitization projects for historic manuscripts and
monographs is page-driven. That is to say, the file (typically in XML), has a
structure as exemplified in Fig. 1, where the document is subdivided into pages,
which in turn are subdivided into manuscript lines (and optionally words).
Page-driven formats include hOCR, used in OCR programs such as Tesseract
(https://github.com/tesseract-ocr/), and ALTO and PageXML, which are for-
mats designed by the academic community for the annotation of manually anno-
tated documents, but also used as the output for HTR tools such as Transkribus
(https://transkribus.eu/Transkribus).

<document>

<page>

<line>Manuscript line</line>

<line>Manuscript line</line>

</page>

</document>

Fig. 1. Structure of a page-driven XML format

Apart from the content itself, page-driven formats can also keep track of
which part of the page corresponds to which line or word. The hOCR format
does this by a bounding box - a set of four numbers defining the four corners
of a rectangle containing the word or line. PageXML uses a more fine-grained
system of a polygon tracing the outline of the line or word.

OCR and HTR tools always use a page-driven format, since they first need to
recognize the lines on each page, and then break each line down into characters
and words, determining the most likely string of characters based on an analysis
of the image. This unavoidably leads to a structure made up of pages, lines,
words, and characters. But also tools for guided manual transcription typically
use a page-driven format, since the transcription has to be done page-by-page
and line-by-line.

A good example of a tool using a page-driven XML format for editing is
the TypeWright tool [2] (http://www.18thconnect.org/typewright). Typewright
collects OCR documents from a number of different sources and then allows
users to correct these automatically recognized texts on a line-by-line basis. The
documents are kept in the ALTO/XML format, to which some optional mark-up

https://github.com/tesseract-ocr/
https://transkribus.eu/Transkribus
http://www.18thconnect.org/typewright
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from the TEI/XML standard has been added. Because pages and lines are kept
as XML elements, it is easy to computationally get the content of a line out of
the document, allow users to correct the OCR result, and save the result back
to the XML node it came from.

But there is a significant problem with representing text in a page-based
format: since pages and lines are XML nodes, nothing can cross a page or line.
Therefore, any word crossing a line cannot be represented as a single unit, but
has to be split into two graphical strings. And the same holds for paragraphs
that crosses a page boundary. And therefore, search queries will not find any of
the words that cross a line, which in historic manuscripts tend to be numerous.
Even searching for sequences of words tends to be difficult if the two words are
not on the same line. Probably in part because of that, very few databases with a
page-based file format behind it allow searching for sequences of words, including
major platforms such as Google Books.

Text-driven file formats do not have this problem, since they take the textual
elements such as words, sentences, and paragraphs as primary units, meaning
that any other mark-up that crosses with those elements has to be either split
into parts, handled as stand-off annotation, or treated as empty elements. For
page and line indications, the most common solution, for instance in TEI/XML,
is to indicate only the beginning of lines and pages, as in Fig. 2.

<text>

<p><pb/>

<lb/>Manuscript line Manu

<lb/>script line Manuscript line

</p>

</text>

Fig. 2. Structure of a text-driven XML format

In and by itself the empty elements in Fig. 2 do not solve the problem of split
words: the word Manuscript is still split into two strings. And marking on the
line-break that it is not breaking a word, as is done with @break="false" in
TEI, helps only in part. But since line breaks are empty elements, the line-break
can simply be embedded in the word once tokenization is added, which in TEI
would look like this: 〈w〉Manu-〈lb/〉script〈/w〉. So in a text-driven format, we
can properly tokenize the text into words, while at the same time representing
the segmentation into manuscript lines.

The downside of a text-driven file format is that it is difficult to extract a
page or a line from the file - firstly because lines in this format are only implicitly
represented as the segment between two subsequent 〈lb/〉 nodes, and secondly
because those implicit segments are not guaranteed to be valid XML fragments.
Hence editing a single page in a text-driven format is cumbersome and error-
prone, although it is possible to reconstruct a full XML node for the fragment
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representing the page, as is for instance done in the Textual Communities tool
(http://www.textualcommunities.usask.ca).

So there is a conflict between two different desires: on the one hand, the desire
to represent manuscript pages and lines, and on the other hand, the desire to
represent the text of the manuscript. And due to the fact that XML cannot have
overlapping regions, these two desires are at times at odds. We can overcome
this by using a two-stage approach, based on a simple idea: direct access to pages
and lines is only really needed in the initial phases of the transcription process,
when the actual lines of the document are transcribed either automatically or
manually. Once the base transcription is finished, accessing pages and lines in a
less direct manner is typically sufficient. So in the first stage, the manuscript is
described in a page-based manner, making it easy to edit each page and line of
the manuscript individually. But once the initial transcription is completed, the
page-based format is converted to a text-based approach. And converting the
page-driven format to a text-driven format does not need to loose any informa-
tion: all the attributes on the page node can be kept on the empty node.

In the next section, I will briefly sketch how the TEITOK corpus platform
implements exactly such a two-stage approach. More information about this
implementation can be found via the website of the project: http://www.teitok.
org.

3 TEITOK

TEITOK is an online corpus platform for visualizing, searching, and editing
TEI/XML-based corpora. A corpus in TEITOK consists of a collection of indi-
vidual files in a (tokenized) TEI/XML-compliant format, with small deviations
from the P5 standard to make it easier to manipulate the files. For the align-
ment of an XML file with a manuscript, TEITOK uses an inline approach - the
facsimile image of each page is kept on the 〈pb/〉 element, and to link an element
in the transcription to a part of the image, it uses the structure of hOCR, in
which each node on a page can be adorned with a bounding box, indicating the
four corners of the element on the page. All nodes with such a bounding box
attribute can be converted to a 〈surface〉 element in the 〈sourceDoc〉 to get a
pure TEI/XML variant of the file when so desired.

3.1 Page-by-Page Transcription

For transcribing off a manuscript or monograph, TEITOK provides the two-
stage approach mention before: in the first step, the transcription is created in
a page-based representation. Rather than an existing framework, TEITOK uses
a document format that is as close to TEI as possible, taking the full structure
of a TEI/XML file, yet using instead of empty nodes 〈pb/〉 and 〈lb/〉 it uses full
nodes 〈page〉 and 〈line〉.

The two-step method is built up of several stages: first, the facsimile images
are uploaded as a PDF file. From this a page-based semi-TEI document is created

http://www.textualcommunities.usask.ca
http://www.teitok.org
http://www.teitok.org
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that contains a page node for each page, linked to the corresponding facsimile
image. In the image, the outer limits of the text are demarcated by hand, with
an indication o how many lines the text block contains. With those indications,
the system divides the image into lines of equal height, indicated as bounding
boxes, which can later be corrected if necessary. Using these bounding boxes,
it then creates an interface in which each line is displayed separately, with an
edit box below it where the transcription can be typed in. The fact that the
image is directly above the transcription makes it much easier to transcribe,
and easier to keep track of the progress, where the interface can keep track of
which lines have already been transcribed. Due to the fact that each line has to
be self-contained, typesetting mark-up cannot cross a line-break, and has to be
broken into parts. Semantic units that should not be split, such as paragraphs,
have to entered as empty start and end tags, which will later be converted to
their TEI counterparts.

Once the full transcription is done, the page-base file can be converted to
its text-based counterpart, which is done by simply removing all closing tags
for pages and lines, and turn the opening tags into 〈pb/〉 and 〈lb/〉 respectively,
keeping the bounding boxes as they were. Since XML nodes can be added that
cross lines and pages, either during the conversion or afterwards in the tokeniza-
tion process, the conversion is irreversible.

Instead of using the TEITOK-internal transcription system, it is also pos-
sible to use a similar method with files created externally and saved in either
hOCR or PageXML format. For both of these formats there is a conversion
script to convert the page-based format into TEITOK-style TEI/XML, making
it possible to use external transcription tools, and only use TEITOK after the
initial transcription is done to create a searchable corpus, or to use OCR or HTR
tools such as Tesseract or Transkribus, which can save to hOCR and PageXML
respectively. The files converted from hOCR or PageXML will be more closely
aligned with the images, since contrary to the manually transcribed files, also
words will have bounding boxes.

3.2 Annotation and Searching

TEITOK offers the option to add multiple orthographic realizations to each
word in the text. The words in the TEITOK document are XML nodes, and the
inner content of those nodes corresponds to the semi-paleographic transcription
of the word. But alternative spellings can be added as attributes over the node,
representing the critical transcription, the expanded form, or the normalized
form of the word. One of the attributes on the word node is always the searchable
string corresponding to the word, which is to say, the word without the XML
code, and elements that should be ignored such as hyphens preceding a line-
break, or deleted characters. So the searchable string for the split word example
in Fig. 2 would simply be Manuscript.

For all TEI/XML files in the corpus, TEITOK can export all words in the
corpus to a searchable corpus in the Corpus Workbench (CWB) [3]. CWB is
one of the most frequently used corpus query systems in linguistics, with an
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intuitive and powerful query language. In TEITOK, the CWB files are created
directly from the XML files, and can contain any word-based attributes, as well
as text-based attributes and intermediate level attributes such as paragraphs or
verse lines.

In the CWB corpus, it is possible to define complex queries, combining all
attributes on all levels. For instance the query in (1) will search for any word
in the text that has a lemma ending in -ion, followed by a verb, in any text
in the corpus written in 1885. Given that line and page breaks are kept in the
XML files, but not in the searchable corpus, this query will find all occurrences
in the corpus, independently of whether the two words occur on the same page,
or whether or not there are line-breaks inside the words.

(1) [lemma=".*ion"] [pos="VERB"] :: match.text_year = "1885";

4 Conclusion

Despite the fact that there is a tension between the needs for a page-driven
manuscript transcription and a text-driven variant, using a two-stage approach
leads to a corpus that contains all the relevant information of a page-driven
approach, while allowing text-specific treatment. A page-driven approach is only
required in an initial stage, and can be converted to a text-based format such
as TEI/XML without any loss of information - all information concerning pages
or manuscript lines can be kept on self-closing XML nodes, that are implicitly
closed by the start of a new page of line.

Once converted to a text-driven format, a full manuscript transcription can
be tokenized, annotated, and made searchable in CWB, making it possible to
formulate complex queries, which are not hampered by linebreaks in the middle
of a word or page.

Since the two-stage approach in TEITOK leads to a heavily annotated file
containing both the type of page-driven information desired by librarians and
the type of text-driven information craved by linguists, the hope is that TEITOK
will open up the way to collaborative projects, in which libraries take care of
the digitalization process of the images, after which the transcription is handled
either by teams of experts, or in a crowd-based environment, leading in time
to a truly accessible record of the cultural heritage embedded in the historical
manuscripts held at libraries and archives around the world.

More information about TEITOK is available from the project website:
http://www.teitok.org, as well as instruction on how to obtain the software.

References

1. Janssen, M.: TEITOK: text-faithful annotated corpora. In: Proceedings of the 10th
International Conference on Language Resources and Evaluation, LREC 2016, pp.
4037–4043 (2016)

2. Bilansky, A.: TypeWright: an experiment in participatory curation. Digit. Hum. Q.
9(4) (2015)

3. Evert, S., Hardie, A.: Twenty-first century corpus workbench: updating a query
architecture for the new millennium. In: Corpus Linguistics 2011 (2011)

http://www.teitok.org


User Interaction



Predicting Retrieval Success Based
on Information Use for Writing Tasks
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Abstract. This paper asks to what extent querying, clicking, and text
editing behavior can predict the usefulness of the search results retrieved
during essay writing. To render the usefulness of a search result directly
observable for the first time in this context, we cast the writing task
as “essay writing with text reuse,” where text reuse serves as useful-
ness indicator. Based on 150 essays written by 12 writers using a search
engine to find sources for reuse, while their querying, clicking, reuse, and
text editing activities were recorded, we build linear regression models
for the two indicators (1) number of words reused from clicked search
results, and (2) number of times text is pasted, covering 69% (90%) of the
variation. The three best predictors from both models cover 91–95% of
the explained variation. By demonstrating that straightforward models
can predict retrieval success, our study constitutes a first step towards
incorporating usefulness signals in retrieval personalization for general
writing tasks.

1 Introduction

In assessing information retrieval effectiveness, the value of search results to users
has gained popularity as a metric of retrieval success. Supplementing established
effectiveness indicators like topical relevance [1–3], the worth [4], utility [2], or
usefulness [1] of information depends on the degree to which it contributes to
accomplishing a larger task that triggered the use of the search system [2,4,5].
Despite the growing interest in information usefulness as a retrieval success indi-
cator, only a handful of studies have emerged so far, and they typically focus on
perceived usefulness rather than on the actual usage of information from search
results. Even fewer studies explore the associations between user behavior and
information usage during task-based search. The lack of contributions towards
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Fig. 1. User actions in the search and writing process: our study design involving text
reuse (dashed lines) allows for more direct observation of users’ usefulness assessments
of search results than would be possible without reuse (dotted lines)

this important problem arises from the difficulty of measuring the usefulness of
a search result with regard to a given task in a laboratory setting.

Focusing on essay writing, with this paper, we lift essay writing for the first
time into the realm of fine-grained usefulness quantification. Using the task
“essay writing with text reuse” as a surrogate, the usefulness of a search result
becomes directly observable as a function of copy and paste (see Fig. 1). Fur-
thermore, by analyzing a large corpus of essays with text reuse, where the search
and writing behavior of their writers has been recorded, we identify two specific
usefulness indicators based on text reuse behavior and build linear regression
models that predict result usefulness based them. Keeping the limitations of our
approach in mind, we believe that these results offer promising new directions
for the development of search systems that support writing tasks at large.

In what follows, Sect. 2 reviews related work, Sect. 3 outlines our methodol-
ogy, and Sect. 4 reports on our models. In Sect. 5 we discuss the consequences
and potential limitations of our work.

2 Related Work

Search results are useful if information they contain contributes to the task
that triggered information searching [5]. Users are expected to click, scan, and
read documents to identify useful pieces of information for immediate or later
use [6]. Only a few studies on the usefulness of search results focus on predicting
the usefulness for some task [7–10], while most others are more interested in
comparing relevance and usefulness assessments (e.g. [11]).

In most cases, usefulness is operationalized as perceived by users, not as
the actual usage of information. Kelly and Belkin [7] explored the association
between documents’ display time and their usefulness for the retrieval task. Here,
usefulness was operationalized as the degree of users’ belief of how helpful the
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document was in understanding and completing a particular task. They found
no association between usefulness and dwell time, regardless of the task type.
Liu and Belkin [8] also studied whether the time spent on a clicked document
was associated with its perceived usefulness for writing a journalistic article.
They found a positive association between the dwell time on a document and its
usefulness assessment. Users typically moved back and forth between the text
they produced and the document informing their writing. In the context of the
essay writing task of the scenario we explore, the copy-pasting of (parts from)
search results may be an even more direct relation. Liu et al. [9] later modeled
users’ search behavior for predicting the usefulness of documents: they had users
assess the usefulness of each saved page for an information gathering task, and
employed binary recursive partitioning to identify the most important predictors
of usefulness. In an ascending order, dwell time on documents, time to the first
click, and the number of visits on a page were the most important predictors—
the longer the dwell time, the more visits on a page and the shorter the time
to first click, the more useful the page. Mao et al. [10] recently modeled the
usefulness of documents for answering short questions by content, context, and
behavioral factors, where usefulness was measured on a four-point scale. They
found that behavioral factors were the most important in determining usefulness
judgments, followed by content and context factors: the perceived usefulness of
documents was positively correlated with dwell time and similarity to the answer,
and negatively with the number of previous documents visited.

By comparison, Ahn [12] and He [13] evaluated the actual usefulness of infor-
mation retrieved by measuring to what extent search systems support finding,
collecting and organizing text extracts to help answer questions in intelligence
tasks, with experts assessing the utility of each extract. Sakai and Dou [14] pro-
posed a retrieval evaluation measure based on the amount of text read by the
user while examining search results, presuming this text is used for some purpose
during the search session.

3 Experimental Design

We base our investigation on a dataset of 150 essays and associated search engine
interactions collected by Potthast et al. [15] as part of a large-scale crowdsourcing
study with 12 different writers (made available to the research community as
the Webis Text Reuse Corpus 2012,1 Webis-TRC-12). We briefly review key
characteristics of the Webis-TRC-12 and its collection process below, before
detailing our conceptualization of document usefulness, and the variables we
derive for our study.

3.1 Data

Each of the dataset’s essays is written in response to one of 150 writing prompts
derived from the topics of the TREC Web tracks 2009–2011. The writers were
1 https://webis.de/data/webis-trc-12.html.

https://webis.de/data/webis-trc-12.html
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instructed to use the ChatNoir search engine [16] indexing the ClueWeb09 web
crawl to gather material on their essay topic; all submitted queries and visited
search results were recorded. For the purpose of writing the essay, the corpus
authors provided an online rich text editor, which logged the interactions of
writers with their essay texts in fine-grained detail, by storing a new revision of
the text whenever a writer stopped typing for more than 300 ms.

The 12 writers were hired via the crowdsourcing platform Upwork, and were
instructed to choose a topic to write about, and produce an essay of 5000 words
using the supplied search engine and rich text editor. Writers were encouraged to
reuse text from the sources they retrieved, paraphrasing it as needed to fit their
essays. As reported by the corpus authors [15], the writers were aged 24 years or
older, with a median age of 37. Two thirds of the writers were female, and two
thirds were native English speakers. A quarter each of the writers were born in
the UK and the Philippines, a sixth each in the US and India, and the remaining
ones in Australia and South Africa. Participants had at least two and a median
of eight years of professional writing experience.

The fine-grained data collection procedure, along with the intermeshing with
established datasets like the TREC topics and ClueWeb09, has enabled the
search and writing logs in the Webis-TRC-12 to contribute to several research
tasks, including the study of writing behavior when reusing and paraphras-
ing text [15], of plagiarism and source retrieval [17], and of search behavior
in exploratory tasks [18]. In the present study, we examine writers’ search and
text collection behavior to predict the usefulness of retrieved documents for the
underlying essay writing task.

3.2 Operationalizing the Usefulness of Search Results

We limit our conception of usefulness to cover only information usage that
directly contributes to the task outcome in form of the essay text, and exclude
more difficult to measure “indirect” information usage from our consideration,
such as learning better query terms from seen search results.

Usefulness implies that information is obtained from a document to help
achieve a task outcome. In the following, we quantify usefulness by focusing
only on cases where information is directly extracted from a document, not
where it is first assimilated and transformed through the human mind to form
an outcome. According to our definition, information is useful if it is extracted
from a source and placed into an evolving information object to be modified.
In the context of essay writing with text reuse, this means that information is
copied from a search result and pasted in the essay to be written.

We measure the usefulness of documents for writing an essay in two dimen-
sions, both based on the idea that a document is useful if information is extracted
from it. First, we measure the number of words extracted from a document and
pasted into the essay—this measure indicates the amount of text that has the
potential to be transformed as a part of the essay. Second, we quantify usefulness
as the number of times any text is pasted per clicked document.
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Table 1. Means and standard deviations of study variables (n = 130).

The limitations of these measures include that they do not reflect the possi-
ble synthesis of pasted information or the importance of the obtained passage of
text. It is evident that the amount and importance of information are not lin-
early related, although users were allowed to use the pasted text directly for the
essay without originality requirements. Our idealization excludes the qualitative
aspects of information use; the presupposition that an increase in the amount
of pasted text reflects usefulness directly resembles typical presuppositions in
information retrieval research: for instance, Sakai and Dou [14] suppose that
the value of a relevant information unit decays linearly with the amount of text
the user has read. In general, a similar supposition holds for the DCG measure.
These presuppositions are idealizations that we also apply in our analyses.

3.3 Independent Variables

For predicting the usefulness of search results, we focus on query, click, and
text editing variables to build linear regression models. Temporally, querying
and clicking precedes the selection of useful information, while the usage and
manipulation of information succeeds it. Since we use aggregated data over all
user sessions, we treat the search and writing process as a cross-sectional event,
although querying, clicking, and text editing occur over several sessions. Since
the editing of the essay text is connected with querying and clicking in a session,
it is important to take into account also text editing variables in analyzing the
usefulness of search results over all sessions. Therefore, we also select aggregated
text editing variables for our models, although this solution is not ideal in every
respect for representing the temporal order of the process.

Based on previous studies [9,10,18], we select 13 query variables, 6 click
variables, 4 text editing variables, and 1 other variable, yielding the 24 variables
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Fig. 2. Left: Regression model for the number of words pasted per useful click per
query (n= 130), with predictors from the (Q)uery, (C)lick, (T)ext editing and (O)ther
variables. Right: First principal component of this model’s predictors and dependent
variable; effect of the latter’s log-transform on Pearson (r) and Spearman (ρ) correla-
tion.

in total depicted in Table 1. Here, anchor queries refer to those queries repeatedly
revisited throughout a session, in order to keep track of the main theme of the
task; time spent querying, reading, and writing is measured in seconds; a click
trail begins on the search result page, potentially following further links in the
result document. We build regression models for both dependent variables and
apply a stepwise entering method of predictors [19].

Regression analysis requires linearity between independent and dependent
variables but in our case, the associations of both measures of usefulness with
the major independent variables turned out to be non-linear—as evidenced by
a large discrepancy between the Pearson and Spearman correlation coefficients,
shown in the right-hand plots in Figs. 2 and 3. Therefore, we logarithmically
transformed both words per useful click per query, and pastes per useful click
per query (base of 10), enhancing linearity notably (Fig. 2, right). The predictor
result reading time per click per query still showed a non-linear association, and
was log-transformed as well (Fig. 3, right).

While the writers were instructed to produce essays of about 5000 words,
some essays were notably shorter or longer [18]. We excluded essays shorter
than 4000 and longer than 6000 words from the analysis, as well as four essays
with missing variables, yielding 130 observations in total.

4 Results

Based on the variables we derive from the dataset, we investigate two linear
regression models of document usefulness—each predicting one of the dependent
variables at the bottom of Table 1. The first model uses the number of words
pasted per useful click per query as dependent variable, using the amount of
text extracted as an indicator of a document’s usefulness, whereas the second
model quantifies usefulness as the number of times text was extracted, using the
number of pastes per useful click per query as dependent variable.
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Fig. 3. Left: Regression model for the number of pastes per useful click per query
(n= 129; groups as in Fig. 2, left). Right: Scatter plots of “Result reading time per
click per query” against the dependent variable, each before and after log-transform.

4.1 The Number of Words Pasted per Document

The model is significant (R2 = .703; Adj R2 = .688; F = 48.4; p< .000) consisting
of six predictors. It explains 68.8% of the variation in the number of words
pasted per useful click per query. The tolerance of all variables is greater than
.60. The four strongest predictors—the number of clicks per query, the number
of revisions per paste, the number of unique queries and the number of search
sessions—cover 66.2% points of the variation in the number of words pasted
(Fig. 2, left). The remaining two variables cover 2.9% points of it. Limiting the
model to the four major factors, it is possible to reach an accuracy of two thirds
in predicting document usefulness.

As per the model coefficients shown in Fig. 2, left, the more clicks users make
per query, and the less time they spend reading result documents per paste, the
more words are pasted per click per query. The number of revisions per paste
reduces the number of words pasted. Increases in the number of search sessions
and in the number of unique queries reduce the amount of text pasted, while an
increase in the number of words in the essay increases the amount of text pasted.
The number of unique queries and the number of search sessions are partially
correlated, but contribute to the model in this case. Further, fewer clicks per
query, more time reading documents, and a greater number of revisions per
paste are associated with a smaller amount of text pasted. We hypothesize that
difficulties in formulating pertinent queries lead to voluminous querying, and to
a greater number of search sessions, which lead to fewer clicks, to longer dwell
times per paste, and to a greater number of revisions per paste, all contributing
to a smaller number of words pasted.

4.2 The Number of Pastes per Document

The regression analysis produces a model with nine variables significantly pre-
dicting the number of pastes per useful click per query. The model is significant
(R2 = .908; Adj R2 = .902; F = 131.2; p< .000) and covers 90.2% of the variance



168 P. Vakkari et al.

in the number of pastes per document (Fig. 3, left). The three most important
predictors—the number of clicks, the writing time per paste, and the number of
queries—together explain 85.6% (R2 Change) of the variation in the number of
pastes; the remaining six predictors cover 4.6% points of variation.

The direction of effect in click, query and text editing variables differs:
Increasing values of click variables—except reading time—increase the chance
that documents provide material for the essay. The query variables both increase
and decrease the chance of finding useful documents, while an increase in writ-
ing time per paste decreases that chance. Compared to the previous model, click
variables have a proportionally smaller contribution compared to query vari-
ables, while the relative contribution of text editing variables remains on about
the same level. The direction of effect in predictors remains similar; the content
of the model essentially resembles the previous one, although some predictors
change: writing time per paste resembles revisions per paste, while result reading
time per click per query resembles result reading time per paste. The propor-
tions of anchor queries and unique queries are new predictors compared to the
previous model.

The model indicates that the more clicks per query, the larger the proportion
of useful clicks of all clicks and the shorter the dwell time in clicked documents
per query, the more useful the retrieved documents are. Increases in the number
of queries and unique queries decrease the usefulness of clicked documents, while
increases in the proportion of anchor queries and unique queries of all queries
increase the chance that documents are useful.

Multicollinearity tolerance is the amount of variability of an independent
variable (0–1) not explained by the other independent variables [19]. Five out of
the nine predictors in the model were query variables. Tolerances of the number
of queries (.240), the number of unique queries (.291) and the proportion of
unique queries (.394) indicate that they depend quite heavily on other variables
in the model. Therefore, leaving only the number of queries to represent querying
would be reasonable and make the model more parsimonious.

We may conjecture that a smaller number of unique queries with good key-
words from snippets produce a good result list. This contributes to a proportion-
ally larger number of useful documents that require less dwell time for obtaining
needed information for the essay. The information pasted is pertinent, not requir-
ing much time to edit to match the evolving text. Naturally, the validity of this
hypothetical process remains for later studies to test.

4.3 Comparing the Models

The explanatory power of the model predicting the number of words pasted is
weaker, covering 68.8% of the variation in document usefulness, while the model
for pastes covered about 90% of the variation.

The contributions of query, click and text editing variables vary between
the models (Table 2). The relative effect (

∑
R2 Change) of click variables is

notably greater in both models compared to query and text editing variables.
Text editing variables have a somewhat greater role compared to query variables
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Table 2. Summary of models: number of predictors, and relative importance (
∑

R2

change), per variable group for both models of search result usefulness.

Characteristics Number of words Number of pastes

Adj R2 0.688 0.902

# Variables (
∑

R2 change) 6 9

Query 1 (0.08) 5 (0.19)

Click 2 (0.41) 3 (0.51)

Text editing 2 (0.16) 1 (0.21)

Other (sessions) 1 (0.04) -

in predicting usefulness as indicated by the number of words pasted. Also the
number of search sessions and the number of words in an essay have a minor
impact on potential document usefulness. The models have only two predictors
in common: the number of unique queries and the number of clicks per query.

In each model, three variables cover over 90% of the explained variation in
document usefulness, one of them being a query, one a click and one a text editing
variable. The most powerful variable is clicks per query in both models. Thus,
one could predict each type of document usefulness by a very simple model.

In both models, the number of queries and the number of unique queries have
a negative effect on document usefulness, while all proportional query variables
have a positive effect. Clicks per query have a positive contribution to usefulness,
while dwell time has a negative contribution. Number of revisions and writing
time per paste both have a negative effect on document usefulness. In the model
for the number of pasted words, the number of sessions has a negative effect on
usefulness, while the number of words in the essay has a positive effect.

Altogether, it seems that clicked result documents are more useful, if: the user
issues fewer queries over fewer sessions, makes more clicks per query, but with
shorter dwell time on individual documents, makes fewer revisions to the essay
per pasted text snippet, and writes a longer essay. Although regression analysis
does not indicate associations between independent variables, we conjecture that
users who issue fewer queries have better result lists, click more per query, spend
less time reading documents, all this producing more useful documents per click
per query. This hypothetical process remains to be tested in future work.

5 Discussion and Conclusions

Our study is one of the first attempts to analyze the usefulness of clicked search
results based on information usage, instead of measuring perceived usefulness
by asking the user (cf. [12,13]). The results extend our knowledge about factors
predicting the actual usefulness of documents—and thus the user’s success at
finding useful sources—in the context of longer-lasting tasks like essay writing.
Usefulness itself, we model by the number of pastes per useful click (indicating
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whether a documents contain information used in composing the essay), and by
the number of words pasted per click (indicating the potential amount of useful
information in documents).

Our regression models cover about 90% of the variation in pastes from clicked
search results and about 69% of the variation in the number of words pasted per
clicked search result. We argue that the number of pastes and the number of
pasted words reflect the actual usefulness of search results fairly validly: for the
writers we study, pasting precedes usage in the final essay [18].

We also observe that increased search result usefulness is associated with
decreasing effort to edit the pastes for the essay. This is likely a result of the
fact that writers were explicitly permitted to reuse text from the sources they
found, without having to think about originality requirements. Hence, provided
they found appropriate sources, writers could place passages from search results
directly as a part of their essays. If the usefulness indicators reflect authors find-
ing sources that require little editing, they should be correlated with less editing
of pastes. To test this hypothesis, we measure the proportion of reused words
out of all words in the essay (authors annotated the text they reused themselves,
as part of the original study); it can be reasonably assumed that the higher this
proportion, the less the pasted text is edited. We find that Spearman correla-
tions of the proportion of reused words with the number of pastes (ρ = .27**) and
the number of words pasted (ρ = .18*) are significant. Thus, decreasing effort in
editing pasted text reflects the usefulness of pastes in composing the essay.

Further, our models indicate that the fewer queries a user makes, the more
clicks per query, and the less text editing takes place, the more useful the search
results are. This matches well with previous findings: an increase in clicks has
been shown to correlate with search satisfaction [20] and the perceived usefulness
of documents [9]. However, our results also show that an increase in dwell time
decreases search result usefulness. This contradicts many earlier findings that
dwell time is positively associated with usefulness [8–10]. We believe that this
difference is due to the study design underlying the dataset we used: First,
previous studies have restricted task time considerably, while in the essay writing
of the Webis-TRC-12 there was no time limit. Second, the required length of the
essays is notably longer than in similar studies. Third, the writers of the essays
in the Webis-TRC-12 were encouraged to reuse text from search results without
originality requirements. These factors likely encouraged authors to copy-and-
paste from search results, potentially editing the text later.

In a previous study, Liu and Belkin [8] observed that users kept their search
result documents open while moving back and forth between reading docu-
ments and writing text. In their scenario, increased usefulness thus comes with
increased dwell time. In the case of Webis-TRC-12 instead, many writers first
selected the useful pieces from some search result, pasted them into their essay,
and modified them later [15]. Thus, the actual dwell time on useful search results
is lower in the Webis-TRC-12. Furthermore, the selection of useful text fragments
likely resembles relevance assessments. It has been shown that it takes less time
to identify a relevant document compared to a borderline case [21,22]; essay
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writers likely needed less time to identify useful text passages in search results
containing plenty of useful information, compared to documents with less such
information. This can also further explain the negative association between dwell
time and usefulness in the scenario of our study.

Our study places users into a simulated web-search setting using the ClueWeb
corpus, but we believe our results regarding information use for writing tasks
apply also to the wider Digital Library context; while our experimental setting
excludes access modalities such as a catalog or a classification system, and limits
writers to retrieving sources using a full-text keyword search interface, the latter
is clearly a major mode of access in modern, large digital libraries [23]. That said,
it is worth exploring if the correlations we observe hold also for other modes of
digital library search.

We further believe that our results can be generalized to arbitrary writing
tasks of long texts: In essay writing, it is likely that querying and result examina-
tion behavior is similar regardless of originality requirements, while text editing
will vary by originality. An interesting future research question is how search and
text editing contribute to document usefulness in the form of information use,
in the presence of stricter originality requirements. In the paragraphs above, we
conjecture processes that could explain the associations between the predictors
and the usefulness measures. While our regression models do not allow us to test
these conjectures, such an analysis could form a promising future direction.

In both our regression models, three predictors cover 91–95% of the explained
variation. In both cases, one of these is a query variable, one is a click variable,
and one is a text editing variable. Thus, all three variable types are required for
an accurate prediction of usefulness based on information usage. Click variables
have the strongest effect on usefulness compared to query or text editing vari-
ables. However, it is essential to include also the latter ones in the models, as
they cover a notable proportion of variation in usefulness. Consequently, person-
alization in real-world retrieval systems based on information use should include
the major factors in these three variable groups, due to their strong effects.

We consider retrieval personalization based on actual information use a
promising proposition: the query and click variables we measure are already
logged in standard search logs. Beyond that, modern web search engines tend to
be operated by companies that also offer writing support tools, and may very
well be able to measure text editing variables, as well. By showing that writ-
ers’ aggregate retrieval success can be predicted by a simple model consisting of
three variables, our study takes a first tentative step in this direction. Directly
predicting the utility of individual candidate documents for a particular writing
task will be important future work, in order to apply this idea in practice.
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Abstract. Search sessions consist of multiple user-system interactions.
As a user-oriented measure for the difficulty of a session, we regard the
time needed for finding the next relevant document (TTR). In this study,
we analyse the search log of an academic search engine, focusing on
the user interaction data without regarding the actual content. After
observing a user for a short time, we predict the TTR for the remain-
der of the session. In addition to standard machine learning methods for
numeric prediction, we investigate a new approach based on an ensem-
ble of Markov models. Both types of methods yield similar performance.
However, when we personalise the Markov models by adapting their
parameters to the current user, this leads to significant improvements.

Keywords: Session difficulty prediction · Search behaviour
Evaluation · User modelling

1 Introduction

Search session difficulty is an important problem for many users. While most
search tasks can be carried out in short time (e.g. typical Web searches), more
complex tasks require a substantial effort and take much longer.

In the work presented here, we look at real searches carried out in an academic
search engine. In contrast to lab studies usually based on a set of predefined tasks,
we regard the whole range of search sessions occurring in the system, and then
focus at sessions lasting for at least five minutes.

While previous research on the prediction of search difficulty has been
restricted to single queries (see next section), we regard the complete user-
system interaction during a session. Thus, we also consider the other types of
actions carried out by users (like e.g. query (re)formulation, scanning snippets or
reading documents); moreover, instead of system-oriented estimates, we perform
user-specific ones, which implicitly allow for considering a users’ behaviour and
competence (like e.g. reading speed, ability to formulate good queries, subjective
relevance).

In this paper, we regard the time for finding the next relevant document (time
to relevant, TTR) as a measure of search session difficulty, which varies by two
orders of magnitude in our study. The potential benefits of estimating TTR are
c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 174–185, 2018.
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not fully explored yet. An obvious application would be informing the user about
the expected time and guide the user to minimize her search time – similar to
the estimated arrival time and the shortest path suggestion in a car navigation
system. A system might also behave in an adaptive way by offering/suggesting
specific functions (or even human assistance) for more complex searches.

In the following, we start with a survey of related work (Sect. 2), then charac-
terise the data used for this study in Sect. 3, before we first describe the general
problem of TTR estimation and the application of numeric prediction meth-
ods for this purpose (Sect. 4). In Sect. 5, we present our new approach based on
ensembles of Markov models. Experimental results are discussed in Sect. 6, and
the final section summarises the findings and gives an outlook on future work.

2 Related Work

Session difficulty prediction is a difficult task, and thus this topic has not been
addressed directly. When working with search sessions, many works deal with
categorising search sessions from log data. Russell-Rose et al. [18] used human
judgements to distinguish between different types of search sessions. In this small
study (60 sessions), most of the participants used searcher’s interactions to group
sessions together. Other works [15,23] showed that interaction data is indeed a
good feature set for grouping search sessions using clustering techniques. Guo
and Agichtein [8] extracted a number of features, not just from the query log
but also from more fine-grained user interactions such as mouse movements and
query context in order to detect web searcher goals. Their work comprises a study
with 10 subjects and an analysis of search logs from 440 users of a university
library.

Other works focused on query difficulty and task difficulty prediction. There
are many approaches on predicting query difficulty, where the prediction takes
place either pre-retrieval or post-retrieval. Pre-retrieval prediction methods [3,
6,10] focus on query terms, while post-retrieval models [5,19] analyse features
like retrieval scores, the robustness and the clarity of the result list in order to
estimate the difficulty of the current query. Guo et al. [9] also combined query,
search, and interaction features, for predicting query performance.

While most of these approaches on predicting query difficulty are system-
oriented, works on predicting task difficulty are mainly user-based. Liu et al.
[13] and Arguello [1] built task difficulty predictive models based on behavioural
measures, which showed fairly good prediction performance. They later extended
the models [12] to predict search task difficulty at different search stages.

When working on user-oriented approaches, building user models is crucial in
order to understand and model user behaviour. Azzopardi [2] presented Search
Economic Theory (SET). With SET, user effort is measured via a cost func-
tion. Using simulated interactions with cognitive load as the cost, Azzopardi
compared a variety of search strategies, examining the cost of interaction for a
given level of expected output, or gain. Kashyap et al. [11] define a cost model
for browsing facets to minimise the cost of interaction, and thereby increasing
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the usefulness of the interface. Zhang and Zhai [25] presented the card model as
a theoretical framework for optimising the contents of the screen presented in
a specific situation. As optimising criterion, they used information gain, which
in terms of the IPRP can be regarded as a heuristic approach for estimating
the difference between cost and benefit, based upon the Interactive Probability
Ranking Principle (IPRP) [7].

In [20], we combined eyetracking data with system logs to model the search
process as a Markov chain, where a searcher would transition between a variety of
different states, including (re)formulating a query, examining the attractiveness
of snippets, the examination of documents, and selecting relevant documents.
With this Markov chain, we were able to estimate values for the IPRP with
effort as the time spent on each state, and benefit saved wrt. the TTR. We
then extended the Markov model to a more detailed one [21], where each result
rank has its own state. By estimating the expected benefit for each state, we
were able to determine the rank where the user should reformulate the query
(instead of going further down the result list). Recently, we estimated the TTR
for individual searchers by observing them for 100 s only [22]; however, this study
was performed as a lab experiment, with predefined tasks.

3 Data

3.1 Log Data

The data set used for our experiments is derived from the transaction log of the
web-based academic search engine sowiport (www.sowiport.de), which is a digital
library for the social sciences (for a more detailed description of the data set see
[14]). The data was collected over a period of one year (between March 2014
and June 2015). The web server log files and specific Javascript-based logging
techniques were used to capture the usage behaviour within the system. In the
original logs, there are 58 different types of actions a user can perform, including
all types of activities and pages that can be carried out/visited within the system
(e.g. typing a query, visiting a document, selecting a facet, etc.). For each action,
a session id, the time stamp and additional information (e.g. queries, document
ids, and result lists) are stored. The session id is assigned via a browser cookie
and allows tracking user behaviour over multiple searches. Based on the session
id and time stamp, the step in which an action is conducted and the length
of the action is included in the data set as well. The data set contains 646,235
individual search sessions and a total of more than 8 million log entries. The
average number of actions per search session is 8.

3.2 Activities Mapping

For the experiments described in this paper, we map the 58 different action types
onto only 4 basic actions: query, snippet, document and relevant. This was
necessary due to the limited amount of training data available (see below) - later

www.sowiport.de
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studies with larger training samples might distinguish more actions. However,
as we are mainly interested in the basic feasibility of the different estimation
methods considered, this limitation to four action types is not a severe restriction.

Activities like search, search advanced, query form, etc. are mapped to
query. Actions view record, view description, view references and view citation
were mapped to document. snippet corresponds to resultlistids, where all the
ids of documents in the result list are logged. Actions like export bib, to favorites,
save to multiple favorites, etc. are relevance signals, thus these actions were
mapped to relevant. Other navigational activities which are not part of the
actual search process like goto create account, goto login, goto team, etc. were
discarded from the log file. Table 1 shows the complete list of activities and their
mapping.

Table 1. Activities mapping

Action Activities

query goto advanced search, goto advanced search recon, goto last search,

search, search advanced, search change facets, search change nohts,

search change nohts 2, search change only fulltext, search institution

search change only fulltext 2, search change sorting, query form,

search keyword, search person, search from history, search thesaurus

search with CTS possiblity, select from CTS, goto last search

snippet resultlistids

document view record, view description, view references, view citation

relevant export bib, export cite, export mail, export search mail, goto fulltext,

goto google books, goto google scholar, goto Local Availability

save to multiple favorites, to favorites

[discarded] delete comment, goto about, goto contribute, goto create account,

goto delete account, goto edit password, goto favorites, goto history,

goto home, goto impressum, goto login, goto partner, goto sofis,

goto team, goto thesaurus, goto topic− feeds, goto topic− research,

goto topic− research− unique, purge history, save search,

save search history

3.3 Data Filtering

The next step in our pipeline is to remove data not suitable for our experiments.
First, we excluded sessions that contain no query actions at all. They were
initiated from external search engines where information about the preceding
interactions is not available. In these sessions, searchers typically stayed for a
very short time, and then left. After this step, the amount of search sessions was
reduced from 646,235 to 18,970.

As we aimed to predict the TTR, we only kept sessions which contain at
least one action of the type relevant. Furthermore, short sessions that lasted less
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than 300 s were removed, as they did not contain enough information that would
allow the models to produce feasible predictions (and also evaluate them for the
remainder of the session). After this data filtering process, we had 1967 sessions
to work with.

4 TTR Prediction

In this section, we introduce the test setting for TTR prediction, and then
describe the application of well-known numeric prediction methods for this prob-
lem.
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Fig. 1. Time distribution on snippet-to-relevant from the log data

Ideally, a system should be able to predict TTR at any point in time during
a search session, and especially in any search situation. In fact, Markov models
allow for this kind of prediction without further modification (see next Section).
In contrast, the other prediction methods would have to be modified to consider
the current search situation.

For the purpose of evaluation (and comparison of the different methods), here
we focus only on a standard type of prediction, namely the search time needed
per relevant document found. The most obvious definition for this time would
be the span from query formulation until finding the first relevant document.
However, after finding a relevant document, users often go to the next snippet,
without formulating a new query. For this reason, we define TTR as the time
from the first snippet after a query or the next snippet after locating a relevant
document, until the next relevant document is found.



Personalised Session Difficulty Prediction in an Academic Search Engine 179

Figure 1 shows the distribution of the TTR values in our data set. As these
values vary by two orders of magnitude, predicting TTR for a specific session
obviously is a very challenging task.

An important research question is the relationship between the amount of
session-specific training data and resulting quality of the predictions. To inves-
tigate this issue, we vary the training time per user, starting from 0 s (no user-
specific information at all) in steps of 100 s up to a maximum of 1000 s. We then
evaluate the quality of the predictions on the remainder of each session.

For TTR prediction based on numeric prediction, we considered three popular
methods: M5P model tree, K-Nearest-Neighbours, and Support Vector Regres-
sion (SVR). They were performed using implementations of Weka 3.8.0. We used
the standard M5P model tree with the improvements by Wang [24], based on
the original M5 algorithm developed by Quinlan [17]. For kNN, we set k = 7,
which is considered the best k evaluated by Weka, when using Euclidean distance
as the distance function. SVR is an adaptation of Support Vector Machines for
regression, which is considered state of the art in numeric prediction in other
research fields [16]. We used SVR with a Polynomial Kernel.

From our sessions, we extracted the following statistical information as fea-
tures: number of queries, number of snippets, number of documents and number
of relevant documents. We also considered depth of the search, which is the
lowest rank that the user clicked at. Interesting features like the average query
duration, average snippet duration and average document duration were also
used. Furthermore, we think the time proportions for each type of interaction
are a valuable signal, thus we use the proportion of time that searchers spend on
query, snippet and document as features. For example, on average people spent
6.5% of the time on queries, 44.8% on snippets and 48.7% on documents.

5 Markov Models for TTR Prediction

For modelling the user-system interaction as captured by the log data, a natural
way is the application of Markov models. More specifically, we develop a model
based upon a discrete time, discrete state Markov chain with four states (see
Fig. 2). We consider the query state as the point from which a searcher focuses
on the query box to submit a query. Examining a document is interpreted as the
duration between displaying the document to the user until she either judges
the document as relevant, or leaves the document. Snippet time is considered
as the duration the subject spent examining a snippet. We assume that users
look sequentially through the snippets; when the user clicks on a document at
a specific rank, the time spent for inspecting the list of snippets is distributed
evenly over the snippets up to this rank. Based upon this assumption, we created
the corresponding number of snippet events. In case no snippet was clicked, we
created artificial snippet events with the average duration per snippet derived
from the observed clicks.
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The transition probability between any two states si and sj is estimated
using maximum likelihood estimation:

Pr(si,sj) =
Nsi,sj

Nsi

where Nsi,sj is the number of times we saw a transition from state si to state sj ,
and Nsi is the total number of times we saw state si in the training data. In a
similar way, the expected time spent for each state (Query, Snippet, Document)
is computed as the average of the observed times in these states, respectively.

Figure 2 shows two Markov models for simple vs. complex sessions. In the
second case, searchers not only look at more snippets, they also spend a lot more
time on each state. The query formulation took four times longer and the other
states took twice as much time. The transition probabilities between the states
snippet, document and relevant also show that it is harder to reach the relevant
state.
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Fig. 2. The two Markov models for the shortest (left) vs. longest (right) TTR time
intervals. The diagram also gives the average times spent per state and the transition
probabilities.

For a given Markov model, TTR can be estimated via the so-called mean
first passage time, which is the expected time from one state to another. Let us
denote the four Markov states by q, s, d and r, the time in these states by tq,
ts, td and tr, and the transition probability from state x to state y as pxy.

The expected times Tq, Ts and Td for reaching the Relevant state from the
query, snippet or document stage respectively can then be computed via the
following linear equation system.

Tq = tq + pqsTs

Ts = ts + psqTq + pssTs + psdTd

Td = td + pdsTs
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As TTR is defined as the time from the first/next snippet to the next relevant
document, this corresponds to the Ts values estimated by our model - on which
we focus our evaluation. As we can also compute Tq and Td estimates, this allows
us to perform predictions for any search state (after mapping it to one of the
states of our Markov model).

With the method described above, a single Markov model would predict a
constant TTR value for any search session. In order to be able to make more
specific predictions, we apply two strategies:

1. Defining an ensemble of Markov models, and computing a session-specific
weighted average of the predictions of the models.

2. Deriving personalised (session-specific) Markov models.

For defining an ensemble of Markov models, we group the training sessions
by their average TTR values. After preliminary tests with varying numbers of
groups, we found that five groups (i.e. five different Markov models) gave the
best results. Since we only have a limited number of sessions, a larger number
of groups would leave us with less training data per model, and thus lead to
overfitting.

We calculated the average TTR of each session using the following formula:
TTR = Tsession/Nr, where Tsession is the session length and Nr is the total
number of times we saw state relevant in the training data. Then, the training
dataset was divided into 5 subsets using equal frequencies binning, which resulted
in the following TTR boundaries: 7 – 158 – 269 – 386 – 581 – 1195.

When testing, the first task is to consider which Markov model should be used
to provide the prediction for the current session. Given an interaction sequence,
we calculate for each of the five Markov models the likelihood that the sequence
was generated by this model. For example, the probability that the sequence
qsdm belongs to the current model is: Pqs · Psd · Pdm. So in the end, each of
the five models gives us a probability that the sequence belongs to this model.
For making the predictions, we apply each of the five models and then weigh its
output by the corresponding probability. Let us denote the time predictions of
model 1 to 5 by t1 to t5, the probabilities of these models by pr1 to pr5 and the
sum of them by pr, then we have the output prediction:

P =
t1 · pr1 + t2 · pr2 + t3 · pr3 + t4 · pr4 + t5 · pr5

∑5
i=1 pri

For the second prediction method, we build personalised Markov models from
observation data of the individual session (until cutoff time), in combination with
the general models derived from the training data. For building these models
after a short observation time, we face the problem of parameter estimation:
some transitions or states even may not yet have been observed for a specific
subject. For the states, we use the following Bayesian formula to estimate the
time: Tx = (T xv + Cm)/(v + m), where T is the time of the global models
multiplied by their probabilities at the given point of time, and v is the total
number of observations until that point. C is the mean time of that state across
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the entire session, and m is the weight given to the prior estimate that is based
on the distribution of average times derived from the entire session.

As for the probabilities for our personalised models, even a few observed
events will not lead to good estimates using the standard maximum likelihood
technique. Instead, we use Bayes’ estimates with beta priors where the parame-
ters of the beta distribution are derived from the overall distribution of proba-
bilities in the training sample via the method of moments [4].

6 Results

In our experiments, we split the set of sessions into ten folds, and then performed
10-fold cross-validation. For that, each of the methods was first trained on the
9 training folds for deriving a model. Then, for each session in the testing set,
features were collected until cutoff time, which were used as input to the model
for making TTR predictions. For the global Markov ensemble, the sequence
observed until cutoff time was used for computing a session-specific weighted
average of the predictions; in the case of personalised Markov models, also the
parameters of these models were derived from the observed data.
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Fig. 3. The mean relative absolute error of the predictions for each Markov chain model
over the cutoff times (refer to Sect. 4). Note that the relative error is compared over
the various interaction data cutoff times.

The TTR predictions Ts (snippet to relevant) of the various approaches were
compared to the actual values. These times T̂s are calculated as T̂s = (T̂lR −
T̂fS)/|R|. Here T̂lR is the timestamp of the last relevant document in the session.
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Since we are making predictions for the remainder of a session at specific cutoff
times, T̂fS is the timestamp of the first snippet seen for which we have not
reached a relevant document yet. |R| denotes number of documents judged as
relevant in the remainder of the session.

As quality metric, we regard the mean (absolute) relative error, which is
defined as |T̂s − Ts|/T̂s. Note that due to the large variation of the T̂s values
(7s. . . 1195s), the relative error can also exceed 100%.

The mean relative errors of the various models investigated are shown in
Fig. 3, with various cutoff times. All approaches consider the snippet-to-relevant
times for relevant documents occurring after the cutoff time. For the user models,
user-specific parameters are derived from the observations occurring before the
cutoff time (i.e. these models are trained for some time, allowing them to make
predictions for sessions remainder). Significance tests are performed using 2-
tailed paired t-tests, with p < 0.05. As mentioned above, we applied 10 fold
cross-validation for all tests.

Despite the high variance in the data, all three numeric prediction methods
performed reasonably well (given the high variance in the actual TTR values,
as shown in Fig. 1). For the first 500 s, the errors are quite high, although they
seem to get better over time. After 500 s, the performance stabilizes at about
35%.

Comparing these numeric predictions to our Markov models, we can see that
the global Markov model performs similar for most of the time. After 800 s,
our global Markov model gives better results, although this improvement is not
significant. The personalised Markov model, on the other hand, performs signif-
icantly better than all the other methods.

When looking at the Markov models, we can see that the user-specific models
are significantly better than the global ones. They also need a certain amount
of data to reach their full potential, in this case about 500 s of interaction data.

Overall, we can see that (i) our global Markov models and the three numeric
predictors perform similar (ii) user-specific models outperform the global ones
and (iii) after 500 s, more training time does not improve the predictions
(although more detailed representations might lead to further improvements in
this case).

7 Conclusion and Future Work

In this paper, we have studied the new task of predicting session difficulty. We
took a user-oriented approach and regarded real sessions in a social sciences
digital library. As a user-oriented measure of session difficulty, we defined the
time for finding the next relevant document. Besides applying standard methods
for numeric prediction, we developed a new approach based on an ensemble of
Markov models. While the variant based on global models showed a performance
similar to that of the standard methods, significant improvements were achieved
by adapting the Markov models to the specific user.

In our work, we have focused on interaction data alone, where we have to
observe a user for at least 300 s for getting reasonable predictions. This time can
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certainly be reduced in case we have data about the same user from previous
sessions. Also, we have not regarded the content of the searches, which has
been the subject of many studies on query/topic difficulty. The two approaches
obviously complement each other. Our method is able to adapt to the capabilities
of the specific user, but needs training data from this user. For very short sessions,
the content-oriented approaches might be more useful. Thus, a combination of
the two approaches seems a promising direction for further research.

Another interesting research issue is the exploitation of the predictions, e.g.
as information for the user, or for adapting the system behaviour.
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Abstract. Digitisation has created vast digital cultural heritage collec-
tions and has spawned interest in novel interfaces that go beyond the
search box and aim to engage users better. In this study we investi-
gate this proposed link between generous interfaces and user engage-
ment. The results indicate that while generous interfaces tend to focus
on novel interface components and increasing visit duration, neither of
these significantly influence user engagement.
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1 Introduction

Cultural Heritage institutions have embraced efforts to digitise their extensive
collections, making them available to the general public and opening up our
cultural heritage. These efforts have created large digital collections [12], but
access remains through the search box. However, there has been interest in more
“generous” interfaces that go beyond simply providing “1–10 of 10000” results.

These “generous” interfaces are primarily aimed at non-expert users who
often find the search box and the need to formulate and interpret queries a
major obstacle [16,17]. As a result digital cultural heritage (DCH) websites often
have very high bounce rates with up to 60% of users leaving in the first ten
seconds. The argument for the new interfaces is that by generously offering
up the available content, the novice user will engage more with the content
and the interface. Unlike traditional search interfaces, which are quite heavily
standardised, generous interfaces demonstrate a large amount of variation and
it is unclear how this variation affects their ability to engage users.

In the study presented here we investigate user engagement with three dif-
ferent generous interfaces and attempt to determine how different user interface
elements affect user engagement. The remainder of this paper is structured as
follows: Sect. 2 discusses the current state of generous interfaces and user engage-
ment, Sect. 3 presents the experiment, Sect. 4 discusses the results, and Sect. 5
concludes with recommendations for future research.
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2 Generous Interfaces and User Engagement

To support the novice user in accessing large collections, alternative interfaces
have been developed that focus primarily on browsing and visualisation to create
richer user experiences [2] that are preferred by non-expert users [7,15]. In the
field of DCH the labels “generous interfaces” [16] and “rich prospect browsing”
[13] have been attached to this type of interface. While both terms are relatively
new, they trace their core ideas to the concept of “overview first, zoom and filter,
then details on demand” developed in the 90s [14].

In general these kinds of interface initially provide the user with a sample of
the content available in the collection or an overview visualisation that highlights
the available types of content. This enables the novice user to learn about the
collection as a whole [6] and then through browsing and visualisation explore
the collection in order to gradually build up a more detailed understanding of
the content [5,8].

While user testing has shown that generous interfaces support users in their
interaction with DCH collections [3], it is unclear whether they actually manage
to engage users in the way they claim. User engagement takes into account both
the usability of the interface, but also the users’ sense of captivation with the
task and system [1,10] and depth of interaction [11]. A number of metrics have
been defined for measuring user engagement, but in the study presented here
the User Engagement Scale is used in its short-form (UES-SF) [9].

3 Experiment

3.1 Methodology

To investigate user engagement with generous interfaces we developed an on-line
experiment and tested three different generous user interfaces. The experiment
used a standard interactive information retrieval setup, initially acquiring demo-
graphics data, then letting each participant use one of the three interfaces, and
finally assessing their experience and engagement.

The first step acquired information on participants’ age, gender, education,
employment status, and cultural heritage experience. In the second step partic-
ipants were randomly assigned one of the three tested interfaces. To test the
generous interfaces’ open-ended exploration support we used the open-ended
task instructions from [4], which instructed participants to freely explore until
they had enough. The experiment automatically tracked the time participants
spent in the system. While showing participants more than one interface was
considered, this would have increased the experiment duration and from our
experience in on-line settings this would lead to high drop-out rates.

After completing step two, participants were asked to rate how much use they
made of the available user interface components. Then participants were asked
to assess whether they had used similar interfaces before, whether the initial set
of items they saw was interesting, and whether they looked at items that they
would not normally be interested in. Finally the UES-SF was administered.

The experiment was piloted with ten participants and after correcting issues
it was made available on-line over a two-week period in November 2017.
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3.2 Tested Generous Interfaces

As generous interfaces come in a wide range of styles, the decision was made
to test three existing, live, production-quality systems, enabling the study to
assess engagement in a realistic context. The three interfaces (see Fig. 1) were:
Discover the Queenslander1 (DtQ) [16], the Rijksmuseum’s Rijksstudio2 (RS),
and the Tyne and Wear museum’s Collections Dive3 (CD) [3].

Fig. 1. Screenshots showing the initial view presented by each of the three tested
interfaces: (a) Discover the Queenslander, (b) Rijksstudio, (c) Collections Dive.

The DtQ system contains a collection of illustrations from the Queenslander
newspaper between the years 1866 and 1939 [16]. It uses an image grid to give
the user a generous overview over the data and help them explore it. Addition-
ally it supports exploration via colour and a time-line. It is representative of
generous interfaces that aim to surface a very specific collection by providing a
visualisation and browsing-based interface.

The RS system lets users curate their own galleries out of the Rijksmuseum’s
digital collections, which can then be explored via browsing. Unlike the other
systems, it includes a curated aspect with galleries created by the Rijksmuseum’s
curators. Like the DtQ it also supports exploration via colour. The RS interface
is heavily influenced by social sharing sites (Tumblr, Pinterest, ...). It is included
as an example of a mixed expert-driven and crowd-sourced generous interface.

The CD interface is the most novel interface in that it allows exploration of
the collection simply by scrolling down the page. It initially shows a randomly
selected set of related items and when the user scrolls down, the system either

1 http://www.slq.qld.gov.au/showcase/discover-the-queenslander.
2 https://www.rijksmuseum.nl/en/rijksstudio.
3 http://www.collectionsdivetwmuseums.org.uk/.

http://www.slq.qld.gov.au/showcase/discover-the-queenslander
https://www.rijksmuseum.nl/en/rijksstudio
http://www.collectionsdivetwmuseums.org.uk/
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shows more similar items (slow scrolling) or switches to showing very different
items (fast scrolling). It is representative of generous interfaces that attempt to
provide a very different interaction pattern and user experience.

3.3 Participants

Participants were recruited via social media (Facebook, Twitter, LinkedIn) and
via physical and electronic noticeboards at Edge Hill University. A total of 620
participants were recruited of which 56 completed the experiment (9%). Most
drop-outs occurred on the initial landing page, a common scenario when inviting
participants via social media.

Of the 56 participants 32 were male, 23 female, and 1 undisclosed. While
the largest group is from the student age-bracket 18–25 (24), there is a good
distribution across the other age brackets as well 26–36 (9), 36–45 (12), 46–
55 (7), 56–65 (3), over 65 (1). 24 participants identified as students, 27 as in
employment, and the remaining 5 were undeclared. All participants undertook
the experiment on-line, using their own devices in their own environment.

4 Results and Discussion

Participants were automatically balanced across the three interfaces. To ensure
that this did not introduce any accidental biases, we tested for potential biases
due to CH experience and previous exposure to generous interfaces and found
no significant influence by either of these aspects.

Table 1. Participants’ visit duration, whether they found the initial items interesting,
discovered novel content, and their engagement. Values are formatted [mean (standard
deviation)] and, excepting the visit duration, are on a scale of 1 (low) to 5 (high).

DtQ RS CD

Visit duration 4 m13 s (6 m29 s) 2 m30 s (4 m7 s) 2 m18 s (2 m1 s)

Item interest 2.58 (1.26) 3.38 (1.2) 3 (1.37)

Novel items 3.47 (1.35) 3.52 (1.47) 3.7 (0.96)

User engagement 3.43 4.24 4.12

Table 1 shows the main results. All three interfaces are successful in introduc-
ing participants to the collections and showing them items they had previously
not seen (novel items). While the visit duration is higher for the DtQ, the differ-
ence is not statistically significant. Likewise, there is no statistically significant
difference on the initial item interest either. However, the DtQ is significantly
less engaging than either the RS or the CD (Wilcoxon rank-sum p < 0.05).

An interesting result is how long some participants spent on the DtQ, even
though its engagement score is significantly lower. Clearly visit duration is not
a predictor for engagement, even though longer visit times are frequently noted
as an aim for generous interfaces.
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Potentially the engagement difference is due to the type of data in the three
collections. Although initial item interest is not significantly different across the
three interfaces, for the RS and the CD there is a significant correlation between
initial item interest and engagement (RS: ρ = 0.6, p < 0.01, CD: ρ = 0.75, p =
0.001), which does not exist for the DtQ. The exact nature of this effect needs
further study.

The CD’s use of scrolling to navigate is novel and clearly manages to engage
users. At the same time it has the lowest average visit duration and the lowest
standard deviation. We believe that this is because, while the interface engages,
the lack of control leads to a relatively consistent point in time where the user
has had enough, and since they cannot focus their exploration, they leave.

The generous interface literature focuses on the impact of interface compo-
nents on engagement, but, with two exceptions, we find no significant correlation
between component use and user engagement. For the CD use of scrolling weakly
correlates with engagement (ρ = 0.53, p = 0.04), as does use of the image viewing
component in the DtQ (ρ = 0.47, p = 0.04).

5 Conclusion

Generous interfaces have been put forward as a solution to the high bounce
rates experienced by DCH sites. In this paper we presented a study of user
engagement with three such interfaces. The central result is that while work on
generous interfaces tends to focus on increasing visit durations and developing
novel interfaces and visualisations, the results of our study show little influence
of these aspects on user engagement. However, what items a user initially sees
does significantly correlate with engagement for two of the interfaces.

This strongly indicates that the research focus needs to change from time and
novel interfaces to actually understanding novice users’ needs and information
journeys and then developing interfaces that can support them through these,
with a particular focus on the initial interaction moments and the data the users
see at that point.

The study has some limitations due to its nature. Three live systems were
tested, which did not allow us to track participants’ interactions with the inter-
faces, instead we relied on participants’ self-assessment regarding which aspects
of the interfaces they used. Additionally the relatively small sample sizes of
between 16 and 21 participants per interface limits the strength of our conclu-
sions.
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Abstract. Most Performance-based Research Funding Systems (PRFS)
draw on peer review and bibliometric indicators, two different method-
ologies which are sometimes combined. A common argument against the
use of indicators in such research evaluation exercises is their low cor-
relation at the article level with peer review judgments. In this study,
we analyse 191,000 papers from 154 higher education institutes which
were peer reviewed in a national research evaluation exercise. We com-
bine these data with 6.95 million citations to the original papers. We
show that when citation-based indicators are applied at the institutional
or departmental level, rather than at the level of individual papers, sur-
prisingly large correlations with peer review judgments can be observed,
up to r <= 0.802, n = 37, p < 0.001 for some disciplines. In our evalua-
tion of ranking prediction performance based on citation data, we show
we can reduce the mean rank prediction error by 25% compared to pre-
vious work. This suggests that citation-based indicators are sufficiently
aligned with peer review results at the institutional level to be used to
lessen the overall burden of peer review on national evaluation exercises
leading to considerable cost savings.

1 Introduction

Since the late 20th century there has been a seismic shift in many countries in
how research is funded. In addition to traditional grant or patronage funding,
there is growing use of Performance-based Research Funding Systems (PRFS) in
many countries. These systems fall largely into two categories; those that focus
on peer review judgments for evaluation and those that use a bibliometric app-
roach. The UK and New Zealand both have systems heavily weighted towards
peer review. Northern European countries other than the UK tend to favour
bibliometric methodologies whereas Italy and Spain consider both peer review
judgments and bibliometrics. Research Evaluation Systems overall have dual
and potentially dichotomous ends, firstly identifying the best quality research
but also, in many cases, the distribution of research funds. There is, however, a
large variance in the level of institutional funding granted based on the results
of these exercises. The UK’s Research Councils distribute £1.6 billion annually
c© Springer Nature Switzerland AG 2018
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entirely on the basis of the results of the Research Excellence Framework (REF)
which is the largest single component of university funding. At the other end
of the scale, the distribution of funds based on the results of the Finnish PRFS
is just 3% of the total research budget. Furthermore, the PRFS in Norway and
Australia are both used for research evaluation but are not used for funding
distribution [1]. Peer-review based PRFS are hugely time-consuming and costly
to conduct. In this investigation we ask how well do the results of peer-review
based PRFS correlate with bibliometric indicators at the institutional or disci-
plinary level. A strong correlation would indicate that metrics, where available,
can lessen the burden of peer review on national PRFS leading to considerable
cost savings, while a weak correlation would suggest each methodology provides
different insights.

To our knowledge, this is the first large-scale study exploring the relation-
ship between peer-review judgments and citation data at the institutional level.
Our study is based on a new dataset compiled from 190,628 academic papers in
36 disciplines submitted to UK REF 2014, article level bibliometric indicators
(6.95m citations) and institutional/discipline level peer-review judgments. This
study demonstrates that there is a surprisingly strong correlation between an
institutions’ Grade Point Average (GPA) ranking for its outputs submitted to
the UK Research Excellence Framework for many Units of Assessment (UoAs)
and citation data. We also shows that this makes it possible to predict institu-
tional rankings with a degree of accuracy in highly cited disciplines.

2 Related Work

There has long been wide ranging and often contentious discussion regarding the
efficacy of both peer review and bibliometrics and whether one or other, or both
should be used for Research Evaluation. Several other studies have specifically
investigated the correlation between the results of different nations’ peer review
focused Performance-based Research Funding Systems and bibliometric indica-
tors. Anderson [2] finds only weak to moderate correlation with results from
the New Zealand PRFS and a range of traditional journal rankings. The high-
est correlation is r = 0.48 with the Thomson Reuters Journal Citation Report.
However Anderson states that this may be due to the much broader scope of
research considered by PRFS processes and the additional quality-related infor-
mation available to panels. Contrary to Anderson, Smith [3] used citations from
Google Scholar (GS) and correlated these against the results from the New
Zealand PRFS in 2008. He found strong correlation, r = 0.85 for overall PRFS
results against Google Scholar citation count.

A comprehensive global PRFS analysis was conducted by Hicks in 2012.
Hicks states there is convincing evidence that when PRFS are used to define
league tables this creates powerful incentives for institutions to attempt to ’game’
the process, whether in regards to submission selection or staff retention and
recruitment policies [1]. A UK government funded report, The Metric Tide,
was published in 2015 and gave a range of recommendations for the use of



Peer Review and Citation Data in Predicting University Rankings 197

metrics in research evaluation exercises. The Metric Tide study had access to the
anonymised scores for the individual submissions to the REF and was therefore
directly able to compare on a paper by paper basis the accuracy of a range of
bibliometric indicators. This study tested correlations with a range of different
bibliometric measures and found correlation with rankings for REF 4* and 3*
outputs for some UoAs. Metrics found to have moderately strong correlations
with REF scores for a wide range of UoAs included: number of tweets; number of
Google Scholar citations; source normalised impact per paper; SCImago journal
rank and citation count [4].

However, The Metric Tide study used different citation metrics and citation
data sources from our approach. It is at the institutional UoA level that our
study reveals some of the strongest correlations, higher than previously shown.
In a related study, Mryglod et al. [5] used departmental h-index aggregation to
predict REF rankings. Their work was completed before December 2014 when
the REF results were published and contained ranking predictions based on
their model with some degree of success. They also experimented by normalising
the h-index for each year between 2008 and 2014 but surprisingly found little
evidence that timescale played a part in the strength of the correlations they
found. An ad hoc study by Bishop [6] also found a moderate to strong correlation
between departmental research funding based on the results of the UK’s Research
Assessment and Evaluation (RAE) exercise conducted in 2008, and departmental
h-index. Mingers [7] recently completed an investigation that collected total
citation counts from Google Scholar (GS) for the top 50 academics1 from each
UK institute and he found strong correlations with overall REF rankings. To
our knowledge, ours is the first large-scale in-depth study that investigates the
correlation between citation data and peer review rankings by discipline at the
institutional level, taking into account all papers submitted to REF.

3 Results

For this study we used data from the UK’s Research Excellence Framework
(REF). The last REF exercise undertaken in the UK in 2014 was the largest over-
all assessment of universities’ research output ever undertaken globally. These
experiments focus on the academic outputs (research papers) component of the
REF, for which the metadata are available for download from the REF web-
site. The REF 2014 exercise peer reviewed and graded approximately 191,000
outputs from 154 institutions and in 36 Units of Assessment (UoAs) from zero
to four stars. The grading for each submission was determined according to
originality, significance and rigour. The peer review grades for the individual
submissions were aggregated for each UoA to produce a Grade Point Average
for each institute. The rankings are of critical importance to the institutes as
approximately £1.6 billion in QR funding from central government is distributed
annually entirely on the basis of the REF results [8].
1 If there were not 50 academics then the total number of academics on GS for that

institute was used.



198 D. Pride and P. Knoth

Each of the REF peer review panels individually chose whether or not to use
citation data to inform their decisions. Eleven out of 36 selected to do so and were
provided with citation data from Elsevier Scopus to assist their decision making.
For each area and age of publication they were given the number of citations
required to put the paper in the top 1%, 5%, 10% or 25% of papers within
its area. This gave REF reviewers a subject-level benchmark against which to
consider the citation data [9].

Whereas the aggregate GPA ranking for all UoAs and all institutes is publicly
available, it is now not possible to obtain a direct comparison between citation
data and the individual rankings for each submission as HEFCE state that these
data were destroyed. The rationale behind this was to preempt any requests for
this data under the Freedom of Information Act. [10].

Fig. 1. Citation enrichment workflow used in dataset creation.

3.1 Dataset

The dataset creation procedure is depicted in Fig. 1. We first downloaded the
REF 2014 submission list [9]. For each output, the list contains; publication title,
publication year, publication venue, name of institute and UoA. These fields were
fully populated for 190,628 out of 190,963 submissions to the ’outputs’ category
of the REF process.

We decided to utilise the Microsoft Academic Graph (MAG) to enrich the
REF submission list with citation information. At the time of the experiment
MAG contained approximately 168m individual papers and 1.15 billion citation
pairs. This decision was motivated by the fact that while Scopus, operated by
Elsevier, was used to provide citation data to the REF process, the free version
of the Scopus API service is limited to 20,000 requests per week. It would have
therefore taken almost two months to gather the required data which was not
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practical as this was more than 10 times slower than using MAG. Additionally,
studies by [11,12] have recently confirmed how comprehensive the MAG citation
data are. We could not utilise Google Scholar as it does not offer an API and
prohibits ’scraping’ of data.

We systematically queried the MAG Evaluate API for each submission using
a normalised version of the publication’s title (lower case, diacritics removed).
This returned a set of MAG IDs which were potential matches of the article.
We subsequently queried the MAG Graph Search API to validate each of the
potential matches. We accepted as a match the most similar publication title that
had at least 0.9 cosine similarity. This threshold was set by manually observing
about one hundred matches. Using this process we successfully matched 145,415
REF submissions with 6.95 million citations, corresponding to a recall of 76% of
the total initial REF submission list.

Table 1. UoAs with the highest mean citations per paper (MCPP).

UoA/Subject Outputs % in MAG Citations MCPP

Public health 4,881 94.61% 505,950 109.56

Clinical medicine 13,394 90.78% 1,278,810 105.17

Physics 6,446 84.51% 491,151 90.15

Biological sciences 8,608 92.20% 620,009 78.12

Earth systems/environment 5,249 91.64% 315,429 65.58

Chemistry 4,698 87.71% 246,361 59.78

Allied health professions 10,358 89.35% 402,033 43.43

Ag. Vet. and food science 3,919 90.76% 150,959 42.44

Comp. science and informatics 7,645 89.22% 284,815 41.76

Economics and econometrics 2,600 88.81% 95,591 41.4

Table 2. Dataset statistics

Number of Units of Assessment (UoAs) 36

Number of institutes 154

Number of UoAs/institution pairs 1,911

Number of submissions (papers) 190,628

Number of submissions (papers) in MAG 145,415

Number of citations 6,959,629

Table 1 is ordered by the mean citations per paper (MCPP) and shows total
number of submissions, percentage of these submissions available in MAG and
the total citations of these submissions.
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Additionally, as described in Fig. 1, we downloaded the Assessment Data from
the REF 2014 website. These data contain the GPA, calculated by aggregating
the peer review assessment results of individual papers for each given institution
per UoA. We then joined these data with the enriched REF submission list by
institution name and UoA. By doing so, we obtained 1,911 UoA/institution pairs
together with their peer assessment information (GPA) and corresponding lists
of submissions and their citation data (Table 2).

The full dataset used in our experiments and all results can be downloaded
from Figshare.2

3.2 How Well Do Peer Review Judgments Correlate with Citation
Data at the Institutional Level?

Once we assembled the full dataset, we extracted the following overall cita-
tion statistics: mean citations in December 2017 (mn2017), median citations
in December 2017 (med2017), mean citations at the time of the REF exercise
(mn2014), and median citations at the same point (med2014). These data were
then used to test the correlation between citation data and REF GPA rankings
for outputs for every institute in every UOA. The ten highest and ten lowest mea-
sured correlations by UoA are shown in Table 3. The citation data (cd) column
denotes whether the REF judging panels considered citation data in their delib-
erations. While we attempted to run correlations with other similar aggregate
functions, these are not shown in this table as they have far lower correlations
with GPA.

Strong positive correlations can be observed at the discipline level for a large
proportion of the UoAs, particularly for median citation count in 2017. Whilst
the correlation was most often stronger for those UoAs that had used citation
data in the REF peer review process, this was not always the case. Aeronautical
and Mechanical engineering and Social work & Policy are two disciplines, which
did not use citation data yet, show very strong correlations with GPA results.
At the lower end of the scale, there was little correlation between GPA ranking
and citation data, notably for those subjects covered by REF panels C and
D. [4]. Lack of coverage in many of these areas is, however, understandable as
these are disciplines which do not always produce journal articles, conference
proceedings and other digitally published and highly citable artifacts as their
main type of output. There is, however, clear delineation between the more
highly correlated UoAs and those less correlated. The UoAs with the lowest are
distinct from the rest, they are having a very weak or no correlation (r <=
0.159, n = 37, p < 0.001). Those above this level have a medium to strong
correlation (r > 0.353, n = 37, p < 0.001). The low correlation for mean citations
for Biological Sciences is explained by a single paper which was the most highly
cited paper in the UoA. This paper received 4,626 citations, 58% more than next
cited paper and nine times as many citations as all other submissions for that
institute combined. Furthermore, this paper came from second lowest ranked (by

2 https://figshare.com/s/69199811238dcb4ca987.

https://figshare.com/s/69199811238dcb4ca987
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Table 3. Correlation between REF GPA output rankings and citation data

UoA mn2017 med2017 mn2014 med2014 cd

1 Chemistry 0.663 0.802 0.637 0.738 Y

2 Biological sciences 0.188 0.797 0.288 0.785 Y

3 Aero. mech. chem. engineering 0.771 0.758 0.745 0.760 N

4 Social work and policy 0.697 0.752 0.629 0.635 N

5 Comp. sci. and informatics 0.715 0.743 0.720 0.678 Y

6 Economics 0.750 0.737 0.760 0.770 Y

7 Earth systems and enviro. sciences 0.472 0.707 0.512 0.686 Y

8 Clinical medicine 0.654 0.677 0.666 0.662 Y

9 Public health and primary care 0.535 0.674 0.607 0.653 Y

10 Physics 0.600 0.666 0.627 0.605 Y

. . .

27 Comm. cultural and media studies 0.369 0.355 0.334 0.267 N

28 Philosophy 0.352 0.353 0.268 0.270 N

29 Law 0.318 0.159 0.365 0.136 N

30 Theology and religious studies 0.404 0.154 0.439 0.153 N

31 English language and literature −0.168 0.102 −0.192 0.094 N

32 Art and design 0.157 0.075 0.187 0.118 N

33 Anthropology and dev. studies 0.062 −0.009 0.222 0.145 N

34 Modern languages and linguistics 0.141 −0.069 0.182 0.188 N

35 Classics 0.155 −0.07 0.079 0.285 N

36 Music drama dance & perf. arts 0.046 −0.094 0.051 0.039 N

GPA) of 44 institutes. Had this paper been discounted from the correlations, the
prediction results would have been far more clearly aligned with the other UoAs
(mn2017 = 0.782, mn2014 = 0.766).

The variance of citation data coverage across UoAs led us to explore whether
there could be a relationship between the strength of the correlations GPA and
citation data correlation with the coverage of citation in a given UoA. Figure 2
plots this for both the UoAs that used citation data and those that did not.
While the graph confirms that the highly cited UoAs in MAG are those UoAs
that used citation data, it indicates that a few UoAs that did not also exhibit
strong correlations. Unsurprisingly, the plot suggests that there might be a small
bias exhibited by extra correlation strength in UoAs that utilised citation data.
However, given the small number of UoAs, this is not statistically significant.
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Table 4. Rankings by GPA and predictions produced using med2017 and med2014
respectively for the three most highly correlated UoAs.

REF UoA/Rank GPA med2017 mc2017 rdiff med2014 mc2014 rdiff

Chemistry

Liverpool 3.44 Liverpool 64 0 Liverpool 26 0

Cambridge 3.42 Cambridge 54 0 Lancaster 25 +8

Oxford 3.32 Warwick 53 +3 Oxford 22 0

UEA 3.29 Bath 51 +12 Cambridge 22 −2

Bristol 3.26 Oxford 50 −2 Queen Mary 20 +2

Bio sciences

ICR 3.44 ICR 77 0 ICR 31 0

Newcastle 3.33 Queen Mary 66 +15 Sheffield 26 +5

Dundee 3.3 Imperial 59 +1 Imperial 25 +1

Imperial 3.26 Sheffield 56 +3 Leeds 24 +27

Oxford 3.26 Edinburgh 55 +4 Edinburgh 23 +4

Aero. mech.

Cambridge 3.34 Cambridge 25 0 Cambridge 9 0

Imperial 3.12 Imperial 23 0 Imperial 8 0

UCL 3.06 Sheffield 19 +2 Brighton 7 +13

Cranfield 3.01 Brighton 18 +12 Manchester 6 +4

Sheffield 3.01 Manchester 17 +3 Sheffield 6 0

Table 5. Rank prediction quality for top 10 UoAs with the highest mean citations per
paper.

UoA HEIs rdiff nrdiff MAP
rt=3

MAP
rt=5

MAP
rt=10

MAP
rt=10%

MAP
rt=20%

MAP
rt=30%

Comp sci. 89 12.39 0.139 0.19 0.32 0.50 0.46 0.75 0.87

Ag. vet. 29 4.02 0.139 0.45 0.65 0.86 0.45 0.68 0.86

Clinical med. 31 4.38 0.141 0.51 0.70 0.93 0.51 0.77 0.93

Allied H. 83 12.03 0.145 0.20 0.30 0.55 0.43 0.72 0.86

Economics 28 4.07 0.145 0.57 0.71 0.92 0.57 0.78 0.92

Chemistry 37 5.51 0.149 0.54 0.56 0.83 0.54 0.78 0.86

Earth systems 45 7.24 0.161 0.40 0.51 0.77 0.51 0.68 0.84

Public health 32 5.18 0.162 0.50 0.62 0.84 0.50 0.68 0.84

Bio. science 44 7.59 0.173 0.34 0.52 0.72 0.52 0.66 0.79

Physics 41 7.36 0.180 0.36 0.53 0.78 0.43 0.73 0.80

All (mean) 45 6.98 0.153 0.41 0.54 0.77 0.49 0.72 0.86
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Fig. 2. Correlation between med2017 citations per UoA and GPA against the coverage
of REF submissions in MAG for all UoAs. An ‘o’ represents a non-citation based UoA
whilst and ‘x’ denotes a UoA that used citations.

3.3 How Well Can Citation Data Predict Peer Review Based
Institutional Rankings?

Tables 4 shows the top five institutions for Chemistry, Biological Sciences and
Aeronautical and Mechanical Engineering as ranked in the REF by GPA and pre-
dictions of ranking using med2017 and med2014 respectively. mc2017 and mc2014
show the median citation count for that institute. Rdiff shows the rank differ-
ence when ranked by a particular citation metric. The prediction performance
indicated in these tables is not unique, in four of the five top UoAs by correlation
strength the highest ranked institute is predicted correctly by both med2014 and
med2017.

Table 5 demonstrates the effectiveness of predicting based on med2014 for the
10 most highly cited UoAs. To compare the prediction error, expressed by rdiff,
across UoAs, we calculated the mean rank difference normalised by number
of institutions (nrdiff ). To express overall prediction accuracy, we used Mean
Average Precision (MAP). The HEI column denotes the number of institutes
submitting to that UoA. The parameter rt denotes the prediction rank toler-
ance. For example, rt = 3 indicates that a prediction within 3 positions of the
original assessment result will be considered as correct. Given the simplicity of
the prediction method, this is a strong indication of the power of citation data in
this task. One could reasonably expect that further improvements can be made
by employing more sophisticated indicators. However, as the predictions are not
as good for UoAs that have lower than average mean citations per paper, we
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would restrain from recommending the use of citation data unaccompanied by
peer review assessments in those UoAs.

We wanted to compare our prediction performance to the study of Mryglod
et al. [5]. In order to conduct a fair and exact comparison, it was necessary to
parse a number of institutions from our input data. Mryglod et al. reported they
were unable to obtain citation indicators for all institutions in a given UoA.
Their study covered three of the top ten highly cited UoAs, we show in Table 6
that our predictions are significantly better across all categories.

Table 6. Comparison of the prediction performance of our study with Mryglod et al. [5]

UoA HEIs rdiff nrdiff MAP

rt=3

MAP

rt=5

MAP

rt=10

MAP

rt=10%

MAP

rt=20%

MAP

rt=30%

Mryglod [5]

Chemistry 29 4.89 0.169 0.37 0.82 0.82 0.37 0.82 0.82

Physics 32 8.63 0.270 0.28 0.40 0.65 0.28 0.46 0.65

Bio Science 31 8.38 0.270 0.22 0.38 0.70 0.22 0.51 0.64

All (mean) 31 7.30 0.24 0.29 0.53 0.72 0.29 0.60 0.70

Pride & Knoth (this study)

Chemistry 29 4.00 0.138 0.68 0.72 0.89 0.68 0.72 0.86

Physics 32 5.68 0.178 0.34 0.59 0.90 0.34 0.75 0.90

Bio science 31 7.16 0.231 0.35 0.45 0.74 0.35 0.51 0.71

All (mean) 31 5.61 0.18 0.46 0.59 0.84 0.46 0.66 0.82

Improvement 23% 25% 59% 11% 17% 59% 10% 17%

4 Discussion

It has been shown in [4,13] and that many bibliometric indicators show little
correlation with peer review judgments at the article level. This study, and those
by [2,3,7], demonstrate that some bibliometric measures can offer a surprisingly
high degree of accuracy when used at the institutional or departmental level.
Our work has been conducted on a significantly larger dataset and our pre-
diction accuracy is higher than shown in previous studies, despite deliberately
using fairly simplistic indicators. Several studies including The Metric Tide [4],
The Stern Report [14] and the HEFCE pilot study [15] all state that metrics
should be used as an additional component in research evaluation, with peer
review remaining as the central pillar. Yet, peer review has been shown by [16–
18] amongst others to exhibit many forms of bias including institutional bias,
gender/age related bias and bias against interdisciplinary research. In an exami-
nation of one of the most critical forms of bias, that of publication bias, Emerson
[19] noted that reviewers were much more likely to recommend papers demon-
strating positive results over those that demonstrated null or negative results.



Peer Review and Citation Data in Predicting University Rankings 205

All of the above biases exist even when peer review is carried out to the
highest international standards. There were close to 1,000 peer review experts
recruited by the REF, however the sheer volume of outputs requiring review
calls into question the exactitude of the whole process. As an example the REF
panel for UoA 9, Physics, consisted of 20 members. The total number of out-
puts submitted for this UoA was 6,446. Each paper is required to be read by
two referees. This increases the overall total requirement to read 12,892 paper
instances. Therefore each panel member was required to review, to international
standards, an average of 644 papers in a little over ten months. If every panel
member, worked every day for ten months, each member would need to read and
review 2.14 papers per day to complete the work on time. This is, of course, in
addition to the panelist’s usual full-time work load. Moreover, Physics is not an
unusual example and many other UoAs tell a similar story in terms of the aver-
age number of papers each panel member was expected to review; Business and
Management Studies (1,017 papers), General Engineering (868 papers), Clinical
Medicine (765 papers). The burden placed on the expert reviewers during the
REF process was onerous in the extreme. Coles [20] calculated a very similar
figure of 2 papers per day, based on an estimate before the data we now have was
available. ’It is blindingly obvious,’ he concluded, ’that whatever the panels do
will not be a thorough peer review of each paper, equivalent to refereeing it for
publication in a journal’. Sayer [21] is equally disparaging in regards to the vol-
ume of papers each reviewer was required to read and also expresses significant
doubts about the level of expertise within the review panels themselves.

In addition to the potential pitfalls in the current methodologies, there is
also the enormous cost to be considered. This was estimated to be £66m for
the UK’s original PRFS, the Research Assessment Exercise (RAE) in 2008. This
rose markedly to £246m for the 2014 Research Excellence Framework. This
is comprised of £232M in costs to the higher education institutes and around
£14M in costs for the four UK higher education funding bodies. The cost to the
institutions was approximately £212M for preparing the REF submissions for
the three areas; outputs, impact and environment, with the cost for preparing
the outputs being the majority share of this amount. Additionally, there were
costs of around £19M for panelists’ time [22]. If bibliometric indicators can in
any way lessen the financial burden of these exercises on the institutions this is
a strong argument in favour of their usage.

5 Conclusion

This work constitutes the largest quantitative analysis of the relationship
between peer reviews (190,628 paper submissions) and citation data (6.9m cita-
tion pairs) at an institutional level. Firstly, our results show that citation data
exhibit strong correlations with peer review judgments when considered at the
institutional level and within a given discipline. These correlations tend to be
higher in disciplines with high mean citations per paper. Secondly, we demon-
strate that we can utilise citation data to predict top ranked institutions with a



206 D. Pride and P. Knoth

surprisingly high precision. In the ten UoAs with the highest number of mean
citations per paper we achieve 0.77 MAP with prediction rank tolerance 10 with
respect to the REF 2014 results. In four out of five top UoAs by correlation
strength, the highest ranked institute in the REF results was predicted cor-
rectly. It is important to note that these predictions are based on citation data
that were available at the time of the REF exercise.

While our analysis does not answer whether using citation-based indicators
we can predict institutional rankings better than by relying on a peer review
system, our results evidence that the REF peer review process led to highly sim-
ilar results as those that could have been predicted automatically using citation
data. The 11 REF UoAs with the highest mean citations per paper in MAG
are the identical UoAs in which the peer review panels used citation data to
inform their decisions. We argue that if peer-review is conducted in the way it
was conducted in the REF, then it would have been more cost effective to save
a significant proportion of the £246m spent on organising the peer review pro-
cess [22] and carry out the institutional evaluation purely using citation data,
particularly in UoAs with high mean citations per paper.

This has wide implication for PRFS globally. The countries whose PRFS still
have a peer review component should carefully consider the way in which the
peer review process is conducted. Thus ensuring that the peer review results
add a new dimension to the information over that which can be obtained by
predictions based on citation data alone. However, this advice only applies when
the goal of the PRFS is to rank institutions, as it is the case in the UK REF,
rather than individual papers or researchers.
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Abstract. New learning resources are created and minted in Massive
Open Online Courses every week – new videos, quizzes, assessments
and discussion threads are deployed and interacted with – in the era
of on-demand online learning. However, these resources are often arti-
ficially siloed between platforms and artificial web application models.
Facilitating the linking between such resources facilitates learning and
multimodal understanding, bettering learners’ experience. We create a
framework for MOOC Uniform Identifier for Resources (MUIR). MUIR
enables applications to refer and link to such resources in a cross-platform
way, allowing the easy minting of identifiers to MOOC resources, akin to
#hashtags. We demonstrate the feasibility of this approach to the auto-
matic identification, linking and resolution – a task known as Wikifi-
cation – of learning resources mentioned on MOOC discussion forums,
from a harvested collection of 100K+ resources. Our Wikification sys-
tem achieves a high initial rate of 54.6% successful resolutions on key
resource mentions found in discussion forums, demonstrating the util-
ity of the MUIR framework. Our analysis on this new problem shows
that context is a key factor in determining the correct resolution of such
mentions.

Keywords: Digital library · MOOC · Learning resource
Unique resource identifier · DOI · MUIR

1 Introduction

Digital libraries for open knowledge goes beyond the scholarly library and
extends into the pedagogical one [9]. While participation in Massive Open Online
Courses (MOOCs) and online learning has expanded [5,8,13,14], the methods
by which learners participate in these classes has still been confined to the lim-
itations of the Learning Management Systems (LMS) [4,6]. Such LMSes often
c© Springer Nature Switzerland AG 2018
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have separated and distinct views of each form of learning resource – discussion
forums, lecture videos, problem sets, homeworks – where cross-linking resources
is difficult or impossible to achieve. Learners “cannot see the forest for the trees”
when concepts are siloed and easy cross-referencing is impeded.

Fig. 1. Crosslinking a lecture resource mention in a discussion forum.

A concrete instance of this is in the discussion forum, where both instructors
and students co-construct arguments to support critical thinking and knowl-
edge [2,7]. Students often reference a certain quiz, this week’s lecture or a par-
ticular slide, as in Fig. 1. Automatically hyperlinking such mentions to the target
resource brushes and links the two endpoints, facilitating the contextualization
of course materials across disparate views. To address this, we introduce and
reduce to practice a pipeline that adds appropriate hyperlinks to natural lan-
guage mentions of MOOC resources in discussion forums – a task known as
Wikification, named after the same task which was first applied to Wikipedia.

In addressing this challenge, we needed to also propose an important stan-
dalone contribution: a framework for MOOC Uniform Identifier for Resources,
which we name MUIR1. The MUIR framework is a two-component framework
that pairs a transparent, guessable URL syntax for learning resources with a
best-effort resolver that connects MUIR identifiers to their target resource. Best
thought of as a hybrid between bibliographic records that identify a scholarly
work, and the Digital Object Identifier that gives a resolution, our MUIR frame-
work facilitates the cross-linking functionality that allows for the Wikification of
natural language mentions in learner and instructor discourse.

MUIR also facilitates resource discovery. As a central harvester, the MUIR
resolver components crawls MOOC platforms for resources and can expose
related course material across different providers, formulating a MOOC domain
Linked Open Data (LOD) [3], which creates typed links between data from dif-
ferent sources. This helps to address learning resource reuse, a problem that has
been exacerbated with exponential success of MOOCs [18]. Without an aggre-
gation service like MUIR, each MOOC LMS platform is siloed: having its own
resource identifier schema that is non-portable, opaque and non-interpretable.

We demonstrate the use of the MUIR framework for the application of Wik-
ification. In this case study, our Wikification application recognizes mentions
1 MUIR refers to MOOC Uniform Identifier for Resources as well to the eponymous

framework that creates such identifiers.
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to publicly exposed resources, and generates short form references to those
resources which the framework resolves and forwards links.

Fig. 2. MUIR system architecture: (l) online system, (r) offline harvester and resolution
components.

2 Related Work

The MUIR framework contributes to both the topics curation and indexing, as
well as identification schemes. We review these areas in turn.

Curation and Indexing. Both MOOCs and Learning Resource collection and
indexing have prior work. MOOC List2 curates a commercial, faceted indexing
website to find current MOOC offerings. More general and academically inclined,
MERLOT3 achieves broader goals for thousands of learning resources for K–
12 and tertiary education, for learners, educators, and faculty development for
specific discipline. It acts as both an aggregator of submitted content for peer
curation as well as a focal point for gathering the community concerning these
resources [11]. MERLOT allocates a unique identifier to each material submitted
as a pairing of a unique ‘materialId’ and an ‘entryType’. More recently, the
OpenAIRE project [1] aggregates metadata about scholarly research – projects,
publications, people, organizations, etc. – into a central information space .

Identifier Schemes. Wikification uses MUIR to cross-link resources, creating a
MOOC domain-specific form of Linked Open Data (LOD) [3,10]. It is a method
of publishing to create and publish typed links between data entities from dif-
ferent sources, so that the data can be interconnected and put to better use.
The MUIR scheme aims to aggregate resources across platforms and should be
persistent, transparent and resolvable for various providers. We are informed of
the design by related resource identifiers such as PURL, DOI, Dublin Core and
general bibliographic metadata.

A Persistent Uniform Resource Locator [15] (PURL) provides a single layer
of indirection built over the standard URL protocol for web addressing. PURLs
2 https://www.mooc-list.com/.
3 or “Multimedia Educational Resource for Learning and Online Teaching”, https://

www.merlot.org/.

https://www.mooc-list.com/
https://www.merlot.org/
https://www.merlot.org/
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I. MUIR (Short Form, Transparent (sample)): www.example.org/

accounting-analytics/Week 2/lecture/2-5

II. MUIR (Canonical Transparent): www.example.org/Coursera/accounting-

analytics/1480320000000/Brian J Bushee&Christopher D. Ittner/Videos/

expense-recognition-red-flags-reserve-accounts-and-write-offs-2-5

III. MUIR (Opaque): www.example.org/id/1239jdn3oni3123s

IV. Coursera URL: www.coursera.org/learn/accounting-analytics/lecture/

1UzkX/expense-recognition-red-flags-reserve-accounts-and-write-offs-2-5

Fig. 3. A Coursera learning resource URI in MUIR’s threefold identifier scheme.

solve the problem of transitory URIs through their indirection, but omit any
guidelines or enforcement of the identifier minting schema; the choice of identi-
fier is up to the minting agent, somewhat akin to custom URL shorteners such
as bit.ly and tiny.cc. The Digital Object Identifier [12] (DOI) schema goes
further, not bound by any dependent protocols (e.g., HTTP for PURLs) and
admits different authorities (e.g., different journal publishers) and distributed
and hierarchical resolution via its use of the handle system. Our MUIR pro-
posal is technically a PURL service, where our effort has been to create strong
guidelines for the identifier portion of the schema.

Both Dublin Core [17] (DC) and bibliographic metadata are flexible contain-
ers that specify preferred (or mandatory) metadata attribute–value fields for
different types of materials, such as title or contributor. Unlike PURL and DOI
which are opaque, MUIR opts for transparent identifiers, taking the cue from DC
and bibliographic metadata. The components of a MUIR encode the metadata
values directly as part of the URL syntax for the identifier, and uniformly across
various LMS providers.

3 The MUIR Framework

“When we try to pick out anything by itself, we find it hitched to everything
else in the universe”—John Muir

Our uniform identifier scheme for MOOC learning resources, embodies the
American naturalist John Muir’s insight that everything is interconnected. In
creating MUIR, our aim is to objectify MOOC resources so that they can be
inventoried, referenced and subsequently better “hitched” to other resources, in
the spirit of LOD, creating a densely tangled web of knowledge crucial for the
contextualization of learning. We discuss the desiderata for our MUIR schema,
while relating it to the practices of related work.

We motivate this section by working through the elements of a hypothetical
MUIR associated with a learning resource from Coursera representing a specific
lecture on accounting analytics:
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1. Indirection. MUIRs provide two layers of indirection over actual resolvable
resources such as a Coursera discussion forum, or a quiz hosted on a course on
EdX. The first layer serves as a semantically transparent, short form where fields
can be omitted and the search functionality of MUIR invoked to form the best-
effort resolution to the canonical form. Similar to the simplicity of #hashtags,
the MUIR short form encourages direct use by humans, later to be resolved to a
canonical form or directly to the platform URL via best-guess relevance search.

The second layer of indirection (from the canonical form to the platform
URL) provides both a uniform access mechanism to the resources that is
platform-/provider-independent. As with PURLs, it also lends itself to preser-
vation, having a single authority for resolution. Both the canonical form and the
opaque form map one to one to the platform instance.

2. Transparent. Unlike traditional schema that use succinct opaque identifiers
to serialize and identify objects, MUIR takes the cue from bibliographic systems
that admit multiple, value–attribute fields to name resources. Much like how
Dublin Core mandates certain fields be specified, MUIR also splits fields into
required (Resource Title, Resource Type, Course Name, Session Date, Instruc-
tor(s), Institution, Source Platform) and optional categories (Other Elements).
The short form MUIR invokes search by the resolution system to find the most
appropriate learning resource, akin to search in a web search engine or an online
public access catalog.

3. Comprehensive. MUIR’s resource type categorizes the most common learn-
ing resources exposed in MOOCs. We survey learning resources provided on
29 worldwide MOOC platforms to inventory the common learning resources
exposed, and map these forms to MUIR’s Resource Type (Table 1). Videos
present the lecture content. Slides provide the lecture content for download and
separate review, often aligned to those in the video. Transcripts of the videos
are sometimes available for various languages, often for other languages than the
one used in the video. Assessments capture any form of assessments, exercises,
homeworks and assignments that aim to self-diagnose the learners’ knowledge
commitment of the course content. Exams evaluate the knowledge and/or skills
of students, including quizzes, tests, mid-exams and final examinations. Read-
ings optionally provide a list of other learning resources provided by courses.
Additional Resources help to catch other materials made available for special-
ized discipline-specific courses. For example, computer programming courses can
provide program files for reference.

4. Stable. In addition to standard descriptor-like identifier structure, MUIR also
has an alternate serial identifier syntax that is opaque and succinct, permitting
short references that are permanent, as in the final MUIR opaque identifier in
Fig. 3. Thus there can be many MUIR short form, transparent descriptors that
map to a single unique opaque identifier.
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Table 1. Prevalence of resource types exposed on global MOOC platforms. ‘Scale’
indicates # of courses/# of learners. The subsequent columns on top represents
videos, slides, exams, quizzes, transcript, homeworks, assignments, assessments, exer-
cises, readings, articles, programming scripts and additional materials, respectively.
Each resource type is mapped to one of MUIR’s canonical resource types (bottom
row).

No. platform Country Scale (C /L) V. S. E. Q. Tr. HW. Asg. Ass. Ex. Re. Art. Pro. Add.

1. Coursera US 2000+ /25M+ � � � � � � � � � � �
2. edX US 950+ /14M+ � � � � � � � � � � �
3. Udacity US 200+ /4M+ � � �
4. FutureLearn UK 400+ /6.5M+ � � � � � �
5. iversity GER 50+ /0.75M+ � �
6. Open2Study AU 45+ /1.1M+ � � � � �
7. Acumen+ US 34+ /0.3M � � � � �
8. P2PU US 200+ /— � � � � � � � � � � �
9. Academic Earth US 600+ /5.8M+ � � � � � � � � � � � � �
10. Alison IE 1000+ /11M+ �
11. Athlete Learning

Gateway

CH 27+ /14K+ � � �

12. Canvas Network US 200+ /0.2M+ � � � �
13. Course Sites US 493+ /— � � � � �
14. KhanAcademy US — /57M+ � � � � �
15. Open Learning JP 30+ /— � � � � � � � � � � � � �
16. OpenupEd EU 190+ /— � � � � � � � � � � � � �
17. Saylor US 100+ /— � � � � � �
18. Udemy US — /20M+ � � �
19. CNMOOC CN 600+ /— � �
20. Complexity

Explorer

US 11+ /— � � � � �

21. Ewant TW 600+ /20K+ � � �
22. Janux US 20+ /31K+ � � � � �
23. Microsoft Virtual

Academy

US 800+ /— � � � �

24. NTHU MOOCs TW 46 /— � � �
25. Stanford Online US 100+ /— � � � � � � � �
26. XuetangX CN 1300+ /9M+ � � � � � � � �
27. icourse163 CN 1000+ /— � � � � �
28. FUN FR 330+ /1M+ � � �
29. FX Academy ZA 10+ /— � � � �
# of platforms w/ Resource Type 29 11 10 24 15 11 16 11 9 8 5 6 15

Mapping to MUIR’s Resource Type V. S. E. T. Ass. Re. Add.

3.1 Collected Dataset

We operationalize our MUIR framework by creating a series of crawlers to proac-
tively collect learning resources from MOOC platforms. In the remainder of the
paper, we study using MUIR against a subset of crawled resources from Cours-
era as a proof of concept. Our Coursera corpus, collected at January 31, 2017,
includes all posts and resources of 142 courses that had already completed,
totalling 102,661 posts and 11,484 learning resources spanning all 7 resource
types.
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4 Discussion Forum Wikification

We operationalise the MUIR framework through the task of discussion forum
Wikification. Our system for forum Wikification extracts and hyperlinks men-
tions of learning resources in student posts as shown in Fig. 1.

The skeptic might ask: Is Wikification meeting a real demand for crosslinking
learning resources? To answer this, we wish to calculate the number of mentions
that are actually present in discussion forum. Let us assume that mentions to
the seven resource types do contain a descriptive keyword. While the presence
of these keywords may not necessarily denote an actual mention (i.e., “I have
a question”), the percentage of posts that contain the relevant keywords serves
as an upper bound for the number of mentions. Restricting our examination
to content subforums (excluding forums for socializing; e.g. ‘Meet & Greet’ and
‘General Discussion’), we find that approximately 15,529/69,025 = 22.5% posts
contain one or more keywords. Restating, about 1 of 4 posts in discussion forums
potentially have mentions that need Wikification. So there is a real need that
we address with Wikification.

The process presumes that the MUIR system has proactively crawled and
indexed MOOC resources, as previously discussed. We reduce the problem into
4 concrete phases as shown in Fig. 2: (1) Mention Extraction: mention identifi-
cation, (2) Short Form Generation: MUIR short form construction, (3) MUIR
Search: MUIR short form to canonical form resolution, (4) Resolution: forward-
ing the request to the platform URL. Note that the first two phases take place
outside of the MUIR framework, in our Wikification application that processes
discussion forums. We step through these four phases in turn to illustrate how
the MUIR framework interacts with the Wikification process.

Phase 1: Mention Extraction. Wikification begins by identifying important
mentions from a post of a course. As natural language mentions can occur in an
infinite variety, in this initial study, we constrain the problem scope to identify-
ing only Single, Concrete, wIthin-course entities (or SCI). As counterexamples,
references to collective entities (i.e., “the quizzes”), specific topics taught within
a course (similar to keywords, i.e., “corporate risk”) fall outside the scope of our
SCI definition.

Analyzing actual SCI mentions in discussion forums, such as “lecture 2.5”
in Fig. 1 and those in Fig. 4 show us that SCI entities do lend themselves to be
captured by a simple regular expression matching with a keyword followed by
a numeric offset. We thus programmatically find and delimit such mentions as
spans for hyperlinking. This solution, although overly simplistic, serves well as
a starting point for Wikification. We revisit this decision later in our evaluation.

Phase 2: Short Form Generation. For each mention, Wikification gener-
ates a MUIR short form programmatically. The short form is used to split the
mention into component words, using which our algorithm maps them to fields
in the MUIR short form. Inferrable missing components are added by the con-
text of the hosted discussion forum. Continuing with our running example, this
stage takes the mention “lecture 2.5” that appears in an Accounting Analytics
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course on Coursera, and constructs the short form I in Fig. 3, where the men-
tion’s text of {“lecture”, “2”, “.” and “5”} constructs the s4 and s5 short form
components: the relative block number (2–5 denotes module 2 lecture 5), and
remaining components (s2 and s3) are inferred from context:

www.example.org
︸ ︷︷ ︸

s1

/ accounting−analytics
︸ ︷︷ ︸

s2

/ Week2
︸ ︷︷ ︸

s3

/ lecture
︸ ︷︷ ︸

s4

/ 2−5
︸︷︷︸

s5

Here, s1 is the MUIR resolver host, s2 is the course name, s3 is the forum name
(usually the week number) of the post, s4 is the resource type and s5 represents
the relative block number.

Phase 3: MUIR Search. A click on a short form requests the resource from
MUIR resolver. This search process is the first layer of indirection, combining the
post information in the MUIR database from which MUIR obtains additional
peripheral information (platform, session date and instructor(s) name) about
the post that embeds the mention. The search process first utilizes the origin
post data {source platform, s2, session date and instructor(s) name} to locate
the hosting course’s context. The remainder of the short form (s4 and s5) are
used to match the resource type and name in a full text search, where exact
matches are favored. The resolver searches its index of canonical MUIRs using
this custom search logic to match with the short form and deems the best match
its resolution. As in the running example, this process matches the MUIR short
form I to the MUIR canonical form II:

www.example.org
︸ ︷︷ ︸

f1

/ Coursera
︸ ︷︷ ︸

f2

/ accounting − analytics
︸ ︷︷ ︸

f3

/ 1480320000000
︸ ︷︷ ︸

f4

/ BrianJBushee&Christopher
︸ ︷︷ ︸

f5
D.Ittner
︸ ︷︷ ︸

f5

/ Videos
︸ ︷︷ ︸

f6

/ expense−recognition−redflags−reserve−accounts−and−write−offs−2−5
︸ ︷︷ ︸

f7

Here, f1, f3 and f6 are migrated from the short form, and the remaining fields
have been imputed from context: f2, f4, f5 and f7 give the source platform, the
session date, instructors’ names, and the slug name of the resource, respectively.

Phase 4: Resolution. This final phase is simple, as the canonical MUIR maps
one-to-one with a platform URL, through a hash table lookup. This process
maps the running example’s canonical form II to the platform-specific URL IV
through the second layer of indirection.

5 Wikification Evaluation

We believe the MUIR identifier framework is useful on its own right, but it is
hard to evaluate its intrinsic utility. We instead evaluate extrinsically, assess-
ing the utility of MUIR as a component within discussion forum Wikification.
Specifically we ask ourselves the following research questions (RQ):

RQ1. What is the coverage rate for posts that actually contains mentions?
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Table 2. Mention extraction coverage.

Annotator ID # of
posts

# of posts identified
as having mentions

# extracted
by our wikifier

# correct Coverage

Annotator 1 1,087 156 5 5 14.4%

Annotator 2 1,087 175 5 5 16.1%

Overall 1,087 196 (Union) 5 5 18.0%

YES: m1 Is it just me or were some questions on Quiz 2 a surprise? There were
a few questions that were not discussed in the lesson plan.
YES: m2 Hello, I just would like to note that on 12:30 in the answer to question
3 in the lecture 2.4 it says that the network is deadlock-free, whereas ...
NO: m3 The last item, that is “Probability Models for Customer-Base
Analysis.pdf”, in the Resources &gt; Additional Readings by Week section for
Week 3 is not accessible.
NO: m4 I’m working on the programming assignment for ML, week 2. I success-
fully submitted answers to the obligatory questions.
NO: m5 At around 5:00 in the lecture, we see that the regularization term in
the cost function is summed from 1 to L-1. Shouldn’t this be 2 to L?
NO: m6 Hello. I wanted to use “e” as a number for ex.2/week3. It didn’t work,
and I didn’t find useful help with “help exponent”.

Fig. 4. Actual resource mentions in our 1,087 sample sized dataset, illustrating the
variety of expressions. Our Wikification currently handles the first two mentions.

RQ2. How accurate is the resolution for different resource types?

RQ1: Mention Coverage. With a full annotation of the dataset we could
conclusively measure the coverage of our regular expressions in capturing actual
natural language mentions to SCI. However, the effort for full annotation is
infeasible, and instead we randomly sample ∼1,000 posts to check the actual
coverage of our Wikifier syntax. We note that it can be unintuitive for annotators
to identify whether a word, phrase or sentence is a mention, so we employed two
independent annotators to reduce bias. Results for this sample annotation are
shown in Table 2.

In our 1K sample of posts, 18% of posts or more contain mentions to learning
materials. This is significant, as it shows that there is much potential to better
interlink resources, even just for the silo of discussion forums. In these sampled
posts, our Wikifier matched 5 mentions, which were all actual mentions (correct).
This result shows that our <“keyword”+ number> pattern has high precision
but suffers from low recall, covering only about 2.6% of possible mentions.

How can we improve mention extraction coverage? We examine the causes
for the coverage disparity, where the parenthetical percentage is determined over
the same sampled data.
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Table 3. Resolution accuracy evaluation. Only mentions to 4 MUIR types are present
in our Coursera subset. P I represents precision of Annotation I and P II is for Anno-
tation II.

Resource # of instances P I P II

Videos 89 71.9% 57.3%

Slides 27 74.1% 33.3%

Exams 718 83.0% 53.3%

Assessments 12 50.0% 25.0%

Total 846 81.1% 54.6%

1. Implicit Contextual Knowledge (∼45% of errors). In sequential posts,
posters often refer to the content from the previous posters, and refer using
demonstrative pronouns such as ‘this’, ‘that’ or ‘the’. Without context knowl-
edge, our prototype simply does not capture such mentions, such as in ‘that
video you mentioned’.

2. Named Reference (∼30% of errors). Direct use of the resource name
– especially for videos, slides and quizzes – makes such mentions impossible
to capture, without predicating prior MUIR lookup (cf m3 in Fig. 4 or ‘the
problem “Hashing with chains”’).

3. Informal Expressions (∼15% of errors). Colloquial expressions abound
(Fig. 4’s m4 and m6) and fall outside the current scheme. Adding regular
expressions to capture these would improve coverage at the cost of precision.

RQ2: MUIR Resolution Accuracy. The other component that needs eval-
uation is Phase 3, MUIR Search. Given the short forms that are generated by
Wikification, MUIR Search connects the short form to a (hopefully correct)
platform URL.

We offer two evaluations that give complementary data on the resolution
accuracy, shown in Table 3. Comparing P I against P II, the accuracy of Anno-
tation I is generally better than Annotation II. That is because Annotation I
is generated only by depending on the information of mentions and the limited
relevant information of posts, foregoing the implicit contextual knowledge of the
previous and subsequent posts. This gives an upper-bound for how well men-
tions are actually resolved by our simple search logic. But in Annotation II when
we annotate the ground truth test data, we consider all of the context of the
mentions including the content around the mentions and other posts in the same
thread. This is a realistic evaluation on the full complexity of the problem.

The results are best analyzed jointly. We see that the mentions we capture
are easy to extract (higher performance on Annotation I), but hard to resolve
without context (lower performance on Annotation II). The accuracies for four
Resource Types have different degrees of reduction. But the results are encour-
aging: our prototype, even with its simple logic, can already handle almost 55%
of learning resources.
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As we did for RQ1, we further categorized a rough cause to the errors in the
resolution process:

1. Mentions needing context to resolve against multiple matches
(∼20% of errors): Learners may write mentions such as “lecture 4.5”, where
“4” and “5” are used by MUIR Search but could refer to different lectures
that both have textual components “4” and “5” in their slug name.

2. Multiple potential targets (∼70% of errors): Even considering context,
certain mentions are still ambiguous. If a mention states “question 3” but
there are multiple quizzes within the context, all which have a Question 3,
the target is ambiguous. MUIR can only guess in this case.

3. Errors in mention extraction (∼10% of errors): These are cascaded
from the Phase 1 process of mention extraction. Examples include partial
mention extraction (“lecture’s 2 transcript” may be written by a learner, but
only “lecture 2” was detected) and informal reference (cf m6 in Fig. 4).

Both RQ1 and RQ2 discussions clearly point forward in the direction of
improving coverage, especially in Phase 1, as such errors cascade. A clear direc-
tion is to incorporate contextual knowledge: our current work thus aims to incor-
porate such knowledge by the machine reading of the posts, by leveraging recur-
rent neural network based learning models [16] currently making much impact
in natural language processing research. This will help the Wikification process
by both capturing more natural mention expressions and minting better Phase
II MUIR short forms that better facilitate correct resolution downstream.

We note that mention extraction can also be facilitated by introducing linking
conventions, similar to #hashtags. MUIR’s short form can be further facilitated
by the future learner’s explicit triggering when writing their posts: i.e., “I have a
question about #video5”, where mention identification are solved by the learner.

6 Conclusion

For a learner to see the forest for the trees requires seamless interlinking of
learning resources. Discussion forum Wikification takes us closer towards this
goal. Our prototype shows the feasibility of the approach for simple mention
types, and further motivates research on better mention identification and search
resolution of such mentions.

Underlying this development is our core contribution of the MUIR frame-
work for identifying and referencing the burgeoning set of MOOC resources
being generated by the community. Our solution hybridizes best practices among
ease-of-use descriptions, search practices and the persistence and identification
standards. Our work aims to catalyse work towards making linked open data a
closer reality for the world’s learners.
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Abstract. This paper summarizes the results of a comprehensive sta-
tistical analysis on a corpus of open access articles and contained figures.
It gives an insight into quantitative relationships between illustrations or
types of illustrations, caption lengths, subjects, publishers, author affili-
ations, article citations and others.

Keywords: Open access · Scientific figures · Statistical analysis

1 Motivation and Target

Researchers often reuse figures from other publications for their own work, for
example presentations or articles. In order to find those images, it is useful to
have a search engine that finds figures from scientific articles.

The goal of the NOA (Nachnutzung von Open Access Bildern, Reuse of Open
Access Images) project is to build a freely accessible corpus of figures from open
access articles, providing links to the original article as well [3]. A first version of
a search engine allowing for filtering and searching is available at http://noa.wp.
hs-hannover.de/. In order to secure access to the images after project completion,
they will be uploaded to Wikimedia Commons (commons.wikimedia.org). As
a side effect of the mentioned extraction of figures from papers, we use the
built-up corpus of images linked to corresponding articles for various analyses
and relations to other quantitative data/article such as citations. This paper
summarizes the results of a comprehensive statistical analysis on our corpus and
gives an insight into quantitative relationships between illustrations or types of
illustrations, subjects, publishers, journals, article citations and others.

2 Related Work

Over the years, there have already been attempts at creating search engines for
scientific images. So far, all of these have used some subset of articles from the
life sciences. FigSearch [7], developed in 2004, claims to be the first of these
applications. The Yale Image Finder [9] was developed in 2008 Another search
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Table 1. Publishers (including aggregators), number of papers, figures, percentage of
papers with figures and years included in the dataset.

Publisher # Articles # Figures % With figures Years included

Copernicus 9 592 85 720 71,7 2014–2017

Springer 78 418 310 214 98,0 2003–2018

Hindawi 147 848 1 172 657 80,3 2008–2017

Frontiers 57621 217 897 83,3 2009–2017

PMC 747 839 2 796 271 81,3 1848–2017

All 1 041 318 4 582 759 80,7

engine is Figuresearch [1] from 2009. Viziometrics [6] from 2016 is the newest
application that allows users to directly search for images. Their dataset con-
tains 650 000 articles and 4.8 million images from the PubMedCentral (PMC)
corpus. Their search engine is the only one that is still available to search in at
viziometrics.org.

Several statistical analyses of article corpora containing images have been
done. [6] analyzes the Viziometrics corpus. [4] extracted 6.4 million figures from
1 million papers in computer science and biomedicine. They found that, over
time, figure counts and their captions lengths have increased. There was a small
positive correlation between the figure count and the number of citations to a
paper. [5] looked at 1133 psychology papers to find out what factors influence
the number of citations to a paper. The authors found that the number of graphs
had a negative correlation while the number of tables and models had a positive
correlation with the citations. [2] analyzed 5180 articles from six journals in
different domains to analyze the figure use of multiple authors versus single
authors and found that multiple authors use more figures per article.

3 Corpus and Analysis Method

Our corpus includes figures from open access articles from different sources.
Criteria for inclusion were accessibility (difficulty of downloading a large set of
articles), format (easy to parse, like XML) and license (suitable for reuse and
upload to Wikimedia Commons). A big part of the corpus is a subset from
PubMedCentral (PMC) which stores millions of articles from the life sciences.
Other articles were downloaded from the publishers as a dump or via API.

All the articles that we downloaded have the XML format with most of them
using the JATS-XML specification that is required by PMC. After download,
the articles were parsed with a Java program that was developed within our
project. It extracts all the relevant data from the documents (for example article
metadata, figure URLs and captions) and writes it to the project database.
Furthermore, this data has been enhanced with additional information, including
journal discipline, corresponding Wikipedia categories and citation data from
Crossref. This makes up the dataset on which we base our statistics.

http://viziometrics.org/
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We found 3 million figures in 1 million articles, including articles with zero
figures. We counted everything that was embedded in a “figure” tag in the XML
form of an article. These do not usually include tables and equations. See Table 1
for an overview of the different publishers and their image count in our dataset.

4 Results

4.1 Licences and Figures with Source Reference

The license type of the figures is of interest for re-usability. CC-BY clearly dom-
inates the corpus: CC-BY-4.0 came to a number of 351694, −3.0 to 75729, −2.5
to 30036 and −2.0 to 216472. CC0 was only assigned 1986 times. Although we
did not filter out CC-BY-SA type licenses, none of the articles in the corpus are
under that license type. 7878 times no license was found.

To identify figures that were reused from an external source and are therefore
not under the same license as the article, we spotted keywords in the captions
to find out whether an external source is cited. This algorithm identified about
5% of all images. Manual inspection revealed that roughly 8/9 of those results
were false positives, so the actual rate of reused images is about 0.55%. Recall
was valued over precision to avoid violation of copyright.

4.2 Figure Types

Table 2 shows the average number of charts (including charts and graphics) and
images (including photos, microscopy and other imaging methods) per paper for
disciplines with 2000 or more papers. The often much higher proportion of charts
is noticeable in almost all disciplines, especially in the subjects belonging to
the field of Engineering and Technology1. In total, Engineering and Technology
subjects contain the highest number of figures, followed by Natural Sciences and
Medical and Health Sciences. All disciplines with less than 2000 papers can be
derived from the underlying raw data [8].

4.3 Figure Caption Length

Since the captions are usually the most important source for information about
an image, we determined the caption length for all images. In Table 3 we can see
that there are large differences in the average caption length per discipline. While
life sciences usually have long captions, mathematics and technical sciences tend
to use shorter captions. In Fig. 1 we see the distribution of caption lengths.

1 We refer to the Revised Field of Science and Technology (FOS) classification at
http://www.oecd.org/sti/inno/38235147.pdf..

http://www.oecd.org/sti/inno/38235147.pdf.
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Table 2. Average number of charts and images for disciplines with 2000 or more
papers.

Discipline #Papers Charts/paper Images/paper

All 932542 3.6 0.7

Medicine 432424 2.4 0.8

Biology 136655 3.9 0.6

Chemistry and pharmacy 78525 3.7 0.3

Mathematics 34668 4.8 0.4

Physics 29900 5.7 0.8

Geosciences 25845 2.2 0.1

Process engineering, biotechnology 24019 4.6 1.4

Science in general 21779 6.4 1.1

Computer science 19563 5.9 0.4

Electrical engineering 14648 7.0 0.8

Energy, environmental protection 13321 4.7 0.8

General technology 11587 9.7 1.0

Measurement and control engineering 14648 7.0 0.8

Mechanical engineering 11052 8.6 3.2

Materials science 11052 8.6 3.2

Agriculture and forestry 12444 2.6 0.5

Nuclear engineering 13297 4.7 0.8

Earth sciences 7388 6.5 0.7

Psychology 5755 2.0 0.3

General engineering 3375 6.7 1.3

Sports 3144 1.5 0.1

Architecture, civil engineering and surveying 2774 12.7 1.5

Education 2736 1.4 0.1

Economics 2337 3.3 0.1

Fig. 1. Distribution of caption length
on a logarithmic scale.

Fig. 2. Count of references.
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Table 3. Caption length in characters for disciplines with over 10.000 figures. Disci-
plines are counted according to assignment of journals. Figures from journals assigned
to more than one discipline are counted for each of these disciplines.

Discipline n Mode Median Mean

All 2963059 54 265 411.9

General technology 124131 52 81 119.8

Mathematics 179023 52 84 126.3

Architecture civil engineering and surveying 36931 70 89 117.6

Electrical eng., measurement and control eng. 115415 50 101 141.7

Energy, environmental protection, nuclear eng. 74368 68 116 175.5

Mechanical eng., materials science 137878 69 125 174.0

Computer science 126198 43 133 243.5

Geosciences 58875 111 140 159.5

General engineering 27018 83 198 269.4

Agriculture and forestry 29942 59 201 291.7

Earth sciences 54480 86 220 294.2

Chemistry and pharmacy 319335 111 228 416.5

Physics 199369 75 274 468.0

Psychology 13142 117 338 443.9

Process eng., biotechnology 144268 123 355 440.3

Medicine 1374680 69 357 471.8

Science in general 162051 47 513 697.1

Biology 615226 330 524 652.8

4.4 Citations

We investigated whether the number of figures correlates with the citations to
an articles as suggested by [5,6]. This information was added using the Crossref
API. Those numbers were compared with other services. Although they were a
bit lower overall, they correlated strongly. We assumed that more figures lead to
more readers. Interestingly, the number of figures in an article does not correlate
with the number of citations it has received (correlation: 6.19 · 10−3, Fig. 2).
This does not change considerably even after excluding all outliers with over 20
figures and over 100 citations (Table 4). However, articles with a figure count of
6–10 have the highest median citation count of 4. See [8] for details.
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Table 4. Number of images and related citation counts

Articles in set
(f = figures, c
= citations)

number of
papers

Median
citation
count

Mean
citation
count

Correlation
between citation
count and figure
count

All 1048575 3 8,3 0,006192715

0–20 f., 0–100.c 984284 3 7 0,037702209

0 f 211441 1 5,3 Not possible

1–5 f 519924 3 9 0,022292513

6–10 f 238525 4 9,8 −0,008327417

11–678 f 78688 2 6,1 −0,008684956

5 Discussion

The study gives an insight into a large data set based exclusively on open access
articles. The dataset consists of articles with CC-BY-licenses that were available
for mass download in an XML-format. The majority of figures within our corpus
are charts. This figure type often visualizes research results and can range from
the very standardized form of a graph with an x- and y-axis to drawings that
can show abstract concepts in different formats. These figures could be used for
research in the field of automatic information extraction. Images, on the other
hand, are the more likely candidates for reuse since they usually do not show
numbers that are only relevant for one paper. Researchers that work in analyzing
images should consider the average caption length in each discipline. Our paper
shows a clear trend towards shorter captions in technology and longer captions
in the life sciences. This could mean that captions in the life sciences generally
contain more information and are therefore a better source for analysis than
captions in other disciplines. However, it could also mean that this field needs
more words to explain a single concept. Our results on the citation numbers do
not match what [6] found. These differences could be explained by our inclusion
of different disciplines or the slightly different way of ordering the numbers. This
invites more study into the question whether figure use is a predictor for scientific
impact, possibly with a focus on different disciplines. The result of our study
is that the number of figures in a paper is not a good predictor for scientific
impact. However, it seems like papers with between 1 and 10 figures, which are
the most common, receive the most citations. Further research should include
a more faceted classification of figure types and how they relate to different
disciplines and citations.

Acknowledgment. This research was funded by the DFG under grant no. 315976924.
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Abstract. The amount of multimedia content in the World Wide Web
is rapidly growing and contains valuable information for many applica-
tions in different domains. The Internet Archive initiative has gathered
billions of time-versioned web pages since the mid-nineties. However, the
huge amount of data is rarely labeled with appropriate metadata and
automatic approaches are required to enable semantic search. Normally,
the textual content of the Internet Archive is used to extract entities and
their possible relations across domains such as politics and entertain-
ment, whereas image and video content is usually disregarded. In this
paper, we introduce a system for person recognition in image content of
web news stored in the Internet Archive. Thus, the system complements
entity recognition in text and allows researchers and analysts to track
media coverage and relations of persons more precisely. Based on a deep
learning face recognition approach, we suggest a system that detects per-
sons of interest and gathers sample material, which is subsequently used
to identify them in the image data of the Internet Archive. We evaluate
the performance of the face recognition system on an appropriate stan-
dard benchmark dataset and demonstrate the feasibility of the approach
with two use cases.

Keywords: Deep learning · Face recognition · Internet Archive
Big data application

1 Introduction

The World Wide Web with its billions of web pages and related multimedia con-
tent includes valuable information for many academic and non-academic applica-
tions. Therefore, the Internet Archive (www.archive.org) and national (digital)
libraries have been capturing the (multimedia) web pages with time-stamped
snapshots in huge archives since the mid-nineties. This serves as a playground
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E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 229–240, 2018.
https://doi.org/10.1007/978-3-030-00066-0_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00066-0_20&domain=pdf
http://orcid.org/0000-0002-6802-1241
http://orcid.org/0000-0003-2891-9783
http://orcid.org/0000-0003-0918-6297
www.archive.org


230 E. Müller-Budack et al.
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Fig. 1. Workflow of the proposed person identification framework

for researchers and analysts in different domains such as politics, economics,
and entertainment. One of the main challenges is to make the available unstruc-
tured data, which is rarely enriched with appropriate metadata, accessible and
explorable by the users. For this reason, it is necessary to develop (semi)-
automatic content analysis approaches and systems to extract metadata that
can be subsequently used for semantic search and information visualization in
order to provide users with relevant information about a given topic. In recent
years, many tools like BabelNet [17], Dandelion [3], and FRED [6] have been
introduced that aim to track entities and their relations using textual informa-
tion. However, we argue that text does not cover every entity in general and that
image (and video) data can contain additional information. Visual and textual
content can be complementary and their combination can serve as a basis for
a more complete entity recognition system. However, approaches that exploit
image or video data in the Internet Archive are rare. In this paper, we present a
system (Fig. 1) that enables researchers and analysts to find and explore media
coverage and relations of persons of interest in the image content of news articles
in the Internet Archive for a given domain such as politics, sports and entertain-
ment. A number of sample images is crawled for every entity using an image
search engine like Google Images. Due to noise in the retrieved data of this
web-based approach, we investigate two strategies to improve the quality of the
sample dataset. A state of the art convolutional neural network (CNN) is used to
learn a robust feature representation in order to describe the facial characteris-
tics of the entities. Based on the sample dataset the trained deep learning model
is applied to identify the selected entities in the image content of all German
web pages in the Internet Archive. All required processing steps in the pipeline
are designed to match the requirements of this big data application in terms
of the computational efficiency. The performance of our CNN-based feature
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representation is evaluated on the Labeled Faces in the Wild (LFW) dataset [9].
Finally, we evaluate the performance of our system by presenting two use cases
along with appropriate graphical representations. To the best of our knowledge,
this is the first approach to identify entities in the Internet Archive using solely
image data.

The remainder of the paper is organized as follows. A brief overview of related
work for face recognition and entity extraction is given in Sect. 2. In Sect. 3, we
introduce our deep learning system to identify persons in image content of the
Internet Archive. Experimental results for the face recognition approach as well
as some use cases are presented in Sect. 4. The paper concludes in Sect. 5 with
a summary and areas of future work.

2 Related Work

In recent years a number of very powerful tools for named entity recognition
like BabelNet [16,17], Dandelion [3], FRED [6] and NERD [21] have been devel-
oped. The recognition of entities depicting public personalities already achieves
very good results. But especially online news articles are often provided with
photos, which potentially show additional entities that are not mentioned in the
text. Furthermore, possible disambiguations could be resolved using the visual
content. For this purpose, face recognition approaches can be applied to pre-
dict persons in the images. Face recognition has been a well studied computer
vision task for decades and the performance significantly improved since convo-
lutional neural networks [10] as well as huge public data collections like CASIA-
WebFace [24] and Microsoft-Celebrity-1M (MS-Celeb-1M ) [7] have been intro-
duced. DeepFace [20] has been one of the first CNN-based approaches that treat
face recognition as a classification approach and subsequently uses the learned
feature representation for face verification. While in general face recognition
approaches based on deep neural networks benefit from learning a robust face
representation, new loss functions like the contrastive loss [19], triplet loss [18]
and angular softmax [11] have been introduced to enhance the discriminative
power. To improve the robustness against pose variation some approaches [12–
15,25,26] aim to frontalize the face using 3D-head models or synthesize new views
of the face to augment the training dataset with all available poses, respectively.
Another widely used technique to increase the robustness to poses and occlusions
are approaches [5,23] that use several image patches around facial landmarks as
input for the CNN network training. Finally, other approaches [2,22] are sug-
gested to overcome variations due to the aging of faces.

3 Person Identification in Archived Web News

In this section, a system for the identification of interesting persons in images
of archived web news is introduced. First, a CNN is trained to learn a robust
representation for faces (Sect. 3.1). In Sect. 3.2, we describe a way to define a
lexicon of persons and to automatically gather sample images from the Web for
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them, i.e., to build an entity dictionary for a given domain like politics or enter-
tainment. In this context, we explain how to reduce noise in the sample dataset
which is caused by the web-based approach. The proposed framework retrieves
image data from the Internet Archive according to a predefined search space
(Sect. 3.3). Section 3.4 presents the complete workflow for identifying persons in
images of the Internet Archive based on the predefined dictionary. Furthermore,
single and joint occurrences of persons in images are explored and visualized.
The workflow of the approach is illustrated in Fig. 1.

3.1 Learning a Feature Representation for Faces

A CNN is trained to learn a reliable representation for person identification in
the subsequent steps. Given a dataset of face images such as MS-Celeb-1M [7]
or CASIA-WebFace [24] covering n individual persons, a model with n classes
is trained for classification. During training the cross-entropy loss is minimized
given the probability distribution C for the output neurons and the one-hot
vector Ĉ for the ground-truth class:

E(C, Ĉ) = −
∑

i

Ĉilog(Ci). (1)

Removing the fully-connected layer that assigns probabilities to the predefined
classes of faces transforms the model to a generalized feature extractor. Thus,
for a query image the model outputs a compact vector of facial features. In this
way a query image can be compared with the facial features of entities in the
predefined dictionary, which is presented in the next section.

3.2 Creating a Dictionary of Persons for a Domain

First, the necessary steps to automatically define entities and gather sample
images for them from the web are explained. Second, the process of defining a
compact representation for every entity is described. In this context, two strate-
gies for filtering inappropriate facial features are introduced and discussed.

Defining Entities and Gathering Sample Images: In order to automati-
cally define relevant persons of a given domain of interest, a knowledge base such
as the Wikipedia encyclopedia is queried for persons associated with the target
group, e.g., politicians. To retrieve the most relevant entities for the selected
group, the query is further constrained to persons whose pages were viewed
most frequently in a given year and who were born after 1920. Sample images
for the selected persons are retrieved in an unsupervised manner employing a
web-based approach. Given the names of the selected entities, an image search
engine such as Google Images is crawled to find a given number of k sample
images for each person. However, the collected images do not necessarily always
or only depict the target person but involve some level of noise which should be
eliminated in the following steps.
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Extraction and Filtering of Feature Vectors: To extract face regions in
an image, we use dlib face detector based on the histogram of oriented gradi-
ents (HOG) [4]. Though not able to detect extreme facial poses, this face detector
ensures efficiency in terms of computational speed when it comes to the large-
scale image data of news pages gathered by the Internet Archive (Sect. 3.4).
For each detected face i associated to person p the feature vector fi ∈ Fp, i =
1, . . . , |Fp| is computed using the CNN model (Sect. 3.1). Since the detected faces
can depict the target person as well as other individuals in the corresponding
image or entirely different persons, a data cleansing step on the extracted facial
features Fp is conducted. The cosine similarity of each feature vector fi to a tar-
get feature vector ft representing the individual p is computed. For the choice
of the target feature vector, we propose (1) using the mean of all feature vectors
in Fp, or (2) selecting one representative example vector among those in Fp.
Facial feature vectors that yield a similarity value smaller than a given cleansing
threshold λc are removed. Choosing the mean feature vector is advantageous
in the sense that it does not require supervision, unlike the manual selection
of exemplary vectors for the dictionary entries. On the other hand, the average
vector may not be meaningful if the images collected from the web contain a
lot of noise. In addition, the selection of exemplary face vectors in a supervised
manner unambiguously represents the target entities and thus ensures a more
robust filtering of false positives. The evaluation of the proposed vector choices
for filtering as well as the choice of threshold λc are discussed in Sect. 4.

Definition of the Final Dictionary: After the filtering step is applied, the
set of the remaining facial features Fp is represented by the mean vector:

fp =
1

|Fp|
|Fp|∑

i=1

fi. (2)

This is computationally advantageous for the subsequent steps in terms of num-
bers of comparisons. For the resulting dictionary DP = {f1, . . . , f|P |} only
one computation per person is required to verify if a query depicts the given
entity, instead of comparing against the entire set of feature vectors describing
an individual entity.

3.3 Retrieving Images from the Internet Archive

The Internet Archive contains an enormous amount of multimedia data that can
be used to reveal dependencies between entities in various fields. Looking only at
the collection of web pages, a large part of the multimedia content is irrelevant for
person search, e.g., shopping websites. For this reason, we aim at selecting useful
and interesting domains in which the entities from the dictionary are depicted.
In particular, we retrieve image data of web pages such as the German domain
welt.de for political subjects. Furthermore, the amount of images is restricted
to image formats as JPEG and PNG, excluding formats like GIF can reduce
the amount of possible spam. Another useful criterion for restricting the image

https://www.welt.de/
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search space is the publication date, which enables the exploration of events of
a certain year.

3.4 Person Identification Pipeline

Using the components introduced in the preceding sections, persons in the image
data of the Internet Archive can be automatically identified. First, a HOG-based
face detector [4] extracts all available faces in the set of retrieved images of the
Internet Archive. Based on the CNN described in Sect. 3.1, feature vectors for
the faces are computed. Subsequently, each query vector is compared against the
dictionary of persons (Sect. 3.2). The cosine similarity of a query vector to each
entity vector is computed in order to determine the most similar person in the
dictionary. Given the similarity value, the identification threshold λid determines
whether the queried entity is part of the person dictionary, or an unknown person
is depicted. Based on the results of person identification, visualizations based
on single and joint occurrences of persons of interest in the selected Internet
Archive data can be created.

4 Experimental Setup and Results

In this section, we evaluate the components of our person identification frame-
work. We present details of the technical realization as well as experimental
results on the learned face representation (Sect. 4.1) and the dictionary of per-
sons (Sect. 4.2). Without loss of generality, the feasibility of our system is demon-
strated on image data of the Internet Archive concentrating on a selection of
German web content (Sect. 4.3). Finally, visualizations for relations among the
persons of interest in the selected data are shown.

4.1 CNN for Facial Feature Extraction

Training of the CNN Model: We use the face images of MS-Celeb-1M [7]
as training data for our CNN. Comprising 8.5M images of around 100K differ-
ent persons, it is the largest publicly available dataset. A classification model
is trained using the ResNet architecture [8] with 101 convolutional layers. The
weights are initialized by a pre-trained ImageNet model. Furthermore, we aug-
ment the data by randomly selecting a region covering at least 70% of the image.
The input images are then randomly flipped and cropped to 224 × 224 pixels.
Similar to DeepFace [20], Stochastic Gradient Descend (SGD) is used with a
momentum of 0.9 and an initial learning rate of 0.01, which is exponentially
lowered by a factor of 0.5 after every 100,000 iterations. The model is trained for
500,000 iterations with a batch size of 64. Using two Nvidia Titan X graphics
cards with 12 GB VRAM each, the training takes around 4 days. The implemen-
tation is realized using the TensorFlow library [1] in Python. The trained model
is available at: https://github.com/TIB-Visual-Analytics/PIIA.

https://github.com/TIB-Visual-Analytics/PIIA
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Evaluation of the CNN Model: The trained model is evaluated on the
well-known LFW benchmarking set [9] in the verification task. Therefore, the
similarity between two feature vectors using the cosine distance is measured.
As suggested by the authors of LFW we perform a 10-fold cross validation in
our experiments, where each fold consists of respectively 300 matched and mis-
matched face pairs of the test set. For each subset, the best threshold maximiz-
ing the accuracy on the remaining 9 subsets is calculated. Thus, the validation
accuracy as well as threshold values are averaged for the 10 folds. The trained
model obtains an accuracy of 98.0% with a threshold set to 0.757. Compared to
the much more complex systems achieving state of the art results on the LFW
benchmark1, our model yields a satisfactory accuracy using a basis architecture
as well as loss function and provides a good basis for the face verification step
in our pipeline. Moreover, the estimated threshold has a standard deviation of
0.002. This demonstrates that the threshold value, indicating whether a query
image depicts the same entity as a reference image, is very stable for the variety
of input faces. In the following, the cleansing threshold for comparing a tar-
get vector against dictionary entity vectors for filtering (Sect. 3.2) is assigned
to λc = 0.757.

4.2 Creating a Dictionary of Persons

Selecting Entities and Gathering Image Samples: The goal in our exper-
imental setup is to recognize persons in the German web content of the Internet
Archive and visually infer relations among them. Hence, people of public inter-
est have to be selected for the dictionary. We exemplarily choose the groups of
politicians and actors, for each of whom we create a dictionary according to the
description in Sect. 3.2. In order to find relevant people in German media, we
explicitly query the German Wikipedia for persons according to the selected
occupations and further criteria specified in Sect. 3.2. The entity names are
fetched via SPARQL queries to the Wikidata repository. Additionally, the rele-
vance of an entity is determined by the number of page views. Thus, the person
dictionary is limited to the |P | = 100 most frequently viewed entities2. Since
Wikidata provides page views from mid 2015, we fetch the numbers for the year
2016. Given the sets of persons for the selected occupational groups, we crawl
the Google Images search engine for a maximum of k = 100 images per entity.

Evaluating the Methods for Feature Vector Cleansing: In Sect. 3.2 two
methods for selecting a target vector for filtering entity vectors are introduced.
Using the cleansing threshold λc which was estimated on the LFW benchmark,
we separately filter the entity vectors according to the average entity vector and
a manually chosen reference vector. The methods are evaluated on an annotated
subset of 1100 facial images covering 20 politicians of the dictionary.

Table 1 reports filtering results for both strategies in comparison to the unfil-
tered test set. As shown, the use of the mean vector boosts precision from initially
1 Results can be found on: http://vis-www.cs.umass.edu/lfw/results.html.
2 The entity list can be found at: https://github.com/TIB-Visual-Analytics/PIIA.

http://vis-www.cs.umass.edu/lfw/results.html
https://github.com/TIB-Visual-Analytics/PIIA
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Table 1. Results of methods for the cleans-
ing step of the entity dictionary on a subset
of 20 politicians.

Method Precision Recall F1

No filtering 0.669 1 0.802

Mean vector 0.993 0.449 0.618

Reference vector 0.977 0.922 0.949

Table 2. Number of images and
faces in news articles of the selected
domains published in 2013.

Domain Images Faces

welt.de 648,106 205,386

bild.de 566,131 243,343

Fig. 2. Composition of true and false positives according to filtering methods on given
entity test set. Grouped bars denote (a) unfiltered entity images, (b) filtering with a
reference vector and (c) filtering according to the mean vector.

0.669 to 0.993, but recall is reduced to 0.449. As already hypothesized in Sect. 3.2,
this is due to the noise in the exemplary images caused by the web-based app-
roach and thus the strong distortion of the mean vector. Figure 2 illustrates that
the average vector drastically discards false as well as true positives making this
strategy impractical for our purposes. In comparison, the manually selected vec-
tor boosts recall to 0.922 and thus significantly reduces the false positive rate of
entity images (see also Fig. 2). For most depicted entities such as Malu Dreyer
or Angela Merkel almost every false positive is filtered out while the correct
images are maintained. The method yields a slightly smaller precision of 0.977
and requires supervision, which we take into account for the subsequent steps
due to the high F1 score.

Evaluating a Global Threshold for Face Verification: After noisy vectors
are filtered out, each entity is described by its mean vector. The use of a mean

https://www.welt.de/
https://www.bild.de/
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vector is plausible for our framework since we do not detect faces in extreme
poses. Since the global face verification step for query images is carried out with
the average of all vectors of a entity, a new identification threshold λid value
different to λc has to be estimated. For this reason, a cross-fold validation in
the same way as in Sect. 4.1 is performed based on the subset of politicians used
for the evaluation of the dictionary cleansing. An accuracy of 96% is obtained.
The threshold results in λid = 0.833 and shows a standard deviation of 0.002. In
particular, the very small standard deviation implies that the use of the mean
entity vector works very stable for the face verification task of our framework.

Fig. 3. Graph showing relations among an exemplary set of international politi-
cians (top) and actors (bottom) using the domain welt.de and bild.de, respectively.
The size of vertices encodes the occurrence frequency of the entity. The strength of
edges denotes the frequency of joint occurrences.

https://www.welt.de/
https://www.bild.de/


238 E. Müller-Budack et al.

4.3 Face Recognition in Image Collections of the Internet Archive

Selection of Image Data: We demonstrate our framework upon selected web
content of the two German news websites welt.de and bild.de in the Internet
Archive. The number of images and faces are shown in Table 2. While the former
addresses political subjects, bild.de has a stronger focus on entertainment news
as well as celebrity gossip. Therefore, we separately exploit welt.de for identifying
politicians and bild.de for identifying the selected actors. We select image data
of the year 2013, in which the German elections took place. Please note the
minor offset compared to the selected entities using statistics of Wikipedia from
2016 (Sect. 4.2). However, the persons are still identifiable and relevant.

Visualization: To quantify the relevance of individuals and their relation
to other entities, we count how often single entities appear in the selected
image data and how often they are portrayed with persons of the dictionary.
Figure 3 (top) visualizes relations between well-known heads of states and other
politicians in 2013 inferred by our visual analysis system for the German news
website welt.de. The graph shows that Angela Merkel, the German chancellor, as
well as the former German minister of foreign affairs, Guido Westerwelle, appear
most frequently in the image data and also share a strong connection. The most
relevant international politician detected in the news images is Barack Obama
with a strong connection to Angela Merkel. The connection of Westerwelle to
Steinmeier is due to the transition of power in late 2013. Also, connections
between former and new heads of states of Germany and the USA exist.

Figure 3 (bottom) visualizes connections between different actors in 2013.
For example, the graph reveals strong connections between the actors George
Clooney and Sandra Bullock who have both acted in the movie Gravity. More-
over, actors of the sitcom The Big Bang Theory share connections with each
other. Also a strong connection between Angelina Jolie and Brad Pitt, a famous
actor couple can be determined. The actress Natalie Portman provides connec-
tions to all actors of the graph having the second strongest appearance frequency.
This implies that there must be several images published in bild.de which depict
her with colleagues, maybe due to a celebrity event like the Academy Awards.

5 Conclusions

In this paper, we have presented a system for the identification of persons of
interest in image content of web news in the Internet Archive. For this task, a
CNN-based feature representation for faces was trained and evaluated on the
standard LFW benchmark set. Moreover, we introduced a semi-automatic web-
based method for creating a dictionary of persons of interest for a given domain.
In addition, two methods for filtering inappropriate images in the sample data
were introduced and evaluated. In order to cope with the enormous amount of
image content the Internet Archive provides, a constrained search domain was
defined. The proposed system reliably detects dictionary entities and reveals
relations between the entities by means of joint occurrences. In order to process

https://www.welt.de/
https://www.bild.de/
https://www.bild.de/
https://www.welt.de/
https://www.bild.de/
https://www.welt.de/
https://www.bild.de/
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the huge amount of image data, the system is realized using efficient and well
scalable solutions.

In the future, we plan to further improve individual steps of the pipeline. In
particular, we aim to improve our deep learning model using a more sophisticated
loss function like the triplet loss [18] or preprocessing for more robustness against
pose variation and aging. In addition, a face detector will be used that deals
with arbitrary poses. The process of determining a ground truth vector can
be automated by querying Wikipedia for a representative image of the entity.
Finally, the framework will be extended to allow the exploration of relations of
persons across different domains.
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Abstract. Extraction of information from a research article, association with
other sources and inference of new knowledge is a challenging task that has not
yet been entirely addressed. We present Research Spotlight, a system that
leverages existing information from DBpedia, retrieves articles from reposito-
ries, extracts and interrelates various kinds of named and non-named entities by
exploiting article metadata, the structure of text as well as syntactic, lexical and
semantic constraints, and populates a knowledge base in the form of RDF
triples. An ontology designed to represent scholarly practices is driving the
whole process. The system is evaluated through two experiments that measure
the overall accuracy in terms of token- and entity- based precision, recall and F1
scores, as well as entity boundary detection, with promising results.

Keywords: Information extraction from text � Ontology population
Linked data � Knowledge base creation

1 Introduction

Extracting and encoding the knowledge contained in a research article is a multi-
dimensional challenge. For instance, detecting who has done what, their interests and
goals, affiliations, etc., requires extracting, analyzing and mapping onto an appropriate
schema information from the metadata of the article. Also, several kinds of named
entities need to be recognized (e.g. method employed in an experiment) and linked to
other relevant information. Established named entity recognizers offer pre-trained
models that support “common” types of named entities such as: Location, Person,
Organization, Money, Events, and ‘miscellaneous’ [1]. For “non-common” types of
named entities (e.g. ‘tools’, ‘methods’), a classifier needs to be trained using annotated
corpora, specifically created by human annotators, an expensive, time consuming
process. Furthermore, to capture the information contained in a publication about a
scholarly activity, its context and outcomes, entities and relations of many different
types have to be extracted, which differ considerably from named entities in that they
extend over widely variable lengths of text, even in more than one sentences. Every
possible aspect of context needs to be exploited: from surface/lexical form, to part of
speech and deep syntactic role of each token in a sentence; and from discourse structure
in sections and paragraphs, to the role and position of each sub-sentence in a sentence.
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E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 241–253, 2018.
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Finally, the output of the above tasks needs to be aligned in a semantic framework for
comparison or integration with other existing knowledge published as linked data.

In this paper we present Research Spotlight (RS), a system that extracts information
from research articles, enriches it with relevant information from other Web sources,
organizes it according to the Scholarly Ontology (SO) [2], and republishes it in the
form of linked data. Existing information is leveraged by accessing SPARQL end-
points, scraping Web pages or through APIs. Harvested information is further used as
background knowledge for training classifiers or for extracting information from semi-
structured or unstructured texts. So, RS generates linked, contextualized, structured
data describing research activities and their outcomes, thus addressing the growing
need for integrated access to information scattered in different publications.

Knowledge bases created using RS can support researchers in finding details of
relevant work without reading the articles; discovering uses of resources, processes and
methods in particular contexts; promoting communities of interests; formulating future
directions and project proposals. Besides, funders and research councils can get a
“bird’s eye view” of scholarly work useful for planning and evaluation.

2 Related Work

To the best of our knowledge the exact task of extracting information from scientific
article and republishing it as Linked Data, as prescribed in this paper, has not been
addressed yet. That said however, several past efforts aimed at extracting information
from text based on an existing ontology: In [3] RDF triples are extracted from RSS
feeds and published as Linked Open Data using mappings to DBpedia entities. The
focus is on statistical methods and rules based on lexical form. Syntactic dependencies
of tokens in the sentence that could allow better context understanding are not
exploited. The DBpedia project itself [4] is a huge operation to automatically extract
knowledge from Wikipedia pages and info-boxes involving various NLP and feature-
matching extractors that create RDF triples as instances of the DBpedia ontology. Here
predefined rules are based on the DBpedia schema, metadata mappings, statistics of
page links or word counts, and a number of feature extractors that exploit xml/html
tags. However, the lexical, syntactic or structural analysis of raw text is not supported.
In [5] an ontology is used to guide the automatic creation of RDF triples from facts
previously extracted from various Web pages and to publish linked data in a SESAME
triple store. Here too, the methods employed exploit string features of noun phrases,
distributions of text found around those phrases in other Web pages, and the HTML
structure of the Web pages containing the noun phrases. In [6] a knowledge base is
created with information extracted from French news wires by linking extracted entities
to the instances of an ontology that unifies the models of GeoNames and Wikipedia and
contains entities of type Person, Organization or Location retrieved from these sources.
Common types of named entities are recognized and aligned with an existing database.
In domain-specific endeavors, such as [7], an ontology is defined from fragments of
CIDOC-CRM in order to describe the domain of Arts, on the basis of which knowledge
is extracted from various Web pages in order to create personalized biographies of
artists. Only common types of named entities are supported. In [8], a knowledge base is
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constructed by semi-automatic extraction of relations, based on the PRIMA ontology
for risk management and a combination of machine learning techniques and predefined
handcrafted rules. Syntactic dependencies that could yield patterns exploiting the
deeper syntactic structure of sentences are not considered. In [9], an event ontology is
used in order to guide NLP modules in extracting instances from unstructured texts in a
semi-supervised manner based on shallow syntactic parsing. Finally, in [10] an
ontology-based information extractor employs handcrafted rules in order to extract
soccer-related entities from various Web sources and map them onto soccer-specific
semantic structures. The recognition of named entities is based solely on named entity
lists, thus not supporting recognition of entities that are absent from the lists.

In this context, the main contributions of RS are:

• An end-to-end solution for understanding “who has done what, how, why and with
what results” from the text of research articles.

• A domain-independent procedure that automatically creates annotated corpora for
training named entity recognizers, especially useful for entities of “non-common”
type.

• A system that leverages semantic information, surface form as well as deep syn-
tactic and structural text analysis in order to extract information using both machine
learning modules and handcrafted rules.

• A workflow that combines information from metadata and linked data with
knowledge extracted from text and republishes it as a knowledge base, adhering to
linked data standards.

3 Conceptual Framework: The Scholarly Ontology

The conceptual model underlying RS is based on the Scholarly Ontology (SO) [2], a
domain-independent framework for modeling scholarly activities and practices. The
rationale behind SO is to support answering questions of the form “who does what,
when, and how” in a given scholarly domain, so the ontology is built around the central
notion of activity and combines three perspectives: the agency perspective, concerning
actors and intentionality; the procedure perspective, concerning the intellectual
framework and organization of work; and the resource perspective, concerning the
material and immaterial objects consumed, used or produced in the course of activities.
We here briefly review a subset of core SO concepts that constitute the RS schema
guiding the extraction as well as the structuring of information (see Fig. 1).

Activity (e.g. an evaluation, a survey, an archeological excavation, a biological
experiment, etc.) represents real events that have occurred in the form of intentional
acts carried out by actors. Sequence of activities and composition from sub-activities
are represented by the follows and partOf relations. The instances of the Activity class
are real processes with specific results, as opposed to those of the Method class, which
are specifications, or procedures for carrying out activities to address specific goals.
Actor instances are entities capable of performing intentional acts they can be
accounted or referenced for. Actors can participate in activities, actively or passively, in
one or more roles. Subclasses of Actor are the classes Person and Group representing
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individual persons and collective entities respectively. Further specializations of Group
are the classes Organization and Research Team. Content Item comprises information
resources, regardless of their physical carrier, in human readable form (e.g. images,
tables, texts, mathematical expressions, etc.). Proposition comprises assertions in
affirmative or negative form, resulting from activities and supportedBy evidence pro-
vided by content items. Finally, the class Topic comprises thematic keywords
expressing the subject of methods, the topic of content items, the research interests of
actors, etc.

4 Knowledge Base Creation

4.1 Process Overview

An overview of the knowledge creation process is given in Fig. 2. The input comprises
published -open access- research articles retrieved from repositories or Web pages in
the preferred html/xml format. The format is exploited in extracting the metadata of an
article, such as authors’ information, references and their mentions in text, legends of
figures, tables etc. Entities, such as activities, methods, goals, propositions, etc., are
extracted from the text of the article. These are associated in the relation extraction step,
through various relations, e.g. follows, hasPart, hasObjective, resultsIn, hasPartici-
pant, hasTopic, has Affiliation, etc. Encoded as RDF triples, these are published as
linked data, using additional “meta properties”, such as owl:sameAs, owl:equiva-
lentProperty, rdfs:Label, skos:altLabel, where appropriate.

Fig. 1. The Scholarly Ontology core
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The entities targeted for extraction can be categorized into: (i) named entities, i.e.
entities that have a proper name [1], such as instances of the SO classes: ContentItem,
Person, Organization, Method and Topic; and (ii) nameless, or non-named entities,
identified by their own description but not given a proper name, such as instances of
SO classes Activity, Goal and Proposition.

Different modules handle entities of each category. Figure 3 shows the architecture
of RS implementing the above process. The inputs of the system are:

(i) SPARQL endpoints of various Web sources for creating Named Entities
(NE) lists;

(ii) user search keywords indicating the type of named entity to be recognized; and
(iii) URLs (e.g. journal Web pages that can be scraped) or publishers’ APIs.

The main output of the system is the knowledge base published as linked data. The
knowledge base creation process consists of two phases: (1) Preprocessing, for creating
named entities lists and training the NER classifier and (2) Main Processing for the
actual information extraction and publishing.

In Preprocessing, information is retrieved from sources such as DBpedia in order to
build lists of named entities through the NE List Creation module. Specific queries
using these entities are then submitted to the sources via the API Querying module.
Retrieved articles are processed by the Text Cleaning module and the raw text at the
output is added to a training corpus through the Automatic Annotation module that uses
the entries of NE list to spot named entities in the text. The annotated texts are used to
train a classifier to recognize the desired type of named entities. For details regarding
the pre-processing phase, see Sect. 4.2.

Main Processing begins with harvesting research articles from Web sources, either
using their APIs or by scraping publication Web sites. The articles are scanned for
metadata which are mapped to SO instances according to a set of rules. In addition,
specific html/xml tags inside the articles indicating images, tables and references are
extracted and associated with appropriate entities according to SO, while the rest of the
unstructured, “raw” text is cleaned and segmented into sentences by the Text Cleaning
& Segmentation module (Sect. 4.3). The unstructured, “raw” text of the article is then
input into the Named Entity Recognition module, where named entities of specific types
are recognized. The segmented text is also inserted into a dependency parser using the
Syntactic Analysis module. The output consists of annotated text -in the form of
dependency trees based on the internal syntax of each sentence- which is further

Fig. 2. Knowledge base creation. Left to right: input, processes, extracted entities and relations
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processed by the Non-Named Entities Extraction module, so that text segments that
contain other entities (such as Activities, Goals or Propositions) can be extracted
(Sect. 4.4). The output of the above steps (named entities, non-named entities and
metadata) is fed into the Relation Extraction module that uses four kinds of rules
(Sect. 4.5): (i) syntactic patterns based on outputs of the dependency parser; (ii) surface
form of words and POS tagging; (iii) semantic rules derived from SO; (iv) proximity
constraints capturing structural idiosyncrasies of texts. Finally, based on the informa-
tion extracted in the previous steps, URIs for the SO namespace are generated, and
linked -when possible- to other strong URIs (such as the DBpedia entities stored in the
named entities lists) in order to be published as linked data through a SPARQL
endpoint.

Fig. 3. Research Spotlight - system architecture
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4.2 Preprocessing

In the Preprocessing phase (see Fig. 3), information is gathered from external sources
in order to create a substantial amount of “background” knowledge. We currently use
DBpedia, but other sources can be used as well. The use of background knowledge is
twofold: (i) provide instances of the Method and Topic classes; and (ii) distant
supervision for the creation of training data for named entity recognition (NER).

By querying DBpedia we create two NE lists, one for Topics and one for Methods.
Research Methods is a named entity type not supported by existing NER models (they
usually support common types of named entities such as: persons, organizations,
locations, events and “miscellaneous”). We use the entries from the Methods List, for
distant supervision so that training data from retrieved research articles can be created
automatically. The benefits of this process are multiple: (1) being entirely automatic, it
can help create a very large (noisy) training data set; (2) it can reduce the work of
human annotators to correcting the already automatically annotated corpus. Here we
employ the latter approach, in order to generate a dataset for the recognition of NEs of
type Method, but in the same context, datasets of other types of NEs (such as Tools,
Persons, Locations etc.) could be generated.

Along this line, the Methods List is used to generate training data for NER to
recognize entities of type Method. Through the APIs of sources such as Springer and
Elsevier we retrieve research articles that have Methods List entries as topic keywords,
thus maximizing the likelihood of finding named entities of those specific types in the
texts. Articles are segmented into sentences, which are scanned for entities from the
Methods List and annotated by the automatic annotation module, using regular
expressions for the name (and variants) of each entity in the NE list.

4.3 Metadata Extraction

By “metadata extraction” we mean the acquisition of all the structured information
encoded in the article, either delivered in a separate format, such as Json, or embedded
in the html/xml encoding of the document. Retrieved articles are parsed and entities of
type Person, Organization, Article (subclass of Content Item) and Topic extracted from
the xml tags. ORCID1 is integrated through its API, so it can be used for duplicate

Fig. 4. Dependency tree

1 https://orcid.org/.
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detection and additional information. The html/xml encoding of the article is parsed
using Beautiful Soup2 to extract information about figures, tables and references. After
extracting information from the html/xml encoding of the article, the Text Cleaning
module is used to remove all the html/xml tags and the raw text is segmented into
sentences and stored along with paragraph and section indicators.

4.4 Entity Extraction

Apart from “named entities” that can be identified using a NER (i.e. instances of
Method class), we also need to extract “non-named” entities of highly variable length.
Textual chunks indicating Activities, Goals and Propositions are detected using syn-
tactic analysis in conjunction with rules that exploit lexico-syntactic patterns derived
from the reasoning frame of SO [2]. A dependency tree containing POS tags and
syntactic dependencies for each word in a sentence is obtained using Spacy3. Each
sentence is further analyzed using the semantic definitions of SO classes, the surface
form of words, their POS tag and their syntactic dependencies.

A sentence with verb in past or past/present perfect tense -in active or passive
voice- containing no markers such as ‘if’ or ‘that’, quite likely describes an Activity,
assuming the subject has the correct surface form (‘we’ or ‘I’ depending on the number
of authors for active voice, no personal pronouns or determiners -to exclude vague
subjects- for passive voice). Besides, ‘that’ following a verb can introduce a sub-
sentence classified as Proposition, while a verb with dependent nodes with surface
form ‘to’ or ‘in order to’ can introduce a sub-sentence classified as Goal. For example,
consider the sentence

“We analyzed the results of the classification to find the lyrical characteristics”. The
syntactic analysis would yield the dependency tree of Fig. 4, from which “analysed the
results of the classification” would be classified as an Activity and “find the lyrical
characteristics” as a Goal. RS can detect multiple instances of Activity, Goal, or
Proposition in the same sentence using the same rules with the addition of conjunction
indicators. A detailed analysis of the employed algorithms can be found in [11].

4.5 Relation Extraction

The last step of information extraction involves detecting relations between previously
extracted entities. SO semantics are employed for identifying the proper relation based
on its domain and range. The organization of the text in sections and paragraphs
induces proximity constraints enabling the inference of more complex, possibly inter-
sentence, relations such as parthood and sequence of activities. The constraints used to
identify relations are listed in Table 1. Relations marked with * are inherited from
entity super-classes (Image, Table, Bib. Reference, Article from ContentItem; Person
from Actor). The constraints for the partOf and follows relations (marked with **) can
be relaxed in the presence of certain special indicators in the text (see Table 2).

2 https://www.crummy.com/software/BeautifulSoup/.
3 https://spacy.io/.
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Parthood or sequence relations are assigned between the current and the last extracted
activity either when a parthood or sequence indicator is detected, or by virtue of the
relevant constraint. Figure 5 illustrates the extraction of sequence and parthood
relations.

Table 1. Types of constraints per relation type

Table 2. Sequence and Parthood indicators along with their surface forms

Sequence and parthood
indicators

Surface forms

beginning_of_sequence ‘first’, ‘initially’, ‘starting’
middle_of_sequence ‘second’, ‘third’, ‘forth’, ‘fifth’, ‘sixth’, ‘then’, ‘afterwards’, ‘later’,

‘moreover’, ‘additionally’, ‘next’
end_of_sequence ‘finally’, ‘concluding’, ‘lastly’, ‘last’
parthood_indicators ‘specifically’, ‘first’, ‘concretely’, ‘individually’,

‘characteristically’, ‘explicitly’, ‘indicatively’, ‘analytically’
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5 Evaluation

Metadata association exhibited very good performance since it relies solely on pre-
constructed mappings between fixed schemas. Few isolated incidents (less than 1%) of
improper association were due to errors in xml/html tags. The Information Extraction
Modules of RS were evaluated by comparing their output with a “gold standard”
produced by human annotators. According to established practice [12–14], we gen-
erated the confusion matrices by comparing the output of the system with that of the
human annotators and, using micro and macro-averaging, we calculated the precision,
recall and F1 scores. We conducted two evaluation experiments: one “strict” and one
“lenient”, in which the confusion matrices were created based on “per-entity” and “per-
token” calculations respectively.

5.1 Evaluation Experiments

Regarding non-named entities and their relations, our “gold standard” consisted of
corpora produced from 50 articles annotated by two researchers. We drew from 29
different journals from various research areas (Digital Humanities, Geology, Medicine,
Bioinformatics, Biology, Computer Science, Sociology and Anthropology) to try our
system with multiple writing styles. The non-named entities extracted belong to the
classes Activity, Goal and Proposition, along with their relations follows(act1, act2),
hasPart(act1, act2), hasObjective(act, goal), resultsIn(act, prop). The manual anno-
tation process took about 3.5–4 h per article on average. Inter-annotator agreement was
83% (kappa-statistic) based on corpora of 5 articles annotated by both annotators.
Annotation produced about 1700 Activities, 300 Goals, 700 Propositions, 1000 follows
(), 100 hasPart(), 250 hasObjective(), 200 resultsIn().

Regarding named entities (instances of Method class) and the employs(act, meth)
relation, the dataset was created in the pre-processing phase. A list of 12,000 methods

Fig. 5. Parthood and sequence relations
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was populated by the NE list creation module. After cleaning, the list was reduced to
7,000 method names and used to retrieve 210 articles, which were automatically
annotated and then manually curated by two doctoral students. Inter-annotator agree-
ment was 81% (kappa-statistic) based on corpora of 5 articles annotated by both
annotators. Annotation gave about 3,800 Methods and 400 employs() relations. For the
experiments we used the Stanford NE4 recognizer, trained/evaluated in the above
dataset.

Adopting the framework of [13], we designed two experiments yielding two dif-
ferent confusion matrices in order to conduct one token-based evaluation – where token
is defined as any non-empty sequence of characters -, and one entity-based evaluation –
where entity is defined as any non-empty sequence of tokens. To be correct, the
prediction of the system must exactly equal the answer produced by humans in entity-
based evaluation, whereas in token-based evaluation it should only overlap to at least a
certain extent. The purpose of the second evaluation is to measure the performance of
boundary detection of the system. In our experiment, after testing, the threshold for
overlap was set to 86%, a difference of 1–5 tokens in most cases. In order to avoid
promoting large entities in token-based evaluation, scores were calculated based on the
relative distance to the perfect match, while penalties for remaining extra and missing
tokens were assigned proportionally. The micro- and macro-averaged precision, recall
and F1 scores based on confusion matrices from entity and token-based evaluation
experiments, and individual scores for each type of entities and relations, are displayed
in Tables 3, 4 and 5 respectively.

Table 3. Macro & micro averaging scores

Macro-averaging Micro-averaging
Precision Recall F1 Precision Recall F1

Entity-based 0.67 0.68 0.68 0.70 0.74 0.72
Token-based 0.87 0.77 0.81 0.84 0.83 0.83

Table 4. Entity extraction

Entity type Entity-based Token-based

P R F1 P R F1

Activity 0.70 0.75 0.72 0.79 0.85 0.81

Goal 0.74 0.78 0.76 0.86 0.74 0.80

Proposition 0.76 0.78 0.76 0.82 0.84 0.82

Method 0.80 0.69 0.74 0.75 0.72 0.73

Table 5. Relation extraction

Relation type P R FI

follows 0.69 0.72 0.71
hasPart 0.57 0.54 0.55
hasObjective 0.79 0.78 0.78
resultsIn 0.54 0.58 0.56
employs 0.87 0.92 0.90

4 https://nlp.stanford.edu/software/CRF-NER.html.
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6 Discussion

The system performs adequately with F1 scores between 0.68 (lowest overall perfor-
mance) and 0.83 (highest overall performance). Differences between the micro- and
macro-averaged values are expected due to the way these measures are calculated.
Because the F1 measure is mostly determined by the number of true positives, micro-
averaging exposes effects related to large classes (Activity, Method, Proposition, fol-
lows, employs), while macro-averaging does so for small ones (Goals, hasPart,
hasObjective, resultsIn). Token-based evaluation gives better scores since it is based on
per-token comparison of system-extracted entities with human-extracted ones, thus
constitutes a lenient but “closer to the real case” comparison.

The high increase in score values of the Activity class (increase of 11%) suggests
average boundary detection. Analysis showed this to depend strongly on the com-
plexity of the sentence. Regarding the Proposition class, a major source of errors was
the rendering of a proposition as a statement in a separate phrase without introduction
from an adverbial modifier (e.g. using “that…”). Regarding the NER module for the
recognition of Methods, analysis showed that the majority of errors were caused by
NEs with surface form that contains more than two words or punctuation marks.
Regarding the extracted relations, the big difference in performance between the em-
ploys() relation and the rest can be attributed to the fact that the first involves mainly
entities in the same sentence. When the domain and range of a relation were in different
sentences or even paragraphs (e.g. hasPart()) relation extraction did poorly.

Regarding the entire RS workflow of KB creation, based on our measurements,
information extracted from 50 articles –according to the semantics of SO, described in
this paper- translates roughly to 100.000 triples, this of course being highly dependent
on the writing style and the discipline. Indicative running times (intel i7, 16 GB RAM)
for the entire process are approx. 120 secs/paper.

7 Conclusion

RS leverages an ontology of research practices and deep syntactic analysis to extract
information from articles and populate a knowledge base published as linked data. RS
acquires information from the Web in several ways (API integration, scrapping).
Classifiers are automatically trained to recognize named entities of “non-common” type
(e.g. research methods) not supported by current serialized models. Using these
together with the knowledge captured in the Scholarly Ontology and deep syntactic text
analysis, the system achieves extracting entities and relations representing research
processes at a level of detail and complexity not addressed before. Future work
includes improving recall addressing other types of entities (e.g. tools used in activi-
ties), and other types of rhetorical arguments stated in the text, thus improving overall
coverage.
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Abstract. In this paper, we promote the idea of automatic semantic charac-
terization of scientific claims to explore entity-entity relationships in Digital
collections. Our proposed approach aims at alleviating time-consuming analysis
of query results when the information need is not just one document but an
overview over a set of documents. With the semantic characterization, we
propose to find what we called “dominant” claims and rely on two core prop-
erties: the consensual support of a claim in the light of the collection’s previous
knowledge as well as the authors’ assertiveness of the language used when
expressing it. We will discuss useful features to efficiently capture these two
core properties and formalize the idea of finding “dominant” claims by relying
on Pareto dominance. We demonstrate the effectiveness of our method regarding
quality by a practical evaluation using a real-world document collection from the
medical domain to show the potential of our approach.

Keywords: Pareto semantics � Scientific claims � Skyline

1 Introduction

With the exponential growth in the number of publications, information needs are not
always easy to satisfy. Consider Julia who wants to write an overview of research
findings regarding ‘Ibuprofen’ and ‘headaches’. This type of query is widespread in
scientific digital libraries. For instance, Islamaj Dogan et al. [14] analyzed one month of
log data from PubMed, consisting of more than 23 million user sessions and more than
58 million user queries. Indeed, the authors found that most PubMed user’s type in
very few terms (3.54) and more than 30% are token pairs. In fact, more than 55% of the
queries are entity-based queries such as disease, gene, drug, chemical substance,
protein and medical procedure. Moreover, the size of the returned result sets for those
queries can be rather difficult to manage: over 10K. Thus, today, Julia would have a
time-consuming analysis of the results of the query to build an information space with
possible relationships between the entities, find representative papers for each relation
and then argue in an informed way to finally accomplish her goal. In other words, Julia
is interested in writing a summary of the results of the query and not in a particular
document. How can we help? In this work, we promote the idea of distinguishing
between ‘dominant’ and ‘dominated’ scientific claims to help users that share Julia’s
information needs.
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E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 257–269, 2018.
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In a nutshell, scientific claims [9–11] are sentences that contain any association
between entities, where one entity has some influencing, manipulating, or even causal
relationship to another entity with the additional constraint that they represent the
primary contribution(s) of a scientific paper. Indeed, the use of claims as metadata can
help to build the information space needed for Julia: each claim contains the relation
between the entities! However, little attention is paid to enabling a semantic charac-
terization of claims to ease Julia’s journey.

In this paper we focus on the discovery of properties to characterize claims. To do
so, we argue that we should focus on the following properties; (a) commitment of the
authors: the certainty in the results; (b) overall agreement and disagreement between
authors concerning current knowledge. Consider the following example to clarify what
we mean: “[…] we performed a preliminary non-randomized clinical trial with 10
participants and our limited data suggests that Ibuprofen can alleviate headaches
[…]”. In this example the phrase ‘our limited data suggests’ directly expresses a rather
weak assertiveness of the sentence and – generally speaking- the sentence’s structure
correspond to specific stylistic and linguistic features casting doubt on the information
contained. The second aspect in our running example is the expert assessment of the
perceived strength of the relationship between the pair of entities judging the context
for the claim given in the document (e.g., slightly weak characteristics of some clinical
trial).

Our proposed methodology aims to identify what we have called “dominant” and
“dominated” claims. The identification of these two types of claims can ease the
creation of a summary in two complementary ways. Firstly, “dominated” claims can
help to discover specific aspects of associations between entities that need the devel-
opment of new hypothesis and the design of new experiments. Secondly, “dominant”
claims can help to identify documents which represent aspects that are more certain
regarding the association between entities.

We approach the problem of automatically annotating claims as “dominant” and
“dominated” in a data-driven fashion. Therefore, we proceed as follows with four
necessary steps: first, for a given pair of entities \e1; e2[ we rely on high-quality
content from a digital library and retrieve a set of documents relevant to the query.
Second, from this set of candidate documents, we extract all scientific claims linking
the entities. Thirdly, we then proceed to operationalize the properties above to char-
acterize each scientific claim. Then, to formalize the idea of identifying “dominant” and
“dominated” claims, we found that the notion of Pareto dominance fits naturally. That
means: given a choice between two scientific claims, with one claim being better
concerning at least one property but at least equal concerning all other properties, the
first claim should always be preferred over the second one (the first claim is said to
‘dominate’ the second claim). Thus, finally, we use this simple but powerful intuitive
concept to annotate “dominant” and “dominated” claims. Our contributions are as
follows:

• We introduce a novel approach to annotate scientific claims as “dominant” and
“dominated” to serve as high-quality building blocks for claim-based summary
analysis in Digital Libraries.
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• We provide an entirely data-driven approach to operationalize the concept of
“dominant” claims.

• We investigate, with evaluation in the context of a real-world digital library, the
scope and limitations of our proposed approach.

2 Related Work

Our work draws motivation from the following two areas: the field of argumentation
mining and from the research efforts on credibility analysis in social media.

Argumentation mining has a clear focus on modeling and extracting argument
structures for different purposes. Currently, efforts to identify argument components, to
find evidence for claims, and to predict arguments structures exist. In particular, the
work of Habernal et al. [13] is related to our approach. Here, the convincingness of
Web arguments is analyzed and the authors show that it is indeed possible to predict the
convincingness for a given argument pair concerning some given topic. For this task
researchers annotated a large dataset of pairs of arguments over different topics using
crowdsourcing. Then the authors used different features and machine learning algo-
rithms to perform two tasks: to determine from a given pair of arguments which one is
more convincing (a classification task) and to rank them by convincingness (a
regression task). Our work differs from Habernal et al. [13] in three aspects. Firstly, we
target scientific digital libraries with clear-cut claims as first-class citizens. Secondly,
we use machine learning algorithms only as part of our pipeline but then rely on the
semantics of the skyline operator that captures the intuition of “dominance” more
naturally. Moreover, we aim at using all the claims to annotate them as “dominant” or
“dominated” and let the user use this semantic filter instead of discarding more con-
vincing claims for argumentation. Also related to our work is the ongoing effort to
realize argumentation machines of IBM Watson’s Debater [29]. Currently, IBM’s
system relies on handcrafted argumentation structures created by expert users, see
Lippi et al. [19].

Credibility Analysis. Efforts that account for the credibility of online communities are
also relevant to our work. For example, the work of Mukherjee et al. [23] uses a
probabilistic graphical model to account for user trustworthiness, language objectivity
and credibility of postings in online communities. In fact, we build on the idea of using
lexicons that are related to bias in language from their work. In a similar line of thought
in Mukherjee et al. [22], researchers studied the credibility of news articles jointly
modeled with expert-level users judgments and the trustworthiness of the sources. The
work of Castillo et al. [5] focuses on analyzing the credibility of news propagated on
Twitter. The authors model credibility as a binary classification task (credible vs. not
credible) based on features extracted from user behavior (re-tweeting), the presence of
URLs and citations in the tweets to external sources. Kumar et al. [15] studied the
credibility of Wikipedia articles to detect false information. Here, researchers addressed
the automatic discovery of articles that have fabricated (hoax) entities and events as a
classification task with the goal of stopping false articles to remain in Wikipedia. The
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authors also investigated for how long such articles usually survive, then discussing
their impact.

3 Problem Definition

In this section, we formalize our goal to annotate scientific claims as “dominant” and
“dominated” in a Digital library.

Definition 1. A scientific claim is a natural language sentence in a scientific paper that
expresses a specific relationship between entities. In particular, how one of them
affects, manipulates, or causes the other entity.

An example of a claim is the following: “Smoking cigarettes has the potential to
increase the risk of lung cancer”. In this example, ‘cigarettes’ and ‘lung cancer’ are
the entities, and the relationship between them is ‘increase the risk’.

A scientific claim involves a specific relationship between entities. The set of
relationships considered as relevant is domain-dependent. Let R ¼ r1; . . .; rnf g be the
set of relevant relations of a given domain of study. For instance: alleviates, causes, and
treats.

Pareto Semantics. Here we follow the terminology used by Lofi et al. in [20].
Borzsony et al. in [3] proposed Skyline queries to fill the gap between set-based SQL
queries and rank-aware database retrieval. Skyline queries rely on the notion of Pareto
semantics from the field of Economics discussed by Gabbay et al. in [7]: some object
o1 dominates an object o2, if and only if o1 is preferred over o2 with respect to some
attribute and o1 is preferred over or equivalent to o2 with respect to all other attributes.
Formally, the dominance relationship is denoted as o1 � o2. This simple concept has
been used in the data base community to implement an intuitive, personalized data filter
as dominated objects can be safely excluded, resulting in the so-called skyline set of the
query.

More formally, let us define dominance relationships following Pareto semantics
for every database relation R�D1 � . . .� Dm over m attributes as follows:

o1 � o2 , 9 i 2 1; ::;mf g: o1i � o2i ^ 8 i 2 1; ::;mf g: o1i < o2i ð1Þ

Where oj;i denotes the i-th component of the database tuple oj.
The skyline set is the set of all non-dominated objects of the database instance R.

Let A ¼ a1; . . .; amf g be the set of attributes used to characterize claims. Let RClaims
be the set of claims found in a collection of documents D for a given pair of entities
\e1; e2[. In summary, note that we use the Pareto semantics to identify “dominant”
and “dominated” claims to achieve our final goal in this paper: semantic annotation of
the claims.

We assume that the claims in each document of a given collection D are part of the
metadata available or were found using the adaptation of the TextRank algorithm using
embedding representations of sentences by González Pinto et al. in [11].
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Definition 2 Claim Skyline Set. Let Claimse1;e2 be an m-dimensional dataset that
represents the RClaims of the entity pair \e1; e2[, where greater values are preferred.
Then, a claim p in Claimse1;e2 dominates claim q iff claim p is better than or equal to
claim q in all attributes A and is strictly better than claim q in at least one of the
dimensions. Now we are ready to define our problem:

Definition 3 Finding Dominant Claims. Given RClaims of the entities \e1; e2[, we
attempt to find the Claim Skyline Set under a set of attributes A with respect to an
explicit set of relations R.

Once we have found the dominant claims, we can proceed to the semantic anno-
tation of the claims RClaims for a given entity pair \e1; e2[ (Fig. 1).

4 Scientific Claim Characterization

In this section we present our approach for determining the attributes A to characterize
the claims RClaims of a given entity pair \e1; e2[. We propose to model three core
content-based properties to build the following set of attributes: author’s commitment;
deviation from or similarity to a given plausible claim, and the relation type expressed
in the claim. In short, a dominant claim is one that (a) expresses high commitment from
the authors of the papers: - it is highly objective, and it is unbiased, (b) shares similarity
concerning a claim that fits the current body of knowledge, and (c) expresses a relation
type that is mutually exclusive with respect to other relations between the given pair of
entities. To this end, we consider a set of attributes to capture these properties. Let’s
provide the details of how we do it.

Authors’ Commitment. To capture commitment from the authors, we rely on a set of
lexicons from the Natural Language community that proved to model two different
stylistic features in written language: concreteness introduced by Brysbaert et al. in [4]
and bias introduced by Recasens et al. in [26]. The concreteness lexicon contains
ratings of more than 35,000 English words and more than 2,500 bigrams. We
hypothesize that this dataset can help our approach to detect the degree of concreteness
in the language used by the authors. The lexicon of Recasens et al. in [26] is a set of

Fig. 1. Approach overview to find dominant claims for a given entity pair
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words that includes “factive verbs”, “implicative”, “hedges”, and “subjective intensi-
fiers”. Recasens et al. argue that the identification of unbiased language is a require-
ment for reliable sources such as scientific articles or encyclopedia. This lexicon was
developed and used to remove bias from Wikipedia articles. For our task, we found
hedges – word unigrams and bigrams- useful to model the “strength” of the context of
scientific claims. Recasens et al. found that the use of hedges reduces one’s commit-
ment to the truth of a proposition. Some instances of this lexicon are: might, likely,
may, and perhaps.

Deviation from Plausibility. We build on the notion of plausibility based on the
knowledge-fit theory from cognitive sciences by Connell et al. in [6] that we proposed
for high-quality content preservation in Digital Libraries in González Pinto et al. in [9].

For the sake of completeness, we provide here the intuition of plausibility. The
theory from cognitive sciences states that human plausibility judgments consist of two
steps: firstly, a mental representation of current knowledge is built and secondly, an
assessment examines how a new piece of information fits all prior knowledge. The
operationalization of plausibility in an information system is extremely hard in general
settings. However, we show in González Pinto et al. in [9] that for some specific type of
collections where scientific claims are first-class citizens, the approach proved to be
useful to support quality content in Digital Libraries. Given that we share the same
domain in this work, we rely on the approach to find a document with a plausible claim
as detailed in our previous work for each entity pair used in our experiments.

Relation Types. To define the relation types worth modeling, we first perform a
manual exploration of our dataset. Manual exploration led us to distinguish between
relations relevant to the domain, yet incomparable. In particular, we focus on the
following ‘semantic types’: beneficial, non-beneficial, no-effect and unknown. The
following examples will clarify the meaning of each type:

• Example 1: “Recent studies suggest that occasional drinking of coffee might offer
protection from pancreatic cancer.” Example 1 will be mapped to the ‘beneficial’
semantic type, because - as stated in the claim- drinking coffee offers protection
from pancreatic cancer.

• Example 2: “Coffee consumption may weakly increase the risk of pancreatic
cancer.” Example 2 will be mapped to the ‘non-beneficial’ semantic type because
according to the claim, coffee consumption increases the risk of cancer.

• Example 3: “After adjustment for demographic and dietary characteristics, there
was no association between pancreatic cancer risk and the intake of coffee, beer,
red wine, hard liquor or all alcohol combined.” This example corresponds to the
‘no-effect’ semantic type.

• Example 4: “Recent observations of association of risk with coffee consumption and
with use of decaffeinated coffee require further evaluation.” This example corre-
sponds to the ‘unknown’ semantic type.

In summary, given a set of claims RClaims of a given pair of entities \e1; e2 [ ,
we aim at automatically identifying the semantic type of the relationship between the
entities. In addition to the relation type, the following are the specific attributes A that
we used to characterize scientific claims RClaims to obtain Claimse1;e2 for a given
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entity pair \e1; e2[. In the features 1-3, contexti of a claim claimi refers to the abstract
of the paper that contains the corresponding claim.

1. Concreteness score: for each claim claimi, we consider the sum of the ratings of
each word in the concreteness lexicon occurring in its context contexti.

2. Bias score: for each claim claimi, we consider its context contexti to compute the
relative frequency of words in the bias lexicon occurring in contexti, thus obtaining
the bias score:

bias ¼ num words in lexicon present in contextið Þ=length contextið Þ:

3. The similarity concerning a plausible claim: cosine similarity of a Topic Model [2]
representation of contexti, with respect to the plausible claim found. We rely on this
popular latent Dirichlet allocation algorithm that assigns probabilistically contexti to
different topics in an unsupervised manner. Let T ¼ t1; . . .tnf g be the set of different
topics. Then contexti is represented as a vector representation of these n topics. This
representation is used to compute cosine similarity with respect to the context
representation of a plausible claim.

4. Distance concerning a plausible claim: word mover’s distance of claimi with respect
to the plausible claim found. In other words, given a plausible claim, we compute
for each claim claimi a semantic distance using word mover’s distance that has been
shown to outperform other approaches using the semantics of word embeddings,
see the details of the work of Kusner et al. in [16].

To find a plausible claim and thus compute features 3 and 4, we proceed as follows:
let contradict claimi;Dð Þ and support claimi;Dð Þ be functions that compute a cumula-
tive sum of similarities concerning the documents whose corresponding claims con-
tradict and support claimi respectively. We select as plausible the document with the
claim that has the highest similarity score difference between supported and contra-
dicted documents.

We chose to work only with these four attributes for two reasons: firstly, to avoid
one of the drawbacks of the Skyline operator: the skyline size. Researchers have shown
that with datasets with five up to 10 attributes, the skyline set can contain 30% or more
of the entire dataset [1, 3, 8]. Secondly, to interpret the results and evaluate the potential
of our proposed approach. However, the approach can be applied considering some
other aspects of documents, such as citations counts, the prestige of authors, or alt-
metrics see for instance the work of Priem in [24]. Regardless of the attributes used, the
approach can be applied keeping in mind a manageable size of the skyline set for the
task at hand.

Finally, to find the Claim Skyline Set within the set of claims and being able to
annotate all the claims semantically, we performed two steps: firstly we generated a
dataset where each claim is a data point with the features outlined above. Secondly, we
applied the skyline operator on the dataset.
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5 Evaluation

In this section, we report the evaluation of two aspects of our approach. Firstly, the
semantic type detection of scientific claims. In other words, whether a given claim
corresponds to one of the four semantic types, we defined in Sect. 4. Secondly, we
evaluate to determine the degree of success of our proposed approach to distinguish
between scientific claims that are “dominant” or “dominated”. Thus, in the following,
we detail the document collection, the algorithms, and metrics used in our evaluation.

Document Collection. Firstly, to find documents with claims relevant to a pair of
entities, we relied on PubMed as our primary data source and used the following query
pattern [9] for the entity pair: \entity; disease[:

(help AND prevent) OR (lower AND risk) OR (increase OR increment AND risk)
OR (decrease OR diminish AND risk) OR (factor AND risk) OR (associated AND risk)
AND (entity AND disease).

To evaluate our proposed approach on a real-world dataset, we used twenty entity
pairs from work in nutritional sciences of [9, 27] linking entities investigated in
researchers papers concerning their impact on cancer. Therefore, we used the following
entities: coffee, tea, salt, lycopene, wine, milk, sugar, potato, pork, onion, olive, lemon
egg, corn, cheese, carrot, butter, bread, beef, and bacon. We used the new “Best
matches” algorithm from PubMed to retrieve relevant documents to our queries. As
stated on PubMed’s website, the new algorithm uses machine learning to combine over
150 signals that are helpful to find matching results. In summary, it automatically
expands our query pattern to account for synonyms, MeSH terms, and medical terms.
The final collection size consisted of 12,616 research papers. The text mining tech-
niques used only the abstracts of the documents retrieved. There were two reasons
behind our decision: first, not all retrieved research papers featured full-text access.
Thus, to be fair and avoid bias, we decided to rely only on the abstracts. Second, we
assume that the abstracts convey enough information and the relevant context to
summarize research papers accurately.

(a) Semantic relation-type detection. To detect the semantic relation-type automat-
ically, we annotated a set of claims to build a supervised learning system that can
predict the semantic type in unseen claims. As basic machine learning algorithms
we used logistic regression and support vector machines with the following fea-
tures: word n-grams (unigrams, bigrams, and trigrams). We call this set of features
‘Bag of Words’ features. We compare this approach to the respective word
embedding representation of the claims. In particular, we use word embedding
based on the models presented in [17, 21]. These vector representations are
obtained in an unsupervised fashion from a large textual corpus. They have been
used in many applications in text classification systems and serve to support more
advanced deep learning models, see [18, 28]. Due to their potential usefulness in
similar tasks, we used them to compare to more traditional approaches such as ‘Bag
of Words’.

In our experiments, we relied on the word2vec vectors trained by Pyysalo et al. [25]
on a combination of all publication abstracts from PubMed and all full-text documents
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from the PubMed Central Open Access subset. Word2vec was run using the skip-gram
model with a windows size of 5, hierarchical softmax training, and a frequent word
subsampling threshold of 0.001 to create 200-dimensional vectors. Given that these
vectors come from a representative collection of the domain that we study, we decided
to use them to represent each sentence in our dataset. We refer to the sum represen-
tation of the word vectors of each claim using word2vec as ‘Embedding’ features. This
representation of sentences corresponds to the one used in the experiments reported by
Lev et al. in [18] that achieved comparable results with more time-consuming deep
learning models in different classification tasks. We evaluate the performance of our
learned model regarding overall accuracy as well as per-class precision, recall, and F-
measure. The results are calculated using 10-fold cross-validation. In Table 1 we
summarize the results; ‘Logi BoW’ and ‘SVM BoW’ are the models using logistic
regression and support vector machines with Bag of Words features respectively; ‘Logi
Embed’ and ‘SVM Embed’ correspond to the logistic regression and support vector
machines models trained with Embedding features. We employ SVM with RBF kernel
with one-vs-rest decision function. In Table 2 we show the detailed per-class results of
the best model: a support vector machine trained with Bag of Words features. Finally,
Table 3 shows statistics of the data used for this first task.

Discussion of the Results: To our surprise the Embedding features models were
outperformed by its counterparts using simple Bag of Words features. That may due the
size of the data that is rather small compared to the number of examples needed
according to Goodfellow et al. [12] required to bring significant improvements over
more shallow traditional approaches. Nevertheless, the data confirms that traditional
machine learning approaches can be used to model relations to guarantee a certain
degree of success.

We also observed one limitation of our current approach: we assumed that each
claim must fit in one out of the four classes that we have previously defined. This

Table 1. Results of semantic relation types

P R F

Logi BoW 0.84 0.85 0.84
SVM BoW 0.85 0.85 0.84
Logi Embed 0.72 0.72 0.71
SVM Embed 0.66 0.64 0.64

Table 2. Per-class results of the best model

P R F

Beneficial 0.89 0.91 0.85
Non-beneficial 0.82 0.88 0.78
No-effect 0.78 0.78 0.78
Unknown 0.80 0.57 0.67

Table 3. Statistics of the data used to assess performance of the different models

#sentences per category Number of samples

Beneficial 260
Non-beneficial 161
No-effect 84
Unknown 71

Scientific Claims Characterization for Claim-Based Analysis 265



assumption is the reason behind our single-label multi-class problem approach.
However, some claims require considering a multi-class multi-label classification
approach. For instance, consider the following claim: “Risk of pancreatic cancer
decreased with increasing tea consumption but was unrelated to coffee consumption.”
We leave a richer feature engineering approach to solve this issue for future work.

(b) Finding dominant and dominated claims. To evaluate our overall approach we
performed a Crowdsourcing task on CrowdFlower1. We randomly selected 22
claim-pairs. Each pair consisted of a claim in the skyline set, in other words, a
dominant claim. The other member of each pair was a claim not in the skyline set.
For each pair we asked workers to decide which claim was more convincing. Five
workers evaluated each pair of claims; we took majority vote as the final judgment
and we consider that as our ground truth. To further control quality of the workers
we set a minimum of 70% of correct answer concerning the gold standard ques-
tions we provided.

The idea of evaluating a pair of argumentative units – in our case scientific claims-
in a crowdsourcing environment have been shown to deliver high-quality results. In
particular, in the work of Habernal et al. [13], workers evaluated pairs of arguments to
decide “which one is more convincing.” Motivated by the results of the authors, we
considered a similar approach to evaluation. However, two fundamental challenges in
our setting are the use of scientific collections instead of web collections and the fact
that ‘convincingness’ is just an approximation of what we are trying to accomplish.
Remember that in our setting we hypothesize that a dominant scientific claim has
properties that include but are not limited by stylistic features.

When we considered the crowdsourcing results as ground truth, our approach
achieved 86% of accuracy. The results of the experiment look indeed promising.

Discussion of the Results: We manually examined some of the pairs that were dif-
ficult to assess for the workers. Indeed, we found that it was very challenging for the
workers because of two reasons: firstly, they were asked not to use any external source
to assess which of the pair of claims was more convincing. Secondly, our scientific
claims characterization goes beyond the claim itself and these properties, as well as the
reasoning behind them, was not available to the workers. This latter observation
explains that examples such as the following pair were difficult to evaluate:

• Claim 1: “In a prospective study of coffee intake with the largest number of pan-
creatic cancer cases to date, we did not observe an association between total,
caffeinated, or decaffeinated coffee intake and pancreatic cancer.”

• Claim 2: “Based on an analysis of data from the European Prospective Investi-
gation into Nutrition and Cancer cohort, total coffee, decaffeinated coffee, and tea
consumption are not related to the risk of pancreatic cancer.”

Nevertheless, the data shows that the attributes we proposed can approximate
human interpretation up to a certain degree of accuracy.

1 https://www.crowdflower.com/
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6 Conclusions and Future Work

In this work, we promote the idea of finding “dominant” and “dominated” scientific
claims to annotate them semantically. We devised a set of features that focused on the
claim and its context (as given by the respective abstract of the underlying research
paper). We then relied on the intuitive semantics of Pareto dominance and thus applied
the skyline operator on the real-world datasets used in our experiments to subsequently
derive the annotation for scientific claims. We evaluated our data-driven approach
using a set of crowdsourcing tasks and achieved an accuracy above 80% that proves the
usefulness of our proposed approach.

For the near future, we foresee work to use our current approach in an application
setting to facilitate users the discovery of topics of research in need of more experi-
ments and new hypothesis given our semantic annotation of claims.
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Abstract. In this paper, we propose a system for automatic segmenta-
tion and semantic annotation of verbose queries with predefined meta-
data fields. The problem of generating optimal segmentation has been
modeled as a simulated annealing problem with proposed solution cost
function and neighborhood function. The annotation problem has been
modeled as a sequence labeling problem and has been implemented with
Hidden Markov Model (HMM). Component-wise and holistic evalua-
tion of the system have been performed using gold standard annota-
tion developed over query log collected from National Digital Library
(NDLI) (National Digital Library of India: https://ndl.iitkgp.ac.in). In
component-wise evaluation, the segmentation module yields 82% F1 and
the annotation module performs with 56% accuracy. In holistic evalua-
tion, the F1 of the system has been obtained to be 33%.

Keywords: Query segmentation · Semantic annotation
Semantic search · Simulated annealing · Hidden Markov model

1 Introduction

Though facets have become integral part of digital library interfaces, usage
of the facets varies greatly in controlled and uncontrolled environment [1].
Low adoption of faceted search in user communities has been attributed to
cognitive burden in form of choice overload, visual complexity and informa-
tion overload [1] specifically for novice users. Without facets, complex infor-
mation needs in many cases are expressed through verbose queries that are
considerably longer and the query language is more closer to natural language
than simple bag of keywords. Though the verbose queries are convenient to
express, they pose processing difficulty to the traditional search engines. For
better retrieval, longer queries require semantic treatment to map different
meaningful segments of the queries to appropriate facets. For example, the
query “graph traversal algorithm book in computer science authored
by kurt mehlhorn springer” conveys information need that can be seman-
tically represented as
c© Springer Nature Switzerland AG 2018
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[graph traversal algorithm]<Keyword [book]<Resource Type> in [com-
puter science]<Subject Domain> authored by [kurt mehlhorn]<Author>
[springer]<Publisher>

The semantic analysis will be helpful in achieving desired retrieval effect by per-
forming a faceted search subsequently taking cues from the analysis. The task
of semantic query analysis can be decomposed into two subtasks: query segmen-
tation and semantic annotation. Most of the existing works focus only on query
segmentation task to improve web information retrieval. The existing works on
semantic analysis of query make use of comprehensive structured background
knowledge base for query segment annotation or disambiguation. For example,
Shekarpour et al. [2] links segments in a query into different DBpedia resources.
The model parameters of HMM-based disambiguation strategy are computed
using the link structure of DBpedia and other knowledge graphs. The existing
approaches in semantic analysis of queries have been very effective in Question
Answering over Linked Data (QALD) task [3]. However, their scope becomes
limited in domain like digital libraries where faceted search is still dominant.

In this work, we propose a system for automatic semantic analysis of English
verbose queries in digital library.

2 Proposed Query Analysis System

The query analysis pipeline has four distinct stages, namely, Generate, Selection,
Annotation and Ranking. The input query is fed to the Segmentation Generator
module which generates different possible segmentations. The Selection module
interacts with the Generator module to keep track of N-best solutions based
on solution cost and feeds N fittest solutions to the next stage of pipeline, i.e.,
Segment Annotator. The segment annotation module takes each candidate seg-
mentation generated in the previous stage and annotates each segment with a
tag that represents one of the bibliographic metadata fields. It then generates N
annotated segmentations each associated with a probability score. The Ranker
module orders the annotated segmentations based on the probability scores and
chooses the top ranked one as predicted annotation.

3 Query Segmentation Model

3.1 Segmentation Problem

We pose the segmentation generation task as an optimization problem. We make
use of the following definitions to present segmentation generation problem for-
mally.

Definition 1 (Segment). For a given query Q = (k1k2 . . . kn) of length n, a
segment Si→j is a sequence of keywords having start and end indices to be i and
j respectively. A segment is denoted as Si→j = (ki, ki+1, ..., kj).
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Definition 2 (Segmentation). A segmentation S is formally defined as S =
[S1→i, Si+1→j , ..., Sm→n] and consists of non-overlapping segments arranged in
a continuous order. For two consecutive segments Sx, Sx+1, Start(Sx+1) =
End(Sx) + 1.

A partial order can be defined over all possible segments with respect to good-
ness of segmentation. The quantitative measure of goodness is formulated with
following properties of a good segmentation:

Property 1 (High Probable Segment). Each segment Sx ∈ S occurs with high
probability in different usage scenarios, e.g., corpora, query log etc.

Property 2 (Separateness). Two adjacent segments Sx, Sx1 ∈ S are well sepa-
rated. Thus the probability of the string generated as End(Sx).Start(Sx+1) (‘.’
implies string concatenation) should be significantly low.

The probability (Pc) of a string (R) is measured by taking contribution of prob-
abilities estimated from Google N-gram language model and N-gram language
model trained on NDLI metadata for 12 million resources.

Pc(R) = αPGoogle(R) + (1 − α)PNDLI(R), 0 ≤ α ≤ 1 (1)

The Goodness Score Function (G : S → R) for a given segmentation (S) is
computed based on Property 1 and Property 2 and is given below

G(S) =
∑

Sx∈S

Pc(Sx) × (1 − Δ(Sx)) (2)

The factor Δ(Sx) for a segment Sx ∈ S measures the drop in language model
probability between two adjacent segments Sx and Sx+1 and is given by

Δ(Sx) =

{
0, if x = |S|
Pc(End(Sx).Start(Sx+1)) otherwise

(3)

Definition 3 (Optimal Segmentation Problem). Let Q = (k1k2 . . . kn) be
a query of length n and ξ is the set of all possible segmentations that can be
obtained from Q. The optimal segmentation is defined as

ξ∗ = argmax
i

G(ξi) (4)

3.2 Simulated Annealing Approach

Optimal query segmentation problem belongs to combinatorial optimization
problem1. In this work, we intend to explore the effectiveness of simulated anneal-
ing [4] technique in solving optimal query segmentation problem. Important
modeling parameters are as follows:
1 For a query of length n, the number of valid segmentations is 2n−1.
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Initial Solution: To design initial configuration or solution, we make use of
knowledge about the query domain that allows us to mark some of the segments
to be unbreakable. We use a set of simple rules to mark unbreakable segments.
Any random segmentation over ‘unbreakable’ marked segments is treated as an
initial solution in simulated annealing method.
Solution Cost: The solution cost function is taken to be Goodness Score Func-
tion (G) in Eq. 2.
Neighborhood Generation Strategy: For an input solution, the proposed
neighborhood generation strategy randomly selects a segment and generates new
segment by mixing words of the neighboring segments and the current segment
if they are breakable; otherwise the selected segment is broken into two segment.
The generated segments replace the participating segments.
Cooling Schedule and Acceptance Probability: The new temperature
(Tk+1) is computed to be Tk+1 = β×Tk where Tk is the temperature at previous
iteration and β is the cooling rate. At each iteration, the changed segmenta-
tion having better G-score is accepted. At kth iteration, a changed segmentation

(Sprop) having inferior G-score is accepted with probability exp
G(Sprop)−G(Scurr)

G(Scurr)×Tk

where Scurr is the current solution.
Maintaining N-Best Solution: A fixed size priority queue is used to main-
tain top N segmentation obtained during the course of execution of simulated
annealing.

N-best segmentations generated by simulated annealing stage are fed to the
segmentation annotation stage.

4 Model for Semantic Annotation of Query

We model segmentation annotation task as a sequence labeling task that has
been implemented with Hidden Markov Model (HMM). The Hidden State Space
consists of 26 states comprising of: (a) 16 states representing different metadata
fields like Contributor, SourceOrganization, LearningResourceType, Language,
EducationalLevel etc. and (b) 10 states represent connectives that appear in
context of the metadata fields. For example, ‘written by’, ‘by’, ‘author’ etc.
represent AuthorConnective. Set of all the segments in the training data acts as
the observation symbols space. The observation, state transition and initial state
probabilities are estimated following usual notion of HMM. The HMM is trained
using the Baum-Welch Algorithm and the decoding problem, i.e., annotating
segments with tags, has been addressed with Viterbi algorithm.

5 System Evaluation

5.1 Semantic Query Dataset

The semantic query dataset consists of 1100 queries that have been picked
up from queries collected from user query log in NDLI portal for a period of



274 S. Sadhu and P. K. Bhowmick

February’16 - December’172. The selected queries have been segmented and
annotated with the set of 26 tags representing different metadata fields and
their corresponding connectives. Different evaluation metrics have been used to
evaluate different components of the system. We present below performance of
each module with respect to relevant evaluations metrics.

5.2 Segmentation Task

Evaluation Metrics: Evaluation of segmentation task has been performed with
WindowDiff as well as recently developed Boundary Similarity-based measures
(B) [5]. We use the measures B-measure Precision (B-P), B-measure recall (B-
R) and B-measure F1 (B-F1) along with WindowDiff to measure performance
of this task.
Parameter Tuning: Through grid search technique applied over development
dataset the β (cooling rate) and α (relative contribution of Google n-gram) have
been set to be 0.9 and 0.2 respectively.
Performance Results: The performance measures of the segmentation mod-
ule are presented for best segmentation and N-best segmentation as output. For
N-best segmentation, all the measures have been computed based on micro and
macro average. Table 1 presents values of different performance metrics com-
puted over the predicted segmentations for the entire dataset.

Table 1. Individual performance of query segmentation model (for N = 2)

Measure N-Best Best

Macro average Micro average Average

WindowDiff 0.420 0.411 0.384

B-Precision 0.676 0.683 0.708

B-Recall 0.919 0.919 0.926

B-F1 0.779 0.784 0.802

5.3 Segment Annotation

In evaluation of segment annotation module, we have taken the manually seg-
mented queries for testing. Each segment in an input segmentation is classified
into either of the metadata fields. Consequently, the performance of the anno-
tation system has been measured with accuracy metric. We have performed
10-fold cross validation. We used majority tag system as the baseline where each
segment is tagged with most frequent metadata field (i.e., Learning Resource

2 The queries having between 3 to 15 words in the raw query log are included in the
dataset.



Semantic Analysis of Query 275

Type). Accuracies of the baseline system and HMM-based annotator are 15.26%
and 55.88% respectively. It is observed that the proposed HMM-based annotator
performs much superior to the majority tag based baseline system.

5.4 Holistic Evaluation

The holistic evaluation of the system has been performed by putting the segmen-
tation and annotation module together where N-best segmentations are passed
down to the annotator module which subsequently annotates each segment for
a given segmentation into one metadata field.

We have used standard Precision, Recall and F1 measures. Here, we have also
used 10-fold cross validation to compute the performance measures. The only
parameter that is to be fixed is the value of N , the number of top segmentation
that are passed down to the next phase. It is observed that feeding the single
best segmentation to the next stage of the pipeline provides the best result. It
may be conjectured that for most of the queries the best segmentation is always
retrieved in the top position.

Best performance obtained for holistic evaluation is with Top-1 segmentations
where Precision = 0.337, Recall = 0.333 and F1 = 0.33. The presented results
are encouraging given the complexity of the task. The primary impediment to
attain high performance measure is limited training dataset.

6 Conclusion

In this work, we presented a multi-stage system for automatic semantic process-
ing of verbose queries. The first stage of the pipeline, namely, segmentation, has
been modeled as an optimization problem and has been implemented with sim-
ulated annealing technique. The segment annotation stage has been formulated
as a sequence labeling problem and HMM has been used in implementation.
The segmentation module yields a reasonable performance while tested with
state-of-art segmentation evaluation metrics. However, there are several scopes
for improvement. Firstly, the training dataset has to be grown to a significant
volume for improvement in segment annotation performance. Secondly, a bet-
ter strategy to combine predictions for multiple best segmentations has to be
explored.

Acknowledgement. This work is partially supported by National Digital Library of
India project, sponsored by MHRD, Govt of India and IBM Research.
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Abstract. The focus of this work is on providing an open source soft-
ware recommendations using the Github API. Specifically, we propose
a hybrid method that considers the programming languages, topics and
README documents that appear in the users’ repositories. To demon-
strate our approach, we implement a proof of concept that provides rec-
ommendations.

1 Introduction

Recommender systems have become indispensable for several systems and Web
sites, such as Amazon, Netflix, Yelp and Google News, helping users navigate
through the abundance of available data items (e.g., [1–4,6]. In this paper1, we
introduce a recommender system for suggesting open source software using the
Github API. Getting these recommendations requires users to have, in addition
to a Github account, at least one of the following: (i) starred repositories, (ii)
repositories followed, or (iii) users own repositories. As this information is public
and available through Github’s public API, recommendations can be generated
to any user by any user. For generating recommendations, we exploit a hybrid
method that combines three different similarity measures on three different fea-
ture sets. Specifically, we consider separately the languages found in a user’s
repositories, the topics present in the user’s repositories, and the README doc-
uments of the user’s repositories. To demonstrate our approach, we implement
a proof of concept prototype for providing software recommendations.

2 Dataset

The dataset contains information on approximately 1000 software repositories
and consists of languages, topics and README-files retrieved via Github’s API.
In order to recommend repositories some information on the users skills and
interests is needed. We call this user information user profile. Specifically, the
user profile consists of a combination of information from repositories the user

1 The work was partially supported by the TEKES Finnish project Virpa D.

c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 279–285, 2018.
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has somehow been associated with in the past. We consider the following as
proof of an association between the user and a repository: (i) the user has
starred the repository, (ii) the user has followed the repository, or (iii) the user
has forked2 the repository. For simplicity, we refer to these collectively as users
repositories. For example, assume that user mkoske has starred the repository
php-ai/php-ml, and has mkoske/scatter-r as his own repository. To construct
a profile for this user, we collect the following pieces of information on these two
repositories: (i) topics assigned to a repository by its owner, (ii) programming
languages used in a repository, and (iii) README document of a repository.
Next we will take a look at these pieces of information separately.

Topics: As an example, consider the php-ai/php-ml-repository, which is starred
by user mkoske, and contains, among other topics, the following: php, machine-
learning, classification, and data-science. Topics are specified manually by the
repository owner or someone with proper permissions and is therefore a sparse
source of information. In our sample dataset of 1000 items, almost half of the
repositories (47.30%) are missing topics entirely.

Programming Languages: In the previous example, the php-ai/php-ml-
repository contains two different languages: PHP and Shell. The latter seems
to be used, e.g., to generate PHPUnit tests coverage reports and is therefore
listed among the languages of the repository. The repository programming lan-
guage is detected automatically3 and no user interaction is required for that. In
contrast, topics have to be input manually by the repository owner and are not
detected automatically. In our sample dataset, over 95% of the repositories have
a language or languages specified.

README: README-files are the third source of information on a repository.
When accessing the repository at Github via web browser, the README is one
of the first things that user encounters. It contains a free-form description of
the repository in plain-text format and can be considered a front page for the
repository. Table 1 shows some statistics on the lengths of the README files in
our data set. The standard deviation is quite high, indicating that there is much

Table 1. Statistics on the lengths of the README files in our data set.

Statistic Value

Min 115.00

Max 505 402.00

Mean 13 257.88

Median 6 891.00

Std 25 287.51

2 https://help.github.com/articles/fork-a-repo/.
3 https://help.github.com/articles/about-repository-languages/.

https://help.github.com/articles/fork-a-repo/
https://help.github.com/articles/about-repository-languages/
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variation in the lengths of the descriptions repository owners are assigning to
their projects.

3 Method

We follow a hybrid method to produce open source software recommendations.
Specifically, we combine three different similarity measures on three different
feature sets to make a single list of recommendations. The final similarity score
is a linear combination of three similarity scores: (i) all the languages found in
a user’s repositories are compared to the languages present in a given non-user
repository, (ii) all the topics present in the user’s repositories are compared to
the topics present in a given non-user repository, and (iii) an averaged vector
representation of the README documents of the user’s repositories is compared
to the vector representation of the README document of a given non-user
repository.

We construct a language vector, a topic vector and a README vector for
each repository. For the sake of practicality, all user repository vectors are col-
lapsed together per type to form 3 different user vectors per user: a user language
vector, a user topic vector and a user README-vector. Each of these vectors is
then compared against the respective language, topic and README vector of
each repository not associated with the user for whom a recommendation is to be
generated. A linear combination of the resulting language, topic and README
similarity scores is then calculated to obtain the final repository ranking.

Languages: The repository metadata contains information on the programming
languages4 used to write the software in question. Continuing with the example
we had earlier, repository php-ai/php-ml is mainly written in PHP, but also
contains some shell scripts. This is a small number of languages compared to,
e.g., Visual Studio Code by Microsoft, which contains numerous languages.

In our dataset, languages detected in a repository were first transformed into
binary vectors. If the repository contained a language, e.g., aforementioned PHP,
the feature was assigned a value of 1, and 0 otherwise. The length of a repository
language vector is the number of all programming languages found in the entire
dataset, including the user repositories. Below is an example of a transformed
binary language vector.

Assembly awk c . . . Typescript vim script vb

1 0 1 . . . 0 1 0

The union of languages present in a user’s repositories was used to form the
user language vector. The mean of the user language vector was then subtracted
from the user language vector, ensuring that cases where the user language
4 Languages are automatically detected.



282 M. Koskela et al.

vector lacks a language present in a repository language vector get a lower score
than cases where neither user nor repository language vector contain a given
language. This reflects the author’s assumption that a user is most versed in
languages present in his or her own repositories and not much else.

Ordinary cosine similarity does not differentiate between the aforementioned
cases, and would give them equal language rankings. Adjusted cosine similarity,
on the other hand, would needlessly penalize cases where the repository lan-
guage vector lacks a language present in the user language vector. However, a
repository does not have to contain all the user vector languages in order to be
recommendable to the user. Hence, the mean was only subtracted from the user
language vector and not the repository language vectors. For calculating the sim-
ilarity between a user language vector and each repository language vector, we
used a hybrid cosine similarity measure defined as: simcos(a, b) = (a−ā)·b

||(a−ā)||×||b|| .
After subtracting the mean from the user language vector, our hybrid cosine

similarity was calculated between the user language vector and each non-user
repository language vector.

Topics: Repository topics resemble the commonly used tags: they contain at
most a few words of free-form text that the author of the repository has chosen
to describe the repository. Topics can also contain names of the programming
languages used in writing the software. We did not filter out these potential
overlaps and used the topics as they were. The length of a topic vector is the
number of topics found in the entire dataset. Below is an example of a binary
topic vector.

d Ad-blocker Admin . . . Youtube zeit zsh

1 0 0 . . . 1 0 0

The union of topics present in a user’s repositories was used to form the user
topic vector. Jaccard similarity was then calculated between the user topic vector
and each repository’s topic vector. The Jaccard similarity measure, sometimes
also called the intersection over union similarity, was used to compute similar-
ities related to the topic component of the dataset. If a user vector contains
(i.e., has values of 1 for) topics a0, a1, . . . , ai and a repository vector contains
topics b0, b1, . . . , bj , the Jaccard similarity between vectors a and b becomes:
simjac(a,b) = |{a0,a1,...ai}∩{b0,b1,...bj}|

|{a0,a1,...ai}∪{b0,b1,...bj}| .

README: In our current dataset, all repositories have a README docu-
ment. The READMEs were also retrieved using the Github API. Each repository
README document was subjected to the following preprocessing operations: (i)
tokenization, i.e., splitting the long string of text to tokens, (ii) removal of words
with less than 3 characters, (iii) removal of content between any kind of brackets,
(iv) removal of content matching certain frequently observed patterns (e.g., url,
email address), (v) removal of English stopwords (e.g., ‘and’, ‘when’), and (vi)
part-of-speech tagging and removal of words that are not nouns in singular form.
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A vector representation was then generated for each preprocessed README
using TF-IDF as implemented in the TF-IDF-Vectorizer function of Scikit-learn:

– For each word appearing in the corpus, the documents containing the word
are counted.

– Words appearing in just one or more than 95% of the documents of the corpus
are removed.

– The inverse document frequency for each preserved word (˜3000 words) is
calculated.

– IDFi = log total # documents
# of documents containing word i .

– For each README, the normalized term frequency for each preserved word
is calculated.

– The TF-IDF score (term frequency x IDF score) is calculated for each pre-
served word in each README document, yielding a vectorized representation
for each README document.

Below is an example of README-vector.

Abilities Abort . . . Zeros Zones Zookeeper

0.0 0.001 . . . 0.0 0.002 0.0

README vectors from the user’s repositories were averaged to obtain a user
README vector. Oridnary cosine similarity between the user README vector
and each non-user-owned repository README vector was then calculated. It is
possible for a repository README to not contain any of the words preserved
by the TF-IDF transformation. In these cases, the cosine similarity between the
user and repository README vectors is zero.

4 Recommendations

After feature extraction was completed, a linear combination of the language,
topic and README similarities was calculated using weights wl, wt and wr

for language, topic and README respectively. For the time being and in the
absence of user feedback, all weights were initialized to 0.33. The maximum and
minimum scores thus assigned to the most and least recommended repositories
respectively, were denoted max score and min score. The final scores were then
obtained by normalizing the results using the following formula:

final scorea,b =
wl ∗ lang sima,b + wt ∗ topic sima,b + wr ∗ readme sima,b

max score − min score
.

Figure 1 shows the first five recommendations given to user inkasimola based
on the public repositories on her Github account and 1000 retrieved repositories.

The project is public and located at: https://github.com/mkoske/recom
mender/. The software implementation was written in Python, while the requests

https://github.com/mkoske/recommender/
https://github.com/mkoske/recommender/


284 M. Koskela et al.

Fig. 1. Recommendations for user inkasimola.

and Pandas libraries were used for data retrieval from Github. As preprocessing
- and especially part-of-speech tagging - entire README documents is time-
consuming, it was done beforehand using Python scripts. Finally, the web appli-
cation was written using Flask, and the Bootstrap CSS-framework.

5 Summary

In this paper, we propose a hybrid method that considers the programming lan-
guages, topics and README documents present in Github users’ repositories,
to generate open source software recommendations. The future work could eval-
uate the system by performing experiments with real users. Moreover, we could
implement a model that takes into account the popularity of repositories and
involves a feedback loop to allow for learning of user-specific feature weighting
and further context-aware personalization of recommendations [5,7].
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Abstract. The amount of available videos in the Web has significantly
increased not only for entertainment etc., but also to convey educational
or scientific information in an effective way. There are several web por-
tals that offer access to the latter kind of video material. One of them
is the TIB AV-Portal of the Leibniz Information Centre for Science and
Technology (TIB), which hosts scientific and educational video content.
In contrast to other video portals, automatic audiovisual analysis (visual
concept classification, optical character recognition, speech recognition)
is utilized to enhance metadata information and semantic search. In this
paper, we propose to further exploit and enrich this automatically gener-
ated information by linking it to the Integrated Authority File (GND) of
the German National Library. This information is used to derive a mea-
sure to compare the similarity of two videos which serves as a basis for
recommending semantically similar videos. A user study demonstrates
the feasibility of the proposed approach.

Keywords: Video recommendation · Semantic enrichment
Linked data

1 Introduction

Videos hold a great potential to communicate educational and scientific infor-
mation. This is, for instance, reflected by e-Learning platforms such as Udacity
(https://udacity.com) or Coursera (http://www.coursera.org). Another type of
Web portals also offers access to scientific videos, one of them is the TIB AV-
Portal (https://av.tib.eu) of the Leibniz Information Centre for Science and
Technology (TIB). Researchers can provide, search, and access scientific and
educational audiovisual material, while benefiting from a number of advantages
compared to other portals. First, submitted videos are reviewed to check whether
they contain of scientific or educational content. Second, videos are represented
in a persistent way using DOIs (digital object identifier), potentially even at
c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 286–292, 2018.
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the segment and frame level, making it easy and reliable to reference them.
Finally, audiovisual content analysis is applied in order to allow the user to not
only search for terms in descriptive metadata (e.g., title, manually annotated
keywords), but also in the audiovisual content, i.e., in the speech transcript,
in the recognized overlaid or scene text through video OCR (optical character
recognition), and keywords derived from visual concept and scene classification.

Usually, recommender systems in online shopping platforms or video portals
mainly rely on user-based information such as the viewing history [2] or cur-
rent trends [1]. In this paper, we investigate the question how relevant videos
can be recommended based on their metadata, especially by also making use
of automatically extracted metadata from audiovisual content analysis. This is
relevant, for example, when users do not agree to track their search behavior or
sufficient amount of user data is not available. In particular, we propose to further
exploit and enrich the entire set of available metadata, be it created manually or
extracted automatically, in order to improve recommendations of semantically
similar videos. In a first step, we utilize a Word2Vec approach [3] to make the
semantic content of two videos comparable based on title, tags, and abstract.
Then, the automatically extracted metadata about the audiovisual content is
enriched by linking it to the Integrated Authority File (GND: Gemeinsame Nor-
mdatei) of the German National Library (DNB: Deutsche Nationalbibliothek).
These two kinds of information are used to derive a measure to compare the
content of two videos which serves as a basis for recommending similar videos.

The paper is structured as follows. First, we give a brief overview of related
work in Sect. 2. The framework to generate video recommendations is presented
in Sect. 3. Section 4 describes the conducted user study to evaluate the proposed
approach, while Sect. 5 concludes the paper.

2 Related Work

Scientific Video Portals: Yovisto is a scientific video portal that allows the user to
search for information via text-based metadata [9,10]. The users can reduce the
number of search results by refining their query via additional criteria and group-
ing videos by language, organization, or category. On the contrary, to increase
the scope of possible results, a tool for explorative search reveals interrelations
between different types of videos in order to present a broader spectrum of
results to the user. This is achieved by exploiting an ontology structure, which
is part of each video element and Linked Open Data (LOD) resources, namely
DBpedia (http://wiki.dbpedia.org). Another similar portal is described by Mar-
chionini [4], where the uploaded content is automatically fed into an automatic
data analysis chain similar to the TIB AV-Portal. However, the semantic entities
are then assigned to each video segment resulting in a storyboard comprising
the video content. In contrast to the AV-Portal, these metadata are hidden from
the user. Marchionini’s approach focuses on providing a good explorative search
tool, i.e., a user should be able to find what s/he is looking for even when being
unsure about the correct phrasing.

http://wiki.dbpedia.org
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Recommender Systems for Scientific Videos: Clustering semantically similar
videos is a possible approach to provide video recommendations based on a given,
currently watched video. A fundamental problem of this research is the seman-
tic gap between low-level features and high-level semantics portrayed in visual
content [6]. To circumvent this problem, textual cues can be used in addition to
visual content. These can be manually added tags by the author of the video or
automatically extracted keywords by machine learning algorithms. Either way,
they are often superficial, noisy, incomplete or ambiguous which makes the pro-
cess of clustering a challenge. Vahdat et al. [8] enrich the set of tags by modelling
them from visual features and correct the existing ones by checking their agree-
ment with the visual content. They show that the proposed method outperforms
existing ones that use either modality and even the naive combination. Wang et
al. [11] discover that by incorporating hierarchical information the semantics of
a video can be described even better. Despite only using two levels of abstrac-
tion in their hierarchical multi-label random forest model, strong correlations
between ambiguous visual features and sparse, incomplete tags could be found.
Our approach will also make use of this idea.

3 Enriching Video Metadata Through Linked Open Data

In this section, we present our approach to enrich metadata with open data
sources. First, the set of available metadata is described before the acquisition
of additional information from an open data source is explained in Sect. 3.1.
Second, a similaritiy measure to compare videos based on a Word2Vec repre-
sentation and enriched metadata is derived in Sect. 3.2. The overall workflow
is displayed in Fig. 1. The input of our system consists of manually generated
and automatically extracted information, where the former comprises abstract
and title. Additional inputs are the following automatically extracted Tags (see
Fig. 1) derived from: (1) Transcript based on speech recognition, (2) Results
of video OCR, and (3) results of visual concept and scene classification. All of
them have a representation in the German National Library, which is the key
requirement for the enrichment process.

3.1 Acquiring Additional Information from Open Data Source

Automatically generated tags usually contain a certain amount of errors and
noise. Although state-of-the-art algorithms can achieve human performance [7]
in specific tasks and settings, issues with audio quality in lecture rooms or hardly
legible handwritings can cause errors. We try to circumvent this problem by eval-
uating additional information provided by the German National Library. Besides
information such as synonyms and related scientific publications, the Dewey Dec-
imal Classification (DDC) for every tag is provided. The DDC is a library classi-
fication system, which categorizes technical terms into ten classes via three-digit
arabic numerals [5]. These main classes are then further divided into subcate-
gories denoted by the decimals after these three digits, where additional decimals
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Fig. 1. The general workflow of the approach combining the method without LOD
(upper half) with the features from the DDC notation (lower half).

depict a more specific subject. For instance, SPARQL is contained in 006.74 -
Markup Language, 005.74 - Data files and Databases and 005.133 - Individual
Programming Languages, which yields valuable contextual information.

3.2 Defining a Similarity Measure for Scientific Videos

Simply comparing two videos for mutual tags is not sufficient to determine
semantic similarity. Even if two sets of tags have little to no overlap they might
be highly correlated when their context is considered. We address this issue by
utilizing fastText [3] to generate word embeddings, which has several advantages
for this task. First, semantically similar words are modeled closer to one another
so that a simple distance measure indicates the correlation of two words. Second,
since fastText works on substrings rather than whole words it is able to produce
valuable features even for misspelled or words unknown to the word embedding.
Finally, a pre-trained model is available for a large number of languages. Title,
tags, and abstract are taken from the metadata and processed via fastText.
It generates a 300-dimensional feature vector for every word in the metadata.
The average of these vectors is our representation for a particular video. This
approach is our baseline and denoted as method without LOD in the sequel.

The improvement of this already powerful feature extraction method is the
main contribution of this paper. It is achieved by incorporating the information
provided by the DDC notation in addition to the fastText embeddings. As a
preprocessing step we need to create a vector ω, which consists of all DDC tags
that occur in our dataset and which will be assigned to every video entry v.
Since the upper level classes of the notation are also encoded in the codes of
the classes at lower levels, we divide them accordingly. Therefore, the length
of ω equals the total number of these tag fragments. For instance, if the video
corpus would only contain the tags 005.74 and 005.133, we would split them into
51, 572, 512, 5743, 5133, 51334 (indices mark the level in the hierarchy) resulting
in a vector ω of length 6. If a particular tag fragment occurs in a video, we set
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the corresponding bin in ω to the term frequency - inverse document frequency
(tf-idf), or zero otherwise. This assures that the more specific, and therefore
more informative, DDC classes have more influence on the result. For example,
if two tags share the main DDC class Science and Mathematics, it does not
mean that they are necessarily closely correlated, but if both share the class Data
Compression they most likely cover a similar topic. For the “method with LOD”
the two vectors ωi and ωj of video vi and vj are compared via cosine similarity.
It is important to note that this method also uses the fastText features of the
method without LOD. In order to compute the overall similarity, both methods
are applied and the average is used to form sLOD (see Fig. 1).

4 Experimental Results

Videos of the TIB AV-Portal were used in the experiment. The complete stock
of metadata that falls under the Creative Commons License CC0 1.0 Universal
is made available by the TIB (https://av.tib.eu/opendata) as Resource Descrip-
tion Framework (RDF) triples. To extract the necessary annotations we utilized
SPARQL. In a first step, it was necessary to keep only videos that allowed
“derivate works” in addition to the CC0 1.0 license, since content analysis is
applied. 2 066 samples satisfied these conditions1. Unfortunately, word embed-
dings of two different languages cannot be directly compared forcing us to use
a subset of videos with the same language (German in this case, 1 430 videos).
Annotations are represented in JSON format to make them easily accessible for
future tasks without rebuilding the RDF graph. After gathering all tags of an
entry, we employed another SPARQL query assigning a GND (German: Gemein-
same Normdatei, English: Integrated Authority File) link to each tag, which is
the key part of linking it to the data of the German National Library (DNB)
and retrieving the corresponding DDC notations.

We evaluated the quality of our similarity measure by conducting a user study
with eight participants, five men and three women. A random selection of 50
videos was presented to every participant along with ten video recommendations,
randomly either completely provided by the method without LOD or the method
with LOD. The results were integrated by a Greasemonkey script in the Firefox
browser. Every participant had to rate each of the ten recommendations from 0–
3, i.e., 0: not relevant; 1: low relevance; 2: medium relevance; 3: highly relevant.
The results are displayed in Fig. 2.

The results show that the method with LOD increases the number of video
recommendations with medium (4.56%) and low relevance (11.29%), while the
effect is small (0.97%) for the highly relevant recommendations. However, the
method with LOD significantly decreases the number of irrelevant recommenda-
tions (by 18.17%). This indicates that this method is superior to the text-based
method, most likely due to the hierarchical nature of the DDC notation. We
assume that the rather small improvement for the very relevant recommenda-
tions is a result of the restrictions we had to oblige to (license and language), i.e.,
1 As of June 16, 2017.

https://av.tib.eu/opendata
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Fig. 2. Absolute number of votings for each relevance level in the user study.

the relatively small set of remaining videos (1 430) does not contain more highly
relevant samples. A chi-square test shows that the method with LOD is signifi-
cantly better than our baseline (Chi-Square = 15.1471, p-value = 0.001695).

5 Conclusions

In this paper, we have proposed a method to generate recommendations for sci-
entific videos based on automatically extracted (and partially noisy) tags by uti-
lizing linked open data to weave in hierarchical semantic metadata. This enables
users to find relevant information more quickly, which improves their overall
learning experience. In future work, we plan to incorporate recommendations
for scientific papers or definitions of technical terms through linked open data.
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Abstract. arXiv is a popular pre-print server focusing on natural sci-
ence disciplines (e.g., physics, computer science, quantitative biology). As
a platform with an emphasis on easy publishing services it does not pro-
vide enhanced search functionality – but offers programming interfaces
which allow external parties to add these services. This paper presents
extensions of the open source framework arXiv Sanity Preserver (SP).
With respect to the original framework, it derestricts SP’s topical focus
and allows for text-based search and visualisation of all papers in arXiv .
To this end, all papers are stored in a unified back-end; the extension pro-
vides enhanced search and ranking facilities and allows the exploration
of arXiv papers by a novel user interface.

Keywords: arxiv · Academic search · Web user interface
Social networks

1 Introduction

For scientists it is crucial to keep up to date in their field of research – but this
task is becoming increasingly difficult. One reason for this problem is that the
number of new publications per day increases dramatically. Another reason is
that today’s scientists have several ways to publish their article and the pub-
lication system is becoming more heterogeneous. As a result, scientists have to
devote more and more time to find articles that are relevant for their research.

A good indicator of this trend is the arXiv pre-print server. The number
of articles in the repository has increased linearly over the last 25 years, with
more than 10,000 articles per month in 2017 [1]. The platform’s objective is to
provide a good and easy-to-use publishing service, whereas it does not particu-
larly focus on user interface and search. Thus, functionalities for enhanced search
and sorting are missing. Anyhow, its maintainers are open to external partners
developing novel services on top of arXiv ’s existing infrastructure [6].

This paper presents TIB-arXiv1, a web-based tool for enhanced search and
exploration of publications in arXiv . A comfortable interface and specifically
developed retrieval and ranking methods enable scientists to easily keep track
1 https://labs.tib.eu/arxiv.
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of the current development in their research field, while social and collaborative
functionalities facilitate interactive research processes.

2 Related Work

arXiv is a very popular source for academic literature search. Thus, web-based
tools for its (more) efficient use already exist (see [4] for a survey). Most of the
applications create a topic or user-specific news feed, but they differ in their pre-
sentation of the retrieved articles: Arxiv Sanity Preserver [3] generates thumb-
nails, Arxivsorter [7] shows figures extracted from the papers. Some of them
explore re-ranking techniques, considering for instance the number of tweets
referring to the article [3] or the authors’ names [5]. A more global approach is
presented by PaperScape [2]: The tool visualises the arXiv dataset in form of a
map. In concrete terms, each paper in arXiv is visualized by a circle whose size
represents the number of citations and the position depends on the cited paper.

Overall, all tools have one big disadvantage in common: They usually limit
their topical scope to a single domain of interest (e.g., Arxiv Sanity Preserver
focuses on computer vision research). There is thus no real support for the cross-
sectional search necessary for interdisciplinary search. Instead, the user would
have to refer to different, domain-specific toolsets. Furthermore, the applica-
tions limit their scope to the re-ranking and representation of result lists. In
contrast, we aim to provide an integrated platform for individualised re-ranking
and search, and exploration of the document collection.

3 TIB-arXiv: Focusing on Search and User Interface

The web-based tool TIB-arXiv bundles the existing features of arXiv and Arxiv
Sanity Preserver, and extends and improves them. It enables access to all arXiv
papers, offers efficient search and individualised ranking functionalities, provides
an easy-to-use user interface, which features an integrated PDF reader and addi-
tional visualisations.

Data Sources: The TIB-arXiv project is based on the entire arXiv data set and
is synchronised daily. The website currently manages 1.3 m articles and preview
images have been generated for more than half of them. The collected meta
information contains the versions, title, authors and abstract of an article and is
further extended by version metadata and a categorisation chosen by the author,
based on the arXiv -supported category set (e.g., cs.AI for computer science and
artificial intelligence).

Ranking: TIB-arXiv offers several ways to rank the result list based on different
criteria:

– Date: Release date of the latest version
– Twitter: Number of tweets that mention a certain paper
– Collection: Number of copies in the individual users’ collections
– Relevance: Ranking based on the full-text search engine
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Fig. 1. Desktop version of TIB-arXiv’s user interface

Additionally, TIB-arXiv allows to restrict the list to results from a certain
time span – thus, the user can for instance explore papers which have been most
popular on Twitter on a specific day or during the last month.

Searching: The search is realised using Elasticsearch2 – a full-text search engine
based on the popular Lucene indexing and searching framework3. The index of
TIB-arXiv relies on the metadata provided by the arXiv data set. Search can be
limited to data fields selected by the user, for example, displaying only papers
written by a certain author.

User Interface: TIB-arXiv’s user interface aims for clarity and responsiveness,
and adapts to different display sizes, see Fig. 1. Research articles are presented
by their title, author list, research domains, thumbnails of their page content
and their abstract. Below the summary of the article, the user can find more
detailed information about the selected document, including links to tweets that
have mentioned this article. Furthermore, the tool allows for direct interaction
with relevant research articles – they can be marked and stored for later usage,
downloaded or read directly on the platform. To handle different user prefer-
ences, TIB-arXiv allows to change the arrangement between the list view and
the embedded PDF viewer. Finally, the interface can be displayed on mobile
devices as well. The entire user interface is shown in Fig. 2.

4 Conclusions

This paper describes the current state of development of TIB-arXiv. It resolves
some of the shortcomings of related tools and (a) enables access to all arXiv

2 https://www.elastic.co/products/elasticsearch.
3 https://lucene.apache.org/.

https://www.elastic.co/products/elasticsearch
https://lucene.apache.org/
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Fig. 2. Search results side by side with the embedded PDF viewer

papers, (b) offers efficient text-based search, (c) contains individualised ranking
functionalities, and (d) provides a user interface with an integrated PDF reader,
mobile access and additional visualisations.

The tool is work in progress and several developments are planned for the
near future: The PDF viewer is to be more interactive – interfacing with reference
managers such as Mendeley could allow direct transfer and storage of citations
and comments. Mass download services for individualised article packages (e.g.,
papers of a certain group, appeared in a certain time span, on a specific topic)
could streamline scientific inquiry further.

Current focus is on the development of enhanced retrieval methods: deep
learning-based approaches for text analysis might allow further improvement of
ranking and personalisation. Furthermore, we plan to explore specialised visuali-
sation techniques to enable an engaging exploration of interdisciplinary research
papers in arXiv .

References

1. arxiv.org::stats. https://arxiv.org/help/stats/2017 by area/index
2. George, D.P., Knegjens, R.J.: Paperscape. http://paperscape.org. Accessed 11 Apr

2018
3. Karpathy, A.: Arxiv sanity preserver. http://www.arxiv-sanity.com. Accessed 11

Apr 2018
4. Marra, M.: Astrophysicists and physicists as creators of arxiv-based commenting

resources for their research communities. An initial survey. Inf. Serv. Use 37(4),
371–387 (2017)
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Abstract. Scientific software is one of the key elements for reproducible
research. However, classic publications and related scientific software are
typically not (sufficiently) linked, and tools are missing to jointly explore
these artefacts. In this paper, we report on our work on developing the
analytics tool SciSoftX (https://labs.tib.eu/info/projekt/scisoftx/) for
jointly exploring software and publications. The presented prototype, a
concept for automatic code discovery, and two use cases demonstrate the
feasibility and usefulness of the proposal.

Keywords: Software reproducibility · Source code exploration
Cross-modal relations

1 Introduction

The open science movement works towards the general availability of scientific
insight and is considered one answer to the so-called “reproducibility crisis”
[2]. Science results are often generated by a combination of software, data, and
parameters, all of which contribute to the final result (and its interpretation).
The complexity of all these elements is hardly describable in a single article –
and often the publication does not allow the full reproduction of the achieved
results. In the line of work towards consequent reproducibility of scientific results,
there are three main tasks to be tackled: (a) motivate researchers to reproduce
past results; (b) develop novel ways for the integrated presentation of scientific
results; (c) develop tools which allow for exploration of existing scientific works.

The work at hand focuses on the two latter objectives. It presents a tool
which facilitates the examination of existing research involving software by joint
exploration of a scientific article and the respective source code. The prototype
allows the exploration of both in one interface, and the semi-automatic creation
c© Springer Nature Switzerland AG 2018
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of semantic relations between them. The software is extended by basic visuali-
sations. This kind of work is related to research areas, which have been active
for decades: (a) automatic code analysis, and (b) automatic analysis of scien-
tific publications. Solutions for automatic code analysis aim at generating textual
documentation [7], summarising code [8], or at generating visualisations [4]. Also
common is the generation of formal code models using semantic technologies [1]
or logical constructs as realised in tools such as JTransformer1. While there is
much work on linking code to other (textual) resources (e.g. traceability [3]), to
documentation [4], on the automatic understanding of scientific publications [5],
or on linking publications with software and archiving them [6], there has been
little work on joint analytics of scientific software and publications, yet [9].

2 SciSoftX: Scientific Software Explorer

The Scientific Software Explorer provides researchers with functionalities for
the exploration of external article-software ensembles and/or annotation of own
works for better comprehensibility. Its final version will provide functionalities
such as (a) manual annotation of article-software relations, (b) semi-automatic
discovery of relations, and (c) visualisations for relation exploration.

Fig. 1. Main window of the GUI: linked code references are highlighted in colour.
(Colour figure online)

2.1 Functionality

SciSoftX allows the user to open and simultaneously view a software project
and a publication (Fig. 1). Parsing and processing of source code is realised

1 http://sewiki.iai.uni-bonn.de/research/jtransformer/start.

http://sewiki.iai.uni-bonn.de/research/jtransformer/start
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Fig. 2. Graph-based view on connections between software and publication. Red nodes:
mentions in publication; blue nodes: source code packages. (Colour figure online)

using ANTLR2 (Another tool for Language Recognition) that supports most
of the relevant programming languages, while publications are processed via
PDF.js3. The user can manually link code identifiers to relevant locations in
the publication. When the user moves the mouse over a linked identifier in the
publications, a tool tip shows the relevant source code positions.

Automatic Discovery of Code Identifiers and Snippets: At the cur-
rent stage, the tool contains a basic method for the detection of code-relevant
text snippets: It relies on the common convention of setting code elements in
monospace fonts. The found identifiers are used to search the code model pro-
duced by ANTLR, multiple finds are disambiguated based on vicinity. In a ran-
dom sample of 24 articles from computer science, the monospace-based linker
was able to correctly detect 89.9% of the links annotated by a human expert.

Manual Annotation of Links: As a facilitator of exchange between scientists
the tool also allows for the manual annotation of resources. In a step-wise process,
the user marks article snippets, code elements and annotates the established link
with one of the pre-defined labels. The created set of links can be exported to
an XML format and imported by an interested reader.

Visualisations: Graph-based visualisations illustrate relations between software
and publication on different levels of abstraction. Figure 2 shows an example
displaying the connections at the package (software) and page (publication) level.

2 http://www.antlr.org/.
3 https://mozilla.github.io/pdf.js/.

http://www.antlr.org/
https://mozilla.github.io/pdf.js/
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2.2 Use Cases

Use Case 1 – Reader-side: A researcher reads a publication that refers to a
blob of software and then tries to understand the structure and rationale of the
software. This time-consuming task can be supported by the automatic creation
of links between textual description and actual source code, and the visualisa-
tions provided by SciSoftX. The user can click on nodes in the visualisation or on
text elements that are highlighted in the publication and explore the implemen-
tation details, discover additional parameters, and understand the relevant code
part step by step. Furthermore, it is possible to manually add and save useful
information and metadata, which can help future users to explore the software.

Use Case 2 – Author-side: Paper authors can use SciSoftX to ensure their
software is easily understood, e.g. in a reviewing process or for re-use. Therefore,
they make use of the manual and automatic methods to annotate the semantic
relations between their paper and the underlying software and publish the anno-
tations. The visualisation of cross-modal relations can aid the authors (and the
reviewers) to decide whether all relevant code parts and parameters are covered
by the publication. In this way, the tool helps to evaluate the quality of the
software description in a paper.

3 Conclusion

Reproducibility is one of the major issues of today’s scientific landscape. In this
paper, we have reported on work in progress for an analytics tool that allows
users to explore relations between scientific software and publications. To this
date, the tool features simple mechanisms for detecting links between software
and publications which serve as a proof of concept. Future work will explore (a)
more powerful infrastructures for code analysis, (b) more sophisticated means
for text/image analysis, e.g. mapping diagrams and formulas to source code.

References

1. Atzeni, M., Atzori, M.: Codeontology: RDF-ization of source code. In: d’Amato, C.
(ed.) ISWC 2017. LNCS, vol. 10588, pp. 20–28. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-68204-4 2

2. Baker, M.: 1,500 scientists lift the lid on reproducibility. Nat. News 533(7604), 452
(2016)
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Abstract. The digitisation of cultural heritage has created large digi-
tal collections that have the potential to open up our cultural heritage.
However, the search box, which for non-expert users presents a significant
obstacle, remains the primary interface for accessing these. This demo
presents a fully automated, data-driven system for generating a generous
interface for exploring digital cultural heritage (DCH) collections.
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1 Introduction

The ongoing digitisation of cultural heritage artefacts has made large swathes of
our cultural heritage, which previously were hidden in storage, available to the
general public [7]. However, available does not mean accessible, particularly not
for non-expert users, as the primary interaction method remains the search box.
For non-expert users this often represents a significant hurdle, as they struggle
to construct appropriate search queries [3,4,11].

Generous interfaces aim to address this by allowing the non-expert to explore
the collection without requiring them to immediately enter query terms. Using
a variety of approaches, they are more generous in offering up what the user
might want to and can look at. What current generous interfaces generally lack
is the ability to give the user an initial overview over what is available, before
letting them freely explore that overview. The Digital Museum Map attempts
to address this by providing an automatically generated physical-museum-style
overview map, which the users can then use to explore the collection.

2 Generous Interfaces

“Generous interfaces” [10] aim to address the limitations of the search box by
providing a generous overview or sample of the kind of things the user can find
in the collection, which can then be explored through browsing. This primacy of
browsing has the potential to enable rich interactions with the collection [1,2,8],
particularly for non-expert users who have a strong preference for browsing [6,9].
Whitelaw overviews generous interfaces [10] and the Tyne & Wear Collection
c© Springer Nature Switzerland AG 2018
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Dive [5] is also often highlighted as a good generous interface. These examples
highlight one of the main limitations of current generous interfaces; they either
do not provide a complete overview, or, where there is an overview, it is very
shallow and does not allow the user to zoom into the data.

3 Digital Museum Map

The Digital Museum Map1 (DMM) system addresses these limitations by pro-
viding an initial overview visualisation that provides the user with an overview
over what is available in the collection and which the user can then interactively
zoom into to explore the collection.

Data Loading: The DMM is a fully automated and data-agnostic system, thus to
apply it to any DCH collection, all that is needed is a custom loading component.
In this demo the source data is a collection of 1962 items from the National
Museums Liverpool’s World Museum Egyptology collection. These cover a wide
range of objects from personal jewellery to architectural elements drawn from
all periods of ancient Egypt. The items in this collection are annotated with the
following meta-data attributes: category, culture, materials, measurements, date
made, place made, measurements, collector, and date collected. Not all items are
annotated with values for all attributes and the map generation takes this into
account when generating the overview.

Structure Generation: To generate the structure that underlies the DMM the
system first generates a fully data-driven hierarchical organisational structure
and then annotates each node in the structure with context information.

The basic principle of the hierarchical structure is to recursively split the
data-set into individual “rooms” of around 50–70 items that belong together con-
ceptually (as defined through their meta-data). The target room size is driven
by the number of items that can easily be displayed in the interface without
requiring too much scrolling. The splitting algorithm uses a recursive divide-
and-conquer approach together with a series of heuristics to automatically deter-
mine which attribute to use to split the data and how to group attribute values
together to create cohesive nodes higher in the structure.

At each recursive step the algorithm analyses the distribution of attribute
values for the current data sub-set to split. For each attribute it calculates how
much of the data sub-set the attribute values cover and how many unique values
that attribute has in the sub-set. It then chooses the attribute with the highest
coverage and if there is a tie the one with the smallest number of attribute values
as the attribute to use for partitioning.

The initial partitioning generally creates more than 10 nodes, many of which
have few items, which would create a poor structure. Thus in the next step par-
tition values are aggregated, either to create “rooms” with 50–70 items or at

1 Available at https://museum-map.uzi.uni-halle.de.

https://museum-map.uzi.uni-halle.de
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most 10 higher-level organisational nodes. Where the attribute has an intrin-
sic ordering (numeric, temporal, spatial) the values are first sorted using that
ordering. Then consecutive values are grouped to achieve either the target room
size or target number of nodes. Where there is no intrinsic ordering the values
are sorted by the number of items assigned to each value. Then a round-robin
approach is used to evenly distribute the values into the target number of nodes.

After the organisational structure is generated, a title is assigned to each
node. For ordered attributes, the first and last value are used, while for all other
attributes all values are joined using commas. Each nodes is also annotated with
context information drawn from Wikipedia.

Map Display: The resulting organisational structure forms the basis for the
browser-based digital museum, which consists of three aspects: the museum map,
the main item viewer, and the contextual information display (see Fig. 1). For
the main item viewer the aim was to have a display that lets the user view a large
number of items at the same time. Thus initially only the item images are shown.
The user has to click on an image to see the item’s detailed meta-data. This is
driven by the experience of visiting a physical museum, where upon entering a
room, the visitor can see all items from a distance, and can then choose which
ones they want to look at in more detail.

Fig. 1. (a) One “floor” of the museum map with the selected “room” highlighted and
items shown on the right. (b) The item viewer showing details for one item.

The museum map provides an overview over the top two levels of the organ-
isational structure, where each group in the top level becomes a “floor” of the
digital museum, while groups from level two form “rooms” within the “floor”.
The visual size of the rooms represents the approximate number of items in that
room. To place a room, the ratio between the number of items in the room to
place and the number of items in the other rooms of the floor is calculated. The
space in the “floor” is then split using these ratios. It is always the longer side
of the free space that is split, to ensure a relatively even combination of verti-
cal and horizontal splits. For each room, a sample of items are shown as small
thumbnails to give an idea of what the room contains.

When the user selects a room on the map, the main display shows the items
in that room. Additionally, in the bottom-left corner the contextual information
is updated to list the Wikipedia articles that the room was annotated with.
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4 Conclusion

The Digital Museum Map automatically generates a data-driven, explorable
overview for any DCH collection. It uses a series of heuristics to recursively
split the data until the leaf nodes contain 50–70 items for display. This structure
is used to provide the non-expert user with an overview over what the digital
museum contains and allows them to then freely explore that overview.

At the same time there are a number of planned improvements to the system.
Currently attribute semantics are not taken into account when grouping. Addi-
tionally, while browsing is a powerful interaction method, users will also want
to search the data-set and we plan to integrate search into the current interface.
Finally, while the DMM’s heuristics are tuned to provide a sensible split of the
data, we are also investigating how to let users specify how they would like to
see the data, to provide a fully user-driven and personalised DMM interface.

Acknowledgements. Thank go to National Museums Liverpool for providing their
data.
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Abstract. The focus of this poster is to highlight the importance of sufficient
metadata in ORCID records for the purpose of name disambiguation. In 2017
the authors counted ORCID iDs containing minimal information. They invoked
RESTful API calls using Postman software and searched ORCID records cre-
ated between 2012–2017 that did not include affiliation or organization name,
Ringgold ID, and any work titles. A year later, they reproduced the same API
calls and compared with the results achieved the year before. The results reveal
that a high number of records are still minimal or orphan, thus making the name
disambiguation process difficult. The authors recognize the benefit of a unique
identifier that facilitates name disambiguation and remain confident that with
continued work in the areas of system interoperability and technical integration,
alongside continued advocacy and outreach, ORCID will grow and develop not
only in number of iDs but also in metadata robustness.
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1 ORCID, ORCID iDs, and Name Disambiguation

1.1 ORCID and ORCID iDs

ORCID is a non-profit organization that has facilitated an open registry of persistent
digital identifiers since 2012. ORCID is backed by a vast community comprised of
research organizations and institutions, publishers, professional associations, individual
research and organizational members.

ORCID iD, the Open Researcher and Contributor Identifier, is a persistent digital
identifier provided by ORCID to researchers across disciplines. The purpose of the
ORCID iD is to distinguish researchers by accrediting their research and activities, and
improving recognition and discoverability. The only required metadata fields for cre-
ating and registering an ORCID iD are first name and primary email address [1]. The
researcher has the flexibility of controlling what data is entered in their ORCID iDs,
which can be made private, public, or shared with a limited group. It is the researcher’s
responsibility to create and maintain their ORCID record as ORCID is not in a position
to modify any incorrect data [2].
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1.2 Name Disambiguation

Author name remains an ongoing challenge in the field of scholarly communication.
Extensive changes to authorship and collaboration in recent decades have resulted in an
acceleration in multi-authorship. These changes can be attributed in large part to the
present day facility for online collaboration but also to an increase in interdisciplinary
collaboration and a heightened focus on research and publication outputs. As such,
today it is not uncommon for science articles to be authored by hundreds of authors [3],
but the trend of increasing co-authorship applies in the social sciences and humanities
as well [4, 5]. A further challenge has been the growth in research output from
countries where authors have recurrent similar names [6]. All of these authorship issues
impact researcher identity and increase the urgency for author name disambiguation.

2 Methodology and Results

2.1 Background

Approaching from the perspective of exploring the quality and utility of author name
metadata, in 2017 the authors investigated and queried the ORCID records and
metadata fields using the public ORCID API to evaluate the completeness of metadata
in ORCID records [7]. ORCID iDs are useful in the author disambiguation process only
if they provide enough information to distinguish one author from another. Thus, the
focus of the investigation was to count the records with only the minimal required
information, specifically name and email. The search focused on records created from
2012 to May 2017 that did not include affiliation name, any work titles, and Ring-
gold ID (a numerical identifier assigned to scholarly institutions). The results revealed
that approximately 65% of the ORCID records were minimal, or “orphan”. Moreover,
it was observed that some records included false or misleading metadata such as
random names (John Doe or Jane Doe), misleading funding (Awards-R-Us or Grant-R-
Us), and filler text in the biographies (lorem ipsum), further hampering disambiguation.

2.2 Methodology and Results

To get a better sense of how many ORCID records have only minimal information and
in order to generate the results needed for the comparison with the original results, we
reran the same public ORCID API calls for records created between 2012 and 2017.
The 2017 count includes records created between January and May. The same
authentication token and Postman software were used to invoke RESTful API calls.

As seen in Table 1, even though there is a slight improvement in the number of
records that do not include affiliation name, Ringgold ID, and any work titles, orphan
or empty records are still prevalent. Additionally, the results reveal that on average
there has been a 6.5% improvement, an unexpectedly low percentage. However, this
does not come as a surprise as ORCID “does not absolutely prevent multiple
iDs/records from being intentionally created and maintained by an individual” [8].
Despite ORCID’s policies in place to avoid duplicate records, the high number of
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orphan records may be because of duplicates since individuals who have multiple email
addresses can in theory create as many records as email addresses.

Table 2 illustrates a total count of ORCID records starting with 2012. The 2017
count revealed that approximately 65% of the total records were minimal. When the
count was repeated in April 2018, the results showed that nearly 45% are minimal. This
decrease from 65% to 45% represents a significant reduction. However, with just under
half of ORCID records remaining without enough metadata for proper disambiguation,
there is still room for improvement.

The total number of ORCID records continues to grow at an impressive rate of
36.4% from May 2017 to April 2018. Therefore, the rapid uptake of ORCID by
researchers shows that while many records do not have adequate metadata, there is the
potential for both comprehensive researcher uptake as well as more robust and com-
plete associated metadata in the future [9]. ORCID initiatives such as Collect &
Connect, which aim to validate research affiliations through authentication, have likely
contributed to the reduction in orphan records shown in Table 2 [10].

3 Conclusions

This project involved a follow-up investigation of work done in 2017 to determine the
completeness of metadata in ORCID records. Specifically, the authors used API calls to
conduct searches to count records created between 2012 and May 2017 that did not

Table 1. Comparison of public API calls for minimal ORCID records for 2017 and 2018.

Year 2017 count 2018 count Improvement percentage

2012 25,351 23,724 6.42%
2013 258,182 239,582 7.20%
2014 370,074 344,213 6.99%
2015 479,144 448,453 6.41%
2016 709,046 666,447 6.01%
2017* 372,709 344,405 7.59%
2012–2017* 2,216,944 2,070,491 6.61%

* January–May 2017

Table 2. Total ORCID records

Date Total ORCID
records

Minimal ORCID
records

Percentage of minimal
ORCID records

2012–May 17,
2017

3,391,358 2,216,944 65.37%

2012–April 03,
2018

4,625,545 2,070,491 44.76%
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include affiliation name, any work titles, and Ringgold ID. API calls were repeated in
April 2018 in order to determine changes in counts. The 2017 count revealed that more
than 65% of the total records were minimal. When the count was repeated in April
2018, the results showed that approximately 45% are minimal, a substantial decrease.

Since ORCID does not modify incorrect data, but they may correct invalid data
such as empty or wrongly formatted fields, this improvement is likely due to the
researchers’ recognition of the importance of accurate data, or perhaps adding addi-
tional metadata to a record that was previously created.

Lastly, the authors recognize the benefit of a unique identifier that facilitates name
disambiguation and the ongoing ORCID initiatives to increase metadata robustness and
record quality through initiatives such as Collect & Connect.
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Abstract. As the living Web expands, worldwide volumes of Web archi-
ves constantly increase, making difficult to identify relevant archived
contents. Here we propose an application for detecting historical events
out of a corpus of Web archives and based on an entity called Web
Fragment : a semantic and syntactic subset of a given Web page. The
Web fragment has the particularity to be indexed by its edition date
instead of its archiving date. We apply our framework on an archived
Moroccan forum and witness how it reacted to the Arab Spring at the
end of 2010.

Keywords: Web archives · Event detection
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1 Introduction

Since the creation of the Web in the early 90’s [2], the loss of the digital content
that constitutes the Web itself has been considered a major issue [6]. Whereas
related works mainly focus on upstream Web archive acquisition [8], we choose
here to perform the exploration of an existing corpus. But apart from the online
portal of the WayBack Machine1, the majority of corpora of Web archives only
allows local consultation points, with no remote access or API. In this paper, we
first introduce the usage of a new entity called Web fragment to guide researchers
through Web archives at retrieval time (Sect. 2). As we think that most explor-
ers of Web archives pursue the discovery of events of some sort, we describe an
application called Web Archive Explorer (WAE) for detecting historical events
(Sect. 3). We finally use the WAE to understand how the Moroccan forum yabi-
ladi.com reacted to the Arab Spring at the end of 2010 (Sect. 4).

2 Setup

An Online Migrants Collective. As input data for WAE we use the Moroccan
section of the e-Diasporas Atlas [3]. The Atlas revealed diasporic communities

1 https://archive.org/Web/.
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organized as networks of migrant Web sites connected to each other through
hypertext links. But facing the partial or total disappearance of some of the
observed Web sites, it was decided to start archiving them. Thus, the corpus
was archived from March 2010 to September 2014, covering 254 Web sites2. In
Sect. 4, we will focus on the Moroccan forum yabiladi.com: an old established
Web site, representing a set of 2.8 million archived Web pages.

Web Fragment. A Web fragment is a coherent set of textual, audiovisual or
animated contents extracted from a Web page and understandable on its own.
It can be a meaningful object like a post inside a forum, a news article, or a
comment, and it has the particularity to be indexed by its edition date (the time
when it was written). We assume that an original edition date will always be
more historically accurate than the download date of the parent archived Web
page. In practice, a Web fragment is the result of the agglomerative clustering
of some of the HTML nodes that constitute a given Web page. To extract them,
we extend the boilerplate method from [7] and use a combination of vision-based
[1] and tag-based scraping strategies [5].

Event Detection Model. Following our logic of archive exploration, we don’t
want to detect specific events with expert knowledge, so we avoid patterns and
clustering methods. We instead use a threshold-based heuristic [4] within a slid-
ing time frame of one week. We define an event as a detected outlier in the
temporal distribution of a set of Web fragments that matches a given keyword.
We try explaining the events by finding semantic correlation between the text
content of the Web fragments (splitted in bigrams) and a set of Morrocan news
titles. As yabiladi.com is a combination between a news provider and a forum,
we choose to construct an index of potential events using the titles and the edi-
tion dates extracted from its news section. To sum up, a historical event is the
semantic encounter between a well-dated news title and a burst of web fragments.

3 Architecture

We now introduce the components of WAE3. We refer to Fig. 1 as an illustration
of its architecture: (1) Our data set is recorded under the Digital Archive File
Format (DAFF) formalism that separates the metadata (URL, download date,
etc.) from the archived data contents (original HTML content). Our Moroc-
can corpus results in a 30 GB metadata DAFF file and a 300GB data DAFF
file. (2) The ArchiveMiner component grabs the files using a Java extractor
which uploads them into a Hadoop Distributed File System (HDFS). Then a
distributed Spark4 pipeline ingests the HDFS and groups the metadata by time-
stable versions and joins them to the data contents. A set of filters based on
2 Publicly available at http://maps.e-diasporas.fr/index.php?focus=map&map=5&

section=5.
3 Open source and available at https://github.com/lobbeque/archive-miner and

https://github.com/lobbeque/peastee.
4 See http://hadoop.apache.org/, http://spark.apache.org/ and http://lucene.apache.

org/solr/.
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download dates or domain names are then applied. (3) We enrich the original
corpus by adding qualitative informations such as the main language (French,
Moroccan, Spanish, etc.) or category (forum, blog, media, etc.) of each Web
site. (4) The FragmentsExtractor component divides each archived Web page
into Web fragments (Sect. 2). Every edition date is translated from a natural
language format into a normalized date format. Additionally, the component
extracts the text content, author and title of each Web fragment and joins them
with the information inherited from the parent Web pages (URL, download
date, etc.). (5) The ArchiveSearch component indexes the Web fragments into
a Solr search engine. A lemmatizer is then applied to increase the accuracy of
the full-text facilities. Custom requestHandlers are built to allow different time
query strategies. (6) The WAE provides two different inverted indexes (Sect. 2):
first the Web fragments extracted from the forum section of yabiladi.com and
then the events extracted from its news section. (7) The ArchiveViz component
provides an interface to request the archives by writing a set of keywords and
choosing the granularity of the query: Web pages or Web fragments. The results
are displayed as a list of documents, illustrated with histograms and a bigrams
viewer linked to the events detection system.

Fig. 1. Architecture of the Web Archive Explorer (WAE)

4 Demonstration Scenario

We now describe5 a set of use cases where WAE helps to reveal historical events:
(1) The user first tries to query the Wayback Machine. But, as it is built on
top of a search-by-URL system, the keywords morroco king do not match the
real content of the archived Web pages. They can only match strict URLs or
HTML titles. (2) With our system, the user request for roi (meaning king in
french) and selects pages for granularity. The user has to pick up a range of
dates to filter the archives. The top ten resulting archived pages are ordered by
default Lucene similarity. (3) The user now specializes his query by focusing on
one of the main author contributions. The 5 most prolific authors are displayed

5 See the accompanying video https://youtu.be/snW4O-usyTM for a peek at the GUI.
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in the facets section of the GUI. (4) One can use the first histogram to see the
number of matching Web pages by week. Below, there is a line chart displaying
the ratio of matching bigrams by weeks. There, the user can follow the evolution
of the word king in the corpus. The event detection system does not find any
matching event because the user chose to use Web pages as a scale. But pages
are timestamped by download date without regard for any historical accuracy.
(5) Now the user switches to the Web fragment level, enters the same query
and witnesses that she has the possibility to study Web fragments written up to
2003. The event detection system now understands that around the late 2004 an
event concerning the king may have focused the conversations on yabiladi.com.
The system identifies it as an official visit of the Morrocan king to Mexico in
November 2004. (6) The WAE supports multiple queries (using comma as a
separator) for comparison purpose. It displays a coloured line in the n-gram
viewer for each query and a union of the resulting fragments in the list below.
The user can clearly see a growing percentage of the phrase Ben Ali (the former
Tunisian president) during the late 2010 that we may correlate to the beginning
of the Arab Spring in Tunisia. This assumption is reinforced by a triggered event
about the destitution of Ben Ali in January 2011. (7) Finally, more seasonal
keywords can be entered in the search box such as the muslim month of fasting
ramadan. Here the user observes a temporal pattern in the archives that can be
explained by the cultural specificity of our Moroccan corpus.

5 Conclusion

In this paper, we proposed an application to reveal historical events. We intro-
duced a new entity called Web fragment to guide researchers through an explo-
ration of Web archives at retrieval time. We described the architecture of our
application and, as a demonstration, we witness how the online community of
the Moroccan forum yabiladi.com reacted to the Arab Spring at the end of 2010.
In the future, we will feed our application with more diverse sets of Web archives
(social media streams, blogging platforms, etc.) and work in close collaboration
with sociologists and historians to investigate multidisciplinary research ques-
tions based on Web archive analysis.

References

1. Cai, D., Yu, S., Wen, J.R., Ma, W.Y.: VIPS: a vision-based page segmentation
algorithm (2003)

2. CERN: The document that officially put the world wide web into the public domain
(1993). http://cds.cern.ch/record/1164399

3. Diminescu, D.: e-Diasporas Atlas. Explorations and Cartography of Diasporas on
Digital Networks. Ed. de la Maison des Sciences de l’Homme, Paris (2012)

4. Fung, G.P.C., Yu, J.X., Yu, P.S., Lu, H.: Parameter free bursty events detection in
text streams. In: Proceedings of the 31st International Conference on Very Large
Data Bases, pp. 181–192. VLDB Endowment (2005)

http://cds.cern.ch/record/1164399


316 Q. Lobbé
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Abstract. The constant changeability of the digital environment raises a
complex series of issues regarding the preservation of authentic, accessible,
intelligible and reusable digital information. An implementation of the FAIR
Accessor, a technology developed with the goal of delivering findable, acces-
sible, interoperable and reusable research data, is discussed as a means of
supporting archival description with the goal of ensuring its authenticity.
A qualitative literature review focused on some of the main tenets of digital
preservation in the fields of Information Science, Diplomatics and research data
is followed by a discussion on how the core criteria of each area overlap and
complement each other. It is concluded that the FAIR Accessor can assist in
providing a rich archival description, ultimately helping to determine the
authenticity of records.

Keywords: Information Science � FAIR data � Diplomatics
Archival description � Digital preservation

1 Introduction

The still existing lack of inadequate practices in addressing the issues of preservation of
the authenticity of records on the long term, which frequently leads to the inability to
constitute evidence [1] demands further research. This study attempts to contribute with
an unprecedented theoretical approach that analyzes the concept and structure of a
FAIR Accessor, a resource architecture based on the core principles that research data
needs to be findable, accessible, interoperable and re-usable (FAIR), and discusses its
reproducibility within the framework of Information Science, as a means of bolstering
archival description, specifically for ascertaining a digital record’s authenticity.

2 Methodology

In research data management, the focus has been on how to make research findings
openly available, whereas archival science shares the same purpose with the need to
add an authenticity layer. This paper provides a literature review that unravels points of
contact between these methodologies. The principles of Diplomatics in respect to the
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preservation of authentic records are also considered in the literature review in order to
strengthen their connection. The findings from the literature review are summarized
into a novel exploratory research that bridges the methodologies of these fields by
demonstrating how the structure of a FAIR Accessor can prove useful for the
description of authentic archival information, within the framework of Information
Science.

3 Theoretical Exploration

3.1 The Object of Information Science

Today it is increasingly common to acknowledge that the object is social information
[2], which gains form and existence through a document, its carrier. As a result, the
management of digital archival information has to look beyond the scope of the
individual record and also consider the information technological system that provides
the connective tissue for its creation, handling and use [3]. Consequently, the pre-
sumption of authenticity shifts from the sheer appreciation of the medium to the
understanding of a record’s associated metadata, which is expected to accurately
provide a description of its context and nature, and to ensure the continuous access for
as long as necessary [4].

3.2 Diplomatic Authenticity

From a diplomatic perspective, a record is a conceptual embodiment of internal and
external elements that must be analyzed in order to assess its authenticity [5]. In order
to assess a record’s authenticity, one must be able to establish its identity and
demonstrate its integrity [6]. Records that result from the same function exhibit the
same documentary form, and are therefore linked by an archival bond, which represents
the organic relationship that a record shares with other records of the same system
created in the course of the same activity [7].

In analog records, to ensure the conservation of its medium is equivalent to safe-
guard its integrity, identity and its authenticity, since it embodies both form and
content. However, in the case of digital records, these components exist separately,
scattered across the information system. For this reason, authenticity is no longer
observable in the documentt itself, but in the procedures of creation, maintenance and
preservation [8]. As a result, the best method of ensuring ongoing authenticity of
electronic records is external to the records themselves and involves a tight control on
record-making and record keeping procedures [6], by the inclusion of preservation
metadata.

3.3 Structure of a FAIR Accessor

The FAIR principles are a theoretical guideline that define characteristics that con-
temporary data resources, tools, vocabularies and infrastructures should exhibit to assist
discovery and reuse by third-parties. Data can be considered findable when it has a
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unique persistent identifier; accessible when there is a clear protocol with clear access
rules; interoperable when data is machine-actionable using shared vocabularies and/or
ontologies; and reusable when it is findable, accessible, and sufficiently well-described
with contextual information, allowing discoverability and use by both humans and
machines [9].

In order to comply to these criteria, Wilkinson and his colleagues started by
developing the FAIR Accessor, a lightweight HTTP Interface that provides unique
identifiers for all data entities with a machine-readable metadata. It uses the Linked
Data Platform architecture to describe the function or purpose of each Uniform
Resource Identifier (URI), and the nature of that resource. It is structured in two layers
that can be managed independently, the “Container Resource” which provides meta-
data about any research object (either a repository, a database, a workflow, a record),
and the “MetaRecord”, which describes the individual resources [9]. Each description
level possesses a unique identifier that helps discoverability of other records. In
addition, since it does not require the development of additional technology, as it uses
web technologies, it becomes a low-cost implementation that allows for any web-
crawler agent to discover the data, acting as a web page.

In short, the FAIR Accessor is characterized by the inclusion of rich metadata that
facilitates discovery and interoperability of both repository and record-level informa-
tion, described by widely accepted vocabularies.

4 Discussion

A discussion will follow on how this illustrative implementation can serve the interests
of records management in respect to ensuring the authenticity of digital information.
Based on the notions revealed by the literature review, it is possible to formulate three
essential characteristics that digital records should exhibit regarding their authentic
preservation, access and description: (i) the ability to demonstrate their identity and
integrity; (ii) a clear archival bond; (iii) permanent access. The first criteria relies
heavily on descriptive metadata for content, structure and context, whereas for the
archival bond it is necessary to make explicit the organic relations that a record has
with other records in the system created in the course of the same action or procedure.
Lastly, records are permanently accessible when its data is continuously available.

The FAIR Accessor can assist in boosting archival description according to an
infrastructure that allows to fulfill these objectives. In regard to identity, both layers of
the Accessor provide a proper and predictable place to include every metadata con-
sidered relevant, whether at a repository or funds level (e.g., information about custody
or administrative history), or even at a record level (e.g., author, title, creator, medium).
The choice of these fields could and should comply to international archival description
standards, such as ISAD(G) and to metadata standards (e.g. Dublin Core, PREMIS,
METS), promoting interoperability of descriptions. Integrity can be demonstrated by
including metadata on changes made to the record.

The archival bond is guaranteed, on one hand, by the fact that each resource level
possesses an indication of its place in the hierarchy, i.e., each layer of the accessor
exhibits information on the resources it contains/is contained in, therefore connecting a
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record to others that are functionally related to it. On the other hand, the rich descriptive
metadata also helps identifying the bond (e.g., who the fonds belongs to).

Finally, permanent access is promoted by web-based nature of the structure, not
requiring any specific API for data exploration. This means that resources are per-
manently available and discoverable in the web, both by human and machines. Each
resource possesses a unique identifier that can be used as its access point. The inter-
operability of archival description, necessary to interpret resources in different tech-
nological contexts, can be ensured by using the .xml format to store any pertinent
metadata.

5 Conclusions

This study revealed that the contribute of the FAIR Accessor to describe digital
archival information in a way that promotes its authentic preservation, and ensures that
it is findable, accessible and reusable, is not only possible, but also potentially sig-
nificant. It was shown to provide an infrastructure that includes rich and comprehensive
metadata; preserves and makes explicit the archival bond; allows for both machine and
human discoverability; has universal access; and provides unique identifiers.
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Abstract. Citations are a means to refer to previous, relevant scientific
bodies of work. However, little is known about how citations behave
with respect to venue reputation. Do A* papers get more often cited
by C papers or vice versa? What is the source and sink of a citation
in terms of venue reputation? In this work, we investigate this issue by
analysing the DBLP database of computer science publications, utilizing
rank information from the CORE database. Our analysis shows that
authors tend to cite publications from the same or higher ranked venues
more often than from lower tier venues. Self-citations, on the contrary,
are especially focused on same-tier venues. The gender of the first author
does not seem to have any impact on the citations from and to differently
ranked mediums.

Keywords: Citations · Self-citations · Analysis · DBLP · CORE

1 Introduction

Citations are a means to refer to previous scientific bodies of work, and are also
used to calculate impact factors for journals [1,4] and performance measures for
scientists [3] and thus have become a valuable commodity in science. Research
has been concerned with finding influencing factors for citations (e.g. [11]), and
most prominently to identify the influence of self-citations on citations and subse-
quently on indicators of scientific performance, e.g. [2,5]. Multi-authored, as well
as papers with male first author have been found to have a higher self-citation
rate [2,5,9], while self-citation rates generally vary over fields and countries [14].
To the best of our knowledge, the only study that investigated the relation
of self-citations and the scientific reputation of the publication venue is in the
economics domain [8]. The authors found that the proportion of self-citations
increased with the impact factor of ecology journals.

This paper contributes to the knowledge of citation and self-citation by
analysing the domain of computer science. Specifically, we investigate the DBLP
computer science bibliography [10] w.r.t. ranking of the conferences/journals and
gender of the first author.
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2 Problem Statement

Citations can either be synchronous (outgoing) or diachronous (incoming) [7],
the former refers to the number of publications a paper cites and the latter how
often a publication gets cited. Analogously, outgoing and incoming self-citations
are citations from and to publications of the same author. The self-citation rate
is defined as the ratio of the self-citations normalized by the total number of
citations and can be calculated for both, incoming and outgoing self-citations.
In this paper, we analyse incoming and outgoing citations and self-citation rates
with respect to the conference/journal rank. For instance, if paper P cites paper
Q, and P was published at an A* conference while paper Q was published at a
C conference, the citation counts as an outgoing citation for A* and incoming
citation for C.

3 Method

For our analysis, we use the DBLP citation graph [13], supplemented with the
paper’s ranking information and a gender attribute for the authors. The rank-
ings are extracted from the Computing Research and Education Association of
Australasia (CORE) database1 using a rule-based string matching method of
the venue name. The focus of this method is to find the most likely match,
but without introducing any false-positives in favour of Recall. The publica-
tion year of the papers is also considered in order to take rank changes of
venues into account. We follow previously suggested methods to determine an
author’s gender by matching their first name (given name) to country-specific
name lists [6]. For author identity, we rely on the quality of the DBLP citation
graph, which already employs author name disambiguation approaches [12]. Out
of all 3,079,007 papers in DBLP covering the publication and citation period
from 1946–2018, 55.66% (1,744,449) were assigned a binary (female/male) gen-
der based on the first author’s inferred gender. A CORE rank was assigned to
14.15% (435,823), while both information could be assigned to 7.86% (242,096)
of all papers.

4 Results

The heatmaps in Fig. 1 show the fraction of outgoing and incoming citations
and self-citations for publications from each conference/journal rank. The initial
theory is, that publications will more often cite highly ranked papers, as they
have more visibility. According to the results, this hypothesis seems to hold true.
For example, 93.6% of all outgoing citations from publications with a B rating,
cite other publications with the same or higher rating (top left). Furthermore,
A, B and C ranked papers receive more than half of all their incoming citations
from publications of the same rank (top right). For self-citations, this effect is

1 http://www.core.edu.au, accessed 2018-03-02.

http://www.core.edu.au
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Fig. 1. Ratio of citations (top) and self-citations (bottom) from venues with specific
rank. Rows indicate the source and columns the target of citations. Left: normalized
by the total number of outgoing citations per rank; right: normalized by total incoming
citations per rank.

even more prominent especially for the categories C and Australasian, which
have much lower citation rates (35.1% and 9.3% respectively) than self-citation
rates (61.2% and 33.2% respectively) towards same-tier publications (bottom). In
other words, authors prefer to cite higher ranked publications, but self-citations
are more commonly towards publications of the same conference/journal rank.
Please note, that although a difference is observable in values for categories
Australasia and Other, we abstain from an interpretation, since both categories
only contain 4318 (0.9%) of the papers with an assigned rank.

Table 1 shows the statistics w.r.t. venue rank and gender of the first author.
For example, out of all 1,957,108 outgoing citations towards papers with a male
lead author, 13.8% are cited in publications from conferences/journals with an
A* rating. This citation-rate indicates how citations from/to differently rated
mediums are affected by the first author’s gender of the cited/citing paper.
The results show that despite the lower number of papers with female leading
authors (410,262 papers with female and 1,334,187 with male lead author), the
distribution of the incoming and outgoing citation rate stays the same. In other
words, the gender of the leading author has no significant effect on the citations
of papers when considering their identified rating.

Further studies are required to shed light on the reason for the difference
in citation/self-citations behaviour w.r.t. rank. An interesting future question
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Table 1. Comparison of citations by gender (M - male, F- female, X - unisex, ? -
unknown) and conference/journal rank

Papers Conference/journal rank
∑

A* A*/A A B C Austr. Other Citations

In M 1,334,187 0.138 0.003 0.387 0.319 0.143 0.006 0.003 1,957,108

F 410,262 0.126 0.001 0.398 0.325 0.143 0.005 0.003 417,655

X 609,101 0.134 0.002 0.371 0.343 0.144 0.005 0.003 748,836

? 725,453 0.117 0.001 0.355 0.346 0.174 0.005 0.003 676,809

Out M 1,334,187 0.234 0.008 0.427 0.239 0.087 0.004 0.002 1,355,908

F 410,262 0.226 0.003 0.433 0.248 0.084 0.004 0.001 430,910

X 609,101 0.231 0.004 0.432 0.244 0.084 0.004 0.001 733,721

? 725,453 0.237 0.002 0.427 0.235 0.094 0.004 0.001 761,150

would be, whether a homophily property in citation behaviour can be observed,
i.e., whether a specific gender tends to cite authors of the same gender.
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Abstract. Due to technical constrains of the past, metadata in lan-
guages written with non-Latin scripts have frequently been entered using
various systems of transcription. While this transcription is essential for
data curators who may not be familiar with the source script, it is often
an encumbrance for researchers in discovery and retrieval. Until 2011 the
Judaica collection in Hebrew and Yiddish of the University Library J.
C. Senckenberg were catalogued with transcription only. The aim of this
work is to develop an open-source system to aid in the automatic con-
version of Hebrew transcription back into Hebrew script, using a multi-
faceted approach.

1 Introduction and Problem

There is a long history of collecting, preserving and cataloging Jewish literature.
One challenge for catalogers and users is the use of non-Latin scripts in the
original publication and Latin script that is supported by the library cataloging
system. This was especially important in the early days of digital library systems,
when it was not possible to mix different scripts. Even today, though modern
catalogs are capable of supporting any script, the use of Romanization continues
to have a role buy facilitating access for librarians and others who may not
be familiar with the original script. However, the absence of the original script
in many older records is a problem. For users familiar with the original script,
the use of Romanization adds an extra layer of cognative indirection and often
involves guesswork, since there is no single standard for conversion.

In Germany, the proof of the materials in a central catalogue system is based
on the conversion of the original script into Latin as the dominant script. Until
2006, Hebrew in German catalogs was transcribed according to tables of the
“Instructions for the Alphabetical Catalogues of the Prussian Libraries (PI)”
published in 1899 [5]. These rules, originally binding only on Prussian libraries,
including the Frankfurt University Library, were later adopted by the wider
German-speaking world and remained in effect until they were replaced by the
rules for alphabetical cataloguing (RAK) in 1977 and the introduction of the
rules for alphabetical cataloguing (RAK-WB) in 1983. The transcription rules
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developed within the framework of the PI were the basis of the DIN 31636 [1]
transcription of the Hebrew alphabet issued in April 1982, with minor modi-
fications introduced for Modern Hebrew [4]. The new DIN standard 31636 of
February 2006 is based closely on the rules of the American Library Associa-
tion/Library of Congress (ALA-LC Romanization Rules for Hebrew) [3].

Catalogers have always used whichever transcription method was standard
at the time. As a result, in long-term maintained catalogs, entries with different
rules applied appear. Most users are not fully aware of the rules and their changes
over time. Therefore, they are not able to find all relevant literature.

The University Library J. C. Senckenberg has a very large Judaica collection
with many works in Hebrew and Yiddish. For more than 100 years, until 2011,
all these works were catalogued with transcription only. To enable retrieval and
exploration with different scripts the transcriptions need to be reversed. Due
to the volume of entries, a manual re-cataloguing is not a feasible solution.
Therefore an automated process has to be developed.

The different Romanization methods which have been developed for Hebrew
typically fall into the categories of transliteration and phonetic transcription
for Hebrew [6]. Transliteration is a precise representation of the source writing
system in the target writing system, whereas transcription is focused on rep-
resenting the phonological properties of the source language using the writing
system of the target language. However, most modern systems are not pure rep-
resentations of either transliteration or transcription but represent a compromise
between the two points, as well as frequent compromises made for simplicity of
representation for the target writing system.

The ALA-LC Romanization tables which our institution has used since 2006
are closer to a transcription than transliteration, with a stronger emphasis on
sound [3]. While this seems to be an improvement for users, it also means there
is significant loss of detail about the writing system, and there is no simple
deterministic way to reverse the standard.

By contrast, the older systems represent a much deeper level of detail about
the writing system – as well as many details which are interesting to philolo-
gists, but not relevant for reconstructing the Hebrew. This detail is represented
through the extensive use of diacritical markings. For example, the Hebrew word

will be represented according to the 1982 version of DIN 31636 [2] as šālôm,
whereas it will simply be shalom according the ALA-LC rules.

Indeed, the 1982 DIN [2] claims to be automatically reversable. However,
it is clear that its authors did not attempt to reverse it. There are several
small ambiguities remaining which make it impossible to determine the origi-
nal Hebrew with certainty. Nonetheless, the additional details should make it
easier to reason about the source text.

Unfortunately, the emphasis on detail in this standard appears to have made
it more difficult for catalogers to generate Romanization. Metadata cataloged
using this and similar standards contains a high rate of technical errors. In the
end, the regularity with which these errors appear means we have to antici-
pate them, which, in turn, means it is not much less ambigious than the newer
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transcription for the purposes of automatic reversal. In addition, there are also
ambiguities related to Hebrew itself, about whether the current official spellings
are used, or a different historical orthography will be favored.

2 Approach and Implementation

The fist step is generating a list of every Hebrew form that could be naively
conjectured from the given Romanized form. The second step is narrowing down
these possibilities to what we would consider the most likely alternative, for
which we have tried several methods and where we continue to experiment. The
methods tried so far including simple spell checking, human audit, and matching
against existing Hebrew metadata from other catalogs, which will be discussed
in the following section.

We address the naive generation of all theoretically possible Hebrew forms for
a given Romanized word with a Python library called deromanize. This library is
language agnostic and simply allows the programmer to define a set of tokens in
the source script (Romanized Hebrew, in our case), paired with a list of possible
conversions. It also allows the use of different sets of tokens for different parts of
the word and includes a simple pattern language for the generation of additional
composite tokens, which can be used to address different types of syllables.

These conversion tables can be expressed as serialized data which is consumed
by the library. We currently use YAML, but the system will work with any for-
mat which supports JSON-like data types. Once the appropriate data structures
are generated, the programmer can use some of the built-in decoder functions, or
construct their own in Python. The decoder will essentially fetch all the conver-
sions for each token and hypothesize Hebrew words as a Cartesian product of the
conversions. For example, shalom will be tokenized as sh|a|l|o|m, and the given
conversions for each token will be, respectively,
which combine to produce these hypothetical reconstructions:

The first two hypotheses (starting from the right) are real Hebrew words, the
first being correct. The order is guessed at this point by the order in which the
users supplies the possible conversions. The user may optionally add additional
weight if a particular conversion is deemed to be rare. Weights start at 0 and
may go up indefinitely. There are also methods for converting these weights into
numbers between 1 and 0 if such a representation is suited to their use.

3 Evaluation of Selection Methods

The most basic solution tried so far for selection is spell checking – simply ensur-
ing that generated words are real Hebrew. In an audit of 408 titles containing
2036 words, the top suggestion for words was correct in 92.9% of occurances.
However the entire title was correct in only 73.8% of cases.
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We also have used matching with pre-existing Hebrew data from the National
Library of Israel’s catalog. By indexing this data in Apache Solr, using our
generated Hebrew forms to build queries, and ensuring both the title and author
fields have a Levenshtein distance within 10% of the overall length of the field,
we have recovered Hebrew for 7,586 titles. In the audit of 200 titles, all matches
were accurate. One error was found outside of the formal audit due the small
degree of fuzziness we allowed. The correct work was matched, but a misspelling
in the other catalog would have proliferated to ours.

4 Conclusion and Outlook

In this paper we addressed the challenge of reversing the Romanization applied
on the catalog entries in Hebrew in the past 100 years in German libraries.
The major challenge was to handle ambiguties introduced by different meth-
ods applied for the transliteration. We presented an approach that generates
(1) all orthographically possible version of a term and (2) uses various methods
to decide which of the results are most probable. The benefit of this approach
is that it is independent from the original applied transliteration method. The
library itself and the documentation are available as Open Source1.

We continue to refine our approach to discover more matches to our catalog.
Additionally, using the data we have verified so far, we have accumulated a
set of 11,597 distinct Hebrew forms correlated with their Romanized forms and
reductions based on their phonology which we will use to provide more accurate
suggestions. Looking even further ahead, we are evaluating the use of machine
learning to provide a level of context sensitivity over our simple word-based
approach.
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Abstract. Museums, archives and digital libraries make increasing use
of Semantic Web technologies to enrich and publish their collection items.
The contents of those items, however, are not often enriched in the same
way. Extracting named entities within historical manuscripts and dis-
closing the relationships between them would facilitate cultural heritage
research, but it is a labour-intensive and time-consuming process, par-
ticularly for handwritten documents.

It requires either automated handwriting recognition techniques, or
manual annotation by domain experts before the content can be seman-
tically structured. Different workflows have been proposed to address
this problem, involving full-text transcription and named entity extrac-
tion, with results ranging from unstructured files to semantically anno-
tated knowledge bases. Here, we detail these workflows and describe the
approach we have taken to disclose historical biodiversity data, which
enables the direct labelling and semantic annotation of document images
in hand-written archives.

Keywords: Linked data · Cultural heritage
Handwriting recognition · Semantic annotation
Named entity recognition

1 Introduction

Digital libraries often provide web-accessible, digitised images of handwritten
manuscripts from various domains. However, the challenge remains to eluci-
date the handwritten content in a way that will enable exploration and further
research. This involves the transformation of the content into a searchable knowl-
edge base. Historical documents are especially difficult due to the hard-to-read
handwriting, often in multiple languages, and the historical context of the text,
which makes them difficult to interpret. To enrich and elucidate the content of
manuscripts, different workflow methods have been developed. Digitised images
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of content can be annotated by human domain experts through nichesourcing [3],
or computationally using automated handwriting recognition or word spotting
techniques [2,7]. Most workflows, however, produce flat files or semi-structured
output. This is useful for further searching and processing (e.g. using text min-
ing techniques), but it does not enable content to be interlinked, semantically
queried, or compared to other collections. We argue that this can be facilitated
by labelling and semantically annotating word-zones - single word segments
extracted from document images - using a domain ontology, resulting in a rich
knowledge base that can be queried and interlinked with external resources.

2 Workflows for Elucidating Contents

Figure 1 roughly presents common workflows for the enrichment of handwritten
documents.

Fig. 1. Manuscript enrichment workflows

Workflow 1. The Automated Labelling of Word-Zones in Images. The
HistDoc project is an example of a Handwritten Text Recognition (HTR) system
that uses experts to harvest labels as input to a learning system [2]. Another
example is Transkribus, where users can label sentences which are then used for
training using HTR [5]. This project implements a form of semantic enrichment:
labellers can flag certain named entities, e.g., locations or persons, with a user
created tag set. Lastly, the aim of the MONK handwriting recognition system
[7] is not full-transcription per se, but rather searchability of the informative
content. The system does not rely on a language model and is therefore adaptive
to its input. Labelling is targeted: the system retrieves and labels words that are
visually similar to word-zones that are labelled by users.
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Workflow 2. Semantic Annotation of Manuscript Images. Accurator1

uses an expert crowd to annotate digital images, in specific digitised items
from cultural heritage collections, such as paintings. Web users can help muse-
ums describe their collection items by providing expert knowledge. Users are
prompted to annotate cultural heritage items with carefully selected controlled
vocabularies. Annotations are stored in RDF format and linked to the digital
images using the Web Annotation Data Model [3]. Another example, the Seman-
tic Field Book (SFB) Annotator2 [8], labels and simultaneously semantically
annotates the most informative content of digitised manuscripts from natural
history collections using an application ontology and the Web Annotation Data
Model.

Workflow 3. Full-Text Transcription. The Field Book Project, a collabora-
tion between the Smithsonian Institution Archives and the National Museum of
Natural History, uses the crowd to harvest full-text transcriptions from historical
biodiversity field books [1]. Another example is the Transcribe Betham initiative
that will digitise and, also via crowdsourcing, fully transcribe 12,500 folios from
the jurist Jeremy Bentham (1748–1832), stored in the University College London
digital archive, through a media-wiki interface [6].

Workflow 4. Semantic Annotation of Fully Transcribed Text. Annotea3

is a shared web annotation system which is based on the semantic annotation of
web-based text files. In the Annotea architecture, annotations exist externally
from the documents on annotation servers. The system lets an annotation point
to a piece of digital text using the XPointer framework.4 Other users are able
to add their own additional annotations. Annotea makes use of existing W3C
specifications, such as RDF and HTTP [4]. Another example is the From Docu-
ments To Datasets project [9]. Biodiversity field books are first fully transcribed
and then semantically enriched.

Combining Automated Word-Zone Labelling with Semantic Annota-
tion. In the Making Sense project,5 methods are being developed for automated
semantic annotation of natural history collections [10]. Our use case consists
of 8,000 field book pages gathered by the Committee for Natural History of
the Netherlands Indies between 1820 and 1850. A field book contains records
that report species observations: their anatomy, characteristics, habitat and
behaviour. Aiming for targeted, semantic annotation, the Making Sense project
currently operates workflow 1, through the MONK handwriting recognition sys-
tem, and workflow 2, through the SFB-Annotator. Initial results, an ontology

1 http://www.accurator.nl/.
2 https://github.com/lisestork/SFB-Annotator/.
3 https://www.w3.org/2001/Annotea/.
4 https://www.w3.org/TR/xptr-framework/.
5 http://www.makingsenseproject.org/.
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and a web application (see footnote 2) are available. Our final goal, however, is
to combine workflows 1 and 2. Expert curated labels and semantic annotations
can be used as input to a supervised learning system, combining handwriting
and named entity recognition to perform semi-automated semantic annotation,
thereby streamlining the process of elucidating, labelling and interlinking named
entities.

3 Conclusion and Future Work

In this study, we enumerated the different workflow approaches that have been
used to extract and structure the content of historical manuscripts, illustrated
by example projects that utilise them. Although full-text transcription is an
effective procedure that is often used, it cannot scale for all archived data and it
falls short for further exploration and interpretation. Tools should be developed
that reduce the requirement for full-text transcription and facilitate semantic
annotation of extracted text to enable richer content descriptions. In our case
study, we show that by providing tools to enable the direct semantic annotation
of named entities, we can reduce the full-text transcription burden. In future
work we will develop automated methods for semantic annotation.

By publishing the results online as Linked Open Data, the contents can be
disclosed as a rich, structured resource that can be searched and combined with
other cultural heritage collections.
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Abstract. Korea Institute of Civil Engineering and Building Technology has
been constructing a database by collecting, classifying, and processing the
construction technology data required for construction engineers and providing
a database information service through the Construction Technology Digital
Library portal since 2001. In this study, the monetary value of the user satis-
faction with digital library service was estimated by applying the double-
bounded dichotomous choice contingent valuation method for the purpose of
using the limited information service budget to improve the user satisfaction.

Keywords: Construction Technology Digital Library
Contingent valuation method

1 Introduction

The Construction Technology Digital Library (CODIL) is the construction technology
portal service system, which is equipped with a comprehensive distribution network of
construction-technology-related information and documents (including practical con-
struction materials) as well as construction projects, construction plans, and con-
struction cost-saving cases, and allows the public (including construction engineers) to
find the information and documents that they need in one place. An average number of
1.94 million hits and 0.88 million downloads per year (’13–’17). As of December
2017, the CODIL has gained 203,000 cumulative members and metadata for more than
about 45,000 construction technology documents have been constructed.

The engineers and practitioners who use the CODIL are requesting for service
improvements such as various and up-to-date construction related contents every year,
but the information service budget required to oblige with such requests is either the
same or lower each year. Therefore, it was necessary to estimate the user satisfaction
with the digital library service focused on construction technology information using a
quantitative value. It is possible to use the double-bounded dichotomous choice-based
contingent valuation method (DBDC-based CVM), which is commonly utilized to
estimate the monetary values of non-marketable goods, such as information services. In
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this study, a survey model was designed by including the demographic characteristics
information of the respondents capable of affecting the monetary value estimation of
the construction technology information service, the user satisfaction with the digital
library service focused on construction technology information, and the acceptance of
the maximum offer price as survey items. Next, after the quantitative and statistical
processing of the correlations between the dependent and independent variables using
DBDC-based CVM, the influence of the statistically significant variables on the value
of satisfaction with the information service was analyzed, and their monetary values
were estimated.

2 Theoretical Background

As information services of CODIL have the attributes of non-marketable goods, it is
difficult to convert their benefits directly into monetary values. As for such monetary
values of information services, the willingness to pay (WTP) prices of the users for
information services are collected after a virtual market or situation is set. WTP refers
to the maximum cost that users can pay to be satisfied with information services or to
obtain intangible goods. Next, the values of information services can be estimated
through the probability statistics processing procedure [1]. CVM suggests the maxi-
mum WTP price to the users according to the preference of the use of non-marketable
goods. As for estimating the values of non-marketable goods using CVM, the utility
theory that represents the potential preference for accepting or rejecting the suggested
prices of non-marketable goods is applied as shown in Eq. (1).

U I; M; Sð Þ ¼ V i;M; Sð Þþ ei; i ¼ 0 or 1 ð1Þ

where U is the utility function, M is a variable representing the demographic charac-
teristics of the respondent, S is the income of the respondent, and V is the deterministic
part of WTP in the indirect utility function of the individual respondent. Ɛi is the
random probability variable whose average is zero and which has an independent, and
the same distribution for income S, meaning the stochastic part of the uncertainty of the
WTP in the indirect utility function of the individual respondent. i means that there is
an intention to pay the suggested price or no such intention.

The answer can be “yes” or “no” to the question of whether they accept or reject the
suggested price. Therefore, this method is simpler and may yield more reliable results
than the other question methods [2]. The DBDC method is most widely used to
estimate the values of non-marketable goods in a stable manner. The WTP price for
individual respondent (i) can be estimated based on the probability cumulative area of
the function. As the calculation is performed using the probability cumulative area that
can be estimated up to infinity [3], the monetary value of user satisfaction with the
digital library service is calculated using the average and median of the WTP.
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3 Value Estimation of the User Satisfaction

3.1 Analysis of Correlations Between the Variables

In this study, a survey model was designed to estimate the value of user satisfaction
with the construction technology information service using DBDC-based CVM. For
example, the first suggested price may directly affect the WTP price estimation results.
Therefore, the first suggested prices of US$5, 10, 20, 30, 40, and 50 were selected
considering a case study in which the cost of an original document related to overseas
construction technology was estimated to be US$8.2, and that of an original domestic
document was estimated to be US$21.9 on average using the direct question method
without the statistical analysis process, and another case study, in which the WTP for
the construction technology original document service was estimated to be between US
$32.8 and $46.5 using the Tobit model [4]. Next, analyzed the results obtained from the
survey such as the demographic characteristics of respondents, the respondents’ sat-
isfaction with each digital library service area, and the suggested price conducted using
the DBDC method. In the value estimation model for satisfaction with the construction
technology information service, the WTP price, which is a dependent variable, and the
demographic characteristics of the samples and user satisfaction with the digital library
service, which are independent variables, have nonlinear mutual correlations. Table 1
shows the quantitative statistics results of the independent variables, which affect the
WTP of the respondents for user satisfaction, obtained using the single bounded
dichotomous choice (SBDC) and DBDC-based Logit models.

Table 1. Quantitative statistics results of the explanatory variables

Variables SBDC-based Logit model DBDC-based Logit model

Coefficient Z-Statistic Prob. Coefficient Z-Statistic Prob.

C −6.2037 −4.2835 0.0000 −2.741 −2.604 0.009
Company type −0.3050 −1.1411 0.2538 −0.366 −1.617 0.106

Business field 0.3356 1.3167 0.1879 0.020 0.097 0.923
Age 0.4281 1.1058 0.2688 0.208 0.595 0.552

Career 0.0628 0.2022 0.8397 −0.338 −1.168 0.243
Construction

report
Usage frequency 0.8092 1.4456 0.1483 −0.101 −0.280 0.779

Volume 0.9035 1.6933 0.0904* −0.026 −0.063 0.950

Quality −0.1350 −0.1962 0.8444 −0.030 −0.062 0.950
Construction
working

Usage frequency −0.1051 −0.2126 0.8317 0.408 1.199 0.231

Volume −0.4330 −0.7981 0.4248 0.010 0.025 0.980
Quality −0.0440 −0.0789 0.9371 0.212 0.498 0.619

Standard
estimation/market

unit price

Usage frequency 0.0788 0.1748 0.8612 0.524 1.760 0.078*

Volume 0.0801 0.1310 0.8958 0.197 0.454 0.650
Quality −0.6746 −0.9379 0.3483 −0.506 −1.016 0.310

Bid 0.0006 7.9734 0.0000 0.000 6.457 0.000
McFadde R2 0.594 0.505
LR statistic 207.8630 192.3583

Log likelihood −71.04617 −94.07444

where * rejects the null hypothesis that “the average difference between each variable is zero” at the 10%
significance level through p < 0.1.
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Examination using the double-bounded model revealed that the respondents with
higher stages in the business field and the age exhibited a higher WTP for user sat-
isfaction. On the other hand, in terms of the companies for which the respondents
worked, the small and medium-sized companies exhibited a higher WTP than the
conglomerates and public institutions. As for the career, the WTP decreased 0.73-fold,
which was exp(−0.338), as the career increased by one unit. Therefore, it was found
that the respondents with shorter careers had higher demands for the information
service. Meanwhile, as regards the R2 value, which is used to assess the suitability of
the estimation results, the closer it is to zero, the more the observations that are properly
predicted. As the value was 0.505 in this study, the suitability of the estimation results
can be assessed at the medium level.

3.2 WTP Price Estimation

The estimation results of the probability function of the WTP price for the information
service per person�use were obtained, as shown in Table 2. Because WTP was accepted
focused on the small suggested price, there was a large difference between the
WTPmean and WTPmedian values. Meanwhile, approximately 580,000 people visited the
CODIL in 2017. The annual monetary value of user satisfaction with the digital library
service can be estimated by multiplying the number of visitors and the WTP price per
person.

4 Conclusion

This study is significant because DBDC-based CVM was used to estimate the value of
user satisfaction with the digital library service focused on construction technology
information in South Korea. Furthermore, the statistical significance and the correla-
tions between the explanatory variables and the WTP price were examined.

The limitations of this study are as follows. First, the value of user satisfaction
estimated in this study was limited to the information service provided by the CODIL.
Second, the quality of user satisfaction was not specifically analyzed in this study. To
complement this limitation, it is necessary to use the Delphi method to verify the
survey items from experts and to apply a method for evaluating the quality of digital
library services such as LIBQUAL. Finally, additional research is required on the
monetary value estimation of non-use values, such as opportunity costs, which may
provide new information services in the future due to continuous database
(DB) accumulation.

Table 2. WTP-price-based value estimation results (Unit: US$)

Logit
Model

WTPmean per
person

WTPmedian per
person

Annual
WTPmean

Annual
WTPmedian

SBDC 0.073 4.811 42,441 2,790,470
DBDC 0.758 2.032 439,521 1,178,581
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Abstract. The enormous growth of research and development has been
accompanied by a growing number of scientific publications in recent decades.
These publications are collected and processed by a number of digital libraries.
Although these digital libraries provide basic search tools, more advanced
methods such as visualization and a visual analysis can be implemented only by
using special software. This article presents the possibilities how to visually
analyse the content of digital libraries using the CiteViz tool developed in [6]
and shows its implementation using of the Scopus database.

Keywords: Visualization � Data mining � Scopus � CiteViz

1 Introduction

Visualization forms a compact and intuitive way of representing big and complex data
of various nature [1–3]. A very often used visualization method is based on networks
(graphs), which are quite easily machine-processable at the same time and enables to
apply the theory of discrete mathematics, which deals with this data structure and its
processing. It also makes it possible to calculate different scales and statistics con-
cerning analysed network and present them to the user. [4] Visualization can be
understood as the process of displaying data or information in the form of various
objects. [5] Processing data, as well as data mining from an information system, is not
always a simple operation. The reason may lie in a large amount of data being pro-
cessed or varied approaches to data representation which the information system
architecture is not prepared for.

2 CiteViz Tool

CiteViz visualization tool invented by authors of the article and presented in [6] allows
to visualize the relationships between scientific publications. CiteViz can visualize
database records in various ways and provide selected graphic representations of data.
The developed solution proposed in [6] has its own REST-based server request
interface and the server uses its own, manually managed database that provides data to
the client’s visualization application. Better user applicability of the CiteViz tool is
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achieved by communication based on an appropriate link to some of the large digital
libraries that collect scientific publications.

3 CiteViz with Scopus API

Processing of information on scientific publications is linked to the existence of a
number of scientific databases that store information on publications as well as their
full texts. [7] The number of publications in these libraries is estimated to be several
tens of millions. [8] These libraries enable a search based on several criteria, but the
possibilities of presenting relationships between publications are limited. [7]

Based on previous research into possibilities of obtaining information from digital
libraries, the Scopus database was selected to link and analyse its content. Scopus
provides several types of queries over the library through the standard institutional
subscription. [9] Scopus API allows to retrieve information about authors and publi-
cations in a structured form, but obtain some complex information require combining
several queries. [9]

The problem of sufficient speed of the entire communication during the imple-
mentation process of connection CiteViz tool with the Scopus database arose as a result
of Scopus API restrictions. The low speed of communication with the Scopus database
is caused by the fact that many calls are needed to get one complete record (including
the relationships to other records). From the user’s point of view the serial call of the
API using the CiteViz tool is almost unusable due to the very long response time for
retrieving data from the database.

The CiteViz tool enables sequence loading of records, whereas visualization can be
processed during this data retrieval. The data is sequentially replenished and visualized
as it is retrieved from a database or library. This feature was utilized for this purpose
and further expanded. When many requests to Scopus API needed, there are created
multiple threads, among which all the requests are equally distributed. Thus, loading
occurs in a parallel manner in several threads, which makes the process of data loading
significantly faster.

The previous optimization partially solved the problem of speed, but it may still
take longer to get responses to queries. Although the CiteViz tool has an in-memory
cache, this cache is deleted after the session when running the tool is finished. In order
to build easily on the user’s previous work without a long waiting time needed to
download the information already retrieved, the current in-memory cache has been
extended and a disk cache was added. The in-memory cache then runs in LRU (Last
Recently Used) mode and the longest unused records are put into a file on the user’s
computer drive. After the user exits the tool, all the in-memory cache is stored in the
disk cache. Consequently, once the tool has been restarted, previously downloaded
records are loaded from the user’s computer drive without the need to download them
from the Scopus database.

Tool capabilities and functionality, and especially its connection to the Scopus
database, have been tested on a wide range of scenarios. Figure 1 shows the main
window - user interface of the tool with some of its basic control panels, dialog boxes,
menus and controls. The window shows the citation network consisting of the 300 cited
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publications of the University of Hradec Kralove together with their most frequently
represented subject areas. Basic controls for elaborating data are situated in the top
panel. Search bar is located on the left. Controls for handling currently selected
visualization view are depicted in the lower panel. Basic information about the visu-
alized network is displayed in the popup window at the bottom left corner.

4 Conclusions

The possibilities of retrieving data from digital libraries for the CiteViz visualization
tool developed within [6] have been explored. In consideration of all the possibilities of
individual libraries it was chosen to implement the connection with the Scopus library.

During the implementation of the connection to Scopus, the speed of data retrieval
proved to be the major problem. This is caused by the fact that several Scopus API calls
have to be made to get one complete record including all citation relationships. Con-
sequently, it was necessary to optimize data retrieval and the caching system in
CiteViz. The optimization process resulted in using several parallel threads to retrieve
the data, which shortens the communication of the visualization tool with the under-
lying databases. The data caching system has been expanded by the disk cache that

Fig. 1. The main window of the CiteViz visualization tool connected the Scopus database and
depicting the citation network of the 300 most cited publications of the University of Hradec
Kralove.
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enabled not to download repeatedly the already downloaded data even in case the work
with the tool is interrupted and subsequently the tool restarted in order to continue the
work.
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Abstract. In this study we explore if considering the domain similarity
between concepts to be matched can contribute filter out false positive
relations. This is particularly relevant in areas where the “universe of dis-
course” encompasses several diverse domains, such as cultural heritage.
Our approach is based on an algorithm that employs the lexical resource
WordNet Domains to filter out relations where the two concepts to be
matched are associated with different domains. We evaluate our approach
in an experiment involving Bibframe and Schema.org, two ontologies of
complementary nature. The results from the evaluation show that the
use of such a domain filter indeed can have a positive effect on reducing
false positives while retaining true ones.

1 Introduction

Cultural heritage objects often contain rich semantic descriptions to cover
their core facets, and supplementary information is often collected from various
sources to include additional features relevant for their digital representation.
This combined with the fact that cultural heritage is a very diverse application
area leads to the use of concepts from ontologies with different levels of gener-
ality, magnitude, and spanning multiple domains, to sufficiently describe them
[1]. This may lead to interoperability challenges.

Ontology matching aims to resolve such interoperability challenges, and
string matching algorithms are an important component in most ontology match-
ing systems [2]. Unfortunately, since they only focus on the string representation
of concept names, without any semantic analysis, they often bring false positive
relations in their computed alignment [3]. In order to optimise the quality in
ontology matching it is therefore important to reduce the number of false posi-
tives from string matching operations. Our approach is based on an assumption
that if two concepts are semantically similar, the domains they are associated
with ought to be similar too. As an example, let us say that a string matcher com-
putes with 96% confidence that the entity ‘Content’ in ontology 1 is equivalent
with ‘Continent’ in ontology 2, which is obviously incorrect. Such a false positive
relation can be filtered out if the similarity between their domains ({Metrology
and Photography} vs. {Geography}) is below a given threshold.
c© Springer Nature Switzerland AG 2018
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In our approach we use WordNet Domains [4], a lexical resource that offers a
domain classification of Wordnet synsets (i.e. sets of synonyms for every distinct
concept), to help determine domain similarity between two concepts.

2 Approach

The proposed approach to identify false positive relations is illustrated in Algo-
rithm1. As a preparatory step the ontologies are matched by a string matching
algorithm (in our case ISub [5]) so as to produce an initial alignment (Ao) con-
sisting of a set of relations. Each relation in this original alignment is processed
in a sequence of operations.

Algorithm 1. Algorithm for filtering alignments based on domain similarity
Input: Original alignment Ao produced by a string matching algorithm, minJaccard a threshold

for Jaccard set similarity in the range [0, 1]
Output: A filtered alignment Af where false positive relations have been removed
1: function filterAlignment(Ao)
2: Af ← ∅
3: for all ai ∈ Ao do
4: if ai.c1.equals(ai.c2) then
5: Af ← ai

6: else if compareConceptNamesDomains(ai.c1, ai.c2, minJaccard) then
7: Af ← ai

8: else if fullWordRep(fullWord(ai.c1), fullWord(ai.c2), minJaccard) then
9: Af ← ai

10: else if compoundHead(compoundWord(ai.c1), compoundWord(ai.c2), minJaccard) then
11: Af ← ai

12: else if compareAllParts(compareAllParts(ai.c1), compareAllParts(ai.c2), minJaccard)
then

13: Af ← ai

14: else
15: ai �∈ Af

16: end if
17: end for
18: return Af

19: end function

The first operation (line 4) compares the two concept names for string-
based equality and there is no interaction with WordNet in this operation. If
the concepts are equal, they are added to the filtered alignment without fur-
ther processing. If they are not, we move to the second operation. In operation
2 (conceptNames) on line 6, we identify the domains associated with the con-
cept names as they are represented in the ontology, without any text processing
involved. We then compare the sets of domains using Jaccard similarity of sets
and state that the two concepts represent the same domain if the Jaccard score
is equal to or above the minJaccard parameter. Often a concept name is repre-
sented as a compound, that is, several individual words put together, for instance
“TableOfContents”. In operation 3 (fullWordRep) on line 8, a compound is split
before the interaction with WordNet is performed. The remaining part of this
step is similar to operation 2. In operation 4 (compoundHead) on line 10, we also
split the compounds. However, in this step we only compare the compound head
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(the part that carries the basic meaning of the whole compound) of the con-
cept names. Hence, we retrieve only the domains associated with the compound
heads, and if the Jaccard score is equal to or above the minJaccard threshold,
we add this relation to the filtered alignment. Finally, operation 5 (allWords) on
line 12 retrieves the domains of all “atomic” words from a compound. So if for
example a relation includes the concepts “MusicNotation” and “MusicCompo-
sition” we retrieve the domains for “Music” and “Notation” for concept 1, and
“Music” and “Composition” for concept 2. We merge the sets for each concept,
and perform the same comparison as in previous steps using Jaccard.

3 Experimental Evaluation and Results

WordNet Domains version 3.2 is used in the experiment, and the JWNL API,
version 1.4 RC2, is used for interacting with the WordNet 2.0 database. The
datasets consists of two ontologies of complementary nature, that is, the ontolo-
gies to be matched are different with respect to topicality or granularity. The
two ontologies are Library of Congress’ Bibframe and Schema.org.

Since there is no existing reference alignment (ground truth) for these two
ontologies, the original alignment produced by the string matching algorithm
is inspected by the authors for true positives that are then used to form the
reference alignment1.

We compare the results of the filtered alignment with an alignment produced
by the open source ontology matching system AgreementMakerLight [6], which
usually ranks as a top contender of the Ontology Alignment Evaluation Initia-
tive (OAEI) [7], an acknowledged evaluation campaign for ontology matching
systems. It is run in automatic mode using a confidence threshold of 0.6.

The evaluation measures how much F-measure improvement we achieve by
filtering the original alignment produced by the string matching algorithm ISub
[5]. The F-measure is computed as the harmonic mean of precision and recall [8].
We used a confidence threshold of 0.8 when producing the baseline alignments
using ISub in order to have a manageable, yet representative set of relations.
The minJaccard threshold is set to 0.5.

ISub produced an alignment containing 93 relations between the ontolo-
gies Bibframe and Schema.org. 16 of the relations were considered correct
by the manual analysis of the alignment, resulting in a precision of 17%.
After applying the full WordNet Domains filter approach as described in Algo-
rithm1, 41 of these relations were filtered out, but all correct relations were
preserved (a recall of 100%). This means that the filtered alignment con-
sisted of 52 relations of which 16 were correct, resulting in a precision of 31%,
hence a 14% increase. The F-measure was 47% for the filtered alignment, and
29% for the original alignment. While many of the true positives were rela-
tions with equal concept names, also operation 3 (fullWordRep) identified
several true positives that were then maintained in the resulting alignment.

1 Available at https://github.com/audunve/WordNetDomainsFilter.
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In comparison, AML identified 12 of the correct relations in the reference align-
ment, having produced 21 relations in total. This results in a precision of 57%,
and an F-measure of 65%.

We then analysed the quality of the alignment produced by each of the
sequences of operations in the filtered approach algorithm.

This analysis revealed that all relations missed by AML were identified by
sequence 1-2-3 (that is, after fullWordRep had been run). This alignment
also included far less false positive relations than compared to when all oper-
ations were run. In summary, after the fullWordRep operation had been run,
the alignment included all 16 correct relations of a total of 32 identified rela-
tions. This results in a precision of 50%, but with the high recall (100%) the
F-measure obtained is 67%, and higher than AML. The remaining operations
were too permissive, adding additional false positives to the alignment.

4 Conclusions and Further Work

The approach presented in this paper is based on filtering out false positives in
alignments produced by string matching algorithms by analysing the similarity
of domains associated with ontology concepts. Domain similarity is computed
in a sequence of operations using a domain classification offered by the lexical
resource WordNet Domains. An experimental evaluation shows that this app-
roach improves precision and consequently F-measure compared to “unfiltered”
alignments produced by the ISub string matching algorithm. The evaluation
also indicates that the approach can compete with more sophisticated ontology
matching systems. Future work includes performing more a comprehensive eval-
uation using larger datasets and explore how a similar filtering approach could
enhance other types of alignment relations than equivalence.
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Abstract. Library Analytics is used to analyze the huge amount of data
that is collected by most colleges and universities when the library elec-
tronic resources are browsed. In this research work, we have analyzed
the library usage data to accomplish the task of e-resource item cluster-
ing. We have compared different clustering algorithms and found that
association-rule (ARM) based clustering is more accurate than others
and it also identifies the hidden relationships between articles which are
content-wise not similar. We have also shown that items in the same
cluster offer a good source for recommendation.

Keywords: Association rule mining · Clustering · Hypergraphs
Recommender

1 Introduction

Nowadays, data is generated from various sources. To get profitable and attrac-
tive ideas, organizations are working to understand these data. They use different
tools to identify valuable patterns hidden in the data. Most colleges and univer-
sities collect a vast amount of user interaction data through their websites. A
part of this dataset comes from the library usage data. In this paper, the focus
is to create an e-resource item clustering system for a university library, which
can be used to facilitate the browsing task as well as recommend potentially
interesting items. One of the unique challenges for the clustering task in this
context is that the text information is limited. Usually, the title and the file
name are the only available textual information for an e-resource item. The full
text may not be easily accessible and its copyright usually belongs to the sub-
scribed publisher instead of the university library. To overcome this challenge,
we have compared the performance of different clustering algorithms that are
used to cluster books/journals/articles. For clustering, we have focused mainly
on content-based and ARM based approaches. We have found that ARM based
clustering is able to find the relation between content-wise non-similar docu-
ments because clustering is done based on users’ browsing behavior not based
on the contents of the documents.
c© Springer Nature Switzerland AG 2018
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The rest of this paper is organized as follows: Sect. 2 reviews and analyzes the
existing research work. Section 3 explains the steps of our experiment. Section 4
discusses the results of the experiment. Finally, in Sect. 5, we conclude with a
summary of results and analysis along with a future research direction.

2 Related Work

Library Analytics has been used to solve different types of problems. In [1]
library usage data is used to identify the pattern of library use by the students.
RAPTOR [3] is used to report e-resource usage statistics. All these research
projects are good enough to provide statistics of different e-resource usage but
they do not focus on applying any similarity finding technique among the e-
resource items. To find similarities among documents, researchers have used
different clustering algorithms. In [6] TF-IDF is used to represent the contents
of the documents and K-means is used for clustering. ARM based clustering
is used in [2]. Compared to these papers, our work is focused on clustering of
e-resource items with limited text information. To figure out which clustering
algorithm is the most effective, we have compared different clustering algorithms.

3 Experiment Design

We have used both ARM-based clustering and different content based clustering
algorithms such as: K-means, FarthestFirst, Filtered, Density Based, Hierarchi-
cal and Expectation-Maximization Clustering. For ARM-based clustering, on
the server logs we applied standard pre-processing steps [3] to remove unneces-
sary records. Then, we applied ARM to generate rules to construct a weighted
hypergraph. In a hypergraph, one association rule is termed as one hyperedge
and the vertices of the hypergraph correspond to the distinct documents of the
library. We have used confidence as the weight for each hyperedge. Then we
used HMETIS [4] to partition the hypergraph. Next, for content-based cluster-
ing, we extracted document ids and titles from the server logs. After removing
the stop words we created a dictionary with all the words from the titles of all
the documents and calculated Inverse document frequency (IDF) values of each
word of each title. We have used the IDF-weighted vectors as input to various
content-based clustering algorithms. We have used IDF because IDF assigns less
weight to words that occur in more documents [5]. We didn’t use the traditional
TFIDF weighing scheme because usually a word occurs only once in the title
and counting frequency is not that important in this case.

4 Result Analysis

To test the accuracy and the quality of different clustering results, we manually
grouped the top browsed 254 e-book titles into 17 clusters with the help from
the librarian. The selected titles were browsed at least 10-times. Figure 1 shows
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the size of the 17 manual clusters. To compare the quality of the content-based
and ARM-based clusters, we calculate the matching percentage, using Eq. (4.1),
between the manual clusters and the clusters generated by each clustering algo-
rithm. In Eq. (4.1) Wi is a set of items in the i-th cluster, Cj is a set of items in
the manually generated j-th cluster, k is the total number of clusters, i and j is a
number between 1 and k, and max is a function to find the highest overlapping
manual cluster with Wi.

TotalMatchQuantity =
k∑

i=1

maxj |Wi ∩ Cj | (4.1)

From Fig. 2, we see that ARM based clustering i.e. HMETIS has the highest
matching score and all other Content Based algorithms have not generated better
clusters than the ARM based clusters. Out of all the content based clustering
algorithms K-means came up with the best score. Figures 3, 4 and 5 show the
size of different clusters in ARM based clusters, K-means and FarthestFirst
clustering respectively. We can see distribution of items in different clusters is
more balanced in the ARM based clusters. Using ARM based clustering, we have
also found some hidden relationships between different documents such as: “The
Hidden Factor in Climate Policy: Implicit Carbon Taxes” –> “Brief History of
Neoliberalism”. These relationships are not found by any of the content-based
clustering algorithms because content-wise they are not similar. However, they
are frequently accessed by the users together.

Then we used the clusters to recommend different e-books to users. Here,
we have checked if e-books from the same cluster are recommended, how likely
users may take the recommendation and read the book. To conduct the test, at
first from the log files we downloaded all the ebrary titles for each user. There
are altogether 4109 transactions available, one transaction refers to all the titles
browsed by a specific user. We compared each transaction with the 17 clusters
generated by different clustering algorithms. If any of the transactions overlaps
with any of the clusters it means user has read at least one book from the set. To
check how likely the user may visit other items in the same cluster, we group all
the transactions that have overlapping of two items, three items, four items etc.
For example, in case of ARM based clustering there are 372 transactions with
two items’ overlap, 36 transactions with three items’ overlap and 5 transactions
with four items’ overlap. As we compare each transaction with the generated 17
clusters, we get 17 match counts. Then we find the maximum matchcount for
each of the transactions. For any transaction, if the value of maximum match
count is 1 then we set match percentage as 0% and if the value of maximum
match count is greater than one then we set the matchcount to 100%. The idea
is that if a user has browsed at least one more item from the same cluster, it
is counted as a success because the recommendation based on the clustering
result has been taken. We calculated average matchPercentage for all the trans-
actions for each clustering algorithm to measure its recommendation success
rate. Figure 6 shows the accuracy for different clustering algorithms. From the
figure we see FarthestFirst gives the best result and ARM-based clustering has
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the second best result, followed by Hierarchical and K-means clustering algo-
rithms. As we have seen in Fig. 5 FarthestFirst clustering algorithm has one big
cluster, so definitely there is a higher chance to find more matches for different
transactions. Similar observations can be made on K-means algorithm in Fig. 4.
In this section, we have analyzed the results that are generated by the clustering
algorithms and have found that: ARM-based clustering gives one of the best
overall results in terms of clustering and recommendation accuracy.

Fig. 1. Size of differ-
ent clusters in manual
clustering

Fig. 2. Evaluation of
clustering algorithms

Fig. 3. Size of different
clusters in HMETIS

Fig. 4. Size of dif-
ferent clusters in K-
mean

Fig. 5. Size of different
clusters in farthest first

Fig. 6. Accuracy of rec-
ommendation for different
clustering algorithms

5 Conclusion and Future Work

In this paper, we have worked on the problem of clustering different e-resource
items in the context of library analytics. We have tested and compared different
clustering algorithms based on the titles of the documents and users’ browsing
behavior. We have found that ARM based clustering is able to find out hid-
den and most accurate relationships. We have also shown that recommendation
based on ARM based clustering gives one of the best results. As the future work
we want to extend our analytics system to a fully functioning hybrid recommen-
dation system, and optimize the library web site to make associated items easily
accessible.
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Abstract. While digital heritage libraries historically took advantage of OCR to
index their printed collections, the access to iconographic resources has not
progressed in the same way, and the latter remain in the shadows. Today, it
would be possible to make better use of these resources, especially by lever-
aging the illustrations recognized thanks to the OCR produced during the last
two decades. This work presents an ETL (extract-transform-load) approach to
this need, that aims to: Identify iconography wherever it may be found; Enrich
the illustrations metadata with deep learning approaches; Load it all into a web
app for hybrid image retrieval.
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Even though the creation of digital heritage collections began with the acquisition in
image mode, several decades later to search in the content of some of these images still
belongs to a more or less distant future. This apparent paradox originates in two facts:
digital libraries (DLs) first focused on applying OCR to their printed materials, which
renders major services in terms of information retrieval; Searching in large collections
of images remains a challenge, despite the efforts of both the scientific community and
GAFAs to address the underlying challenges [1]. However, the needs are very real, if
one believes user surveys [2] or statistical studies of user behavior. But DLs icono-
graphic collections are generally inadequate, given the broad spectrum of areas of
knowledge and time periods surveyed by users. However, DLs are rich in many other
iconographic sources. But organized in data silos that are not interoperable, most often
lacking the descriptors required for image search, and exposed through text-oriented
GIs. While the querying of iconographic content poses specific challenges [3], answers
to various use cases, targets different knowledge domains, and finally calls for specific
human-machine interactions [4, 5]. This work presents a proposal for a pragmatic
solution to these two challenges, the creation of an encyclopedic heritage image
database (which has never been done in DLs, to our knowledge, even if the Bayerische
Staatsbibliothek1 offers an image-based similarity search) and its querying modalities.
A first section describes the initial phase of the extraction/aggregation of the

1 https://bildsuche.digitale-sammlungen.de.
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heterogeneous data and metadata (MD) available. The next section presents the
enrichments applied to the collected data, in particular the application of so-called
“deep learning” techniques. Finally, a hybrid query mode is tested in a web app as a
proof of concept.

1 Extract and Aggregate

A multicollection approach requires a first step of data mining in order to take into
account the variability of the data available, due both to the nature of the documentary
silos and to the history of the digitization policies. Our database aggregates 260k
illustrations of the gallica.bnf.fr collections of images and prints related to the First
World War. The data extracted from 475k pages thanks to the Gallica APIs and to
SRU, OAI-PMH and IIIF protocols are stored in a XML database (basex.org).

The images collection presents particulars challenges: MD suffering from incom-
pleteness and inconsistency; missing MD at image level like genre (picture, engraving,
drawing) or color mode; portfolios exposing specific difficulties: cover and blank or
text pages must be excluded, multi-illustrations pages cropped, captions extracted. For
printed collections, we can leverage the OCR resources to identify illustrations a well
as the text surrounding them. In the case of the daily press, the illustrations are char-
acterized by a wide variety of genres and a large volume. It is important to note that this
first step alone is worth it: even without semantic indexing of image content, it gives
dedicated access to those valuable resources.

On the 530k raw illustrations extracted, we must filter the noisy ones, particularly
the false detected illustrations from OCR of printed documents. The images collection
presents a low noise rate (�5%) but it affects the quality perceived by users. For
newspapers, noise varies from 10% (operator-controlled OCR) to 80% (raw OCR).
Using MD and heuristics (illustration size and position, width/height ratio), the noise
can be reduced (at the cost of 1 to 2% of false positives that will be handled later,
Sect. 2).

2 Transform and Enrich

This step consists of transforming, enriching and aligning the MD obtained during the
previous phase. Illustrations without any text descriptor are detected and their enlarged
bounding box is processed with Google Cloud Vision OCR. Attempts are also made to
link the illustrations to the BnF linked data service, data.bnf.fr.

Classifying Image Genres. The illustration genres are not always characterized in the
catalogs (and obviously, this MD is not available for printed materials). To overcome
this lack, a deep learning approach for image genres classification is implemented. We
retrained the last layer of a convolutional neural network model (CNN, here Inception-
v3 [6]), following a “transfer learning” method [7]. Our model has been trained on a
twelve “heritage” genres ground truth (GT) of 12k illustrations produced first by
bootstrapping from catalog MD and then by manual selection. Once trained, the model
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is evaluated: accuracy and recall are ≅90%. These results are considered to be good
regarding the diversity of the training dataset (see [8] for results on a similar scenario),
and performances are better with less generic models (separately trained on the images
collection, F-measure rises up to 95%). Most confusions occur between engraving/
photo, line-based content (drawing, map, text) and illustrated ads, common in serials
(in the newspapers set, �30% of the illustrations), which must be recognized to be
filtered or used for scientific aims [9]. But the CNN outputs poor results because these
ads can be of any graphical genre. A mixed approach (text + image) should preferably
be used. The CNN model is also used to filter the unwanted illustrations that have been
missed by the previous heuristic filtering step (Sect. 1), thanks to 4 noise classes (text,
ornament, blank and cover pages). Recall/precision for these noise classes are highly
dependent of the difficulty of the task: 98% for the images collection, 85% for the
newspapers. The model can also be symmetrically applied to recall the false positives
produced by the first filtering step.

Extracting Content from Images. The IBM Visual Recognition API has been used to
analyze the illustrations and extract “concepts” [10] (objects, persons, colors, etc.). An
evaluation is carried out on Person detection. A 4k GT is created and another evalu-
ation is conducted on the “soldier” concept. The “person” concept has a modest recall
of 55% but benefits from excellent accuracy of 98%. A decrease is observed for the
more specialized “soldier” class (R = 50%; A = 80%). However, these results are to be
compared with the relative silence of keyword searches: “soldier” does not exist as a
concept in the bibliographic metadata and it would be necessary to write a complex
keyword query like “soldier OR military officer OR gunner OR…” to obtain a 21%
recall, to be compared to the 50% obtained by using the visual recognition MD only
and the 70% in the hybrid scenario (visual + text descriptors), which shows the
obvious interest in offering users cross-modal search [11]. Negative effects of deep
learning sometimes occur: generalization may produce anachronisms; complex docu-
ments like posters are indexed with useless generic classes (machine learning tech-
niques remain dependent on the modalities over which the training corpus has been
created). The Watson API also performs face detection (R = 43%/A = 99.9%). On the
same GT, a basic ResNet network gives a recall of 58% if one compromises on
accuracy (92%): deep learning frameworks offers more flexibility than APIs. The
enrichment indexing pipeline turns out to be complex to design and to implement. It
takes into account the fact that certain genres do not need visual indexation (maps); that
both text and image can be source of indexing; that this indexation may help to
“unfilter” illustrations; that it may be replayed on a regular basis (using different APIs
or in-house models); that new kind of content may require to retrain the model(s)
and/or redesign the workflow.
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3 Loading and Interacting

The BaseX database2 is requested through REST queries. An images mosaic is fed on
the fly by the Gallica IIIF server. A rudimentary faceted browsing functionality pre-
figures what a more ambitious user/system interaction could be3.

Encyclopedic queries leverage the textual descriptors (metadata and OCR). While a
“Georges Clemenceau” query in Gallica images collection only returns ≅140 results,
the same query gives more than 900 illustrations with a broader spectrum of genres.
The “drawing” facet can then be applied to find Clemenceau caricatures in dailies.

The conceptual classes extracted by the visual indexing overcome the silence
related to the textual descriptors but also circumvent the difficulties associated with
multilingual corpora, the lexical evolution or the fact that keyword-based retrieval can
generate some noise. E.g, a query on “airplane” will output aerial pictures and aviator
portraits whereas the “airplane” concept will do the job. Finally, the joint use of
metadata and conceptual classes allows the formulation of cross-modal (or hybrid)
queries: searching for visuals relating to the urban destruction following the battle of
Verdun can rely on classes “street” or “ruin” and “Verdun” keyword.

4 Conclusion

The PoC source code and the database are available for the academic and digital
humanities communities, which investigates more and more heritage contents for visual
studies [12]. Moving towards sustainability for the illustrations MD would benefit to
their reuse by information systems (like catalogs) as well as by in-house applications or
end users. The IIIF Presentation API provides an elegant way to describe those illus-
trations, using a W3C Open Annotation attached to a Canvas in the IIIF manifest. All
iconographic resources can then be operated by machine, for GLAM-specific projects,
data harvesting and aggregation [13] or to the benefit of hacker/makers and social
networks users. Nevertheless, the status and the management of these “new” metadata
are still open questions: They are computer-generated (while catalog records are human
creation) and susceptible to regular replay (AI is evolving at a frenetic pace); They can
be massive (one catalog record for a newspaper title/millions of atomic data for its
illustrations); An interoperability standard for expressing them is missing (IBM and
Google use different taxonomies). At the same time, the maturity of modern AI
techniques in image processing encourages their integration into the standard DLs
toolbox. Their results, even imperfect, help to make visible and searchable large
quantities of illustrations. But the industrialization of an enrichment workflow will have
to cope with various challenges, mainly related to the diversity of the digital collec-
tions: neither illustration detection in documents nor deep learning for classification can
generalize well on such a large spectrum of materials. Nevertheless, we can imagine
that the conjunction of this abundance and a favorable technical context will open a

2 https://altomator.github.io/Image_Retrieval.
3 gallicastudio.bnf.fr.
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new field of investigation for digital humanist researchers in the short term and will
offer image retrieval services for all categories of users.
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Abstract. We present an integrated research data management (RDM)
workflow that captures data from the moment of creation until its
deposit. We integrated LabTablet, our electronic laboratory notebook,
Dendro, our data organisation and description platform aimed at col-
laborative management of research data, and EUDAT’s B2DROP and
B2SHARE platforms. This approach combines the portability and auto-
mated metadata production abilities of LabTablet, Dendro as a collab-
orative RDM tool for dataset preparation, with the scalable storage
of B2DROP and the long-term deposit of datasets in B2SHARE. The
resulting workflow can be put to work in research groups where labora-
torial or field work is central.

Keywords: Data repositories · Data curation
Research data management · Electronic laboratory notebooks
Ontologies

1 Motivation

Metadata production is often a repetitive and tedious task for researchers.
However, it is essential for understanding and reusing research datasets. As such,
LabTablet [1], Dendro [2] and the EUDAT CDI1 services have been integrated to
provide a seamless workflow to the researcher. The goal is to present a workflow
that promoted the capture and management of data and metadata as early and
continuously as possible in research projects.

2 LabTablet, an Electronic Laboratory Notebook

The LabTablet application is an electronic laboratory notebook. It takes advan-
tage of a well-established metaphor—the laboratory notebook—where experi-
mental contexts and settings are usually recorded in order to make sense of the
1 https://www.eudat.eu/eudat-collaborative-data-infrastructure-cdi.
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data that is gathered. Tablets and smartphones have sensors that can be used by
LabTablet during experiments or field sessions to pre-fill metadata. For exam-
ple, if a researcher records a path of GPS coordinates during a field session, the
Dublin Core “coverage” descriptor will be automatically suggested for that path.
For researchers in different domains, distinct sets of descriptors can be used.

3 A Usage Scenario of LabTablet, Dendro and B2
Services

LabTablet, Dendro and EUDAT’s B2DROP and B2SHARE services have been
integrated to provide a seamless workflow to the researcher. Figure 1 shows how
researchers can use these tools to support their work.

After successful authentication with their Dendro companion repository,
LabTablet users can start a field session. When the application is in this mode, it
continuously monitors the device’s onboard sensors, turning readings into meta-
data values. For each field session, LabTablet creates a “Project” to package the
data and metadata gathered during the session.

Fig. 1. The LabTablet-Dendro-EUDAT services workflow

Dendro also supports the concept of “Project”, which resembles a Dropbox
shared folder for members of the research group. A Project must be created
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before synchronization can occur between Dendro and LabTablet, as LabTablet
needs a target folder to restore data and metadata at the time of synchronization.
Dendro projects can have two storage types: “Local Storage”, that stores all files
in the Dendro server, or “B2DROP Storage”, that stores all the data in EUDAT’s
B2DROP platform. If users opt for B2DROP storage, not only data files and
folder structures but also their associated metadata will be saved and kept up to
date as an RDF file in B2DROP.

To synchronize the metadata and data gathered during a session, LabTablet
users select a target folder inside a Dendro project. If the project is using
B2DROP storage, Dendro makes sure that the data are kept in sync in B2DROP.

In order to publish a dataset in B2SHARE, LabTablet users access the list of
past synchronizations with Dendro and select the synchronized folder that they
want to turn into a B2SHARE dataset. When the folder is selected, a list of
possible target repositories shows up, and B2SHARE is one of the possibilities.

4 System Components and Their Integration

LabTablet is designed for low connectivity scenarios and only performs on-
demand synchronization with Dendro. Figure 2 shows the main components of
Dendro and LabTablet that interact with B2DROP and B2SHARE.

Fig. 2. Infrastructure components of the EUDAT—Dendro—LabTablet workflow

LabTablet’s Sensor Access module interacts with the onboard sensors and
provides readings to the Dataset Recording module, which builds metadata
records based on standard schemas such as Dublin Core. The Dataset Upload
module packages the data and metadata gathered by LabTablet into a zip file
that is ready to be synchronized in Dendro. The Folder Management module
of Dendro extracts the packages sent by external applications and loads their
contents into a folder inside a Dendro Project. This module also manages the
export of a folder to an external repository, such as B2SHARE.
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Two NPM modules were built: node-b2share-v22, was developed to make
it easy for NodeJS apps to interact with the B2SHARE v2 API. node-b2drop3,
allows NodeJS apps to easily interact with B2DROP. Dendro uses these modules
to interact with both B2Services.

5 Conclusions and Future Work

The B2DROP platform is effective at managing files and folders, but its meta-
data production and representation capabilities are limited when compared to
those available in Dendro, which integrates data storage and semantic metadata
production in a single interface. Dendro also supports different ontologies instead
of per-community metadata descriptor sets, as seen in B2SHARE. To pass on
metadata to B2DROP, Dendro needs to produce RDF files that are updated and
placed into B2DROP storage, but this metadata is not visible as such by other
applications, being handled like any other files.

The Dendro interface and metadata layer can be considered as an alternative
in the workflows supported by the B2DROP service, which provides a scalable
storage backend but is not designed for metadata production. Thus, we are plan-
ning a comparison between B2DROP and Dendro as data preparation platforms
prior to deposit in B2SHARE, from the point of view of those research groups
in the long-tail of science.
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Abstract. Linking publications to research data is becoming important
for a more complete research picture. Siloes of publication and data col-
lections within institutions hamper this realization. We explore few cases
that result from linking scholarly resources in a digital library setting.
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1 Introduction

Research data (RD) is experiencing a more prominent presence in research.
Already emerging as a 1st class research citizen, there is a need to consider dif-
ferent aspects in order to maximize its research impact. Starting from metadata
provision, to services development, it is necessary to handle this new tenant of
scholarly communication, similar to what has been done with respect to research
publications. The outcome is expected to provide a richer scholarly communi-
cation experience, where research publications, data, and other research-related
artifacts provide a more comprehensive research picture.

Digital libraries (DL) are already considering extending their services by
adding RD to their catalogues and services (see Borgman [1], for example).
Establishing links between publications and data is one of the building blocks
of a holistic scholarly view – and a prerequisite for realizing relevant scenarios
– something we aim at in this paper: Specifically, we explore capabilities – in
the form of use cases – that these links bring with resources from the domain of
economics in the context of a DL.

2 Motivation

There are two cases that motivate this work:

Publications and RD from the Same Research Work. We often find that pub-
lication and RD collections are siloed even within the same institution. This
prohibits readers from a more complete view of research outcomes. This use
case links publications and data – part of the same research work/project/etc.

c© Springer Nature Switzerland AG 2018
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– for a more complete research experience. Examples include recommending rel-
evant data for a publication in a DL collection, or measuring the usability of a
dataset in a research domain, to name a few.

Relevant Publication-Data Links. This use case focuses on identifying data that
support a publication, or provide more context via publications that reference
data, for resources that are not part of the same research work (publication
or data). The use case identifies resources based on different criteria, such as
research subject, publication date, publisher, etc.

3 Related Work

Cross-linking scholarly resources is already in the focus of multiple initiatives.
From encoding link semantics, to applying linking technologies, solutions that
rely on ontologies, metadata standards, persistent identifiers, user-provided clas-
sification terms, and more to further structure this linkage (see [2–4]).

Projects with different scopes also exist that establish links between schol-
arly resources. RMap relies on Semantic Web1 and Linked Data2 to model the
relationships between such resources, extending beyond publications and data
(see Hanson et al. [5] for more). Similarly, ResearchObject3 relies on mechanisms
to represent scholarly resources as a bundle to be accessible as a whole, with the
final result published according to FAIR4 principles, with accessibility support
for both humans and machines.

Standardization efforts that propose solutions at a general level also exist.
Such is the case with the Scholix Framework5. Driven by the RDA/WDS Pub-
lishing Data Services Working Group6 and its partners, it represents a set of
guidelines that foster interoperability between scholarly resources. The Data-
Literature Interlinking (DLI) Service represents an implementation instance
adhering to these guidelines, and currently offers more than 8 M links (see Bur-
ton et al. [6,7]).

4 Methodology

In this section we present the methodology – dataset and metadata selection,
and the workflow that supports our approach.

As mentioned earlier in the paper, often there are silos of research resource
collections (publications, RD, software code, etc.) even within institutions. Such
is the case with the two collections selected for this work, operated by a single
organization:
1 https://www.w3.org/standards/semanticweb/.
2 https://www.w3.org/standards/semanticweb/data.
3 http://www.researchobject.org/.
4 https://www.force11.org/group/fairgroup/fairprinciples.
5 http://www.scholix.org/home.
6 https://rd-alliance.org/groups/rdawds-publishing-data-services-wg.html.
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– Journal Data Archive (JDA): targets RD from journals in the domain of eco-
nomics. Researchers can upload different types of datasets, such as raw data,
scripts or implementation code, etc. The current collection of JDA includes
70 datasets from different economics journals.

– EconBiz is a publications portal that focuses on the domain of economics.
It supports many types of publications that researchers can store. With well
over 10 M publications across participating databases and its set of services,
it offers a great support to researchers in finding relevant publications.

4.1 Describing Research Resources: Metadata

For our problem domain we consider a common set of metadata for both collec-
tions. We take this metadata set into consideration during metadata harvesting
and matching operations. Following is a brief description of these elements.

– EconBiz metadata elements: The typical descriptive metadata, such as title,
creator, publication data, publisher, and resource type, among few others,
are present. There is also a metadata element that specifies the subject of the
resource, which is based on a thesaurus term – the STW7.

– JDA metadata elements: We see the usual descriptive metadata elements in
this collection (among few others) as well. Analogous to the previous collec-
tion, there is one element that specifies the subject of the resource, but this
time based on terms from the JEL8. It is important to note that these terms
are already mapped to the ones used for publications in EconBiz.

Having this terminology mapping is an opportunity to identify relevant
resources across both collections, either by direct matching, or by narrow-
ing/broadening search criteria, depending on the results.

4.2 Approach Workflow

Harvest Collections: Both collections provide REST interfaces; JDA entries are
stored as JSON files, whereas the EconBiz search is conducted on-the-fly for
every JDA entry, with only the highest-ranking result considered for matching.

Establish Links: For every dataset entry from the JDA collection, we search
EconBiz for the same publication title (Use case 1). In case such a link can-
not be established (the original publication that used the data is not hosted
on EconBiz), we use other subject categorization attributes in both collections
to conduct search (Use case 2). Other search scenarios are also possible: filter-
ing candidate links based on publication year, publisher, access policy (open or
closed), etc., are all viable refinements of this part.

Link Re-use: Once established, there is great potential for sharing the
publication-data links. Adopting Scholix Framework principles, or Linked Open
7 http://zbw.eu/stw/version/latest/about.
8 https://www.aeaweb.org/econlit/jelCodes.php.
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Data as a publication medium, or any other method mentioned in the related
work, are just few of the options that could further increase the impact of the
links.

On the technical side of things, our (object-oriented) model maps and imple-
ments the metadata described above – via harvesting both data collections based
on their corresponding REST APIs – and stores identified links in a relational
database.

5 Results

Resources Linking: For the first use case (publications-data linking) our app-
roach matched 68 out of 70 JDA entries (around 97%) to publications in EconBiz.
For the second use case, we successfully searched for RD based on certain cri-
teria. For example, finding RD that correspond to Germany, retrieves 8 such
resources from the JDA collection. One could as easily track RD publication
by country, institution, publisher; specify the research domain and publication
date, or uniquely address certain dataset, to name but a few scenarios.

Link Re-use: The links themselves represent a valuable asset to external par-
ties; sharing the links according to the Scholix Framework principles is a way to
increase the exposure of linked resources beyond the scope of local repository.

6 Conclusion and Future Work

In this paper we explore the role of publications-to-data links in a DL setting.
Two types of use cases clearly show the benefits that result from establishing
such links. In the future we plan to broaden the scope of both data selection
(clearly our approach focused on exploring potential use cases, not having the
largest link collection), and enrichment of links themselves in order to develop
new, more complete use cases.
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Abstract. This paper aims to present the practical work of the development of
Open Educational Resources (OER) in a developing country, Thailand, to
support open education and lifelong learning in the society. Thai OER is an on-
going project under the Online Learning Resources for Distance Learning
project in the Celebration of the Auspicious Occasion of Her Royal Highness
Princess Maha Chakri Sirindhorn’s 60th Birthday Anniversary on the 2nd April
2015. It is developed by the collaborative efforts of multiple stakeholders in the
country to share educational materials via the Internet under an open licensing
agreement. This is to reduce the cost, access and usage barriers of students,
teachers and learners, especially disadvantaged and disabled children and young
people who lack opportunities to access education and knowledge. The mate-
rials, provided in Thai OER, cover a range of topics in different fields, especially
Thai local and indigenous knowledge, and in different formats for all users. This
paper also presents the benefits of Thai OER for different levels and major
challenges to develop and adopt OER in a developing country, Thailand.

Keywords: Open educational resources � Open education � Lifelong learning

1 Background and Emergence of Thai OER

A decade ago, educational resources such as books, articles and audio had been curated
in libraries. With the development of digital technologies, a large number of educa-
tional resources can be access anywhere and at any time through the Internet and digital
devices. However, access to these resources is usually limited to registered students and
users within specific institutions.

In the early 2000s, academic institutions such as Massachusetts Institute of Tech-
nology [1], University of Tubingen and Open University [2] broke barriers to access
and use of educational resources by opening access to their resources to another
institution as Open Educational Resources (OER). Commonwealth of Learning’s OER
global report 2017 suggested increasing support for OER [3].

Despite continuous efforts to reform the education system in Thailand for almost
two decades, there were still issues that need to be tackled. For instance, disadvantaged
and disabled children and young people lacked opportunities to access education and
knowledge. Also, rural schools lacked teachers and educational materials. These issues
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impacted on the development of human resources for the country’s development and
global competitiveness.

For more than twenty years Her Royal Highness Princess Maha Chakri Sirindhorn
gave her support to Thai government organizations to implement projects that use
technology to enhance the quality of Thailand’s educational system. In 2014, the
Online Learning Resources for Distance Learning project was set up under the Ini-
tiative of Her Royal Highness Princess Maha Chakri Sirinhorn. It aimed to develop a
nationwide online system which provided free and flexible educational materials and
online courses to students, teachers and learners all over the country by using Infor-
mation and Communication Technology (ICT). It was implemented by the National
Science and Technology Development Agency (NSTDA), the Ministry of Science and
Technology, with funding support from the Office of Basic Education, the Ministry of
Education. In 2015, Thai OER (https://oer.learn.in.th) was started under the Online
Learning Resources for Distance Learning project. It aimed (i) to provide quality
educational resources to students, teachers and learners anywhere and at any time by
free of charge; (ii) to encourage knowledge production and knowledge sharing by the
collaboration of different organizations and use of ICT; and (iii) to concretely
encourage academic morality and ethics through open license.

2 Collections and Technical Sides of Thai OER

Thai OER provides more than 40 different types of educational materials, such as,
books (in different formats for different types of users), course materials, images, clip
art, audio files and video clips. These materials cover a range of topics in science and
technology, humanities and social sciences to support education and lifelong learning.
Thai OER also collects and shares learning materials about Thai local knowledge such
as herbs, traditional clothing and indigenous crafts. Therefore, in Thai OER users are
not only able to access knowledge on classroom curricula but are also able to access
Thai local content and indigenous knowledge.

NSTDA, the host of Thai OER, collaborates with different institutions in Thailand
to share their digital collections via Thai OER. For instance, NSTDA worked with the
National Archives of Thailand to digitize a collection of century-old royal photographic
glass-plate negatives. The collection was last December designated as a “Memory of
the World” by the United Nations Educational, Scientific and Cultural Organisation
(UNESCO). Thai OER was selected by the National Archives of Thailand to share the
collection for digital use. Presently, there are approximately 85,000 educational
materials shared in Thai OER under a Creative Commons license.

Thai OER was developed by using Fedora Repository, an open source system for
digital content management and dissemination. A survey of OER projects located at
other institutions indicated the use of Fedora Repository. According to the open source
system, another institution can download, install, use, modify and distribute the system
free of charge. Fedora REST API was used to facilitate interoperability with client
applications. Drupal was tested and used as a user interface because it was highly
adaptable and customizable.
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To make the resources on Thai OER globally discoverable, the selection of an
internationally acceptable metadata standard used in OER was important. Thai OER
adopted the OER Commons Metadata framework [4] which based on the Dublin Core
Metadata standard and widely used by a number of OER sites. The metadata fields of
Thai OER and a guideline for metadata annotation are provided at Thai OER website.
OAI-PMH was used to facilitate the diffusion of metadata between Thai OER and other
institutions. Each digital content in Thai OER was kept in Fedora and its set of
descriptive metadata were indexed and searched by Apache Solr. 4 Virtual Machines
was used to provide functionality of a physical computer. The Thai OER system could
handle approximately 3,000 concurrent requests. Presently, the system is replicated by
eight organizations in Thailand.

3 Benefits of Thai OER

Thai OER creates benefits for different levels in the country. Firstly, Thailand has its
central OER repository to collect and disseminate quality teaching and learning
resources, especially Thai local and indigenous knowledge which serves as a source of
identity of Thais. However, this knowledge is quickly disappearing because of many
factors such as vast modernization and the drastic change of economic framework.

Secondly, Thai OER encourages social movement and cross-community collabo-
ration in education to support open and flexible learning opportunities in the country. It
encourages creators to share their educational resources with other people broadly
under an open licensing agreement. Today, more than 88 organizations in both the
public and private sectors, and more than 1,700 individuals from different fields
willingly share their educational materials through Thai OER under a Creative Com-
mons license. These organizations include universities, research centers, museums,
archives, libraries, governmental departments, temples and associations.

Thirdly, students, teachers and learners throughout the country who have access to
the Internet can access quality educational resources anywhere and at any time, free of
charge. As of April 2018, a total of 2,758,881 users accessed Thai OER and 5,011,300
educational items were downloaded, up from 416 users and 432 educational items in
April 2015, when the Thai OER website was launched.

Finally, open educational materials, open licenses and copyright awareness are
promoted to more than 5,000 students and teachers through a number of seminars and
training. This helps students and teachers make better decisions when using copy-
righted work in their teaching and study activities to reduce copyright infringement
risks among them.

4 Challenges for OER Development and Adaptation
in Thailand

Introducing Thai OER to academics and institutions for four years through a number of
seminars and training, there are four significant challenges relevant to OER develop-
ment and adaptation in the developing country, Thailand.
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Firstly, more Thais now have internet access through their mobile devices. How-
ever, some Thais, especially in rural and in distant areas, still lack ICT access, band-
width and connectivity. This situation impacts OER access and use. Therefore, ICT
infrastructure development and offline solutions need to be considered.

Secondly, the investment of resources in broadband and connectivity, hardware and
software, is still lacking. Most public educational institutions have insufficient
resources to create effective and high quality educational resources. Therefore, there is
a need to explore new business models and funding sources to solve this issue.

Furthermore, there are many social challenges related to the Thai OER project and
movement. For instance, there is a lack of policies and top management support that
focus on OER to encourage staff members to participate in OER activities. Policies and
top management support play an important role, as funding and participation are
attached to policies, and therefore coherent policies and strategies for adopting OER are
required. Students, teachers and learners lack digital skills to find, access, evaluate,
select, use, modify, share and integrate OER into their teaching and learning activities.
Institutions have concerns about sharing their knowledge and intellectual property or
losing control of materials that have income-earning potential. This mindset inhibits the
practices of OER movement.

Finally, knowledge and awareness about copyright, open licensing and fair use of
most students, teachers and learners are still limited. For instance, most students and
teachers have a misconception that they use will be fair use if they use attribution or a
disclaimer identifying the original creator. Also, they think that anything, especially on
the internet, without a copyright notice is not protected.

5 Conclusion

A number of countries around the world, including Thailand, have joined OER.
Thai OER was initiated to reduce gaps in educational and knowledge access and usage
of students, teachers and learners in the country, especially disadvantaged and disabled
children and young people. It also aimed to support open education and lifelong
learning in the society. Some of the key strategies for Thai OER development included:
using the open source software to create the system; collaborating with both private and
public organizations and individuals to create and share educational resources; capi-
talizing on the fact that the organizations and individuals could host their resources on
public sites through an open licensing agreement; and encouraging the organizations
and individuals to share their resources to co-create the Thailand’s central OER
repository together. However, the major challenges of developing and implementing
OER in the developing country, Thailand, included: providing effective and sufficient
resources for OER activities; developing digital skills and understanding on intellectual
property licensing; encouraging knowledge sharing culture; and especially developing
policies that focus on OER at national and institutional levels.
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1 Introduction

“Fair play” has been part of our objectives before the concept was established and
defined by Wilkinson [1] as FAIR principles: “FAIR Principles put specific emphasis
on enhancing the ability of machines to automatically find and use the data, in addition
to supporting its reuse by individuals”. Likewise, Sipos [2] affirmed: “FAIR: an
acronym that recently became inevitable for anyone involved in research data man-
agement or in any of the initiatives relating to the European Open Science Cloud”.
Gergely continues clarifying that “The FAIR principles precede implementation
choices, and do not enforce or recommend any specific technology, standard, or
implementation-solution. The principles are also not a standard or a specification. They
establish a concise and measurable set that can act as a common denominator across
institutes, across data and service providers and across disciplines. This means that they
can be used as a guide to help data and tool owners to evaluate if their data, tools and
services are findable, accessible, interoperable, and reusable”. For example, Gergely
summarizes “to make data Findable (F), should: have a persistent identifier and be
described by metadata”.

2 Carlos III University of Madrid FAIR Projects

When in 2006 Carlos III University of Madrid (UC3M) [3] offered to their researchers
community the Institutional Repository e-Archivo [4], made the first step related with
FAIR principles: indeed every item included is Findable (F) because of the handle
assigned and also thanks to the Dublin Core metadata used. Furthermore, since its aim
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is to preserve and disseminate the intellectual production resulting from UC3M Aca-
demic and Research activity, and to offer Open Access to such documents. e-Archivo
complies also with being Accessible (A) as described by Kraft [5] like: “Data and
metadata should be archived long-term and made available in such a way that they can
be easily retrieved by machines and humans, or be used locally with the help of
standard communication protocols”. The fact that e-Archivo is harvested by OpenAire
[6], RePEc [7], Recolecta [8], etc. make it proven Interoperable (I) as Angelina
explains: “Data should be available in such a format that it can be exchanged, inter-
preted and combined in a (semi) automated manner with other data, to be carried out by
man and machine operations”. e-Archivo collection includes mainly Doctoral Theses,
Articles, Books and Chapters, Reports, Conference Proceedings, Datasets, Preprints,
Working Papers, etc. doing the items easily Reusable (R) as Angelina describes: “A
good description of data and metadata ensures that the data can be re-used for future
research and are comparable to other compatible sources. It must be possible to cite the
data properly, and the conditions under which the data can be re-used should be
presented in a way that is easy for man and machines to understand”.

At this point, the reader may think that, by the moment, nothing new has been
presented, but this project from 2006 was the first stone for our actual ecosystem
towards Open Science, described by FOSTER [9] as “the movement to make scientific
research, data and dissemination accessible to all levels of an inquiring society”. In fact,
e-Archivo launched the beginning of a roadmap for cultural change introducing the OA
Philosophy among the Library Staff, the Researchers and all the stakeholders, which
really was a challenge… and continues to be so.

However, meanwhile, UC3M Library began to explore new services related with
the repository; therefore, thanks to the incipient collaboration with UC3M Research
Service, the integration with the CRIS was achieved. The target was to facilitate to
UC3M researchers the deposit of OA publications via self-archiving from the CRIS, as
well as easily acceptance of the deposit license related to each publication. This con-
nection assured interoperability between the two platforms and supposed an asset to
gain researchers confidence. This project was fully described by Rasero and Poveda
[10] in 2012.

ORCID implementation in CRIS during 2014 helped to strengthen the researchers’
confidence challenge assuring disambiguation and helping Authority management.

Nevertheless, the more relevant step was the creation in 2016 of a research dis-
covery tool: UC3M - Research Portal [11], which allows the visualization of the
information related to the research activity hosted in UC3M CRIS (including e-
Archivo) and UC3M website. We opted to use VIVO, an Open Source platform. The
data includes research structures and projects, bibliographic references of publications
and other research outputs, such as patents, software and Doctoral thesis, In case the
bibliographic references contents the URI (handle or DOI), full text of the publications
could be reachable. This project made all UC3M research activity completely FAIR
and the high access rates confirms a significant impact and great repercussion on
research community.

Almost at the same time, the Library was preparing to offer services for data
management related with H2020 requirements and other funders. In this particular
activity, we realized that our offer would be wider if we cooperated among the public
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universities in the Autonomous Region of Madrid and the UNED consortium: Con-
sorcio Madroño. We started contacting with the Digital Curation Centre (DCC) and
adapting DMPonline to the Spanish-speaking researchers by creating PGDonline [12],
a tool to create, review, and share data management plans with all the information and
documentation in Spanish, available and free for any researcher, regardless of the
institution to which he/she belongs.

The data management services includes e-CienciaDatos [13], a multidisciplinary
data repository that hosts the scientific datasets from Consorcio Madroño researchers. It
is based in Dataverse, hosted at the consortium, but managed by each university.
Registered at DataCite, re3data.org, OpenAIRE compatible data provider and with DOI
included in every dataset. The main challenge was to obtain datasets, but as time
passes, we are gaining reputation and attracting researchers’ interest.

Lately, we have started to explore how to increase visibility of some items or
projects located at UC3M repositories, and we found two possible solutions: create a
webpage and add the Geospatial Metadata to offer data geolocation. The result is the
Federico-Tena World Trade Historical Database [14]. We consider remarkable the
development of this project because, first, it has allowed us to expand the number of
datasets included in e-cienciaDatos. In addition, it provides a splendid way to display
the data. On top of that, the know-how and experience would be exportable to other
projects and university research groups.

3 Future and Conclusions

During all these years, we have learned that cooperation is crucial; not only within the
same institution, but between different institutions and departments. That is why we are
always open to new collaborations and trying to keep up to date in new trends and
requirements, as for example, how to obtain and expose standardized usage metrics
related with the different research evaluation and assessment processes. In fact, UC3M
Library is already participating in the Pilot for Usage Metrics for OpenAIRE Content
Providers [15].

Adding FAIR values to services and collections sometimes is easier than you might
think; small steps may bring great results and may help the university to go far. UC3M
Library will keep exploring and playing fair.
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Abstract. The importance of research data management is widely rec-
ognized. Dendro is an ontology-based platform that allows researchers
to describe datasets using generic and domain-specific descriptors from
ontologies. Selecting or building the right ontologies for each research
domain or group requires meetings between curators and researchers
in order to capture the main concepts of their research. Envisioning a
tool to assist curators through the automatic extraction of key concepts
from research documents, we propose 2 concept extraction methods and
compare them with a term extraction method. To compare the three
approaches, we use as ground truth an ontology previously created by
human curators.
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1 Introduction

Research data requires contextual information in order to be accessed and inter-
preted, making metadata essential for their reuse. At the same time, metadata
can vary greatly across research domains, making it hard to produce compre-
hensive and accurate metadata [1]. Dendro was created taking this problem into
consideration by allowing users to use descriptors from different ontologies in
metadata records. This enables descriptors from domain-specific ontologies (e.g.:
Data Documentation Initiative) to be mixed with generic ones (e.g.: Dublin Core
or Friend of a Friend), depending on the requirements of the research project [5].

The process of selecting or creating the ontologies starts with a meeting
between the researchers, experts in their fields, and a curator, who shares knowl-
edge regarding ontologies and research data management (RDM). After this, the
curator analyses the interview results as well as some of the publications of the
researchers, and selects a list of descriptors related to the research domain, which
will then be validated by the researcher before being added to Dendro.
c© Springer Nature Switzerland AG 2018
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Envisioning a tool to assist curators in descriptor selection, in this work we
apply and compare techniques used in ontology learning systems to the textual
materials that they have available at the end of the first interviews.

In recent years several ontology learning tools have been developed. These use
different methods to extract terms, concepts and relations. State of the art sys-
tems include Text2Onto [3] which uses the Gate framework during preprocessing
and allows the user to mix different term extraction methods such as TF-IDF
and C/NC-value. Another system is OntoGain [6] which uses both OpenNLP
and WordNet Java Library (JWNL) during preprocessing and C/NC-value for
term extraction.

2 Concept Extraction Approaches

In order to assist the creation or selection of ontologies for Dendro, we have
implemented different methods from ontology learning tasks. During these tasks,
we perform three distinct steps, namely, preprocessing, term extraction and a
query to DBpedia and/or Linked Open Vocabularies (LOV) with terms validated
by the curator, to fetch potentially relevant concepts. An overview of the process
can be seen in Fig. 1. In the tool we envision to implement, the curators will be
able to validate the output after term extraction and at the end of the process.
After term extraction, they filter the relevant terms and can manually add terms
to the proposed list before the concept extraction stage.

Fig. 1. Overview of our approaches

The preprocessing stage, essential in every ontology learning system, is
handled by CoreNLP, which is used for sentence parsing, tokenization, Part-
of-speech tagging and lemmatization. After, we apply linguistic filters that will
allow us to extract noun phrases, which are required in the next phase. We have
used two different filters, Noun+Noun and (Adj—Noun)+Noun [4].

For term extraction we selected C-Value, an hybrid approach for the
extraction of multi-worded terms that mixes both linguistic and statistical infor-
mation [4]. Part of the linguistic component has already been done in the pre-
processing phase, the other consists of applying a stopword list, which can later
be edited by the curator for each research domain. This list of stopwords is used
to exclude words that are unlikely to be useful terms. During the statistical
part of the method, a termhood value is assigned to each candidate in order to
rank it in the output list. This component takes into consideration four different
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characteristics: total frequency in the corpus, total frequency as part of a longer
term, the number of these longer terms and their length (in number of words).
For example, the term “basal cell carcinoma” is a part of the longer candidates
“cystic basal cell carcinoma” and “adenoid cystic basal cell carcinoma” which
means that, during computation, it will require all four characteristics previ-
ously mentioned, while the third term is not a part of a bigger term and will
only require its own frequency for computation [4].

Curators are usually not experts in the research domain being analyzed.
By querying DBpedia with each term extracted they may get a description
for them which will help decide if the term is useful or not. This is also why
we allow the curator to add new entries to the list extracted in the previous
phase. We are currently querying DBpedia in order to associate a concept to
each extracted term. But concepts are usually resources, and since our main
objective is to suggest properties as candidate descriptors, we have decided to
also make queries to LOV. Using LOV’s own score system we propose curators
a “starting” descriptor, letting them decide to accept it as is of specialize it
further—as a sub-property, for example.

3 Evaluation

As a preliminary assessment of our approaches, we used a scenario based on
vehicle simulation where an ontology containing 12 descriptors already exists
and was approved by researchers in that area [2]. As input, we have used the
same five documents that were used during the manual process by the curators.

To evaluate the effectiveness, we computed the precision and recall for both
linguistic filters of C-Value based on an exact match of the complete extracted
term/concept (e.g.: vehicle frontal area), its 2 last words (e.g.: frontal area) and
its last word (e.g.: area). We included the 2 last methods because we noted that
often the output of our approaches was very specific.

3.1 Results

The results for both C-value filters can be seen in Fig. 2. As expected the
(Adj—Noun)+Noun linguistic filter offers an increase in recall due to the extra
terms allowed. With the Noun+Noun filter, 8 out of 281 had an exact match
with the ground truth. With the (Adj—Noun)+Noun, this proportion was 10
out of 398.

Regarding DBpedia, comparing the descriptor and the complete DBPedia
label, we were only able to associate a concept for about 25% of the wanted
descriptors, while almost reaching 50% recall if using only the last 2 words.

With LOV we were able to achieve around 75% only using the last word,
since in some cases LOV does not offer descriptors as specific as the ones in the
ontology being used, with examples such as, “mass” instead of “vehicle mass”
or “ratio” instead of “gear ratio”.

As expected the scores are better when using shorter multi-word terms since
the terms are more specific when using more words.
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Fig. 2. Precision vs recall graphs

4 Conclusions and Future Work

In this paper, we presented an ontology learning tool built for the Dendro plat-
form and a preliminary evaluation of its performance. The main idea is not to
create an ontology from start to finish, but to assist curators during the process.

We were pleased with our results, especially for recall, but we agree that there
is work to be done to improve precision. Apart from using the method that only
used the last word during the comparison, we were able to reach a precision
of around 6%. As for recall, we were able to reach over 90% comparing only
with the extracted terms and 50% when querying DBpedia, both of these when
using the (Adj—Noun)+Noun filter. These results highlight how challenging this
retrieval task is, due to the high diversity and specificity of the descriptors being
retrieved.

As for future work we will start by experimenting other term extraction
methods to improve the precision figures. Also, DBpedia sometimes does not
return any results from the queries, so we will look into reformulating the latter.
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Abstract. We introduce our solution developed for data privacy, and
specifically for cognitive security that can be enforced and guaranteed
using blockchain technology in SAAL (Smart Ambient Assisted Living)
environments. Using our proposal the access to a patient’s clinical process
resists tampering and ransomware attacks that have recently plagued the
HIS (Hospital Information Systems) in various countries. One impor-
tant side effect of this data infrastructure is that it can be accessed in
open form, for research purposes for instance, since no individual re-
identification or group profiling is possible by any means.

Keywords: Blockchain · Data privacy · Interoperability · Open access

1 Introduction

In the realm of clinical information storage and maintenance one of the most haz-
ardous situations that have been developing lately are the ransomware attacks
and sensitive information breaches that are frightening the Hospital and National
Health Information Services all around the world. Some new forms of data (actu-
ally information and knowledge) storage are in need that can circumvent this
problem urgently for the adherence to health information processing that is
emergent in these times of Artificial Intelligence and Big Data Analytics dawn.
We suggest a decentralized structure that show characteristics that prevent, by
design, all these problems and is not vulnerable to these kind of threats while

This work was supported by 4IE project (0045-4IE-4-P) funded by the Interreg V-
A España-Portugal (POCTEP) 2014–2020 program and by LISP, Laboratório de
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c© Springer Nature Switzerland AG 2018
E. Méndez et al. (Eds.): TPDL 2018, LNCS 11057, pp. 381–385, 2018.
https://doi.org/10.1007/978-3-030-00066-0_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00066-0_45&domain=pdf


382 D. Mendes et al.

promoting security in the edge-computing era [1]. We define an abstraction that
we call ICP (Individual Care Process) a knowledge item that collects compre-
hensive information about an individual’s health and care history. Any of the
stakeholders may, in accordance with the fulfillment of the necessary authoriza-
tions for access to clinical data, consult and change this data. The distributed
technology that allows us to guarantee this type of access while maintaining
the privacy and confidentiality of the data is Blockchain, in which the different
actors maintain the ledger of all the transactions. We can visualize the ICP as the
ledger for all events related to the health/care process of a citizen. Blockchain
technology ensures that only the owner of the private authentication key can
authorize the manipulation of the sensitive data of your ICP. A physician (or
other clinical staff) bound by professional secrecy may have access to diagnostic
data, therapy or medical history provided that they are authenticated under the
eIDAS but may safeguard some specific diagnostic or outcome data as enforced
by the upcoming GDPR.

2 Methods

Cognitive Security Impact Evaluation. It has become utterly important that
data protection be not only concerned with data in isolated terms but with
the cognitive power that systems can extract from data when taken aggregated.
Nowadays data owners can infer cognitive relations when in possession of dis-
parate data chunks. Individual profiling as well as Group profiling, are currently
major privacy concerns, and to avoid them a special attention has to be provided
to Cognitive Security [4,10]. This kind of concern has lead in European Union
to the enforcement of General Data Protection Regulation that is effective in
all EU countries from May 25 of 2018. In wireless networks like those present in
AAL environments special concerns have to be taken has illustrated in [4] and
particularly in Smart Environments [2,5,10,12,13] as already predicted by [4].

Blockchain Data Privacy and Protection. It is necessary for the operation of the
comprehensive ICP (Individual Care Process) to keep the information coming
from many sources that can change without central control, but with the need to
keep a record of all immutable state transitions. The distributed technology that
allows us to ensure this type of access and data confidentiality is the Blockchain
[5–9], in which the different actors maintain the ledger of every healthcare trans-
action [12]. We can visualize the ICP as the ledger of all events related to the
process of health/care of a citizen. Blockchain technology ensures that only the
owner of the private authentication key may authorize the handling of sensitive
data from his/her CPAIP. Access to data, which a particular healthcare provider
may have access to be encapsulated in the ICP itself by prior informed consent
and it is possible to maintain a high level of granularity based on these consents
[11,13]. It is important to note the use of DLA (Distributed Ledger Algorithms)
algorithms that require only little computational power while maintaining an
adequate level of Justice in the transactions order. These algorithms are deeply
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studied to support DLT (Distributed Ledger Technologies) and already available
that we will use in our solution. Specifically it is implemented the DLA that use
BFT (Byzantine Fault Tolerance) [3] based on the Hyperledger project of the
Linux Foundation [8]. With these algorithms, even the IoT gateways, based on
smartphones, may act on the ledger while ensuring absolute authenticity and
privacy of the ICP [9].

Personal Rights and Information Protection. We obtain the necessary notifica-
tions and authorizations for collecting and processing the data (including specific
authorizations and the necessary approvals, if applicable) and the free and fully
informed consent of the research participants.

3 Blockchain

Blockchain is a shared, distributed ledger that facilitates the process of record-
ing transactions and tracking assets in a business network. Transactions can be
verified and recorded through the consensus of all parties involved. A blockchain
requires each individual participant – or node – to hold a copy of the record.
The blockchain architecture gives participants the ability to share a ledger that
is updated, through peer-to-peer replication, every time a transaction occurs.
Blockchain is particularly valuable at increasing the level of trust among net-
work participants. Blockchain can hold the complete medical history for each
patient, with multiple granularities of control by the patient, doctors, regula-
tors, hospitals, insurers, and so on, providing a secure mechanism to record and
maintain a comprehensive medical history for every patient. Blockchain provides
the validation that the healthcare industry needs, and it delivers that service in
a way all parties can trust.

Distributed Ledger Algorithms. It is important to use Distributed Ledger Algo-
rithms (DLA) algorithms that only require small computational power and main-
tain an adequate level of justice in the transaction order. These algorithms are
deeply studied to support the technologies already available from DLT (Dis-
tributed Ledger Technologies) that we will use in our solution. Specifically,
DLAs implementing “Byzantine Fault Tolerance” [8] such as the Linux Foun-
dation’s Hyperledger project [8] are implemented. With these algorithms, the
implemented Smartphone-based SAAL (Smart Ambient Assisted Living) IoT
gateways can act on the ledger while guaranteeing the authenticity and absolute
privacy of the ICP, even in IoT [9].

Byzantine Fault Tolerance. To ensure the consensus of the transactions needed
for building the Hyperledger blockchain is used an algorithm based in Byzantine
Fault Tolerance system. To ensure that a transaction is accepted as valid, 2f+1
valid signatures from distinct peers are needed. If some error occurs in a peer, due
to an invalid message or timeout, then a transaction to the next peer in the chain
is sent. In non-failure cases, a client submits a transaction to a leader peer. That
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peer verifies the transaction and signs it. It then broadcasts to the remaining
2f+1 validating peers. To detect failures, when a peer sends a transaction, it is
given a timeout for receiving an answer. If that timeout is reached then a new
transaction is made for an additional peer in the chain. The process is repeated
until reaching 2f+1 valid signatures. At that time, the transaction is considered
valid and a broadcast with that signed transaction is made to all peers [4].

4 Conclusions

We present the usage of Blockchain technology as a means to achieve unsurpassed
security in health records bookkeeping. While completely tamper proof, we indi-
cate the algorithms which usage can lead to a fair, democratic maintenance of
the ledger while being low computational power consumers. This characteristic
enables the usability by low computing power device like those present in the
AAL environments. The level of safety perceived by monitored patients in these
domiciled or institutionalized environments is very high while their health infor-
mation is guaranteed to be at no risk. The ability of preserving the anonymity of
the information structure, both individually as in group, allows the usage of this
kind of proposed data support for research and open book keeping purposes.
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Linked Data Generation from Digital Libraries
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Knowledge acquisition, modeling and publishing are important in digital libraries
with large heterogeneous data sources. The process of extracting, structuring,
and organizing knowledge from one or multiple data sources is required to con-
struct knowledge-intensive systems and services for the Semantic Web. This way,
the processing of large and originally semantically heterogeneous data sources is
enabled and new knowledge is captured. Thus, offering existing data as Linked
Data increases its shareability, extensibility and reusability. However, using Link-
ing Data, as a means to represent knowledge, has proven to be easier said than
done!

During this tutorial, we will elaborate the importance of semantically anno-
tating data and how existing technologies facilitate the generation of their cor-
responding Linked Data: We will (i) introduce the [R2]RML1,2 language(s) to
generate Linked Data derived from different heterogeneous data sources, e.g.,
tabular data in databases, hierarchical data in XML published as Open Data or
in JSON derived from a Web API; and (ii) show to non-Semantic Web experts
how to annotate their data with the RMLEditor3 which, thanks to its innovative
user interface, allows all underlying Semantic Web technologies to be invisible
to the end users. In the end, participants, independently of their knowledge
background, will model, annotate and publish some Linked Data on their own!

The goal is to show that domain-experts can easily model the knowledge as
Linked Data without being aware of Semantic Web technologies or dependent on
Semantic Web experts. By the end of this tutorial, knowledge management or
domain experts, data specialists and publishers should know how to model the
knowledge that appears in their data as Linked Data, as well as how to annotate
their data to generate and publish them as Linked Data.

The tutorial is organized as follows.
In the first session, the participants follow the introduction to Linked Data and
Semantic Web and the presentation of exemplary tools that allow them to seman-
tically annotate and publish Linked Data. In the second session, the participants
follow the tutorial organizers as they introduce the tools to semantically anno-
tate some sample data and publish them. Thus, there is less time to experiment
on their own with the tool chain and data.
1 http://rml.io/.
2 https://www.w3.org/TR/r2rml/.
3 http://rml.io/RMLeditor.html.
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Research the Past Web Using Web Archives
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The Web is the largest source of public information ever built. However, 80% of
the web pages disappear or are changed to a different content within 1 year. Web
archives provide services and tools that preserve and enable access to information
published online since 1996.

The main objectives of this tutorial provided by the Arquivo.pt team are to:

– Motivate to the pertinence of web archiving, present use cases and share
recommendations to create preservable websites for future access;

– Introduce tools to create and explore web archives such as: oldweb.today,
Memento Time Travel Portal, Arquivo.pt, robustify.js, ArchiveReady.com,
webrecorder.io or brozzler;

– Present methods and technologies to develop web applications that automat-
ically access and process information preserved in web archives, for instance
using the Wayback Machine, Memento Time Travel protocol or Arquivo.pt
API.

Daniel Gomes started Arquivo.pt (the Portuguese web-archive) and cur-
rently leads this public service. He obtained his Ph.D in Computer Science in
2007 with a thesis focused on the design of large-scale systems for the process-
ing of web data. He is a researcher in web archiving and web-based information
systems since 2001.

Daniel Bicho has 8 years of experience in computer engineering and holds a
degree in Telecommunications and Computers engineering. Currently is finishing
his Master thesis in the field of Computer Vision, focusing at image classifica-
tion using Deep Neural Network techniques. He is responsible for operating the
crawling system of Arquivo.pt.

Fernando Melo is a software developer and researcher at Arquivo.pt. He
obtained his Master degree in Computer Science with a thesis that addressed
how to automatically perform the georeferencing of textual documents. He is
currently applying and developing Big Data techniques to enable large-scale pro-
cessing of web-archived content. Fernando Melo participated on the development
of the Application Programming Interfaces provided by Arquivo.pt.
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Europeana Hands-On Session

Hugo Manguinhas1(B) and Antoine Isaac1,2
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The Europeana REST API allows you to build applications that use the wealth
of Europeana collections drawn from the major libraries, museums, archives,
and galleries across Europe. The Europeana collections contain over 54 million
cultural heritage items, from books and paintings to 3D objects and audiovisual
material, that celebrate over 3,500 cultural institutions across Europe.

Over the past couple of years, the Europeana REST API has grown beyond
its initial scope as set out in September 2011, into a wide range of specialized
APIs. At the moment, we offer several APIs that you can use to not only get
the most out of Europeana but also to contribute back.

This tutorial session will walk you through the wide range of APIs that
Europeana now offers, followed by an hands-on session where you will be able
to experience first hand what you can do with it.

Hugo Manguinhas is Product Owner for APIs at Europeana Foundation.
His main focus is to shape the vision of the APIs and ensure a sustainable and
consistent development of the products. He is also involved in the elaboration of
requirements and specifications that contribute to the further development of the
Europeana Data Model. Prior to Europeana, Hugo has been involved in several
European Projects as a Researcher working at the Lisbon Technical University
and INESC-ID Portugal in subjects such as interoperability, linked open data
and semantic technologies from which he takes his enthusiasm for his current
position at Europeana.

Antoine Isaac (Europeana Foundation) works as scientific coordinator for
Europeana. He has been researching and promoting the use of Semantic Web
and Linked Data technology in culture since his PhD studies at Paris-Sorbonne
and the Institut National de l’Audiovisuel. He has especially worked on the
representation and interoperability of collections and their vocabularies. He has
served in other related W3C efforts, for example on SKOS, Library Linked Data,
Data on the Web Best Practices, Data Exchange. He co-chairs the Technical
Working Group of the RightsStatements.org initiative.
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