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Preface

Open Access, Open Science, Open Education, Open Data, Open Culture... We are in
the “Open Era” and really making knowledge open is the big challenge for digital
libraries and other information infrastructures of the XXI century. The International
Conference on Theory and Practice of Digital Libraries (TPDL) brings together
researchers, developers, content providers, and users in digital libraries and digital
content management. The 22nd TPDL took place in Porto, Portugal on September
10-13, 2018, jointly organized by INESC TEC and the Faculty of Engineering of the
University of Porto.

The general theme of TPDL 2018 was “Digital Libraries for Open Knowledge”. The
year 2017 was considered “Year of Open” by the Open Education Consortium and
TPDL 2018 is “the TPDL of Open”. TPDL 2018 aimed to gather all the communities
engaged in making knowledge more and more open, disseminating new ideas using the
available technologies, standards and infrastructures, while reflecting on new chal-
lenges, policies, and other issues to make it happen. TPDL 2018 provided the com-
munity in computer and information science the opportunity to reflect, discuss, and
contribute to the complex issues of making knowledge open, not only to users but also
to re-users, among different information infrastructures and digital assets.

This volume of proceedings contains the papers presented at TPDL 2018. We
received a total of 81 submissions, including 51 full papers, 17 short papers, plus 13
posters and demos. The Program Committee followed the highest academic standards
to ensure the selection of papers to be presented at the conference. Of the full-paper
submissions, 16 (31%) were accepted for long oral presentation. However, following
the recommendations of reviewers, some selected full-paper submissions that included
novel and interesting ideas were redirected for evaluation as potential short or poster
papers. From the 17 short-paper submissions, plus the remaining long papers, 9 short
papers (17%) were accepted for short oral presentation. Of the 13 poster and demo
submissions, plus the full and short submissions not considered for presentation, 20
(36%) were accepted for poster and demo presentation. Each submission was reviewed
by at least three Program Committee members and one Senior Program Committee
member, with the two Program Chairs overseeing the reviewing process and prompting
the necessary follow-up discussions to complete the selection process.

The conference was honored by three outstanding keynote speakers, covering
important and current topics of the digital library field: Medha Devare, from the
International Food Policy Research Institute, talked about “Leveraging Standards to
Turn Data to Capabilities in Agriculture”; Natalia Manola, from the University of
Athens, explored “Open Science in a Connected Society”; and Herbert Van de Sompel,
from the Los Alamos National Laboratory, presented “A Web-Centric Pipeline for
Archiving Scholarly Artifacts”.

The program also included a doctoral consortium track, jointly organized with the
co-located Dublin Core Metadata Initiative (DCMI) annual international conference,
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two tutorials on “Linked Data Generation from Digital Libraries” and “Research the
Past Web Using Web Archives”, and a hands-on session on “Europeana”.

A set of workshops, also jointly organized with the DCMI annual international
conference, allowed for more in-depth work on specialized topics or communities. Two
half-day workshops took place: “Domain Specific Extensions for Machine-Actionable
Data Management Plans” and a “Special Session on Metadata for Manufacturing”.
Four full-day workshops were also offered after the main conference: “18th European
Networked Knowledge Organization Systems (NKOS)”, “Web Archive — An Intro-
duction to Web Archives for Humanities and Social Science Research”, “Multi-domain
Research Data Management: From Metadata Collection to Data Deposit”, and “Internet
of Things Workshop: Live Repositories of Streaming Data”.

We would like to thank all our colleagues for trusting their papers to the conference,
as well as our Program Committee and Senior Program Committee members for the
precise and thorough work they put into reviewing the submissions.

September 2018 Eva Méndez
Fabio Crestani

Cristina Ribeiro

Gabriel David

Jodo Correia Lopes
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Conference Patron Message

Maria Fernanda Rollo

Portuguese Secretary of State of Science, Technology and Higher Education

What if everybody, everybody indeed, could have full access to knowledge? And what
if everybody, regardless of her/his individual circumstances, could access what is
written across the world? The purpose of the book would therefore be accomplished;
the highest goal for knowledge, its plenitude of access and universality.

What used to be a dream, is now a path that we pursue through the affirmation and
expansion of the digital libraries.

Together with the will of people and the commitment of diverse entities, science
and technology can accomplish this goal: by unlocking new areas of knowledge, by
challenging impossibilities, by overcoming potential difficulties and by tearing down
those which are less likely to be obstacles; by betting on the future, preserving and
claiming for the property of knowledge production.

Between the dream and utopia, digital libraries provide a real opportunity for access
and universal “appropriation” of knowledge. The right to education and training, is still
one of the most difficult challenges to overcome and nonetheless one of the most
fundamental for the creation of a fairer society.

I believe that the revolutionary demand of knowledge raised up by technology will
also grow, designed for a common well-being and founded on democratisation of
access to knowledge. However, society, as a whole, will have to help and to assume
that purpose as its own.

I truly believe in the justice of the principles and the purposes as in the solidary,
driving and contagious forces of all actors, scientists, politicians and social agents,
those who inspire and proclaim the movement of open knowledge for all.

Knowledge, including science, is a common good, belonging to everyone, and
everyone must benefit of it. Its universality, coupled with the capacity for change,
provides it with the ability to cross political, cultural and psychological boundaries
towards sustainable development.

The preservation, dissemination and sharing of knowledge, making it accessible
and beneficial to all, is an essential way to build a fairer, more democratic society. It is
our responsibility for the generations to come and for a better wellbeing.

Asserting Open Science/Knowledge for all, to which my country is devoted, rep-
resents a new commitment with society to the production and access, as to the sharing
and usage of science and knowledge in general and in its contribution for a sustainable
development and for the building of a fairer society.

Knowledge sharing, access to knowledge, open access and open science, provided
properly and in equitable manners, is an opportunity to share results and data at the
North-South and South-South levels, an unprecedented opportunity that can stimulate
inclusion, enable local researchers, regions, and society in general in the countries that
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make up the world to be effectively included in the knowledge community — to have
access and an integral part of global knowledge.

The digital libraries are effective means and essential catalysts for the acceleration
and achievement of this goal.

Short-Bio

Professor Maria Fernanda Rollo, the Secretary of State for Science, Technology and
Higher Education, has kindly accepted to be the Patron of TPDL 2018. Professor Maria
Fernanda Rollo is a researcher in Contemporary History, with a vast contribution to
Digital Humanities. Her work as a Secretary of State is actively promoting all aspects
of Open Knowledge and Open Science.



Leveraging Standards to Turn Data
to Capabilities in Agriculture

Medha Devare

CGIAR Consortium: Montpellier, Languedoc-Roussillon, France

CGIAR is a global research partnership of 15 Centers primarily located in developing
countries, working in the agricultural research for development sector. Research at
these Centers is focused on poverty reduction, enhancing food and nutrition security,
and improving natural resource management to address key development challenges. It
is conducted in close collaboration with local partner entities, including national and
regional research institutes, civil society organizations, academia, development orga-
nizations, and the private sector. Thus, the CGIAR system is charged with tackling
challenges at a variety of scales from the local to the global; however, research outputs
are often not easily discoverable and research data often resides on individual laptops,
not being well annotated or stored to be accessible and usable by the wider scientific
community.

Innovating in this space and enhancing research impact increasingly depends upon
enabling the discovery of, unrestricted access to, and effective reuse of the publications
and data generated as primary research outputs by Center scientists. Accelerating
innovation and impact to effectively address global agricultural challenges also requires
that data be easily aggregated and integrated, which in turn necessitates interoper-
ability. In this context, open is inadequate, and the concept of FAIR (Findable,
Accessible, Interoperable, Reusable) has proven more useful. CGIAR Centers have
made strong progress implementing publication and data repositories that meet mini-
mum interoperability standards; however, work is still needed to enable consistent and
seamless information discovery, integration, and interoperability across outputs. For
datasets, this generally means annotation using standards such as controlled vocabu-
laries and ontologies.

The Centers are therefore working to create an enabling environment to enhance
access to research outputs, propelled by funder requirements and a system-wide Open
Access and Data Management Policy implemented in 2013 (CGIAR, 2013). Guidance
and the impetus for operationalization is being provided via the CGIAR Big Data
Platform for Agriculture, and its Global Agricultural Research Data Innovation and
Acceleration Network (GARDIAN). GARDIAN is intended to provide seamless,
semantically-linked access to CGIAR publications and data, to demonstrate the full
value of CGIAR research, enable new analyses and discovery, and enhance impact.

There are several areas in which standards and harmonized approaches are being
leverages to achieve FAIRness at CGIAR, some of which are outlined below.

Data sourcing, handling. Research at CGIAR Centers focuses on different com-
modities, agro-ecologies, disciplinary domains, geographies and scales, resulting in
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varied data streams—some born digital, often characterized by large size and speed of
generation, and frequent updates. Data ranges from agronomic trial data collected by
field technicians in a variety of ways and formats, through input and output market
information and socioeconomic data on technology adoption and enabling drivers, to
weather data and high-throughput sequencing and phenotypic information and satellite
images. These datasets cannot all be treated in the same manner; the curation and
quality control needs differ significantly, for instance necessitating somewhat cus-
tomized approaches depending on the data type. Yet, to address key challenges, they
must be discoverable, downloadable, reusable, and able to be aggregated where rele-
vant. As a first step towards these goals, Centers have agreed on and mapped repository
schemas to a common Dublin Core based set of required metadata elements (the CG
Core Metadata Schema v.1.0).

Enhancing interoperability. Interoperability is critical to providing meaning and
context to CGIAR’s varied data streams and enabling integration between linked
content types (e.g., related data and publications) and across related data types (e.g. an
agronomic data set and related socioeconomic data).

CGIAR’s approach to interoperability and data harmonization focuses on the use of
standard vocabularies (AGROVOC/GACS), and strong reliance on ontologies devel-
oped across CGIAR (efforts such as the Crop Ontology, the Agronomy Ontology -
AgrO, the in-development socioeconomic ontology - SociO), and other entities
(ENVO, UO, PO, etc.)

Discovery framework. Recognizing the need to democratize agricultural research
information and make it accessible to partners — particularly those in developing
countries — CGIAR’s aspirations focus on enabling data discovery, integration, and
analysis via an online, semantically-enables infrastructure. This tool, built under the
auspices of the Big Data platform, harvests metadata from CGIAR Center repositories,
and includes the ability to relatively seamlessly leverage it with existing and new
analytical and mapping tools. While there is no blueprint for building such an
ecosystem in the agriculture domain, there are successful models to learn and draw
from. Of particular interest are the functionalities demonstrated by the biomedical
community via the National Center for Biotechnology Information (NCBI) suite of
databases and tools, with attendant innovations for translational medicine and human
health. CGIAR efforts to enable similar functionalities to NCBI’s are underlain by
strong and enduring stakeholder engagement and capacity building.

Harmonizing data privacy and security approaches as appropriate. Concern
regarding data privacy and security is becoming increasingly significant with recent
breaches of individual privacy and the GDPR. Any CGIAR repositories and harvesters
of data need to provide assurance of data anonymity with respect to personally iden-
tifiable information, yet this presents a conundrum when spatial information is so
integral to the ability to provide locally actionable options to farming communities.
Related to these issues is the concern around ethics, particularly with respect to sur-
veys. The Big Data Platform is therefore focusing on facilitating the creation of and
continued support for Institutional Review Boards (IRBs) or their equivalent at Centers,
including via guidelines on ethical data collection and handling. Lastly, whether
agricultural data is closed or open, it needs to be securely held in the face of such
threats as hacking and unanticipated loss.
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It is important to recognize that without incentives and a culture that encourages
and rewards best practices in managing research outputs, technical attempts to promote
the use of standards and enable FAIR resources will meet with limited success, at best.
Among some factors influencing these goals: Clarity on incentives (e.g., from funding
agency incentives to data contributors understanding the benefits of sharing data) and
easy processes, workflows and tools to make data FAIR, with continued support for
stakeholders. Researchers need to be accountable for making their outputs FAIR (e.g.,
through contractual obligation, annual performance evaluation and recognition, funder
policies etc.) Only through a multi-faceted approach that recognizes and addresses
systemic and individual constraints in both the cultural and technical domain will
CGIAR succeed in leveraging its research outputs to fuel innovation and impact, and
transform agricultural research for development.

Short-Bio

Medha Devare is Senior Research Fellow with the International Food Policy Research
Institute (IFPRI) and leads its Big Data Platform efforts to organize data across the
CGIAR System’s 15 Centers. She has led CGIAR food security projects in South Asia,
and its Open Access/Open Data Initiative. Medha also has expertise in data manage-
ment and semantic web tools; while at Cornell University she was instrumental in the
development of VIVO, a semantic web application for representing scholarship.



Open Science in a Connected Society

Natalia Manola

Communication and Knowledge Technologies, Athena Research Center
in Information, Greece

Open science comes on the heels of the fourth paradigm of science, which is based on
data-intensive scientific discovery, and represents a new paradigm shift, affecting the
entire research lifecycle and all aspects of science execution, collaboration, commu-
nication, innovation. From supporting and using (big) data infrastructures for data
archiving and analysis, to continuously sharing with peers all types of research results
at any stage of the research endeavor and to communicating them to the broad public or
commercial audiences, openness moves science away from being a concern exclusively
of researchers and research performing organisations and brings it to center stage of our
connected society, requiring the engagement of a much wider range of stakeholders:
digital and research infrastructures, policy decision makers, funders, industry, and the
public itself.

Although the new paradigm of science is shifting towards openness, participation,
transparency, and social impact, it is still unclear how to measure and assess these
qualities. This presentation focuses on the way the scientific endeavor is assessed and
how one may shape up science policies to address societal challenges, as science is
becoming an integral part of the wider socio-economic environment. It discusses how
one may measure the impact science has on innovation, the economy, and society in
general, and how the need for such measurement influences the collection, stewardship,
preservation, access, and analysis of digital assets. It argues that an open transfer of
both codified and tacit knowledge lies at the core of impact creation and calls for a
consistently holistic systematic approach to research. In particular, it includes codified
knowledge in the form of traditional publications and datasets, but also formal intel-
lectual property (patents, copyright, etc.) and soft intellectual property (e.g., open
software, databases or research methodologies), as well as tacit knowledge in the form
of skills, expertise, techniques, and complex cumulative knowledge, conceptual
models, and terminology.

Putting the spotlight on (open) data collection and analysis, this presentation further
illustrates a use case based on the collaboration between OpenAIRE (www.openaire.eu)
and the Datad4Impact project (www.datadimpact.eu) on the use of an open scholarly
communication graph, combined with text mining, topic modeling, machine learning,
and citation based approaches to trace and classify the societal impact of research funded
by the European Commission.
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A Web-Centric Pipeline for Archiving
Scholarly Artifacts

Herbert Van de Sompel

Los Alamos National Laboratory, USA

Scholars are increasingly using a wide variety of online portals to conduct aspects
of their research and to convey research results. These portals exist outside of the
established scholarly publishing system and can be dedicated to scholarly use, such as
myexperiment.org, or general purpose, such as GitHub and SlideShare. The combi-
nation of productivity features and global exposure offered by these portals is attractive
to researchers and they happily deposit scholarly artifacts there. Most often, institutions
are not even aware of the existence of these artifacts created by their researchers. More
importantly, no infrastructure exists to systematically and comprehensively archive
them, and the platforms that host them rarely provide archival guarantees; many times
quite the opposite.

Initiatives such as LOCKSS and Portico offer approaches to automatically archive
the output of the established scholarly publishing system. Platforms like Figshare and
Zenodo allow scholars to upload scholarly artifacts created elsewhere. They are
appealing from an open science perspective and researchers like the citable DOIs that
are provided for contributions. But these platforms don’t offer a comprehensive archive
for scholarly artifacts since not all scholars use them, and the ones that do are selective
regarding their contributions.

The Scholarly Orphans project funded by the Andrew W. Mellon Foundation,
explores how these scholarly artifacts could automatically be archived. Because of the
scale of the problem — the number of platforms and artifacts involved — the project
starts from a web-centric resource capture paradigm inspired by current web archiving
practice. Because the artifacts are often created by researchers affiliated with an
institution, the project focuses on tools for institutions to discover, capture, and archive
these artifacts. The Scholarly Orphans team has started devising a prototype of an
automatic pipeline that covers all three functions. Trackers monitor the APIs of pro-
ductivity portals for new contributions by an institution’s researchers. The Memento
Tracer framework generates web captures of these contributions. Its novel capturing
approach allows generating high-quality captures at scale. The captures are subse-
quently submitted to a — potentially cross-institutional — web archive that leverages
IPES technology and supports the Memento “Time Travel for the Web” protocol. All
components communicate using Linked Data Notifications carrying ActivityStreams2
payloads.

Without adequate infrastructure, scholarly artifacts will vanish from the web in
much the same way regular web resources do. The Scholarly Orphans project team
hopes that its work will help raise awareness regarding the problem and contribute to
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finding a sustainable and scalable solution for systematically archiving web-based
scholarly artifacts. This talk will be the first public communication about the team’s
experimental pipeline for archiving scholarly artifacts.
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Abstract. Digital libraries strive for integration of automatic subject
indexing methods into operative information retrieval systems, yet inte-
gration is prevented by misleading and incomplete semantic annotations.
For this reason, we investigate approaches to detect documents where
quality criteria are met. In contrast to mainstream methods, our app-
roach, named Qualle, estimates quality at the document-level rather than
the concept-level. Qualle is implemented as a combination of different
machine learning models into a deep, multi-layered regression architec-
ture that comprises a variety of content-based indicators, in particu-
lar label set size calibration. We evaluated the approach on very short
texts from law and economics, investigating the impact of different fea-
ture groups on recall estimation. Our results show that Qualle effectively
determined subsets of previously unseen data where considerable gains in
document-level recall can be achieved, while upholding precision at the
same time. Such filtering can therefore be used to control compliance
with data quality standards in practice. Qualle allows to make trade-offs
between indexing quality and collection coverage, and it can complement
semi-automatic indexing to process large datasets more efficiently.

Keywords: Quality estimation - Automatic subject indexing
Document-level constraints - Multi-label classification + Short-text

1 Introduction

Semantic annotations from automatic subject indexing can improve informa-
tion retrieval (IR) by query expansion, however, classification performance is
a critical factor to gain the benefits [21]. Research across disciplines advanced
multi-label text classification over the last decades [2,8-11,17,20,22], yet several
challenges remain. Just to give an example, precision@5 = 52% [9] has recently
been reported for a dataset in the legal domain [10], which means that on average
© Springer Nature Switzerland AG 2018
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Fig.1. Schematic overview of the main Fig. 2. Illustration of low document-level
application context. Document-level qual- recall by comparing distributions of label
ity estimation enables filtering of auto- set size (human vs. multi-label classifica-
matic subject indexing results. tion) [Dataset: EURLEX].

per document only half of the five top-ranked subjects matched human annota-
tions. Applying state-of-the-art algorithms only according to averaged f; scores
is therefore not enough. It is furthermore mandatory to separate the wheat from
the chaff since institutional quality requirements often put severe constraints on
precision [1] as well as document-level recall. Compliance with quality standards
is typically realized with semi-automatic workflows (e.g. [8]). Peeking into every
document is, however, infeasible for very large datasets. Realizing compliance
in a more efficient automatic manner is therefore desired, yet automatic subject
indexing and multi-label text classification miss essential research in this regard.
We aim to fill this gap since rapidly growing databases make integration of
autonomous processes into operative IR systems indispensable. Semi-automatic
tools could be utilised as a fall-back operation (cf. Fig. 1 on the right).

As depicted in Fig. 1, we consider scores at the concept-level (individual sub-
ject term assignments) and the document-level (set of subject term assignments).
Most automatic indexing methods! provide a score for each concept [8,12,17,22],
hence allowing to exclude individual concept predictions that might be incorrect
(see box on the bottom left of Fig. 1). Such precision-oriented concept-level filter-
ing removes single assignments from documents, which consequently lowers the
average number of subject terms per document and typically impairs document-
level recall. As exemplified in Fig. 2, subsequent assessment of document-level
quality is difficult; the plain number of assigned concepts to a document is not
a satisfying indicator, since human indexers use a wide range of label set sizes.
In fact, uncertainty in document-level recall is an inherent and inevitable phe-
nomenon of text classification when only a few preconditions are met, as we
will outline in Sect. 3.1. For this reason, complementing concept-level confidence
scores with document-level quality estimates is crucial.

In summary, the contributions of this work are the following:

— We provide a brief conceptual analysis of confidence and quality estimation
for automatic subject indexing.

! For brevity, the term subject may be omitted in subject indexing, subject indexer,
..., respectively.
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— We propose a quality estimation approach, termed Qualle, that combines
multiple content-based features in a multi-layered regression architecture.

— We show the impact of different feature groups and the effectiveness of Qualle
for quality estimation and filtering in an empirical study.

The empirical study is centered around the following questions:

Q1: Do predictions of recall and actual recall correlate with each other?

Q2: How accurate are the recall estimates?

Q3: Which of the feature groups contribute most to recall prediction?

Q4: What are the effects of filtering based on recall estimates on the percentage
of documents passing the filter (collection coverage) as well as document-
level precision?

The following sections address related work, quality estimation (analysis and
our approach), experiments and conclusions.

2 Related Work

Confidence scores are an integral part of many machine learning (ML)
approaches for multi-label text classification [7,17]. For instance, rule-learning
typically computes a confidence score for each rule, dividing the number of times
the rule correctly infers a class label by the number of times the rule matches
in total. Naive-Bayes approaches use Bayes’ Rule to derive conditional proba-
bilities. Flexible techniques have been developed to perform probability calibra-
tion [23]. Thus, systems using multi-label classification (MLC) machine learning
methods for subject indexing often provide confidence scores for each subject
heading. Medelyan and Witten [12] used decision trees to compute confidence
scores for dictionary matches. Huang et al. [8] similarly applied a learning-to-rank
approach on MeSH term recommendation based on candidates from k-nearest-
neighbors. In general, binary relevance (BR) approaches also provide proba-
bilities for each concept, for instance by application of probability calibration
techniques (e.g. [22]). Tang et al. [19] proposed a BR system which additionally
creates a distinct model to determine the number of relevant concepts per doc-
ument, calibrating label set size. In summary, the scores provided by the above
mentioned systems are limited to concept-level confidence, that is, referring to
individual subjects.

In the context of classifier combination, Bennett et al. [2] proposed reliability-
indicator variables for model selection. They identified four types of indicator
variables and showed their utility. In contrast to their work, we focus on differ-
ent objectives. We apply such features (reliability indicators) for quality estima-
tion, which in particular comprises estimation of recall. By contrast, precision-
constrained situations have recently been studied by Bennett et al. [1]. Confi-
dence in predictions and classifiers has recently gained attention in the context
of transparent machine learning (e.g. [15]). Contrary to transparent machine
learning, quality estimation does not aim to improve interpretability, and it thus
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may be realized by black box ML models. Nevertheless, quality estimates may
be relevant for humans to gain trust in ML.

Confidence estimation has been studied in different application domains, and
it has been noted that different levels of confidence scores are relevant. For
instance, Culotta and McCallum [3] distinguished between field confidence and
record confidence (entire record is labeled correctly) in information extraction.
They compared different scoring methods and also trained a classifier that dis-
criminates correct and incorrect instances for fields and records, respectively.

3 Quality Estimation

Our approach to quality estimation (Sect. 3.2) stems from an analysis of common
practice, as described in the following (Sect. 3.1).

3.1 Analysis

In the past, quality of automatic subject indexing has been assessed in differ-
ent ways that have individual drawbacks. Traditionally, library and information
scientists examined indexing quality, effectiveness, and consistency [16]. Qual-
ity assessment that requires human judgements is, however, costly, which can
be a severe issue on large and diverse datasets. For this reason, evaluations of
automatic subject indexing often just rely on consistency with singly annotated
human indexing, yielding metrics which are known as precision and recall. As
described in Sect. 2, common indexing approaches provide confidence scores for
each class, denoting posterior probabilities p(y; = 1|D), where y, refers to a
single concept of the controlled vocabulary, thus they are referred to as concept-
level confidence in this work. Statistical associative approaches derive confidence
scores based on dependencies between terms and class labels from examples. As
a consequence, the performance of these methods largely depends on the avail-
ability of appropriate training examples and the stability of term and concept
distributions, whereas lexical methods require vocabularies that exhaustively
cover the domain. When concept drift occurs, that is, if observed terms and the
set of relevant concepts differ between training data and new data, both types
of indexing approaches considerably decrease in performance [20]. Interestingly,
since these algorithms merely learn to assign recognized subjects of the con-
trolled vocabulary, they will silently miss to assign relevant subjects not covered
by the controlled vocabulary, and moreover they are unable to recognize and
represent the loss in document-level content representation. It is further plau-
sible that these issues are more pronounced when only titles of documents are
processed, since for title-based indexing the complete subject content is com-
pressed into only a few words which makes understanding of each single word
more crucial compared to processing full texts. As the evolution of terms and
concepts is an inherent property of language (cf. e.g. [18]), accurate recogni-
tion of insufficient exhaustivity is essential in the long term. It must be assumed
that uncertainty in recall is an inherent and inevitable phenomenon of automatic
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indexing and multi-label text classification in general. For these reasons, in order
to guarantee quality, indexing systems must gain knowledge relating to classifier
reliability based on additional representations (cf. [2]), exploiting information
such as out-of-vocabulary term occurrences and document length, just to give
an example. Therefore, we propose to directly address document-level quality
instead of concept-level confidence.

3.2 Qualle: Content-Based Quality Estimation

Multi-label classification methods can be tuned by regularization and configura-
tion of thresholds to satisfy constraints on precision. Hence, the main challenge
for our approach on quality estimation, Qualle, is to estimate document-level
recall. As a solution, we propose the architecture which is exemplified in Fig. 3. It
can be seen that Qualle has a multi-layered design that in particular builds upon
distinct machine learning models. Learning in deep layers is used to create fea-
ture representations for top-level quality regression. The input layer (Fig. 3: top)
shows a fictitious title of a document to be indexed, which is then represented
by multiple features. The content is processed by a multi-label text classification
method, producing a set of concepts and corresponding confidence values, e.g.,
7(c20638_6) = 0.98.2 Moreover, a multi-output regression module offers expec-
tations regarding the proper number of concepts for a document (label set size
calibration, in short: label calibration, LC). If possible, Qualle considers dis-
tinct semantic categories, for instance geographic names (ﬁgeo) or economics
subject terms (IA/ECOH), commodities, and much more. In the given example, the
phrase “three European countries” clearly points out that it would be reason-
able to assume three geographic names when access to the full text is possible,
however, without particularly specifying which ones to choose. The input is not
precise enough. In Fig. 3, the LC module of the multi-layered architecture esti-
mates Lgeo = 2.7 correspondingly. Drawing connections between the predicted
concept set L* and the estimated numbers of concepts L can signalize recall
issues. For instance, |£Ge0 — L{..,] = 2.7 indicates that the proposed index terms
probably miss more than two geographic names. Such reasoning is not covered
by ordinary statistical text categorization methods. In addition, basic reliability
indicators are included as features, such as content length (#_Char), individ-
ual term indicators (e.g.: TERMapalysis), the number of out-of-vocabulary terms
(#-W_O0V), or different types of aggregations (IT) of the confidence scores of
the assigned concepts. Finally, quality aspects are estimated using regression
models that leverage the complex features derived in the deep architecture.
Development of the feature groups (Fig.3: V, C, IT, LC) was driven by con-
ceptual considerations. In particular, we wanted the features to represent: impre-
cise input (e.g., “three European countries”: inherent ambiguity), lack of input
information (e.g., title with fewer than 4 words: information is scarce), as well
as lack of knowledge (e.g., “On Expected Effects of Brexit on European law”:

2 The concept identifier 29638-6 refers to the concept “Low-interest-rate policy”.
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Input (document title):
Low Interest Rates & Cryptocurrency: An analysis of three European Countries

______________ Multi-label l - oo . _[Multi-output |
. Classification Regression
Representation + +
V: Volume 7: Confidences for LC: Label Calibration
#_Char= 60 predicted concepts L* LECon =2,34+0.7
#WS = 9 m(c99638-6)=0-98 Laeo =27+05
C: Content II: Confidence Summary
TER‘\[analysis:1 Mmean=0.62 u:’Ecun — L*E(:on‘ =13
e o Loy — L =2.
#W.00V =1 ILGeo = Leo!
__________________ Quality Estimation | _____ _______._
Regression Models

/ Qutput: Document-level QE

v

Quality Estimates
estimated recall = 034
estimated precision = 0.62

Fig. 3. Multi-layered regression architecture for quality estimation (example).

information is present but can not be interpreted, if the term “Brexit” has not
been observed before).

In general, the architecture of Qualle is a framework which, for example,
allows to apply arbitrary regression methods for quality estimation. Since the
number of completely correct records in automatic subject indexing is extremely
low, we do not consider re-ranking by MaxEnt, which has been investigated for
record-based confidence estimation in information extraction [3]. In this paper,
we focus our analysis of Qualle on document-level recall. In addition, basic indi-
cators have been considered for document-level precision estimation, that is, the
mean (I1ean), product, median and minimum of the confidence values of the
assigned concepts.

More details on the implemented configurations are given in Sect.4.1.

4 Experiments

The experimental study is centered around the four research questions (Q1-Q4)
that have been announced at the end of Sect. 1. These questions are relevant in
practice for different reasons. Ranking documents by document-level recall (Q1)
allows to separate high-recall documents from low-recall documents. Accurate
estimates (Q2) allow to control filtering with meaningful constraints. Applica-
bility of the filtering approach would, however, be prevented if either document-
level precision was decreased considerably or if the number of documents passing
the filter was too low (Q4). The following paragraphs first describe the setup and
then turn to the results and their discussion.
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4.1 Setup

We evaluate the approach in two domains. We first perform a basic experiment
on legal texts, addressing questions Q1 and Q2. Subsequently, we go into details
regarding economics literature, treating questions Q1-Q4.

The adequacy of quality estimation is measured in two ways. Since perfect
quality estimates follow their corresponding actual counterparts linearly, we con-
sider the Pearson product-moment correlation coefficient p for (Q1)3. A strong
correlation between predicted and true quality allows to order documents cor-
rectly, that is, corresponding to the true performance. p has been used in related
studies [3]. For measuring the exactness of estimated recall values (Q2), we con-
sider the mean squared error (MSE). To gain knowledge about the utility of the
feature groups (Q3), we perform a systematic analysis of different configurations.
Feature groups are removed separately from the complete set of features (abla-
tion study), and measurements are also collected for each feature group alone
(isolation study). Question Q4 was addressed by evaluating different thresholds
on estimated recall and measuring average true precision and recall over the
corresponding selected documents. In addition, the coverage = M as
measured, with IV being the total number of documents and Dgejected the selected
subset of the whole dataset. We also report the relative recall gain (RG) on the-
ses subsets. The accuracy of initial multi-label classification is reported briefly
for comparability, using metrics as described in Sect. 3.

Regarding law, we employ EURLEX [10] to address Q1 and Q2. EURLEX
has 19,314 documents, each having 5.31 EUROVOC* subject terms on aver-
age. For further details, refer to [10] and the website of the dataset®. Please
note that our experiments only use the titles rather than the full text of the
documents and that different train/test splits were used. Regarding economics,
we use three datasets, which comprise roughly 20,000 (T20k), 60,000 (T60k),
and 400,000 documents (T400k), respectively. Each document is associated with
several descriptors (e.g., 5.89 on average for T400k) from the STW Thesaurus
for Economics (STW)S. Both, the STW and EUROVOC, comprise thousands of
concepts, yielding challenging multi-label classification tasks.

For each dataset, we perform cross validation with 5-folds. And for each of
those 5 runs, we apply nested cross validation runs, likewise with 5 folds used for
parameter optimization and learning of quality estimation, that is, each training
set is subdivided into dev-train and dev-test splits. For validation, a new model
is trained from random samples of the same size as one of the dev-train splits.
Consequently, training and prediction of MLC as well as LC are carried out
5-(54 1) = 30 times for each dataset. Quality estimation is evaluated on the
corresponding eval-test data folds.

For multi-label text classification, we chose binary relevance logistic regression
(BRLR) optimized with stochastic gradient descent (cf. [1,22]).

3 If only ranking is relevant, rank-based correlation coefficients should be considered.
* http://eurovoc.europa.eu/, accessed: 31.12.2017.

5 http://www.ke.tu-darmstadt.de/resources/eurlex, accessed 31.12.2017.

5 http://zbw.eu/stw /version/latest/about.en.html, accessed: 09.01.2018.
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Regarding reliability indicator variables, the EURLEX study relies on just
two features: the estimated number of concepts for the document, and the
difference to the number of actually predicted concepts for the document by
BRLR. For the detailed study on economics documents, all feature groups were
employed (Sect. 3.2). Label calibration has been realized with tree-based meth-
ods (EURLEX: ExtraTreesRegressor [6], Economics: GradientBoostingRegres-
sor [5]). Only the total number of concepts per document is considered for
EURLEX. The economics experiments compute label calibration estimates for
the seven top categories of the STW. For EURLEX and economics, #_Char,
#_WS and TERM; have been used as features for label calibration.

Several regression methods implemented in scikit-learn [14] were considered
for recall regression. For EURLEX, rather basic models like LinearRegression
and DecisionTreeRegression are tested, as well as ensemble machine learning
methods, namely, ExtraTrees [6], GradientBoosting [5], and AdaBoostRegres-
sor [4]. Regarding the more detailed experiments on economics, only the two
regression methods that performed best on EURLEX were investigated. Exten-
sive grid searches over the configuration parameters are left for future work.

4.2 Results

EURLEX. From the different regression models, LinearRegression produced
the lowest correlation coefficient (p = .214 + .026) between predicted recall
and true recall. AdaBoostRegressor reached the highest correlation coefficient
(p = .590 + .013) and the lowest mean squared error (MSE = 0.067 £ 0.002).
Only AdaBoostRegressor and GradientBoostingRegressor achieved correlation
coefficients greater than .500. Although being worse than the AdaBoostRegres-
sor on average, the results for the ExtraTreesRegressor were more balanced.

Economics. Comparing the two selected regression methods, we found that
the best configurations of GradientBoosting dominated the best configurations
of AdaBoost on all datasets and with respect to both metrics (p, MSE). Thus,
Adaboost has been excluded from further analysis.

Table 1 offers the numbers for ablation and isolation of feature groups. For
each collection, the complete set of features (first row corresponding to each
collection) is always among the top configurations, where differences are not
greater than the sum of their standard deviations. For all collections, the largest
decrease in performance is recognized when the group of features related to label
calibration is removed. In accordance, this feature group yields the strongest
individual results, and it can achieve performance close to the complete set of
features on some configurations (T400k). Volume features, including length of the
document, was found to be the lowest ranking group and has little impact when
removed from the complete set of features. In nearly all cases of configurations,
more data yields higher correlation coefficients, however, not necessarily lower
mean squared error. In the following, we focus on reporting results regarding
T400k. Figures for T20k and T60k were similar.
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Table 1. Feature analysis for economics with GradientBoosting. v': presence of feature
group. A: Difference in relation to complete set of features.f: Absolute difference to
condition with all features is greater than the sum of their sd.

Configuration V. C LC IT p £ std A, MSE £ std Auvse
T20k v v Vv v 0.597+0.014 -0.0% 0.039+0.001 -0.0%
T20k = v v v 0.5964+0.014 -0.2% 0.040+0.001 0.2%
T20k % v v v 0.595+0.015 -0.3% 0.039+0.001 -0.6%
T20k = v v v 0.583+0.015 -2.3% 0.040+0.001 1.8%
T20k © v v v 0.384:0.005 -35.6%" 0.05040.001 26.5%"
T20k v 0.569+0.014 -4.7%" 0.041+£0.001 2.6%
T20k 2 v 0.362-+0.007 -39.3%" 0.05140.001 28.0%"
T20k 3 v 0.196+0.013 -67.1%" 0.056-+0.001 41.1%*
T20k v 0.12840.008 -78.6%" 0.05640.001 43.0%"
T60k v v Vv v 0.617£0.011 -0.0% 0.043-0.000 -0.0%
T60k = v v Vv 0.6154+0.010 -0.3% 0.044+0.000 0.3%
T60k % v v v 0.6024+0.009 -2.5% 0.044+0.001 1.8%
T60k = v v v 0.600+£0.010 -2.8% 0.044+0.000 2.4%"
T60k ~ v v v 0.420+0.009 -31.9%" 0.05540.001 26.1%F
T60k g v 0.57440.005 -6.9%" 0.046+0.001 5.4%"
T60k S v 0.391+0.011 -36.6%" 0.05620.001 28.7%F
T60k 3 v 0.21640.017 -64.9%" 0.06240.001 43.9%"
T60k v 0.069-:0.009 -88.8%' 0.064--0.001 48.2%"
T400k vV v Vv v 0.648+0.002 -0.0% 0.042-0.000 -0.0%
T400k = v v Y 0.649+0.001 0.1% 0.042-+0.000 -0.1%
T400k;§ v v v 0.648£0.001 0.0% 0.04240.000 0.2%
T400k = v v v 0.64440.002 -0.6%" 0.042+0.000 0.8%"
T400k * v v v 0.528+0.002 -18.5%" 0.0504-0.000 19.5%"
T400k g v 0.640+0.001 -1.3%' 0.043+£0.000 1.1%"
T400k 2 v 0.511£0.002 -21.2%" 0.0512-0.000 21.6%°
T400k 3 v 0.225+0.003 -65.3%" 0.064-:0.000 51.6%°
T400k ™ v 0.122+0.002 -81.1%" 0.065-:0.000 55.3%°

Figure4(a) depicts recall estimation results for T400k. The plot illustrates
the degree of linear relation and also reveals the distributions of estimated and
true recall values. Most of the documents have a true recall that is less than
60%. Regarding the scoring functions for document-level precision, the product
of concept-level confidence scores exhibited the highest correlations for T20k
and T60k, however, still staying below .500. On T400k, all scoring functions
were very close to each other, and their correlation coeflicients were above .500.
Figure 4(b) depicts results for the product of concept confidence values.

Figure 5 finally reveals key findings of our study, that is, how different thresh-
olds on estimated recall affect properties of the resulting document selections.
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Fig. 4. Quality estimates and true values (Economics: T400k). (a) Recall estimation
by Qualle, (b) Precision score by product of concept confidence values. Marginal dis-
tributions (bin count/total count) are shown on the top and on the right, respectively.

The plot shows coverage, as well as mean document-level true recall and true
precision. For instance, constraining estimated recall to be at least 30% achieves
a gain RG=44% of true recall on roughly half of T400k. Figure5 confirms that
putting constraints on estimated recall leads to real improvements regarding
document-level recall. Notably, precision on the selected subsets remained the
same or even increased when putting harder constraints on estimated recall.
Coverage gradually falls when the threshold is raised.

o
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Fig.5. Quality vs. coverage (collection: T400k): coverage, mean document-level true
recall and true precision for different predicted recall thresholds. RG: relative gain in
document-level recall on selected subset compared to the full dataset.

Multi-label Classification. BRLR performed comparable to related studies,
for instance, with sample-based avg. f; = 0.361, precision = 0.528, recall = 0.327
on T20k, and f; = 49.1% (micro avg.) on EURLEX.
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4.3 Discussion

The basic set of features used on EURLEX reached respectable correlations
(p > .500) between predicted and true recall (Q1) only for the sophisticated
machine learning methods AdaBoost and GradientBoosting. Differences in the
balance of predictions should be considered for applications, just like the notable
amount of variance that remains around the predicted values (Q2). In summary,
the EURLEX study already shows the feasibility of the approach, in accordance
with the economics experiments which provide deeper insights.

The outcomes on the economics datasets, especially Fig.5, show that the
proposed quality estimation approach can successfully identify subsets of doc-
ument collections where soft constraints on precision as well as recall are met
(Q4). Finally, it remains a decision depending on the application context to
make trade-offs according to multi-criteria objectives, which notably comprise
coverage. Regarding recall, the ranking and accuracy of predictions are sufli-
cient enough (Q1, Q2). Interestingly, precision was not affected negatively (cf.
Fig.5). Based on Table 1, applications should consider the full set of features,
which belongs to the top performing configurations in all cases and outperformed
individual feature groups. Label calibration information is found to be a strong
individual predictor. It is the most relevant reliability indicator (Q3) compared
to the volume, content, and concept-confidence related feature groups. The mean
squared errors of predictions indicate that considerable vagueness remains (Q2).
Possibly, it may be caused by the errors in concept assignments, which influence
the label calibration related features.

Our results highlight the inevitable difficulties (cf. Sect.3.1) in multi-label
text classification, namely, suffering from low document-level recall when the
model misses knowledge (either dictionary entries or training examples), or when
the observed input is inherently ambiguous. Quality estimation enables to han-
dle such issues by controlling, that is, making trade-offs between quality and
coverage. Since the proposed approach is not bound to specific MLC or regres-
sion methods, further progress in this regard can be integrated and is assumed
to improve coverage. Another direction for future work is to consider alternative
quality metrics that take semantic relations into account (see e.g., [11,13]).

5 Conclusion

In order to assure data quality in operative information retrieval systems with
large and diverse datasets, we investigated an important yet less addressed
research topic, namely quality estimation of automatic subject indexing with a
focus on the document level. Our experimental results on two domains spanning
over collections of different sizes show that the proposed multi-layered architec-
ture is effective and thus enables quality control in settings where high standards
have to be met. The approach allows to define different thresholds, which resulted
in considerable gains of document-level recall, while upholding precision at the
same time. Label calibration was the most relevant reliability indicator.
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Abstract. Harvesting tasks gather information to a central repository. We
studied the metadata returned from 744179 harvesting tasks from 2120 har-
vesting services in 529 harvesting rounds during a period of two years. To
achieve that, we initiated nearly 1,500,000 tasks, because a significant part of the
Open Archive Initiative harvesting services never worked or have ceased
working while many other services fail occasionally. We studied the synthesis
(elements and verbosity of values) of the harvested metadata, and how it
evolved over time. We found that most services utilize almost all Dublin Core
elements, but there are services with minimal descriptions. Most services have
very minimal updates and, overall, the harvested metadata is slowly improving
over time with “description” and “relation” improving the most. Our results help
us to better understand how and when the metadata are improved and have more
realistic expectations about the quality of the metadata when we design har-
vesting or information systems that rely on them.

Keywords: Metadata + Dublin core elements + OAI-PMH - Harvesting
Reliability - Quality - Patterns - Evolution

1 Introduction and Related Work

An established protocol for exchange of metadata is the Open Archive Initiative
Protocol for Metadata Harvesting' (OAI-PMH). All metadata providers act as OAI-
PMH servers that accept requests to provide their metadata. A central node acts as OAI-
PMH client that issues requests to many OAI-PMH servers, and is using the collected
metadata records to construct a central repository, which will be preferred for
searching. The central node will also regularly update its metadata records with new
and changed ones and therefore the OAI-PMH communication should be repeated

regularly, with a new task each time.

Metadata harvesting is used very often, to incorporate the resources of small or big
providers to large collections. The metadata harvesters, like Science Digital Library and

! http://www.openarchives.org/OAI/2.0/openarchivesprotocol.htm.
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Europeana, accumulate metadata from many collections (or sources) through the
appropriate services, belonging to metadata providers mostly memory institutions, by
automatically contacting their services and storing the retrieved metadata locally. Their
goal is to enable searching on the huge quantity of heterogeneous content, using only
their locally store content. Metadata harvesting is very common nowadays and is based
on the Open Archives Initiative Protocol for Metadata Harvesting. As examples, we
mention the Directory of Open Access Repositories (OpenDOAR) that provides an
authoritative directory of academic open access repositories, and the OAlster database
of OCLC with millions of digital resources from thousands of providers.

In [13] Lagoze et al. discuss the National Science Digital Library development and
explains why OAI-PMH based systems are not relatively easy to automate and
administer with low people cost, as one would expect from the simplicity of the
technology. It is interesting to investigate the deficiencies of the procedure. In [17]
Ward analyses the provenance and the record distribution of 100 Data Providers reg-
istered with the Open Archives Initiative, of which 18 provided no data and 5 others
were responding only sometimes. He also examines how the Dublin Core elements are
used and shows that Dublin Core is not used to its fullest extent. We will present some
of his results on Table 2, side by side with our similar results.

Additional quality approaches are applied on OAI-PMH aggregated metadata: Bui
and Park in [2] provide quality assessments for the National Science Digital Library
metadata repository, studying the uneven distribution of the one million records and the
number of occurrences of each Dublin Core element in these. Another approach to
metadata quality evaluation is applied to the open language archives community
(OLAC) in [5] by Hughes that is using many OLAC controlled vocabularies. Ochoa
and Duval in [15] perform automatic evaluation of metadata quality in digital reposi-
tories for the ARIADNE project, using humans to review the quality metric for the
metadata that was based on textual information content metric values.

Other metadata quality approaches are based on metadata errors and validation, e.g.
appropriate type of values and obligatory values. Hillmann and Phipps in [4] are
additionally using statistics on the number of use of metadata elements in their
application profiles, based on Dublin Core. For Beall in [1] the metadata quality deals
with errors in metadata, proposing a taxonomy of data quality errors, (such as typo-
graphical, conversion, etc.), a statistical analysis on the types of errors and a strategy
for error management.

The quality of the content, is important to the successful use of the content and the
satisfaction from the service. The evaluation and quality of metadata is examined as
one dimension of the digital library evaluation frameworks and systems in the related
literature, like [3, 14, 16, 18]. Fuhr et al. in [3] and Vullo et al. in [16] propose a quality
framework for digital libraries that deal with quality parameters, but do not provide any
practical way to measure it, or to depict it to any quantitative metric, that can be used in
decision making. In [6] Kapidakis presents quality metrics and a quality measurement
tool, and applied them to compare the quality in Europeana and other collections, that
are using the OAI-PMH protocol to aggregate metadata. It can also be applied here to
estimate the quality of our examined services.

National or large established institutions consistently try to offer their metadata and
data reliably and current and to keep the quality of their services as high as possible, but
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local and smaller institutions often do not have the necessary resources for consistent
quality services — sometimes not even for creating metadata, or for digitizing their
objects. In small institutions, the reliability and quality issues are more prominent, and
decisions often should also take the quality of the services under consideration.

In order to study the metadata we first have to collect them from the systems that
carry them. The big diversity of computer services, their different requirements, designs
and interfaces and also network problems and user-side malfunctions make it hard to
reliably contact a service. The regular tasks that request metadata records run unat-
tended, and the system administrators assume they are successful most of the time. If a
small number of harvesting tasks fail occasionally, probably due to temporary network
errors, they only affect the central node temporarily. The harvesting mechanism is
normally established and then scheduled to run forever, but it is observed that after
some time a significant part of these services stopped working permanently.

The reliability of the services is important for ensuring current information, and an
obstacle to measuring metadata quality. When the resources are not available, the
corresponding user requests are not satisfied, affecting the quality of the service. In [7]
Kapidakis further studies the responsiveness of the same OAI-PMH services, and the
evolution of the metadata quality over 3 harvesting rounds between 2011 and 2013. In
[8, 9] Kapidakis examines how solid the metadata harvesting procedure is, by
exploiting harvesting results to conclude on the availability of their metadata, and how
it evolves over these harvesting rounds. The unavailability of the metadata may be
either OAI-PMH specific or due to the networking environment. In [10] Kapidakis
examined when a harvesting task, which includes many stages of information exchange
and any one of them may fail, is considered successful. He found that the service
failures are quite a lot, and many unexpected situations occur. The list of working
services was decreasing every month almost constantly, and less than half of the initial
services continued working at the end. The remaining services seem to work without
human supervision and any problems are difficult to be detected or corrected. Since
almost half of the harvesting tasks fail or return unusual results, contacting humans to
get more information about these service cannot be applied globally.

In [11, 12] Kapidakis examined the operation and the outcome messages of
information services and tried to find clues that will help predicting the consistency of
the behavior. He studied the different ways of successful and failed task termination,
the reported messages and the information they provide for the success of the current or
the future harvesting tasks, the number of records returned, and the required response
time and tried to discover relations among them. To do that, he gathered a lot of
information by performing a large number of harvesting tasks and rounds and exam-
ined in detail the harvesting failures from their warning messages. In this work we
concentrate on the successful harvesting tasks and examine the returned records — we
do not examine on the outcome messages or the errors of the harvesting tasks.

Some of the problems of OAI-PMH will probably be improved by using its suc-
cessor protocol, ResourceSync?, but there is not yet a large enough installation base, to

2 http://www.openarchives.org/rs/1.1/resourcesync.
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make a fare comparison. Even then, issues related to the content of the metadata or to
server unavailability will not be improved.

The rest of the paper is organized as follows: In Sect. 2 we describe our method-
ology and how we selected our services and used the software we made to create our
dataset, and we examine general characteristics of the harvested metadata, to be aware
to the differences among different services. In Sect. 3 we study the synthesis of the
metadata that the harvesting tasks returned for the different services, giving attention to
the 15 Dublin Core elements. In Sect. 4 we study the differences of the metadata
among different harvesting rounds, to see the long term effect of the updates to the
metadata. In Sect. 5 we measure the increase in words of the individual Dublin Core
elements and on Sect. 6 we conclude. In all cases, we do not present our full data, but
we emphasize the most interesting observations.

2 Collection of the Information

Good quality metadata are important for many operations, such as for searching a
collection, for presenting records or the search results, for searching across collections,
for identifying the records and even for detecting duplicate record s and merging them.
The metadata schema in use also affects the detail of the description, and the quality of
the described metadata. In this work we will only concentrate on computer services that
use the OAI-PMH and we study the harvested metadata in Dublin Core.

A big challenge was to harvest the metadata needed for such a study. They have to
be collected over a long period of time, and they constitute a huge volume. Addi-
tionally, the sources, the data and the involved procedures change over time, creating
additional challenges.

To harvest and study the provided metadata, we created an OAI-PMH client using
the oaipy library and used it over several harvesting rounds, where on each one we
asked each service from a list of OAI-PMH services for a similar task: to provide 1000
(valid — non deleted) metadata records. Such tasks are common for the OAI-PMH
services, which periodically satisfy harvesting requests for the new or updated records,
and involve the exchange of many OAI-PMH requests and responses, starting from the
a negotiation phase for the supported OAI-PMH features of the two sides.

The sources listed in the official OAI-PMH Registered Data Providers® site was
used as the list of services that we used. We used the initial list with 2138 entries, as on
January of 2016, for our first 201 rounds, and then an updated list with 2870 entries for
the next 328 rounds. The two lists of services had 1562 entries in common, while the
first list has 576 entries that were seized later on, when 1308 new entries were added.
As [8-10] has shown, an noticeable number of services stop working every month, thus
an regular update on the list of services should be in order.

Our sequential execution of all these record harvesting tasks from the corre-
sponding specific services normally takes much more than 24 h to complete. Some-
times the tasks time out resulting to abnormal termination of the task: we set a timeout

3 https://www.openarchives.org/Register/BrowseSites.
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deadline to 1 h for each task, and interrupted any incomplete task just afterwards, so
that it will not last forever.

We repeat a new harvesting round with a task for each service in constant intervals,
asking the exact same requests every 36 h for a period of 9 months for the first 201
rounds, and every 24 h for a period of 6 months for the remaining 215 rounds, initially,
and for 113 more rounds, after some technical updates. The rounds are close enough to
each other to avoid significant changes on the services. We selected this interval so that
we do not overload the services and our client machine.

Ideally, a task will complete normally, returning all requested metadata records —
1000, or all available records if fewer are only available on that service. Other
behaviors are also possible - and of interest when studying the behavior of each service.
A task may return less records, or even 0. A harvesting task includes many stages of
information exchange, and each one of them may fail — but with different consequences
each time. Additionally, a task may not declare a normal completion, but report a
warning message indicating a problem, with some supplemental information detail.
These two situations are not mutually exclusive: a task may declare normal completion
and return no records, or a task may report a warning message and still return records —
sometimes even 1000 records!

According to [10], when we had to briefly characterise the complex procedures of a
task as successful or not, we will call it successful if it returned any metadata records.
We can then process and study these metadata. We still consider responses with fewer
than the requested records as successful, as we can still process their returned metadata.

Overall, the amount of information collected from these services was huge,
therefore difficult to store, process and manage, especially when software updates
adopted new data output format. Most of our collected evidence cannot fit in this space,
therefore only its essential details are described below.

A significant part of the conducted Open Archive Initiative harvesting services
never responded or have ceased working while many other services fail occasionally.
As a result, 756028 tasks, only about half of our initiated harvesting tasks, succeeded
by returning any records, and we could only process them. We also decided to only
consider the 744179 successful task for the services that resulted to at least 100 suc-
cessful tasks in all our harvesting rounds, to increase the consistency of our data. This
resulted to tasks from only 2120 from the conducted OAI-PMH services.

The examined services had on the average 351 successful tasks each (out of the 529
rounds) and provided on the average 555.2 metadata records (out of the 1000 asked
during each task). Each harvesting task always asks for the first 1000 records of the
service. Nevertheless, the returned records are not the same every time: some records
may have changed, replaced or deleted. Among the first 1000 valid records we also get
references (but not enough metadata) from a number of invalid (usually
replaced/deleted) records, which we ignore. On the average we get information about
62.74 such invalid records, while the maximum we got was 10117 invalid records in a
harvesting task.

The metadata records that we study are the ones that the information sources
provide in Dublin Core, even though they may contain even richer metadata, for local
use. When aggregating data through OAI-PMH, the native metadata scheme is
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Fig. 1. (a) The number of words in the description, for every service. (b) The number of unique
and repeated Dublin Core elements per average record, for every service.

normally not visible, and only the resulted aggregated metadata is available to
everyone, and this metadata schema (usually in Dublin Core) has to be considered.

Each service provided records with its own synthesis, which is more appropriate for
the described objects. More detailed descriptions, with more elements and lengthier
values, are normally preferred, but require mode effort to create them. Figure 1
demonstrates some aspects of the different metadata synthesis of the services. Figure 1
(a) depicts the average length of the record description, i.e. the number of words per
record, for each service. This can be considered as a very simple quality metric for the
record of the service, and we use it as such here, while more a elaborate quality metrics
can be found in [6]. We see that few collections have very high quality, and also few
collections have very low quality.

Similarly, in Fig. 1(b) we can see the average number of the 15 Dublin Core
elements in use and also the total number of distinct Dublin Core element declarations,
for each service. Again, we can see a big variation, although the distinct Dublin Core
element declarations cannot be more than 15:

One service provided records containing on average 2479 words and had on the
average 187 Dublin Core element declarations. All other services provided less
metadata, usually a lot less. This was more than 10 times the average service record:
The harvested records had on average 10.77 out of the 15 Dublin Core elements. Some
of them were repeated, and had on the average 17.89 element declarations, containing
on average a total of 237 words.

We can also measure that each Dublin Core element was described on the average
in 21 words while it was repeated on the average 1.66 times, among all tasks. In the
service with the maximum such values, each Dublin Core element contained on the
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average record in 187 words, distributed into 17 distinct declarations. Later on we will
examine more details on the metadata record synthesis, breaking the record to specific
Dublin Core elements.

3 Dublin Core Elements in Metadata Records

In many cases the actual service metadata scheme is not Dublin Core and the service
maps its metadata in Dublin Core in order to exchange them with other systems,
through OAI-PMH in our case. Nevertheless, when a good metadata mapping is used,
the richer actual metadata produce richer Dublin Core elements, in either extend of
their values (in words) or in the number of elements.

Table 1. Number of distinct Dublin Core Elements in use and the number of services that adopt
them

Number of elements |15 |14 |13 |12 |11 |10 |9 |8 |7 |6|5]|4 2|1
Number of services | 179|668 | 408 | 281 (239|176 9042|2563 1|1]1

In Table 1 we can see the number of distinct Dublin Core Elements in use in any
record of the service and the number of services that adopt that many. We observe that
179 services use all 15 Dublin Core metadata elements, while the majority of the 2120
services use 14, or a few less elements. Very few services use 1-6 elements: 1 service is
only using “identifier”, 1 service is only using “identifier” and “title” and 1 service is
only using “identifier”, “title”, “type” and “publisher”, creating quite minimal metadata
records.

At a first glance we see that most of the services try to maintain detailed metadata,
that include most elements, while some of the elements may not apply for specific
services.

In Table 2 we can see the 15 Dublin Core metadata elements and how often they
occur in any of the harvested records. The column 2, “services”, present how many of
the 2120 studied services ever use the element in the first column. The most common
elements, “identifier” and “title” are only absent from 4 services each — but not the
same 4 services.

It was a surprise that “identifier” is not present in all services: it is useful for
technical reasons (usually containing a URL) and applies to all collections and can be
constructed easily. Furthermore, the services without “identifier” were not among the
ones with the fewer metadata elements: 1 of them contained all other 14 elements, 1 of
them contained most (10) other elements, and the other 2 contained about half the
elements (7 and 8 respectively).

The element “title” usually applies to most collections. The services that did not
contain “title” contain usually very few elements: Only 1 service of them contained 9
elements, while 2 services contained only 5 and the last one only one element
(“identifier”). When “title” is absent, “creator” and “contributor’” are absent too — but
this may happen by coincidence.
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Table 2. Dublin Core elements from 2120 collections: presence in services, frequency in the
records and size of their values. Columns 4 and 7 are similar data in 82 services harvested by
Ward in [17].

Element Services | % % | Unique/avg | Total/2120 | Total/82 | Total/max | Words/avg | Words/max
2120 |82

title 2116 | 99.8 (98.8 1.00 1.18 0.95 4.59 12.63 77.27
identifier 2116 | 99.8 (915 1.00 1.86 1.42 25.98 4.73 241.05
date 2094 | 98.892.7 0.98 1.26 0.92 6.98 1.31 14.14
creator 2090 | 98.6|95.1 0.95 1.98 1.78 50.30 8.73 451.14
description 2076 | 979 |72.0 0.84 1.12 0.51 45.40 167.44 1402.42
type 2052 | 96.8 87.8 0.98 1.87 0.88 6.04 2.50 14.24
publisher 2016 | 95.150.0 0.89 0.96 0.26 4.00 4.71 32.38
subject 1907 | 90.0 | 82.9 0.75 2.35 0.54 168.38 10.72 322.14
language 1836 | 86.6 (524 0.93 0.97 0.16 6.03 1.06 11.48
format 1805 | 85.1|47.6 0.90 1.08 0.15 23.51 1.42 24.70
rights 1640 | 77.4 (439 0.72 1.04 0.34 4.05 38.90 1008
relation 1579 | 745|195 0.80 1.73 0.05 44.85 20.55 1490.36
source 1542 | 72.736.6 0.92 2.18 0.04 6.23 14.34 316.93
contributor 1260 | 59.4(39.0 0.23 0.38 0.04 6.12 7.57 81.94
coverage 364 17.2[19.5 0.39 0.66 0.22 6.03 4.84 52.21
Any 10.77 17.89 8.26 186.16 237.02 2478.57
element

Five other Dublin Core elements are used in over 2000 services and some others in
almost 2000. The element “coverage” is the most rare in these services, been present
only in 364 of them.

Table 2 also shows the average occurrences of each element in the 2120 services.
Column 2 shows the number of services that each Dublin Core element is present.
Column 3 shows the percentage of the 2120 services that the element is present, and
column 4 shows the same percentage for the 82 services that Ward in [17] had har-
vested. From these two columns we can observe that the usage of most elements
(except “coverage”) has been increased in the current services — and in many elements
this increase is really big (e.g. “relation” and “publisher”).

Column 5 counts the average number of times that an element is present (any
number of times) in any record, which can be at most 1. It only considers services that
the element is present, and computes the ratio of the records that actually contain the
element. We observe that elements “title” and “identifier” are present in all records,
“date” and many others are present into most records while “contributor” is present in
less than a quarter of the records.

Column 6 counts the average number of declarations of an element in any record
(in the services that it is present), considering all its repetitions. Element “contributor”
seems to be the element used less times — it may not be relevant anyway. Element
“language” seems to be the element repeated less times, on average, because from its
0.97 declarations, span over 0.93 of the records. Element “subject” seems to have the
most declarations, 2.35 per record, and considering it is present only on 0.75 of the
records, it has an average of 3.13 declarations in the records it is present.
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Column 7 is like column 6, but for the 82 services that Ward harvested in [17]. We
observe that the records are clearly improving: the average number of elements per
record more than doubled (and is now 17.89 compared to 8.26) and the average number
of each individual element has increased. The increase in the four most usual elements
(“title”, “identifier”, “date”, “creator”) is small, while in the less usual elements is much
bigger. Therefore, the records of the newer collections/services seem to better utilise all
Dublin Core elements and to have much richer descriptions.

Column 8 shows the maximum, over all services, of the number of declarations of
an element on the average service record, i.e. of the average number of declarations
over the tasks of the service in all harvesting rounds. To avoid non-representative
service records, here we consider the average service record, the average values over all
harvested records in all harvesting tasks. We observe that some tasks contain element
repetitions well beyond the average task, and the elements with the most repetitions are
“subject”, “description” and “creator”.

Columns 9 and 10 examine the length of all the record declarations for each
element, in words. They both consider the average number of words over all records in
all service tasks. Column 9 presents its average and column 10 its maximum value over
all services. The elements with the shortest values are “language”, “date” and “format”.
The longest values are found in “description”, followed by “rights” and “relation”. The
maximum value can be many times higher, especially in “relation”, “identifier” and
“creator”.

Long element values are usually considered a plus, but for some elements like
“rights” they are normally just used to describe in more detail a specific licence, and are
usually repeated intact in all (or many) records. Similarly, longer values in “identifier”
do not actually provide more information.

The average service record has declarations for 10.77 different elements and 17.89
declarations in total, with a maximum of 186.16 declarations. The average service
record contains 237 words, with a maximum of 2479 words over all services (see also
Fig. 1(a) above).

Other metrics, like the standard deviation, lead to similar results: there is a huge
variation of the average task record among tasks. Most services provide records with
many (if not all) Dublin Core elements, and few elements with a small number of
repetitions. But there are tasks with very low or high values on these metrics, resulting
to very poor or very rich metadata records. The high number of element repetitions may
originate from automatically mapping the records from already existing rich
descriptions.

4 Updates of Metadata

Our tasks take place over many rounds, that may be performed in short intervals, but
overall they expand over a significant period of time. On the previous section we used
the average service record, considering all harvesting tasks, but among the harvesting
rounds some records can change, although we do not expect such changes to affect very
much the average record. Therefore, we will study how the tasks of the same service
evolve over time, using the data from our harvesting rounds, in order to see (a) how the
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Fig. 2. (a) The number of words in the average record for every round. (b) The number of
unique and repeated DC elements per average record, for every round.

updates affect the records, and if they improve them and (b) if the updates affect the
records significantly, or the basic record characteristics and metrics remain mostly the
same.

All records in a specific service are expected to have a similar degree of detail in the
description, as they all comply with their creation policy. Still, we always ask the same
records from each task of the same service, and we consider the average record. Any
changes that we find during tasks in different rounds may be due to (a) maintenance
updates in some of the harvested records, (b) permanent replacements of some records
with others: if records are deleted they are permanently replaced by the next records
and (c) by temporary communication errors that prevent some of the records to be
considered on this specific harvesting round.

We use the average record per harvesting round, average over all services that
return records during the round, to study the record evolution for all services during the
harvesting rounds. In addition to the reasons above, a permanent change to the par-
ticipation services in the harvesting rounds can change the average record we use. But
this situation happens when we decide so, which will only be very few times: one.

Figure 2 depicts how some aspects of metadata evolve over time, over our 529
harvesting rounds. For each round, we can see the average length of the record content
in Fig. 2(a), showing the number of words per record (considering all elements), and
the average number of the 15 Dublin Core elements in use and also the total number of
distinct Dublin Core element declarations (i.e. including repetitive declarations) in
Fig. 2(b).

Any increase in these aspects contributes to the improvement in the quality of the
records. We observe that all these aspects present a slow but steady increase over time,
therefore the quality of the metadata increases. We also immediately observe a big
boost that happened at the same time for all metrics: on the round that we updated the
list of our services. This occurs because the newly added services that were added had
better (in number of words/elements) metadata than those of the services they replaced.
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We expect the record updates to also depend on the services themselves, their policy
and maintenance procedures. Figure 3 presents the average increase in the record
description (in words) for each service, from its first to its last harvesting round. This is not
affected by changes to the included harvested services, as the harvesting tasks for each
service are considered separately. The average increase over all sources is 1.98 words but
with standard deviation 56.86, showing that the services really update on a different way.
In fact, the update ranges from 952 words increase to 549.83 words decrease.

word increase

1000

500

500

500 1000 1500 2000

Fig. 3. The number of words in the description in the average record, for every service.

This unusual average decrease in words cannot be an intentional effort to reduce the
information in the records. It mostly indicates that the average record may change a lot
during the updates and even changes of that size changes may come from normal
record maintenance procedures. The updates of individual services may not lead us to
secure conclusions and we should consider the overall increase over all services.

Looking closer into Fig. 3 we can also see that 779 services have an average
increase of more than 1 word, 541 services have an average decrease of more than 1
word and 800 services have a variation of less than 1 word. From these 800, 351
services had no word difference at all from their first to their last harvesting round: they
should have no maintenance at all during this time.

Apart from that, we can see that the metadata are slowly improving on all above
aspects anyway. The updates to the collections seem to improve on the length and
granularity of the description.

5 Updates in Individual Elements

The updates in record metadata are not the same for all elements. In Table 3 we can see
basic properties of the change for each Dublin Core element. Column 6 presents the
average increase (in words) between the first and last harvesting rounds, and column 7
presents the percentage that this increase represents from its average value (in column 2).
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Table 3. Statistics for the size in words of the individual Dublin Core metadata elements

Element | Average |sdev |Min |Max |Last-First | Grow%
description | 164.46 | 10.99 | 146.78 | 178.58 | 21.01 12.78%
rights 39.44 | 228| 30.78| 43.35/-1.19 —3.02%
relation 14.2 8.04| 3.83| 23.45]| 19.62 138.17%
source 14.17 1.54| 11.71| 1645 4.46 31.47%
title 1249 | 0.57| 11.63| 13.19| 13 10.41%
subject 10.58 | 045| 9.86, 11.25| 1.03 9.74%
creator 8.19 1.11| 6.56| 953 2.14 26.13%
contributor | 7.23 | 045| 64 9.16| 1.26 17.43%
identifier 525 | 048] 4.48| 6.08/-0.92 —17.52%
coverage 4.82 0.16| 43 5.27|-0.13 —2.70%
publisher 474 | 0.17| 441| 499 039 8.23%
type 247 | 0.2 2.17| 28 | 046 18.62%
format 149 | 0.12| 137 1.68/-0.27 —18.12%
date 1.35 | 006 127 145/ -0.12 —8.89%
language 1.05 | 0.01 1.03| 1.06, 0.02 1.90%

The wordiest element, “description”, also has the highest increase in words. The
significant increase in the values in the element “relation” agrees with the larger
number of relations that are described (as seen in Table 4). The rest of the elements
have a much smaller increase in description words, or even a small decrease, that can
be due to random/statistical error (e.g. a service not returning records on a harvesting
round, temporarily affecting the results).

Elements like “description”, “source”, “creator”, “contributor”, “title” and “subject”
show a constant increase, while other elements like “language”, “date”, “format” and
“coverage” show small (and sometimes negative) increase. This seems reasonable:
most declarations of “language”, “format”, “type” or “date” need constant space.

The element “relation” has the highest percentage of increase in words — but this
increase is not smooth and seems to vary very much, as can be observed from its
standard deviation (column 3) and also Fig. 4. The sudden change and recovery to the
previous level of the words of an element (e.g. “relation” and in a smaller degree to
others such as “source”) may be explained if a service that includes many more than
average such declarations becomes unavailable for some harvesting rounds.

We can see similar increase if we consider the number of repeated DC elements,
that represent the increase in the number of element declarations, and also if we
consider the number of unique DC elements, that represent the enrichment of the
records with new DC elements.

In Table 4 we can see how the element declarations are growing. For example, the
element “description” has on average 1.12 declarations on each record (column 2), with
standard deviation 0.05 (column 3). The maximum across all services average number
of declarations is 1.18 (column 4). The average increase of declarations, from the first
to the last harvesting task, is 0.13 (column 5) which corresponds to an 11.61% (column
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6) increase in declarations per record. The element “description” is also present on 82%
of the services (column 7), and during our harvesting rounds it was added on 9% of the
services (column 8).

Table 4. Statistics for the number of declarations for the individual Dublin Core metadata
elements.

Declarations Presence
Element | Average | sdev | Max | Last-First | Grow% | Average% | Last-First %
description | 1.12 0.05|1.18 | 0.13 11.61 | 82 9
rights 0.98 0.16 | 1.15| 0.38 38.78 |70 16
relation 1.47 037 11.89| 0.94 63.95 |78 13
source 2.02 0.39 12.50| 1.04 51.49 190 6
title 1.17 0.021.20| 0.04 3.42 | 100 0
subject 2.43 0.24 12.78 | —0.52 —21.40 |75 0
creator 1.95 0.09 12.09| 0.23 11.79 |95 3
contributor | 0.43 0.06 | 0.52 | —0.12 -27.91 |26 -6
identifier | 1.89 0.04 | 1.98 | —0.06 —3.17 | 100 1
coverage |0.69 0.03 1 0.75 | —0.05 —7.25 |43 -6
publisher | 0.96 0.02 /098 | 0.03 3.13 88 5
type 1.83 0.18 |2.07 | 043 23.50 |98 2
format 1.09 0.01 |1.13| 0.03 2.75 190 6
date 1.30 0.05 | 1.37 | —0.08 —6.15 |98 1
language |0.97 0.02 1 1.00 | 0.06 6.19 |93 5

We observe that the element “relation” had the highest increase in declarations
(63.95%), followed by elements “source” (51.49%) and “rights” (38.78%). The ele-
ment “rights” was added to most services (16%) followed by elements “relation” (13%)
and “description” (9%).

Element “title” had a 3.42 increase in declarations and element “subject” had a
21.40% decrease in declarations, while the number of services they are present did not
change. The element “coverage” had a decrease into both declarations and services it is
present.

Elements “title” and “identifier” are present on the 100% of the services, while
element “title” was added to the 1% of the services during the harvesting rounds.

Figure 4 shows the increase effect of the updates for the 15 elements round by
round. The scale for some elements (“description” and “rights”™) is differently adjusted,
so that all elements can be shown in one picture, and cross-element comparisons cannot
be derived from this picture. The order of the elements in the legend match the size of
their values, so that we can distinguish which colored line corresponds to which
element. But the clear distinction is not necessary, as most elements have a similar
distribution in the 522 rounds.
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In particular we observe that elements like “description”, “source”, “creator”,
“contributor”, “title” and “subject” show a constant increase, while other elements like
“language”, “date”, “format” and “coverage” show small (and sometimes negative)
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increase. This seems reasonable: most declarations of “language”, “format”, “type” or
“date” need limited space for their and cannot benefit from a more detailed description.
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Fig. 4. The number of words in the values for each element, over the 522 harvesting rounds.
The order of the elements in the legend match the size of their values. The scale for “description”
and “rights” has been adjusted, so all elements can be seen together.

6 Conclusions and Future Work

When we use harvested metadata, we have no knowledge of how good they are and if
they comply with any quality threshold. Our analysis can be used to investigate the
quality of the participating services and as a tool to service maintainers and mainly
aggregators to detect some problems in them and correct them. We cannot comment on
the accuracy and correctness of the metadata descriptions, but we can examine their
length, element synthesis and update patterns, and investigate the most unusual
situations.

The metadata on the OAI-PMH harvested services seem quite complete, utilizing
most Dublin Core elements, despite of been much different in record size. On some
exceptions, commonly used elements like “identifier” or “title” were absent and the
“worst” service provided only “identifier”. We conclude it is possible to enforce quality
requirements for the services to be in the list of sources we used. The quality
requirements that will improve the searching are achieved by most services and are
therefore feasible.

If we should express in one phrase the observations we made, we would say that the
metadata improves in a slow rate over time, with “description” been improved the most
and “relation” following. The improvement over time is not the same for all elements
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and many elements get no measurable improvement. But over the years (compared to
the data from 2003), the improvement is significant.

In the future, we could examine into more detail specific Dublin Core elements that
have mostly free language values distinguishing them from the elements containing
URLs or controlled values. Additionally, someone could try to explain the unusual
findings and/or no responding services by examining the individual services, either by
considering their responses in more detail, such as the contents of the values of their
elements and the digital objects themselves, or by contacting their administrator. But
this approach does not scale well to many services. Another interesting issue to
investigate is the relation of good metadata with the server availability and its response
time — that indicate good service maintenance. Finally, we would like to investigate
how different quality metrics affect the quality measurement, when used on harvested
data.
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Abstract. In the scientific digital libraries, some papers from different
research communities can be described by community-dependent key-
words even if they share a semantically similar topic. Articles that are
not tagged with enough keyword variations are poorly indexed in any
information retrieval system which limits potentially fruitful exchanges
between scientific disciplines. In this paper, we introduce a novel experi-
mentally designed pipeline for multi-label semantic-based tagging devel-
oped for open-access metadata digital libraries. The approach starts by
learning from a standard scientific categorization and a sample of topic
tagged articles to find semantically relevant articles and enrich its meta-
data accordingly. Our proposed pipeline aims to enable researchers reach-
ing articles from various disciplines that tend to use different terminolo-
gies. It allows retrieving semantically relevant articles given a limited
known variation of search terms. In addition to achieving an accuracy
that is higher than an expanded query based method using a topic syn-
onym set extracted from a semantic network, our experiments also show
a higher computational scalability versus other comparable techniques.
We created a new benchmark extracted from the open-access metadata
of a scientific digital library and published it along with the experiment
code to allow further research in the topic.

Keywords: Semantic tagging - Digital libraries - Topic modeling
Multi-label classification - Metadata enrichment

1 Introduction

The activity of researchers has been disrupted by ever greater access to online sci-
entific libraries —in particular due to the presence of open access digital libraries.
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Typically when a researcher enters a query for finding interesting papers into the
search engine of such a digital library it is done with a few keywords. The match
between the keywords entered and those used to describe the relevant scientific
documents in these digital libraries may be limited if the terms used are not
the same. Every researcher belongs to a community with whom she or he shares
common knowledge and vocabulary. However, when the latter wishes to extend
the bibliographic exploration beyond her/his community in order to gather infor-
mation that leads him/her to new knowledge, it is necessary to remove several
scientific and technical obstacles like the size of digital libraries, the heterogene-
ity of data and the complexity of natural language.

Researchers working in a multi-disciplinary and cross-disciplinary context
should have the ability of discovering related interesting articles regardless of
the limited keyword variations they know. They are not expected to have a prior
knowledge of all vocabulary sets used by all other related scientific disciplines.
Most often, semantic networks [6] are a good answer to the problems of linguis-
tic variations in non-thematic digital libraries by finding synonyms or common
lexical fields. However, In the scientific research context, using general language
semantic network might not be sufficient when it comes to very specific scientific
and technical jargons. Such terms also have the challenge of usage evolution over
time in which having an updated semantic network counting for new scientific
terms would be very expensive to achieve. Another solution could be brought
by the word embedding approach [11]. This technique makes it possible to find
semantically similar terms. Nevertheless, this approach presents some problems.
It is not obvious to determine the number of terms that must be taken into
account to be considered semantically close to the initial term. In addition, this
technique does not work well when it comes to a concept composed of several
terms rather than a single one. Another strategy is to make a manual enrich-
ment of the digital libraries with metadata in order to facilitate the access to the
semantic content of the documents. Such metadata can be other keywords, tags,
topic names but there is a lack of a standard taxonomy and they are penalized
by the subjectivity of the people involved in this manual annotation process [1].

In this paper we present an approach combining two different semantic infor-
mation sources: the first one is provided by the synonym set of a semantic net-
work and the second one from the semantic representation of a vectorial pro-
jection of the research articles of the scientific digital library. The latter takes
advantage of learning from already tagged articles to enrich the metadata of
other similar articles with relevant predicted tags. Our experiments show that
the average F1 measure is increased by 11% in comparison with a baseline app-
roach that only utilizes semantic networks. The paper is organized as follows: the
next section (Sect.2) provides an overview of related work. In Sect. 3 we intro-
duce our pipeline of multi-label semantic-based tagging followed by a detailed
evaluation in Sects.4 and 5. Finally, Sect.6 concludes the paper and gives an
outlook on future work.
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2 State of the Art

According to the language, a concept can be described by a single term or by an
expression composed of multiple words. Therefore the same concept may have
different representations in different natural languages or even in the same lan-
guage in the case of different disciplines. This causes an information retrieval
challenge when the researcher does not know all the term variations of the scien-
tific concept he is interested in. Enriching the metadata of articles with semanti-
cally relevant keywords facilitates the access of scientific articles regardless of the
search term used in the search engine. Such semantically relevant terms could be
extracted thanks to lexical databases (e.g., WordNet [12]) or knowledge bases
(e.g., BabelNet [13], DBpedia [8], or YAGO [10]). Another solution is to use word
embedding techniques [5] for finding semantically similar terminologies. Never-
theless, it is difficult in this approach to identify precisely the closeness of the
terms in the projection and then if two terms have still close meanings.

When the set of terms is hierarchically organized, it composes a taxonomy.
A faceted or dynamic taxonomy is a set of taxonomies, each one describing the
domain of interest from a different point of view [16]. Recent research in this
area has shown that it improves the interrogation of scientific digital libraries
to find specific elements, e.g., for finding chemical substances in pharmaceutical
digital libraries [18].

The use of Latent Dirichlet Allocation (LDA) [3] for assigning documents to
topics is an interesting strategy in this problem and it has shown that it helps
the search process in scientific digital libraries by integrating the semantics of
topic-specific entities [14]. For prediction problems, the unsupervised approach of
LDA has been adapted to a supervised one by adding an approximate maximum-
likelihood procedure to the process [2]. Using LDA for topic tagging however
has a fundamental challenge in mapping the user defined topics with the LDA’s
latent topics. We can find a few variations of LDA trying to solve this mapping
challenge. For example, Labeled LDA technique [15] is kind of a supervised ver-
sion of LDA that utilize the user define topic. Semi-supervised LDA approaches
are also interesting solutions for being able to discover new classes in unlabeled
data in addition to assigning appropriate unlabeled data instances to existing
categories. In particular, we can mention the use of weights of word distribution
in WWDLDA [19], or an interval semi-supervised approach [4]. However, in the
case of a real application to millions of documents, such as a digital library with
collections of scientific articles covering many disciplines, over a large number
of years, even recent evolutionary approaches of LDA require the use of com-
putationally powerful systems, like the use of a computer cluster [9], which is a
complex and costly solution.

3 Model Pipeline

The new model we propose can be resumed following a pipeline of 4 main com-
ponents as illustrated in Fig.1. In this section we will describe each of this
components.
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Fig. 1. High-level illustration of the model pipeline. The Semantic Feature-based Topic
Classifier phase is used to generate Top N articles ranked by the probability of topic
belonging. Another ranked list is generated by querying the synonym set (synset) of
the topic using a text-based search engine which is presented in Synset Elasticsearch
phase. A Per-topic Fusion List is then generated using a special mean rank approach
in which only Top a x N are considered where a is experimentally determined. Finally,
each article is tagged by a list of topics that was categorized with in the Fusion list.

3.1 Semantic Feature-Based Topic Classifier

This is computationally a big component that itself includes a pipeline of data
transformation and a multi-label classification steps. The main phases of it are
described as the following:

Extract Semantic Features. Starting from a multi-disciplinary scientific dig-
ital library with an open-access metadata, we extract a big number of articles,
i.e., millions in which researchers want to explore. The retrieved data from the
metadata of these articles are mainly the title and the abstract. These two fields
will then be concatenated in order to be considered as the textual representa-
tion of the article in addition to a unique identifier. These set of articles will
be denoted as Corpus. A TF-IDF weighted bag-of-word vectorization is then
applied to transform the Corpus into a sparse vector space. This vectorized rep-
resentation is then semantically transformed into a dense semantic feature vector
space, typically 100-600 vector size. The result of this stage is an (N x M) matrix,
where N is the semantic feature vector size and M is the number of articles. It
must be accompanied with a dictionary that maps the article unique identifier
of the article to the row index of the matrix.

Topic Classifier. For each topic name, i.e., scientific category name or a
key-phrase of a scientific topic, we generate a dataset of positive and negative
examples. The positive examples are obtained using a text-based search engine,
e.g. Flasticsearch, which is a widely used search engine web service built on
Apache Lucene, as the resulted articles that have topic name matches in title
OR abstract. The negative examples, however, are randomly selected articles
from the Corpus but with no matches with the topic name in any of the meta-
data text fields. Using this dataset, we build a kind of One-vs-All topic classifier.
This classifier must have the ability of providing the predicted probability value
of belonging to the topic, i.e. the class.
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Probability-Based Multi-label Classification. Each of the obtained One-
vs-All topic classifiers are then used in a multi-label classification task where
each article in Corpus will have a probability value of belonging to the topic.
This could be thought of as a kind of fuzzy clustering or supervised topic modeling
where the article can be assigned to more than one topic but with a probability
of belonging. The result of this stage is a top 100 K ranked list of articles per
topic with the probability value as the ranking score.

3.2 Synset Elasticsearch

This component is computationally simple but has a great value in the pipeline.
It is a kind of query expansion where the query space is increased by find-
ing synonyms and supersets of query terms. So, it also requires a text-based
search engine, e.g., Elasticsearch. We first need a semantic network or a lexi-
con database, e.g., WordNet, that can provide a set of synonyms of a giving
concept name. For each topic in the set of topics, we generate a set of topic
name synonyms, that is denoted by Synset (synonym set). Using FElasticsearch
we then generate a ranked list of articles that have matches in their metadata
with any of the synonyms in the topic Synset. So, the output of this component
is a ranked list of articles per topic. As in Sect. 3.1, this output could be consid-
ered as a multi-label classification output but with ranking information rather
than a probability score.

3.3 Fusion and Multi-label Categorization

This final stage constitutes the main contribution part of this experimentally
designed pipeline. It uses an introduced ranked list fusion criteria of combining
the 2 rankings of an article A which are the rank in the Synset Elasticseach list
denoted by s4 and the rank in the semantic feature-based topic classifier list,
denoted by 7 4. If an article is present both in the 2 lists, we use a special version
of Mean Rank score (ta = 2444 ). Otherwise, the default score value of the
article is given by equation (t4 = r4 X |S|) where |S| is the size of the Synset
Elasticseach list.

The rank score of the Fusion List will be finally used to re-rank the articles
to generate a new ranked list with a list size that ranges from the maz(|S|, |R])
and |S| + |R| where |R)| is the size of the semantic feature-based topic classifier
list. However, in our model we define a hyper-parameter a that determines the
size of the Fusion list as in equation (|F| = a x |S|). The hyper-parameter a will
be experimentally determined based on multi-label classification statistics and
evaluation that would be presented in Sect. 4.

The output of this component, and also the whole pipeline, is a list of articles
with their predicted list of topics, i.e. scientific category names. Such list is
obtained by applying a lists inversion process that takes as input all the per
topic Fusion lists and generates a per article list of topics for all articles presented
in any of the Fusion lists. The obtained list of predicted topics per article are
optionally presented with a score value that reflects the ranking of the article in
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the Fusion list of the topic. That score could be used to set an additional hyper-
parameter replacing a which would be a score threshold that determines if the
topic would be added to the set of predicted topic tags of the article. However,
a simple and efficient version, as would be shown in Sect. 4, would only relay of
the ranking information but having in place the design parameter a.

4 Experiments

4.1 Data Description

Scientific Paper Metadata from ISTEX Digital Library. The dataset
used for running the experiments is extracted from ISTEX', a French open-
access metadata scientific digital library [17]. This digital library is the result of
the Digital Republic Bill, a law project of the French Republic discussed from
2014, one of whose aims is a “wider data and knowledge dissemination”?.

ISTEX digital library contains 21 million documents from 21 scientific litera-
ture corpora in all disciplines, more than 9 thousands journals and 300 thousands
ebooks published between 1473 and 2015 (in April 2018).

Private publishers (e.g., Wiley, Springer, Elsevier, Emerald...) did not leave
access to their entire catalog of publications, that is why the publication access
does not cover the most recent publications. In addition, because the contracts
were signed with the French Ministry of Higher Education and Research, even
if anybody can access to the general information about the publications with
ISTEX platform (title, names of the authors and full references of the publica-
tion, and also metadata in MODS or JSON format), the global access is limited
to the French universities, engineering schools, or public research centers: docu-
ments in full text (in PDF, TEI, or plain text format), XML metadata and other
enrichments (e.g., bibliographical references in TEI format and other useful tools
and criteria for automatic indexing).

For our experiments, we considered only a subpart of ISTEX corpus: the
articles must be published during the last twenty years, written in English and
related to sufficient metadata, including their title, abstract, keywords and sub-
jects.

Scientific Topic from Web of Science. For each scientific article, we also
use a list of tags extracted from the collection of Web of Science® which contains
more than 250 flattened topics. These flattened topics are obtained as follows:
when a topic is a sub-topic of another one, we can aggregate to the subcategory
terms those of the parent category (e.g., [computer science, artificial intelligence]
or [computer science, network]). Some of the topics are composition of topics,
like “art and humanities.”

! Excellence Initiative of Scientific and Technical Information https://www.istex.fr/.

2 https://www.republique-numerique.fr/pages/in-english.

3 https://images.webofknowledge.com /images /help/ WOS /hp_subject_category_terms
_tasca.html.
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The selected 33 topics are: [Artificial Intelligence; Biomaterials; biophysics;
Ceramics; Condensed Matter; Emergency Medicine; Immunology; Infectious Dis-
eases; Information Systems; Literature; Mechanics; Microscopy; Mycology; Neu-
roimaging; Nursing; Oncology; Ophthalmology; Pathology; Pediatrics; Philoso-
phy; Physiology; Psychiatry; Psychology; Rehabilitation; Religion; Respiratory
System; Robotics; Sociology; Substance Abuse; Surgery; Thermodynamics; Tox-
icology; Transplantation).

In our experiments, to facilitate the analysis of the results without bias due
to lexical pretreatment, we work only with topics containing neither punctuation
nor linkage words. Moreover, we have kept in our experiences only Web of Science
topics with enough articles (in ISTEX digital library) for having a significant
positive subset of documents not used for the learning part (at least 100 scientific
articles). The topics, which can be single words (as “thermodynamic”) or a
concatenation of words (as “artificial intelligence”), should be known in the
semantic network to benefit of a consequent synonyms list. In our work, we
present the results obtained with 33 topics, which are English single words or
the concatenation of several words.

Synonym Sets from BabelNet. In our experiments, we produce a semantic
enrichment by using a list of synonyms for each concept, also known as “synset”
(for “synonym set”). To build our synset list, we need a semantic network.
After some preliminary tests on several semantic networks, we chose BalbelNet
[13] which gave better results. A sample synset from BabelNet for the topic
Mycology is [Mycology, fungology, History of mycology, Micology, Mycological,
Mycologists, Study of fungi.

Supervised LDA. Based on the state-of-the-art review as described in Sect. 2,
we started by developing a model based on LDA. We defined a supervised ver-
sion of the LDA (sLDA) where we the number of topics was set to 33 topics.
Each topic was guided by boosting the terms of the topic synonym set obtained
from BabelNet where the boosting values were [1, 10, 20, 30]. The dataset for
experimenting this model were extracted from ISTEX scientific corpus by using
Elasticsearch getting all articles that have at least one match of any of the 33
topics in any of these metadata fields: Title, abstract, subjects or keywords. How-
ever, the text used to build the sLDA were limited to the title and the abstract.
The evaluation of the sLDA model will then be performed on a test set that is
constructed from the keywords and the subjects fields.

4.2 Experimental Process

Initially, we defined an accuracy indicator that is based on the count of tagged
articles with a list of prediction topics that has at least one label intersection
with ground truth. This indicator will be denoted as At least one common label
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metric. The other measure including label cardinality, Hamming loss and Jaccard
index could be found in the literature?.

In order to build an experiment of our proposed pipeline, we need to exper-
imentally determine some hyper-parameters of it as follows:

Semantic Feature-Based Topic Classifier: We limit our text representation
of the article to its title and abstract, which are available metadata. Comparing
Paragraph vector [7] and Randomized truncated SVD [7] based on a metric
that maximizes the inner cosine similarity of articles from the same topics and
minimizes it for a randomly selected articles, we choose SVD decomposition
of the TF-IDF weighted bag of words and bi-grams resulting in 150 features
for more than 4 millions articles. As for the topic classifier, also by comparative
evaluation, we select Random Forest Classifier, tuning certain design parameters,
and use it to rank the scientific corpus. We consider the top 100K articles of
each topic classifier to be used in the fusion step.

Synonym Set Elasticsearch: Reviewing many available semantic networks,
we found that BabelNet was the most comprehensive one combining many other
networks [13]. So, we use it to extract a set of synonyms, i.e., a synset for each
topic. This synset is then used to query the search engine of ISTEX which is
built on Elasticsearch server. As would be shown in Sect. 5. This technique will
be used as the experiment baseline.

Fusion and Per Multi-label Categorization: The main design parameter
of this phase is the size of the ranked list that is achieved by setting it to the
double size of the Synset Elasticsearch list.

5 Results and Discussion

First, we run an experiment on sLDA as described in Sect. 4. The result of this
designed experiment was very disappointing based on the evaluation metrics.
The best performing sLDA model, that was with a boosting value of 30, resulted
in the following evaluation: F'1 measure = 0.02828, At-least-one-common-label
= 0.0443, Jaccard indexr = 0.0219 and Hamming loss = 0.0798. Comparing to
using our pipeline with @ = 2 having FI measure of the 33 topics was 0.6032.
So, sLDA was obviously not a good candidate to be used as a baseline. However,
it was an additional motivation for designing and proposing our pipeline. After
dropping sLDA from further experiments due to the very low evaluation results,
we have added 2 more topics to the set of the 33 topics totaling to 35 topics. The
2 additional topics were [International Relations; Biodiversity Conservation]. We
have also added more examples to the test set counting for an additional ISTEX
metadata field called categories:wos that is actually does not exists in all the

4 https://en.wikipedia.org/wiki/Multi-label_classification.
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Table 1. Evaluation results based on the evaluation metrics Recall and At least one
common label denoted here as the Common-Match metric. The table also shows the
size of the intersection between the method results and the test set that was used in
computing the evaluation metric, denoted here as Intersection. The value of Intersection
might also be a good indicator of the method being able to tag more articles.

Method | Intersection | Common-Match | Recall
Synset | 22,192 0.5284 0.5285
Fusioni | 22,123 0.5736 0.5735
Fusion?2 | 41,642 0.6375 0.6374
Fusiond | 56,114 0.6470 0.6473
Fusion | 67,625 0.6470 0.6464

articles but was still considered as a good source for increasing the test examples
in our published benchmark.

We define 5 methods for the experiment. One is a method of Synset Elas-
ticsearch, denoted here by Synset which will be the baseline of benchmark. The
other 4 methods are variations of our proposed pipeline but with variant values
of the design parameter a = [1,2,3,4]. The pipeline methods are then denoted
respectively with the value of a as Fusionl, Fusion2, Fusion3 and Fusion/. The
results of the multi-label classification evaluation metrics, described in Sect. 4.2,
are shown in Table 1 and Fig. 2.

While the evaluation metric values in Table 1 recommend higher a values, 3
or 4 with no significant value difference, we can see from Fig. 2 that the best value
is @ = 2 based on Precision, F1 measure, Jaccard index and Hamming loss. This
means that if we increase the size of the fusion ranked list more than the double
of the size of the Synset method, we will start loosing accuracy. Another indicator
that we should limit the size of the Fusion list is Fig. 2a that shows that if we
increase the size of the Fusion list, the difference of the Label Cardinality between
the predicted results and the compared test set will increase. This difference is
a negative effect that should be minimized, otherwise, the model will tend to
predict too much labels that would be more probably irrelevant to the article.

Due to the fact that the test set was not generated manually but by filtering
on a set of scientific category terms in relevant metadata fields, we believe that it
is an incomplete ground truth. However, we think it is very suitable to compare
models as a guidance for designing an efficient one because the test labels are
correct even incomplete. Accordingly, we tried to perform some error analysis
where we found that in most of the cases, the extra suggested category names are
either actual correct topic having the article a multi-disciplinary one or topics
from very similar and related topic. For example, a medical article from ISTEX?
is tagged with the category name [‘Transplantation’] in the test set. The pre-
dicted topics by our method was [‘Mycology’, ‘Transplantation’] resulting into
0.5 precision value. However, when we read the abstract of that article, we find

5 https://api.istex.fr/document /23A2BC6E23BESDE9971290A5ES869F IFA4A5E49EA.
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Fig. 2. Results of label cardinality difference, Jaccard inder, Hamming loss and F'1
measure evaluation metrics. While Synset is the method that uses synonyms of the
category name as a query in Elasticsearch, Fusion 1, 2, 3 and 4 represent respectively
the values of the pipeline design parameters a = [1, 2, 3,4] that determine the number
of annotated articles per topic as an integer multiple of the size of Synset FElasticsearch
list. *: Difference value with the label cardinality of the compared test set of each of
the methods. **: Equivalent to Precision in our case of a test set label cardinality = 1.

that it talks about dematiaceous fungi which is actually a ‘Mycology’ topic. So,
in many cases where there is at least one common tag, the other tags are actu-
ally the aimed discovered knowledge rather than a false prediction. In another
example, the model predicted the tags ‘Psychology’, ‘Sociology’ in addition to
‘Religion’ resulting in 0.3333 precision while they are actually relevant predicted
tags when we read the abstract of the article® that also talks about social net-
works. The complete list of results —where these cases could be verified— are
published as well as all the experimental data and reproducibility code”.

6 Conclusion and Future Work

Governments, public organizations and even the private sector have recently
invested in developing multi-disciplinary open-access scientific digital libraries.
However, these huge scientific repositories are facing many information retrieval
issues. Nevertheless, this opens opportunities for text-mining based solutions

5 https://api.istex.fr/document/BA63065CCE8B0520F36B7DAIOCF26F2DEF6CEDTF.
7 https://github.com/ERICUAL /stst.
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that can automate cognitive efforts in data curation. In this paper, we proposed
an efficient and practical pipeline that solves the challenge of the community-
dependent tags and the issue caused by aggregating articles from heteroge-
neous scientific topic ontologies and category names used by different publishers.
We believe that providing a solution for such a challenging issue would foster
trans-disciplinary research and innovation by enhancing the corpus information
retrieval systems. We demonstrated that combining two main semantic infor-
mation sources — the semantic networks and the semantic features of the text
of the article metadata — was a successful approach for semantic based multi-
label categorization. Our proposed pipeline does not only enable for a better
trans-disciplinary research but also supports the process of metadata semantic
enrichment with relevant scientific categorization tags.

Other available methods in semantic multi-label categorization, such as LDA,
are not suitable in this context for many reasons. For instance, they require pow-
erful computational resources for processing big scientific corpus. Moreover, they
need a pre-processing step to detect concepts that are composed of more than one
word (e.g., “Artificial Intelligence”). Finally, LDA is originally an unsupervised
machine learning model in which it is problematic to define some undetermined
parameters like the number of topics. Our proposed pipeline, however, over-
comes all of these limitations and provides efficient results. Towards improving
the query expansion component of the pipeline (Synset Elasticsearch), we are
planning to study the impact of using extra information from BabelNet semantic
network other than only the synonym sets. In particular, we want to include the
neighboring concept names as well as the category names of the concept. We
expect that such term semantic expansion will improve the performance of the
method.
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Abstract. Matching mentions of persons to the actual persons (the
name disambiguation problem) is central for many digital library appli-
cations. Scientists have been working on algorithms to create this match-
ing for decades without finding a universal solution. One problem is that
test collections for this problem are often small and specific to a certain
collection. In this work, we present an approach that can create large
test collections from historical metadata with minimal extra cost. We
apply this approach to the dblp collection to generate two freely avail-
able test collections. One collection focuses on the properties of name-
related defects (such as similarities of synonymous names) and one on
the evaluation of disambiguation algorithms.

Keywords: Name disambiguation + Historical metadata - dblp

1 Introduction

Digital libraries store lists of names which refer to real world persons (e.g., the
authors of a document). Many applications require a map between these names
and the real world persons they refer to. E.g., projects create author profiles
which list all publications of a person. These profiles can be used by users who
look for works of a specific person. They are also the basis of attempts to mea-
sure the performance of researchers and institutions. Mapping author mentions
and persons is difficult. The name itself is not well-suited to refer to a person
and many metadata records provide limited additional information such as email
and institution name. Therefore, many profiles are defective. That is: they list
publications from different persons (a homonym defect) or publications of one
person are listed in different profiles (a synonym defect). Correct author disam-
biguation in bibliographic data has been the subject of intensive research for
decades. For an overview on algorithmic approaches, see the survey by Ferreira
et al. [3]. For manual strategies, see the paper by Elliot [1].

Many approaches concentrate on reclustering the existing data. L.e., the algo-
rithm is provided with all mentions of persons and clusters these mentions into
profiles. An advantage of this approach is that potentially wrong profiles can
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be ignored. The problem is that reclustering ignores disambiguation work which
has already been invested into the collection. In a living collection, a significant
amount of manual and automatic work has been invested in the correctness of
data. With an increasing number of open data projects, we can expect more
disambiguations by users (e.g., authors use ORCID to manage their publication
profiles). We will also see collections getting larger as sharing and incorporating
data will become easier. For a large and volatile collection, reclustering might
be algorithmically unfeasible. An alternative disambiguation task is to identify
profiles which are likely defective. These profiles can then be corrected auto-
matically or checked by staff or in a crowdsourcing framework. One problem
of developing algorithms for this task is the lack of suitable test collections for
evaluation. Traditional test collections, such as the set provided by Han et al. [4],
consist of mentions with the same name without any known author profiles. This
is not useful for the defect detection task. In addition, there are the following
problems: (1) Classic test collections are small. The largest collections discussed
have several thousand mentions, while collections like dblp list several million
mentions. This makes classic collections unusable for evaluation of running time
and other resource requirements such as main memory. (2) Classic test collec-
tions cannot be used to study properties of defective profiles such as network
relations of synonym profiles. Their properties can reveal new approaches to
match mentions and persons. They can also show relevant differences between
collections. Known defects can also be used to train detection algorithms. In this
work, we describe two alternative test collections which try to overcome these
problems.

Creating a classic test collection is expensive, mainly because it requires man-
ual cleaning of author profiles. However, for a large digital library, we can expect
that a number of defects have already been corrected. We extract these correc-
tions from historical data and use them as examples of defective data. Since
the defects have been corrected, we also know a (partial) solution to the defect.
Based on the defects, we build two test collections. Our goal is to provide as
much contextual information for each defect as possible. One of the collections
focuses on individual defects. The other test collection focuses on the defect
detection task in a large collection itself. Harnessing historical corrections has
several advantages: (1) The collections we obtain are large compared to tra-
ditional test collections and created with minimal additional cost. (2) Unlike
classic test collections, our approach is well-suited to study the properties of
defects. This can lead to a better understanding of quality problems and can be
used when designing new disambiguation algorithms. As defect corrections can
be triggered in may different ways, we obtain a large variety of defects. (3) The
framework we present can be used for all digital libraries that provide historical
metadata. This might provide us with specific test collections which can be used
to adjust algorithms to the properties of individual collections. The main contri-
butions of this work are: (1) We present a framework to create test collections
for the defect detection task from historical data. (2) We use the framework to
create an open test collection based on the dblp collection.
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After discussing related work, we describe how to build test collections from
historical defect corrections (Sect. 3). In Sect. 4, we apply the framework to dblp
and discuss possible applications of the test collections.

2 Related Work

The usual approach to build a test collection is to select a small portion of
data from a collection and clean it thoroughly. This requires manual work which
leads to small test collections. E.g., the often used test collection by Han [4]
consists of about 8,400 mentions (which roughly equals publications), the KISTI
collection by Kang et al. [6] consists of about 32,000 mentions. For compari-
son, the dblp collection listed about 10 million mentions in March 2018. For
an overview, see the work of Miiller et al. [9]. Most test collections consist of
two sets, the challenge which is presented to the algorithms and the solution
which contains the correct clustering of mentions into profiles. Algorithms are
judged by how close they can approximate the solution. E.g., for Han et al., the
challenge consists of publications from authors with common names (such as
C. Chen). The authors first name is abbreviated to increase the difficulty. Data
that could not be manually disambiguated was discarded. Most test collections
provide the basic bibliographic metadata such as title, name of coauthors and
publication year. This creates compact test collections but provides very little
context information. E.g., the collections only contain partial information on the
coauthors because most of their publications are not part of the test collection.

Since manual disambiguation for test collections is expensive, there have
been several attempts to harness work which has already been invested into a
collection. Reuther [12] compared two states of dblp from different years to see
if publications had been reassigned between author profiles. Reuther gathered
the publications of these profiles for a test collection that focuses on corrections
of synonym defects. We will extend this approach by also considering other
types of defects. Momeni and Mayr [8] built a test collection based on homonym
profiles in dblp. When dblp notices that a name is used by several authors,
the author mention is appended by a number. E.g., Wei Wang 0001,..., Wei
Wang 0135. Momeni and Mayr built a challenge by removing the suffixes. The
full name (including suffix) is used as solution. Like Reuther, this approach is
limited to a single defect type (here: the homonym). Momeni and Mayr are also
limited cases where authors have the exact same name, which excludes many
real world problems. Miiller et al. [9] describe how a test collection can be built
by comparing the manual disambiguation work of different projects. For all these
approaches, the data presentation is record-based as in the classic test collections.
We will extend these approaches by adding contextual information which can
be used by disambiguation algorithms. We also provide individual defect cases
which can be studies to understand defects.
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3 Extracting Test Collections from Historical Metadata

Assume that publications for a person John Doe are listed in author profiles
J. Doe and John Doe. If that defect is uncovered, it will most likely be cor-
rected. Many collections attempt author disambiguation when data is added.
In the example, this did not work which indicates that this defect is not triv-
ial which makes it interesting for defect detection algorithms. We use the state
of the collection before the correction as challenge to see if an algorithm can
detect the presence of a problem and possibly propose a solution. Using histori-
cal corrections has a number of advantages: (1) The corrections can come from a
number of different sources which can include defects with different properties.
E.g., for dblp, a significant amount of defects are reported by users [11]. (2) At
the moment of the correction, data was available that might not be available
today. In 2014, Shin et al. [14] reconsidered the data of Han et al. [4] from 2005
and determined that more than 22% of their gold standard mappings between
mention and profiles could not be confirmed with external data. In 2005 that
verification was probably possible (web pages went off line, publishers became
defunct ...). We will now describe an extraction approach for historical defects
and how to build test collections on top of them. In Sect. 4, we show how this
approach can be applied to the dblp bibliography to create test collections.

3.1 Identifying Corrections in Historical Data

For our approach, we need suitable historical metadata. Locating this data
turned out to be difficult. If a project provides historical data, it is often neces-
sary to use secondary data sources like backup files. For these data, we cannot
expect to capture every correction separately. Instead, we obtain observations
of the data. The points of observation depend on the underlying data, e.g., the
times the backups were created. If observations are far apart and edits frequent,
we might not be able to extract individual corrections. Figure 1 shows an exam-
ple with edits and observations. In this case, we obtain four states, A, ..., D even
though there are more edits. E.g., edits 3, 4 and 5 might be merged into one
observed correction. For each dataset, we need to determine if the observation
allows a reasonable correction analysis. E.g., for dblp, we used a collection [5]
that has nightly observations. This granularity allowed for reliable correction
extraction. We also considered weekly snapshots of the Internet Movie Database
(IMDB)!. This granularity made interpreting the data difficult.

12 345 6 7 8
Se SEe & & & -
A B ¢ 1 D ¢
Fig. 1. Observer-based framework for historical metadata.

! ftp://ftp.fu-berlin.de/pub/misc/movies/database/frozendata.
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If there is sufficient historical data, we can extract corrections. Most digi-
tal libraries provide interpretations of their person mentions. We call such an
interpretation a profile. A profile contains the mentions (publications) that the
digital library thinks are created by the person represented by the profile. The
interpretation can be based on the name directly (as in dblp) or based on an
identifier assigned to the mention. We require that the interpretation is con-
tained in the historical metadata. I.e., we can reconstruct historical profiles. As
explained above, some profiles will be defective (i.e., they deviate from the real
person’s work list). Let ¢; < t3 be two time points of observation and let p(t) be
the set of mentions that is assigned to profile p at time t. We can observe two
types of relations between profiles from different observations:

Definition 1. Let p1, p2 be two profiles. We call p1 reference predecessor of
p2 if Am € p1(t1) : m € pa(ta). We call po reference successor of p1. We call
p1 consistent predecessor of pa if p1{(t1) C pa(ts).

There are two candidates for a defect correction:

1. A profile p has two or more reference predecessors.
2. A profile p has two or more reference successors.

In case (1), p was represented by multiple profiles before. If we assume that
p is correct now, the successors were synonyms. Similarly, in case (2) we observe
the correction of a homonym defect.

We can categorize modifications to profiles as follows:

Definition 2. Let p be a profile and t1 < to two time points of observation. Let
P :=pq,...,pi be the reference predecessors of p with respect to t1 and to. We
call P a merge group if k> 1 and V1 < s <k : ps(t2) =0V ps = p.

Between time t; and t, mentions in py, ..., pr were reassigned to p. These
profiles, except p itself, do not have any mention left. We can consider a similar
correction for homonyms:

Definition 3. With p, t1 and to as above. Let P := pq,...,px be the reference
successors of p with respect to t1 and ty. We call P a split group if k > 1 and
V1<s<k:pt1)=0Vps=np.

For a merge, we demand that the merged profiles are no longer referenced in
the library. Similarly, we demand for a split that new profiles do not contain a
mention at ¢;. In addition to that, we need to consider a combination of merge
and split, a distribute. In this case, a mention is moved from one profile to
another without creating an empty profile. Distributes are different from merges
and splits as both profiles are represented before and after the correction. An
algorithm which aims to correct this defect must determine which mentions are
to be reassigned. If both profiles exist before the correction, the algorithm can
use their properties to determine if a mention needs reassignment. This might
be easier than detecting completely merged mentions.



52 F. Reitz

Merge and split groups can combine multiple corrections. This can create
artifacts with the observation framework. Assume that there are two merge
corrections pi,pe2 — p1 and p1,p3 — p1. If these operations occur between two
observations, we obtain a merge group p1, p2, p3 — p1. If the observation occurs
between the two corrections, we obtain two merge groups. To avoid splitting
groups that are related, we group merge and split groups if they occur in close
temporal proximity and have at least one common profile.

3.2 Structure of Test Collections

The extracted corrections can now be transformed into test collections. Classic
test collections list the records of the disambiguated authors. This creates com-
pact collections. However, it provides very little context information. For our
test collections, we have the following goals:

1. The collections should allow to study the properties of defects. In particu-
lar, they should provide the context information which is commonly used by
disambiguation algorithms such as parts of the coauthor network.

2. The collections should facilitate the development of algorithms that search for
defects in an existing name reference interpretation. As opposed to collections
that aim at algorithms that completely recluster author mentions.

3. The collections should support a performance-based evaluation (running time,
memory requirement ... ).

4. The collections should be of manageable size.

To meet these goals, we create two collections that both differ from classic
collections: A case-based collection that lists the individual corrections as small
graphs. An embedded collection that integrates the detected defects into the
total collection. We now discuss the general structure of the two collections.

Case-Based Collection. The case-based collection consists of isolated test
cases that are directly derived from the observed corrections. For each correc-
tion, we provide two files. One file contains the state of the digital library directly
before the correction, the other file contains the state right after the correction.
The primary purpose of the case-based collection is to study the properties
of defects. This requires that a certain context is provided. E.g., many disam-
biguation algorithms use common coauthors as evidence that there is a relation
between two mentions. Classic test collections provide this information but they
give no information about the relations between the coauthors. Consider Fig. 2
with synonymous profiles p1, po, p3, coauthors ¢y, ..., c5 and journals j; and js.
p1 and py are strongly related by two common coauthors and a journal. ps is not
in a direct relation to p; and ps. The black solid lines represent the data avail-
able from a classic test collection. The dashed lines represent contextual data
that is not in the test collection. ¢y and c5 collaborated. However, that relation
is defined by publications outside the test collection. Studying these indirect
relations might help to develop a better disambiguation algorithm.
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Fig. 2. Relations between metadata entities as a graph.

Obviously, we cannot provide the complete metadata context (e.g., the com-
plete coauthor graph) for each test case. To provide at least local context, we
code the test case as a graph. Consider again Fig. 2. Assume that py, p2, ps pro-
files are part of a merge group. We create a graph as follows: We add nodes for
all corrected profiles (p1, p2, p3). We call these nodes primary nodes. We add a
node for each entity that is in relation to a primary node (e.g., the coauthors).
The set of available entities depends on the underlying digital library. Other enti-
ties might be conferences/journals or common topics. We then add an edge for
each known relation between these nodes. The context is provided by the edges
between the nodes that are no primary nodes. The types of relations depend on
the data in the digital library. The edges can be weighted which makes it possible
to convey the strength of a relation without massively inflating the files.

We encode the graphs in XML. For edges and nodes, we can provide prop-
erties in (key, value) form. The following example shows a document-type node
that has title and publication year data. A similar notation is used for edges.

<node label="DOCUMENT" id="doc1">

<property key="year" value="1999"/>

<property key="title" value="The Ultrasonic Navigating."/>
</node>

Embedded Collection. The defects of the case-based collection are too small
to analyze the running time performance of an algorithm. They also do not
provide a full context. Some disambiguation algorithms require a full coauthor
graph [2,15], which is not available from the local context of the individual
cases. The embedded collection can solve these problems. It consists of two
components: (1) A full copy of the collection’s metadata at a certain point,
provided as metadata records. (2) An annotation of detected defects in this
version which are corrected later. This means that algorithms need to process the
full collection (to test the running time performance) but have also access to all
data (which removed limits imposed by partial data of classical test collections).

Since we provide the full version of the metadata, it is not possible to use a
dense observation framework. IL.e., for detecting defect corrections, we need to
compare states of the collection which are some time apart (e.g., a full year).
This will create a sufficient number of defects to be annotated. However, the long
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periods between the states of the dataset makes overlapping corrections more
likely. Assume that we observe a distribute operation between author profiles
p1 and po (publications are moved between these profiles). Further assume that
profile ps is merged into profile p;. For a dense observation framework, there are
many different ways in which these operations can be performed. In a slightly
different situation, we might have observed a distribute between ps and p3 and
a merge of p; into p3. For a sparse observation framework, these corrections will
most likely be merged together. This does not affect the presence of a defect
(which should be detected by the algorithm) but makes the embedded collection
unsuited to analyze individual corrections. The metadata of the collection can be
provided in any way, e.g., as metadata records. Unlike the case-based collection,
this might make importing the data easier for some approaches. The annotations
are provided as simple XML-Files. The example below shows a small split case.
docl, doc2, pl and p2 are identifiers taken from the underlying collection.

<source>
<profile authorid="pi1">
<signature pkey="docl" pos="1" surface="B. Doe"/>
<signature pkey="doc2" pos="0" surface="B. Doe"/>
</profile>
</source>
<target>
<profile authorid="pi1">
<signature pkey="docl" pos="1" surface="Bob A. Doe"/>
</profile>
<profile authorid="p2">
<signature pkey="doc2" pos="0" surface="Bob B. Doe"/>
</profile>
</target>

3.3 Biases and Limitations

The test collections we present here are different from the classic test collections
as they do not provide a full gold standard. This means: (1) They provide exam-
ples of errors but have no examples of guaranteed correct data which could be
used to detect false positives. (2) The corrections might be partial. See below
for an example. In Sect. 4.2, we will very briefly discuss scenarios in which the
collections can be used. It is important to note that these collections will not
replace classic test collections but complement them. E.g., to study defects or
to evaluate running time. Apart from the evaluation method itself, our app-
roach has intrinsic biases which cannot be fully mitigated. In this section, we
will discuss the most relevant points. Each of these threats to validity must be
considered before undertaking a study based on historical defect corrections.

Assumption: Corrections improve data quality. We assume that a correction
replaces defective data values with correct values. Obviously, there is no guar-
antee for that as the changes related to the correction can also introduce errors.
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The likelihood of introducing new errors depends on the data curation process
of the individual projects. Some projects use trained teams while others rely on
direct or indirect user contribution. On the other hand, user contribution might
be vandalism. In any case, we will obtain a number of partially or fully defective
corrections.

Assumption: Corrections completely remove defects. A correction might
remove a defect only partially. Assume that one profile contains publications
from authors A, B and C. A correction (a split) might extract the publications
of A but leave the publications of B and C' behind. The original profile is still
a homonym. If we build a test collection based on partial corrections, we must
allow for a case where an algorithm finds the whole correction. This means that
there is no gold standard solution to our test collection as there is for classical
test collections. We need to define specific evaluation metrics to handle this sit-
uation. In case of a study of defect properties, we must also consider that some
corrections are only partial.

Assumption: The corrected defects are representative of the set of all defects.
Our approach is biased by the way defects are detected in the underlying dataset.
Assume that a project applies a process which is good at finding defects with
property A but can barely handle defects with property B. In this case, defects
with property A would be overrepresented and many defects with property B
would be missing. It is also possible that a project is aware of a defect but does
not fix it because it has a low priority. Again, it is unclear how community
contribution can mitigate this problem. For all studies, we must assume that
error classes exist that are significantly underrepresented.

4 Test Collections Based on Dblp

We apply the framework described above to the dblp bibliography?. The results
are published under an open license [10]. The dblp project gathers metadata for
publications in computer science and related fields. In March 2018, it contained
4.1 million publications and 2 million profiles. The dblp project creates nightly
backups of its data which are combined into a historical data file [5]. This file
can be used to trace modifications to the metadata records between June 1999
and March 2018.

4.1 Application of the Framework

The dblp project has two mechanisms to match author mentions with observed
entities. (1) The name itself. The name might be appended with a numeric suffix
such as Wei Wang 0050. (2) Authority records which map names to person
entities. The authority records are part of the historical data. L.e., we can track
changes to the authority data as well.

2 https://dblp.org.
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We use three different types of entities for the graphs of the case-based collec-
tion: Document, Person and Venue (journal or conference series) The primary
function of Document is to provide the standard metadata such as title and year
of publication. We model six different relations. Created/Contributed (Person
— Document, unweighted): The person is author/editor of that document/pro-
ceedings. Co-Created/Co-Contributed (Person < Person, weighted by number of
common papers): The persons are authors/editors of at least one common paper.
Created-At/ Contributed-At (Person — Venue, weighted by number of papers):
The person is author of a paper that appeared at the venue/editor of a proceed-
ings of the venue. We decided to model editorship and authorship separately as
they might have different implications for an algorithm. Coauthorship usually
implies cooperation while being coeditors (e.g., of a proceedings) can simply
mean that the authors are active in the same field. Weights are computed for
the last date before the correction was observed. L.e., the weights represent the
data which would have been available to an algorithm at that time. We provide
all properties for the documents that are listed in dblp. However, we use the
most recent data instead of the data available at the point of correction. The
main reason is to provide current weblinks to the publication pages of publishers.
Today, these links are mostly resolved via DOI. An algorithm can use the links
to get additional information from the web. The case-based collection contains
138,532 merges, 16,532 splits and 55,362 distributes.

For the embedded test collection, we considered the state of dblp at the
beginning of a year. Table1 lists the number of corrections for some combina-
tions of different dates. We do not consider states of dblp from before 2013 as
the collection was small at that time and the number of possible corrections is
negligible. The number of corrections is small compared to the case-based collec-
tion. The primary reasons are (1) short-lived defects that were introduced to the
collection and corrected between the observations are missing. (2) As discussed
above, we might merge multiple corrections into one.

Table 1. Number of identified corrections for different observation frameworks.

Observation dates | Split | Merge | Distribute | All

2013, 2017 2.207 119,175 | 5,346 26,728
2015, 2017 1.536 | 13,393 | 3,968 18,897
2017, 2018 978 8,608 | 2,666 12,252

4.2 Possible Applications

As stated above, both test collections do not provide full solutions of the name
disambiguation task. Therefore, classic evaluations such as cluster alignment
cannot be used to evaluate the approaches. However, the embedded collection can
be used to test running time performance and the general ability to detect known
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defects in a collection. A simple evaluation strategy would be: (1) Use classic test
collections to obtain precision/recall/cluster alignment in a fully solved scenario.
(2) Check if the algorithm can handle the size of the embedded test collection.
(3) Measure how many defects in the embedded collection are detected. This
will filter out slow approaches and provide insides if the qualitative performance
from the classic test collection translates to the embedded collection.

The case-based collection can be used to study properties of defects. As an
example, we considered how suitable names are for simple blocking approaches.
Blocking is a preprocessing step which partitions the into manageable bins. The
idea is that similar names are placed in the same bin [4,7]. Some approaches use
a similar idea to compute similarity between mentions [13]. Blocking is mostly
recall-based so we can use the case-based collection to measure the performance.
We consider two variations of name-based blocking: (1) Only the last name part
is considered. E.g., from John Doe we use Doe. (2) The last name and the initial
of the first name is used. Middle names are ignored. From John A. Doe we use
J. Doe. We use both approaches with and without considering case. For merge
and distribute cases, we compute how many name pairs are placed in the same
block (the hit rate). Table 2 shows the result for dblp, compared to results from
a test collection we built on IMDB. The data for dblp are from an older version
of the test collection which covers the period 1999-2015.

Both blocking approaches are designed with the name abbreviation problem
in mind. The approaches perform well for dblp with hit rates between 76.51%
and 79.10%. This is due to the large number of abbreviated names in academic
publications. While a hit rate of 79.1% is far from optional — of all name pairs
21% do not end in the same block — it might be acceptable. However, the results
for IMDB are much worse, indicating that blocking strategies that work well for
one project are not suited for other libraries.

Table 2. Comparison of abbreviation-based similarity. The table shows percentages of
pairs which are considered similar.

Project Pairs tested | Consider case Ignore case

Initial 4+ Last | Last Initial 4+ Last | Last
DBLP merge+dist | 128,048 76.51% 78.56% | 77.10% 79.10%
IMDB merge+dist | 29,218 46.24% 56.64% | 47.15% 57.57%

5 Conclusion

In this work, we described how historical defect corrections can be extracted and
processed into test collections for the name disambiguation task. The collections
do not permit classical evaluation but provide insights into the nature of defects
and allow evaluation of aspects which have been difficult to test so far. At the
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moment, it is still difficult to find usable historical data for most collections. We
hope that with an increasing number of open collections, this problem will be
mitigated. At that point, it will be possible to create individual test collections.
Using different collections will provide more stable algorithms that do not depend
on properties of the underlying data.
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data on which the dblp test collection is built and Marcel R. Ackermann for helpful
discussions and suggestions.

References

1.

2.

10.

11.

12.

13.

14.

15.

Elliot, S.: Survey of author name disambiguation: 2004 to 2010 (2010). http://
digitalcommons.unl.edu/libphilprac/473. Accessed Apr 2018

Fan, X., Wang, J., Pu, X., Zhou, L., Lv, B.: On graph-based name disambiguation.
J. Data Inf. Qual. 2(2), 10 (2011)

Ferreira, A.A., Gongalves, M.A., Laender, A.H.F.: A brief survey of automatic
methods for author name disambiguation. ACM Sigmod Rec. 41(2), 15-26 (2012)
Han, H., Zha, H., Giles, C.L.: Name disambiguation in author citations using a K-
way spectral clustering method. In: Proceedings of the Joint Conference on Digital
Libraries, JCDL 2005, Denver, CO, USA, pp. 334-343. ACM (2005)

Hoffmann, O., Reitz, F.: hdblp: historical data of the dblp collection, April 2018.
Zenodo [dataset]. https://doi.org/10.5281/zenodo.1213051

Kang, I., Kim, P., Lee, S., Jung, H., You, B.: Construction of a large-scale test set
for author disambiguation. Inf. Process. Manag. 47(3), 452-465 (2011)

Levin, M., Krawczyk, S., Bethard, S., Jurafsky, D.: Citation-based bootstrapping
for large-scale author disambiguation. JASIST 63(5), 10301047 (2012)

Momeni, F., Mayr, P.: Evaluating co-authorship networks in author name disam-
biguation for common names. In: Fuhr, N.; Kovdcs, L., Risse, T., Nejdl, W. (eds.)
TPDL 2016. LNCS, vol. 9819, pp. 386—-391. Springer, Cham (2016). https://doi.
org/10.1007/978-3-319-43997-6_31

Miiller, M., Reitz, F., Roy, N.: Data sets for author name disambiguation: an
empirical analysis and a new resource. Scientometrics 111(3), 1467-1500 (2017)
Reitz, F.: Two test collections for the author name disambiguation problem based
on DBLP, April 2018. Zenodo [dataset]. https://doi.org/10.5281 /zenodo.1215650
Reitz, F., Hoffmann, O.: Did they notice? — a case-study on the community contri-
bution to data quality in DBLP. In: Gradmann, S., Borri, F., Meghini, C., Schuldt,
H. (eds.) TPDL 2011. LNCS, vol. 6966, pp. 204-215. Springer, Heidelberg (2011).
https://doi.org/10.1007/978-3-642-24469-8_22

Reuther, P.: Namen sind wie Schall und Rauch: Ein semantisch orientierter Ansatz
zum Personal Name Matching. Ph.D. thesis, University of Trier, Germany (2007)
Santana, A.F., Gongalves, M.A., Laender, A.H.F., Ferreira, A.A.: On the combi-
nation of domain-specific heuristics for author name disambiguation: the nearest
cluster method. Int. J. Dig. Libr. 16(3-4), 229-246 (2015)

Shin, D., Kim, T., Choi, J., Kim, J.: Author name disambiguation using a graph
model with node splitting and merging based on bibliographic information. Scien-
tometrics 100(1), 15-50 (2014)

Sun, C., Shen, D., Kou, Y., Nie, T., Yu, G.: Topological features based entity
disambiguation. J. Comput. Sci. Technol. 31(5), 1053-1068 (2016)


http://digitalcommons.unl.edu/libphilprac/473
http://digitalcommons.unl.edu/libphilprac/473
https://doi.org/10.5281/zenodo.1213051
https://doi.org/10.1007/978-3-319-43997-6_31
https://doi.org/10.1007/978-3-319-43997-6_31
https://doi.org/10.5281/zenodo.1215650
https://doi.org/10.1007/978-3-642-24469-8_22

®

Check for
updates

Homonym Detection in Curated
Bibliographies: Learning from dblp’s
Experience

=)

Marcel R. Ackermann( and Florian Reitz

Schloss Dagstuhl LZI, dblp computer science bibliography, 66687 Wadern, Germany
{marcel.r.ackermann,florian.reitz}@dagstuhl.de

Abstract. Identifying (and fixing) homonymous and synonymous
author profiles is one of the major tasks of curating personalized bib-
liographic metadata repositories like the dblp computer science bibliog-
raphy. In this paper, we present a machine learning approach to identify
homonymous profiles. We train our model on a novel gold-standard data
set derived from the past years of active, manual curation at dblp.

Keywords: Machine learning - Artificial neural networks
Digital libraries - Homonym detection - Metadata curation
dblp

1 Introduction

Modern digital libraries are compelled to provide accurate and reliable author
name disambiguation (AND). One such database is the dblp computer science
bibliography, which collects, curates, and provides open bibliographic metadata
of scholarly publications in computer science and related disciplines [1]. As of
January 2018, the collection contains metadata for more than 4 million publica-
tions, which are listed on more than 2 million author profiles. As can be easily
seen from those numbers, purely manual curation of author profiles is impracti-
cable. Therefore, algorithmic methods for supporting AND tasks are necessary.
The two most notorious problem categories that lead to incorrect attribution of
authorship are: (1) cases when different persons share the same name (known as
the homonym problem), and (2) cases when the name of a particular author is
given in several different ways (known as the synonym problem).

We present and evaluate a machine learning approach to detect homonymous
author profiles in large bibliographic databases. To this end, we train a standard
multilayer perceptron to classify an author profile into either of the two classes
“homonym” or “non-homonym”. While the setup of our artificial neural network
is pretty standard, we make use of two original components to build our classifier:
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(1) We use historic log data from the past years of active, manual curation at
dblp to build a “golden” training and testing data set of more than 24,000 labeled
author profiles for the homonym detection task. (2) We define a vectorization
scheme that maps inhomogeneously sized and structured author profiles onto
numerical vectors of fixed dimension. The design of these numerical features is
based on the practical experience and domain knowledge obtained by the dblp
team and uses only a minimal amount of core bibliographic metadata. Please
note that our approach has been designed as an effort to improve dblp. Instead of
trying to algorithmically resolve the defect, it intends to keep a human curator in
the loop and just uncovers defective profiles. Reliable, fully automatic approaches
are still an open problem.

Related Work. The vast majority of recent approaches [2] tackle AND as a batch
task by re-clustering all existing publications at once. However, in the practice
of a curated database, AND is performed rather incrementally as new metadata
is added. Only recently, a number of approaches have considered this practice-
driven constraint [3—7]. With the recent advances made in artificial intelligence,
a number of (deep) artificial neural network methods have also been applied to
AND problems [8,9]. However, previous approaches focus on learning semantic
similarity of individual publications. It is still unclear how this can be used to
assess whole profiles. There exist many data sets derived from dblp that are used
to train or evaluate AND methods [10]. To the best of our knowledge, there is
no data set that considers the evolution of curated author profiles beside the test
collection of Reitz [11], which is the foundation of our contribution (see Sect. 2).

2 Learning Homonymous Author Bibliographies

One of dblp’s characteristic features is the assignment of a publication to its
individual author and the curation of bibliographies for all authors in computer
science. In order to guarantee a high level of data quality, this assignment is a
semi-automated process that keeps the human data curator in the loop and in
charge of all decisions. In detail, for each incoming publication, the mentioned
author names are automatically matched against existing author profiles in dblp
using several specialized string similarity functions [12]. Then, a simple co-author
network analysis is performed to rank the potential candidate profiles. If a match
is found, the authorship record is assigned, but only after the ranked candidate
lists have been manually checked by the human data curator. In cases that
remain unclear even after a curator checked all candidates, a manual in-depth
check is performed, often involving external sources. However, the amount of new
publications processed each day makes exhaustive detailed checking impossible,
which inevitably leads to incorrect assignments. Thus, while the initial checking
of assignments ensures an elevated level of data quality, a significant number of
defective author profiles still find their way into the database.

To further improve the quality of the database, another automated process
checks all existing author profiles in dblp on a daily basis. This process is designed
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to uncover defects that become evident as a result of recently added or corrected
data entries, and to present its findings to a human curator. By analyzing a
profile and its linked coauthors for suspicious patterns, this process can detect
probably synonymous profiles [13]. For the detection of probably homonymous
profiles, no automated process has existed prior to the results presented here.

If a suspicious case of a synonymous or homonymous profile is validated by
manual inspection, then it is corrected by either merging or splitting the profiles,
or by reassigning a selection of publications. In 2017 alone, 9,731 profiles were
merged and 3,254 profiles were split, while in 6,213 cases partial profiles were
redistributed. This curation history of dblp forms a valuable set of “golden”
training and testing data set for curating author profiles [11].

A Gold-Data Set for Homonym Detection. We use the historic dblp curation
data from the embedded test collection as described by Reitz [11, Sect. 3.2] to
build a “golden” data set for homonym detection. This collection compares dblp
snapshots from different timestamps t; < t5 and classifies the manual corrections
made to the author profiles between t; and t5. For this paper, we use historic data
for the observation interval [t1,to] with ¢ = “2014-01-01” and to = “2018-01-01".
This test collection is available online as open data [11].

Within this collection, we selected all source profiles of defect type “Split” as
our training and testing instances of label class “homonym”. These are profiles
at t; where a human curator at some point later between ¢; and ¢ decided to
split the profile (i.e., the profile has actually been homonymous at ).

Additionally, from all other profiles in dblp at ¢, we selected the profiles
which did either (a) contain non-trivial person information like a homepage URL
or affiliation, or (b) at least one of the author’s names in dblp ends by a “magic”
4-digit number (i.e., the profile had been manually disambiguated [1] prior to ¢;)
as instances of label class “non-homonym”. Those profiles had all been checked
by a human curator at some point prior to ¢1, and the profiles were not split
between t; and to. While this is not necessarily a proof of non-homonymity, such
profiles are generally more reliable than an average, random profile from dblp.

To further rule out trivial cases for both labels, we dropped profiles that
at t1 did list either less than two publications or less than two coauthors. We
ended up with 2,802 profiles labeled as “homonym” and 21,576 profiles labeled
as “non-homonym” (i.e., a total of 24,378 profiles) from dblp at ¢;.

Vectorization of Author Profiles. In order to train an artificial neural network
using our labeled profiles, we need to represent the non-uniformly sized author
profiles at timestamp ¢; as numerical vectors of fixed dimension. Our vector-
ization makes use of two precomputed auxiliary structures: (1) For each profile,
we use a very simple connected component approach to cluster its set of coau-
thors as follows. First, we consider the local (undirected) subgraph of the dblp
coauthor network containing only the current person and all direct coauthors
as nodes. We call this the local coauthor network. Then, we remove the current
person and all incident edges from the local coauthor network. The remaining
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connected components form the local coauthor clustering of the current per-
son. (2) We train a vector representation of all title words in the dblp corpus
using the word2vec algorithm [14]. In the vectorization below, we use this title
word embedding model as basis to compute paragraph vectors (also known as
doc2vec [15]) of whole publication titles, or even collections of titles. For the
concrete model hyperparameters, see the full version of this paper [16].

The design of the feature components of our vectorization is based on the
experience and domain knowledge obtained by the dblp team during the years
of actively curating dblp’s author profiles. That is, we identified the following
feature groups that are implicitly and explicitly taken into consideration when-
ever a human curator is assessing the validity of a profile. A detailed listing of
all features is given in the full version of this paper [16]. In Sect. 3, we will study
the impact of each feature group on the classifier’s performance.

— group B (8 dims): Basic, easy-to-compute facts of the author’s profile, i.e.,
the number of publications, coauthors, and coauthor relations on that profile.

— group C (7 dims): Features of the local coauthor clustering, like the number of
clusters and features of their size distribution. The aim of this feature set is to
uncover the incoherence of local coauthor communities, which is symptomatic
of homonymous profiles, as experience shows.

— group T (12 dims): Geometric features (in terms of cosine distance) of the
embedded paragraph vectors for all publication titles listed on that profile.
This feature set aims to uncover inhomogeneous topics of the listed publica-
tions, which might be a sign of a homonymous profile.

— group V (13 dims): Geometric features (in terms of cosine distance) of the
embedded paragraph vectors for all venues (i.e., journals and conference
series) listed on that profile, where each venue is represented by the com-
plete collection of all titles published in that venue. This feature set also aims
to uncover inhomogeneous topics by using the aggregated topical features of
its venue as a proxy for the actual publication.

— group Y (4 dims): Features of the publication years listed on that profile. The
aim of this feature group is to uncover profiles that mix up researchers with
different years of activity.

3 Evaluation

We implemented and trained a standard multilayer perceptron with three hidden
layers using the open-source Java library DeepLearning4J [17]. For the concrete
model and evaluation setup see the full version of this paper [16].

Before running our experiments, we randomly split our gold-data profiles
into fixed sets of 80% training and 20% testing profiles. Since neural networks
work best when data is normalized, we rescaled all profile features to have an
empirical mean of 0.0 and a standard error of 1.0 on the training data. For
each set of vectorization feature groups we studied, 25 models had been trained
independently on the training data and evaluated on the testing data.
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Since we find our case label classes to be unbalanced, measures like precision,
recall, and Fl-score are known to give misleading scores [18]. Hence, we rather
use Matthews correlation coefficient (MCC) [19] or the area under the receiver
operating characteristic (AUROC) [20] instead for evaluation. Both measures are
known to yield reliable scores for diagnostic tests even if class labels are severely
unbalanced [18]. However, in Table 1, we still give precision, recall, and F1-score
in order to allow for our results to be compared with other studies.

Results. As can be seen from Table 1 — and probably not surprisingly — our clas-
sifier is most effective if all studied feature groups are taken into consideration
(i.e., feature set “BCTVY”). Note that for this set of features, precision is much
higher than recall. However, this is actually tolerable in our real-world applica-
tion scenario of unbalanced label classes: We need to severely limit the number
of false-positively diagnosed cases (i.e., we need a high precision) in order to
have our classifier output to be practically helpful for a human curator, while
at the same time in a big bibliographic database, the ability to manually curate
defective profiles is more likely limited by the team size than by the number of
diagnosed cases (i.e., recall does not necessarily need to be very high).

One interesting observation that can be made in Table 1 is that the geometric
features of the publication titles alone do not seem to be all too helpful (see
feature set “BT”), while the geometric features of the aggregated titles of the
venues seem to be the single most helpful feature group (see feature set “BV”).
We conjecture that this is due to mere title strings of individual publications
not being expressive and characterful enough in our setting to uncover semantic
similarities. One way to improve feature group T would be to additionally use
keywords, abstracts, or even full texts to represent a single publication, provided
that such information is available in the database. However, it should be noted
that even in its limited form, feature group T is still able to slightly improve the
classifier if combined with feature group V (see feature set “BTV” in Table1).

Table 1. Result scores of 25 independently trained classifiers for the different vector-
ization feature groups we studied, given as “mean + standard deviation”.

Features | Precision Recall F1-score MCC AUROC

B 0.823 +£0.311 |0.024 +0.012 | 0.047 +0.022 | 0.130 £ 0.055 | 0.799 4+ 0.013
BC 0.818 £0.173 | 0.057 £+ 0.016 | 0.106 + 0.028 | 0.197 + 0.045 | 0.842 4+ 0.005
BT 0.542 £0.177 |0.051 £0.030 | 0.092 + 0.052 | 0.138 £ 0.060 | 0.786 £ 0.009
BV 0.745 £ 0.040 |0.232 £+ 0.047 | 0.350 + 0.068 | 0.372 £ 0.055 | 0.815 4+ 0.006
BY 0.781 £0.022 |0.153 +£0.014 | 0.256 + 0.020 | 0.314 £+ 0.016 | 0.820 4 0.004
BTV 0.709 £0.011 |0.268 £0.013 | 0.389 + 0.015 | 0.393 £+ 0.013 | 0.832 £+ 0.003
BCTVY | 0.793 +0.009 | 0.424 + 0.011 | 0.552 + 0.010 | 0.541 + 0.008 | 0.890 + 0.002

In addition to our experiments, we implemented a first prototype of a con-
tinuous homonym detector to be used by the dblp team in order to curate the
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author profiles of the live dblp database. To this end, all dblp author profiles are
vectorized and assessed by our classifier on a regular basis. This prototype does
not just make use of the binary classification as in our analysis of Table 1, but
rather ranks suspicious profiles according to the probability of label “homonym”
as inferred by our classifier (i.e., the softmax score of label “homonym’ in the
output layer). As a small sample from practice, we computed the top 100 ranked
profiles from the dblp XML dump of April 1, 2018 [21], and we checked those
profiles manually. We found that in that practically relevant top list, 74 profiles
where correctly uncovered as homonymous profiles, while 12 profiles where false
positives, and for 14 profiles the true characteristic could not be determined even
after manually researching the case.
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Abstract. Scientific experiments in various domains require nowadays
collecting, processing, and reusing data. Researchers have to comply with
funder policies that prescribe how data should be managed, shared and
preserved. In most cases this has to be documented in data management
plans. When data is selected and moved into a repository when project
ends, it is often hard for researchers to identify which files need to be
preserved and where they are located. For this reason, we need a mecha-
nism that allows researchers to integrate preservation functionality into
their daily workflows of data management to avoid situations in which
scientific data is not properly preserved.

In this paper we demonstrate how systems used for managing data
during research can be extended with preservation functions using pro-
cess engines that run pre-defined preservation workflows. We also show
a prototype of a machine-actionable data management plan that is auto-
matically generated during this process to document actions performed.
Thus, we break the traditional distinction between platforms for man-
aging data during research and repositories used for preservation after-
wards. Furthermore, we show how researchers can easier comply with
funder requirements while reducing their effort.

Keywords: Data managament - Repositories
Machine-actionable DMPs - Data management plans
Digital preservation - BPMN

1 Introduction

In data driven research projects it is important to have access to previous exper-
iments or results [7]. To enable citation, linking or referring to older results, it
is vital to have a repository to store data [8]. Repositories guarantee long-term
access, over several projects, researcher groups and years [11]. Thus, they support
reproducibility and enable verification and validation of scientific findings [10].
Policy makers, such as the European Commission, require data to be open and
available for a broader public [5]. Storing research data in a shared folder is not
a viable solution, since uploading, handling versions, annotating files, citation
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and configuring access are beyond the functionality of a simple network drive
and require technical skills.

Following recommendations on data management and preservation, such as
FAIR [9], not only requires technical skills, but also requires real effort, mean-
ing time to complete all necessary tasks. Thus, data management and preser-
vation distracts researchers from their core interests and is a time consuming
side activity. For example, submitting files into a repository is regarded as an
administrative task. If it is not only pressing a button and answering few inputs,
then researchers tend not to go through all the steps. Research projects often
have hundreds of input or intermediate files: raw data, experiment configura-
tions, stored on a local fileshare or disk. At the end of the project the files are
preserved. If preserving one file takes only one or two minutes, preserving some
hundred files would take half of a workday. This is a time consuming activity
for researchers and/or repository operators who facilitate this process. Another
problem is the complexity of the preservation workflow. Various file types require
different handling, storing, access method or rights. If images are processed using
one tool, and archives using another, the manual decision and tool selection again
increases the time spent preserving each research file.

In this paper we propose a system that acts as a platform for data manage-
ment during research projects and a repository for preserving data. Our solution
is based on a content management system that can execute business processes
and can process information from machine-actionable data management plans.
Researchers use the system to organise their re-search data and select those
files that must be kept for a long term. Then pre-defined preservation processes
modelled as BPMN processes are executed by the workflow engine. The work-
flow engine uses information on data obtained directly from the platform, for
example, by running profiling tools, and appends it to the machine-actionable
DMP. As a result, researchers make sure their data is properly preserved, save
effort and comply with funder policies. We created a working example of the
proposed system using Alfresco. Describing the concrete preservation tasks is
not in the scope of this paper. We propose an approach to automate research
data preservation. The actual conditions for branching and tools depend on the
given research project and the stakeholder’s needs.

The paper is organized as follows. Related works are discussed in Sect. 2.
Section 3 provides an overview of the proposed system. Section 4 introduces its
architecture and discusses main building blocks. Section 5 describes the proof of
concept implementation. Section 6 provides conclusions and future work.

2 Related Work

Data repositories store all sorts of research related data. Tasks of a repository
are: handling up- and downloads, grant access to files. Apart from the basic fea-
tures a repository can support a preservation process, for example Archivemat-
ica where a complete OAIS [15] workflow is run when a research file is uploaded
[3]. Similar open platforms are DSpace and Islandora, with additional version-
ing. The trend shows that with every newer version there are less restrictions
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regarding accepted file types [14]. Cloud-based repositories like Zenodo or Dig-
ital Commons [3] are accessible for larger projects, but the physical location of
the data is not known. This problem can be addressed by developing a local
institutional repository [2].

Data Management principles are typically defined by research funders [1].
Usually the repository operator’s task is to manage data following a data man-
agement plan conform to the policies [12]. This plan contains information about
the identification of the data object and its preservation. To help writing data
management plans, one can use the checklist provided by the DCC [6]. Even if
a data management plan contains every information and a repository operator
still has to manually execute it. To automate this process, we need to make data
management plans machine actionable. This means that the plan is software
readable and writable too: a preservation system can execute and control the
plan [13]. However machine actionable data management plans [16] are still a
work in progress of the Research Data Alliance'. In this paper we suggest a pos-
sible application for machine actionable data management plans and a specific
data model too.

Storing research data can be realised with a variety of systems. The initial
approach to store research files is a file share (e.g. ActiveDirectory or Samba),
where a researcher can upload files without additional features. The Open Sci-
ence Framework? is an online collaboration platform combining services to man-
age research projects. Only preservation tools are not provided as services, and
configuring OSF to follow data management policies is not possible when require-
ments differ for file types. A similar approach is the CERN Analysis preservation
[4] where the file preservation is included into the analysis workflow. In other
words the preservation is done right when the research data is being processed.
In this paper we use a storage-specialized content management system, Alfresco®
that handles workflows and custom data types. By using Alfresco we can set up
a content management system with the same functionality as OSF and extended
it with workflow and user management, as well as preservation workflow.

Process Models are structured descriptions of processes that prescribe specific
tasks which should be executed taking into account decision criterion and avail-
able inputs. In this paper, we use Business Process Model Notation (BPMN)*.
BPMN has a wide range of flow elements: tasks, gateways, flows and most impor-
tantly a standard BPMN model is read and executed by process engines.

3 Proposed Solution - Big Picture

In this section we describe a data management system that reduces the
researcher’s workload during research data management and pre