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Chapter 11  
Emotion-oriented Human–Computer 
Interaction 

Toshiyuki Yamashita1, Ahmad Eibo, Takumi Ichimura, and Kazuya Mera 

Abstract In the information-oriented society, people spend a lot of time inter-
acting with computer systems. Therefore, we need to develop devices which 
make it a pleasure to interact with computer systems. In human face-to-face com-
munication, nonverbal messages such as facial expressions, gestures, body move-
ments, and postures can convey a speaker’s emotions better than verbal messages. 
Among verbal messages, chiming in to express a listener’s support and repeating 
the speaker’s utterances can convey the listener’s emotions, encourage the speaker 
to continue his/her talk, and make the conversation go smoothly. Therefore, we 
have developed several human–computer interactive systems using facial expres-
sions as a human interface, and have constructed a human–computer interface 
which chimed in with the user and repeated the user’s responses.  

11.1 Introduction 

Human face-to-face communication consists of both verbal messages and nonver-
bal messages. Nonverbal messages are composed of facial expressions, hand ges-
tures, body movements, and postures, in addition to paralanguages such as tone, 
speaking rate, pause, and stumbling. Facial expressions in particular show an in-
formative signature of a person’s emotional state and persons can recognize emo-
tions from another’s facial expressions with great accuracy and consistency [1]. 
Therefore, attention to using facial expressions as human interfaces for human–
computer interaction (HCI) has grown in recent years [2, 3, 4, 5]. In this chapter, 
we address our systems that can select and display the facial expression which 
expresses the user’s emotions caused by HCI in order to make HCI pleasant. 
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Some kinds of verbal messages carry the same functions as nonverbal messages. 
Imagine a scene where two persons converse pleasantly. If one person suddenly 
stops replying to the other person, an unpleasant silence will fall upon them. In this 
human face-to-face communication, chiming in with remarks, repeating the other 
person’s utterances, and so on, can sometimes encourage him/her to continue speak-
ing, give pleasure to the communication, and smooth the conversation. This is also 
true of HCI. If the computer cannot understand a user’s utterances and does not 
reply, the user will be discouraged and not want to continue the interaction. How-
ever, if the computer chimes in, or nods, or repeats the user’s utterances, he/she will 
be encouraged to continue the interaction. For these reasons, we have constructed 
human interfaces which chime in with the user and repeat the user’s utterances. In 
this chapter, we discuss the effects this has on HCI and describe our systems. 

11.2 Facial Expressions as a Human Interface 

In order to use faces for a pleasant HCI, we have developed both fuzzy reasoning 
[6, 7, 8] and neural network models [9, 10] for selecting the facial expression 
which expresses the emotions caused by several situations and have developed 
several applications using our models. First, we explain a face selection model by 
fuzzy reasoning and an application to e-mail. 

11.2.1 Face Selection by Fuzzy Reasoning Model 

Yamashita et al. [6, 7, 8] used nine facial expressions with three levels of brow 
deflection and three levels of mouth deflection, as shown in Figure 11.1. 

 

                
 Face A     Face B 

Figure 11.1 Nine facial expressions of Face A and Face B 
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Following Plutchik [11], we used the following eight emotions: “happiness”, 
“grief”, “anger”, “disgust”, “surprise”, “fear”, “anticipation”, and “resignation”.  

We asked the subjects to select one or several facial expressions which ex-
pressed a given emotion. We assumed that the ratio of the subjects who selected 
the facial expression for a given emotion was the membership value in the fuzzy 
set of the facial expressions which expressed the emotion. 

As shown in Figure 11.2, Yamashita et al. [6, 7, 8] proposed the following fuz-
zy reasoning model: 
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where A1, A2, …, A8 in the antecedent part are fuzzy sets of emotions, and P1, P2, 
…, P8 in the consequent part are fuzzy sets of facial expressions which express 
a given emotion.  

 

Figure 11.2 Fuzzy reasoning model for selecting a facial expression 
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If we have a1 , a2, …, a8 as the intensity of each emotion, then the fuzzy reason-
ing result of Rule i ( i = 1, 2, …, 8) is calculated by: 

 ( ) ( ), ,Pi i Piz a zμ μ= ∧  

and the combined conclusion of Rule 1, Rule 2, …, Rule 8 is given as: 

 ( ) ( ) ( ) ( )
1 2 8, , , ... , .P P P Pz z z zμ μ μ μ= ∨ ∨ ∨  

The facial expression with the highest or the second highest grade of member-
ship should be selected as the facial expression which best expresses the emotions 
caused by a given situation. 

11.2.2 An Application of the Model to e-mail 

We applied our fuzzy reasoning model to an e-mail system, which could select 
and display the facial expression that expressed the emotions caused by the situa-
tion written in the sentences on the computer display. 

Figure 11.3 shows an illustration of our system. First, the system receives sen-
tences input by the user or from e-mail. Then it decomposes the sentences into 
words and transforms these words into original forms in terms of inflection [12]. 
Next, these words are compared to the words in the database for each emotion. 

Fuzzy reasoning

Displaying a face

Input from the user

Output to the user

Morphological
analysis

Databases of
words for emotions

Receiving sentences

Comparisons and matching

 

Figure 11.3 Overview of the system 
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For example, the sentences of e-mail in Figure 11.4 “I am very glad to hear 
that your son entered a junior high school this year. It seems only yesterday that 
I congratulated you on your son’s entrance to an elementary school. I am sur-
prised that children grow very quickly. I can visualize your joyful look. Congratu-
lations!”. 

In these sentences, the first and third highlighted words “glad” and “joyful” are 
identified as representing the emotion “happiness”. The second highlighted word 
“surprise” is identified as “surprise”. Therefore, “surprise” has a membership 
value of 0.33 (= 1/3) and “happiness” has a membership value of 0.67 (= 2/3). 
These membership values are used as the input values for fuzzy reasoning. As 
a result of fuzzy reasoning, the facial expression with the highest membership 
value is selected and displayed, as shown in Figure 11.4. 

Figure 11.5 shows an example of a computer display. Sentences are displayed 
on the upper side of the computer display, and a face is displayed below the sen-
tences. 

Our system can be applied to different interfaces. For example, Figure 11.6 
shows our system used in two computer games [6, 8]. The left-hand side shows an 
example of the display for a computer game similar to the game Breakout. Since 
the player got a lower score than he expected, a facial expression showing his 
miserable feelings is displayed. The right-hand side shows an example of the dis-
play for a slot machine game. Since the player got the highest score, a facial ex-
pression showing happiness is displayed. 

I am very glad to hear that your son
entered a junior high school this year. It
seems only yesterday that I congratulated
you on your son’s entrance to an
elementary school. I am surprised that
children grow very quickly. I can visualize
your joyful look. Congratulations!

 

Figure 11.4 Example of e-mail display 
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Figure 11.5 Example of a computer display 

    

 
  (a)    (b) 

Figure 11.6 Examples of applications to computer games: (a) the computer game Breakout, and 
(b) a slot machine game 
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11.2.3 Comparisons Among Faces 

People often insert a so-called “face mark” (“smilies” or “emoticons”) immedi-
ately after a particular sentence in an e-mail in order to convey the sender’s emo-
tions to the reader. As shown in Figure 11.7, the face marks are composed of sim-
ple characters. Although the face marks extremely simplify human facial 
expressions, they strongly convey the sender’s emotions and make exchanging 
e-mails smoother. 

Laughing:  (^_^)  (^o^)   : )   : -) 

Be in a cold sweat : (^_^;)  ^_^;;   (^^;; 

Be in tears:  (; _ ;)  (>_<)  ; -<  X -( 

Dissatisfied: -（ 

Put out one’s tongue: -P 
Figure 11.7 Examples of face marks 

We compared the effects of our faces with those of face marks in an e-mail 
[13]. We used three kinds of faces, that is, Face A and Face B as shown in Fig-
ure 11.1, and a face mark, for comparison. Moreover, we adopted two display 
conditions, that is, the one condition in which a relatively big face was displayed 
below the sentences, and another condition in which a small face was displayed 
right after a specific sentence. As shown Figure 11.8, three kinds of faces and two 
kinds of sizes were combined and produced six display conditions. We added the 
display condition without a face to the six display conditions. The subjects were 
asked to view each display and to rate the items such as “cannot obtain informa-
tion quickly/can obtain information quickly”, “unpleasant/pleasant”, and “little 
information/much information” on a five-point scale ranging from 1 (“do not think 
so”) to 5 (“think so”), with a score of 3 being neutral. 

A factor analysis extracted three factors, that is, “ease of getting information”, 
“pleasantness and familiarity”, and “definition of information”. The factor scores 
of the display conditions suggest the following: (1) facial expressions can add 
impression of “pleasantness and familiarity” to the information from the computer 
display. In particular, the small face mark, the big face mark, and small Face A 
can give the strong impression of “pleasantness and familiarity”. (2) A small sim-
ple face mark added to a particular sentence can provide the user with the most 
information from an e-mail. (3) Showing the big face mark, big Face A, and big 
Face B below the sentences can give the impression that the sentences have “defi-
nite information”. 
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I went to see a movie yesterday.   
The movie was as amusing as I had expected.   
I recommend you to see this movie. 

(a)  

I went to see a movie yesterday.  The movie   
was as amusing as I had expected. 
I recommend you to see this movie. 

 
(b)  

I went to see a movie yesterday. The movie was   
as amusing as I had expected. (^_^) 
I recommend you to see this movie. 

(c)  

I went to see a movie yesterday. The movie was   
as amusing as I had expected. 
I recommend you to see this movie. 

(^_^) 
(d)  

Figure 11.8 Examples of e-mail sentences with faces: (a) an example of small Face A, (b) an 
example of big Face B, (c) an example of a small face mark, and (d) an example of a big face mark 

11.2.4 User’s Faces 

We developed the system using user’s faces. For generating the facial expression 
which expresses a given emotion, we used a sand glass type neural network as 
shown in Figure 11.9. A sand glass type neural network consists of two or more 
layered neural networks, which can learn some different teaching signals simulta-
neously and condense the input signals into hidden neurons and restore the origi-
nal data from the hidden neurons [9, 10]. This section prepares the five-layer neu-
ral networks, which have 255 neurons in the first layer and fifth layer, 40 neurons 
in the second layer and fourth layer, and two neurons in the third layer. The third 
layers in each network are connected to each other and the neurons in the other 
layers activate independently in each network. The same teaching signals are set 
into the input and output neurons in each network to perform an identity mapping. 
The special feature of faces is compressed into the hidden neurons by Back Propa-
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gation Learning. In particular, the two neurons in the third layer can depict the 
condensed features in the planner lattice after training the network. 

The emotional facial expressions of volunteers are used as teaching signals. For 
each person there are six kinds of emotional facial expressions – “happiness”, 
“sadness”, “disgust”, “anger”, “fear”, “surprise” – as shown in Figure 11.10. 
A facial expression model with emotion is constructed by the neural networks so 
that an emotion space appears in the third layer of the neural network. Fig-
ure 11.11 shows an example of the application of our model to e-mail. 

 

Figure 11.9 An overview of a sand glass neural network 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 11.10 Emotion circle of a user’s face 
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Figure 11.11 Example of an e-mail with a user’s face 

11.2.5 Noh Mask 

Noh masks used in Noh play, which is one of the most popular traditional arts in 
Japan, are artificial and sometimes ambiguous, and can be interpreted as express-
ing various emotions [14, 15, 16]. That is, as the Noh mask turns upward and 
downward or to the left and right when the actor with the Noh mask moves on the 
stage, the audience can read diverse emotions from the Noh mask from the chang-
ing of the angle and the combination of light and shadow. It is usually said that an 
upward turn of the Noh mask, which is called terasu (shining), represents a pleas-
ant and cheerful state of mind, and a downward turn of the Noh mask, which is 
called kumorasu (clouding), represents a gloomy state of mind. The audience 
enjoys reading delicate emotions from the Noh mask. 

People can read various scenarios for Noh play from the Internet without going 
to Noh theaters, but they cannot enjoy reading the delicate emotions from the Noh 
mask. We applied the fuzzy reasoning model to selecting the image of the Noh 
mask which best expresses the emotions caused by some scenario in the Noh play 
[10]. Moreover, we constructed a computer display system which can allow users 
to read the scenario of the Noh play and enjoy the delicate emotions that the Noh 
mask expresses. We used Koomote as the Noh mask, because Koomote is one of 
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the most popular female masks and is known to have the richest variety of facial 
expressions. Figure 11.12 shows typical Koomote images corresponding to Ekman 
and Friesen’s six basic emotions of “happiness”, “sadness”, “anger”, “disgust”, 
“surprise”, and “fear” [17]. 

We illustrate our system using Hagoromo as a Noh play. The story of 
Hagoromo is as follows. A fisherman finds an angel’s cloak on a branch of a pine 
tree on the beach. He steals it and so prevents her from returning to heaven. The 
angel is very sad because she cannot go back to the sky. After her entreaties, the 
fisherman decides to give the cloak back to the angel. The angel is very glad and 
dances to show the glory of heaven. 

 

Figure 11.12 Emotion circle for the Noh mask 

The examples of the sentences in the scenario [18] and the Noh masks selected 
by the system are shown in Figures 11.13–11.15. Figure 11.13 shows the scene 
where the angel is surprised to see a fisherman steal her cloak. Figure 11.14 
shows the scene where the angel grieves and entreats the fisherman to give her 
cloak back. Figure 11.15 shows the scene where the angel is very glad to know 
that she will be able to go back to the heaven and she dances to show the glory of 
the heaven. 
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Angel 
Stop! 
That cloak is mine. 
Why are you going with it?  

Figure 11.13 Scene from Hagoromo (1) 

 

Angel 
Oh pitiful! 
How shall I cloakless tread 
the wing-ways of the air, how climb 
the sky, my home?  
Oh, give it back, in charity give it back. 

Figure 11.14 Scene from Hagoromo (2) 

 

Angel 
I am happy, happy. 
Now I shall have wings and mount the sky again. 
And for thanksgiving I bequeath 
a dance for remembrance to the world, 
fit for the princes of men: 
The dance tune that makes to turn 
the towers of the moon, 
I will dance it here and as an heirloom leave  
it to the sorrowful men of the world. 

Figure 11.15 Scene from Hagoromo (3) 
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11.3 Verbal Communication 

In verbal communication, we can also make HCI pleasant. In this section, we 
explain our system which inserts “repeating the user’s utterances” and “chiming in 
with the user” into the HCI [19]. 

When two persons converse joyfully, an unpleasant silence will fall upon them 
if one person does not reply to the other. However, chiming in with the speaker’s 
remarks, or nodding, or repeating his/her utterances can encourage him/her to 
continue speaking, and can give pleasure to the communication, and can smooth 
the conversation. 

This is also true of HCI [20]. If the computer cannot understand the user’s re-
sponses and does not reply, the user will be discouraged and unwilling to continue 
the interaction. However, if the computer chimes in, or nods, or repeats his/her 
utterance, the user will be encouraged to continue the interaction. For these rea-
sons, we have constructed human interfaces that use chiming in and repeating. 

Figure 11.16 shows an example of the conversation on a “web-based system of 
health service” as follows: 

System: Can you fill in the forms for your annuity by yourself? 
User: I cannot always say that I cannot write it by myself. 
System: Cannot you always say that you cannot write it by yourself? 
User: I can fill it in a little. 
System: Oh, really! 

The user’s first response to the question from the system is a double negative, 
and the system cannot understand whether the reply is affirmative or negative. 
However, in order not to stop the conversation and to encourage the user to con-
tinue, the system repeats the user’s utterance in an interrogative sentence. Then, 
from the user’s next reply “I can fill it in a little”, the system can understand that 
the user can do it. At once, the system chimes in with him to show the hearer’s 
interest. 

If the system again repeats the user’s utterance instead of chiming in, the user 
may go into details. In face-to-face communication, a double negative such as “I 
cannot always say that I cannot write it by myself” sometimes expresses a desire 
to say that the accident which prevented him/her from writing happened recently. 
For example, the system might be able to get the following reply: 

System: Can you fill it in a little? 
User: I hurt my right hand a few days ago, so I have difficulty in writing. 

As shown in this example, repeating and chiming in to show the hearer’s inter-
est can make HCI pleasant. 
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Figure 11.16 Interface for a “web-based system of health service” 

11.4 Conclusions 

We have tried to construct an emotion-oriented human interface. In this chapter, 
we have described several examples of our systems which enable human-like 
communication. 

Both verbal and nonverbal messages are needed for smoothing human face-to-
face communication. This is also true of HCI. In order to make HCI pleasant, we 
have adopted facial expressions as nonverbal messages and proposed fuzzy rea-
soning and neural network models for selecting the facial expression which ex-
pressed the emotions caused by several situations. Application of our models to 
e-mail shows that facial expressions can add impression of “pleasantness and 
familiarity” to the information on the computer display. Moreover, we applied our 
model to selecting and displaying a Noh mask in a Noh play scenario. 

Chiming in with another’s remarks, repeating their utterances, and so on, have 
the same functions as nonverbal messages. That is, chiming in and repeating can 
encourage a speaker to continue his/her speaking, give pleasure to the communica-
tion, and smooth the conversation. Since this is true of HCI, we have constructed 
human interfaces which chimed in with the user and repeated the his/her utterances. 
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However, many sciences such as physiology, psychology, medical science, phi-
losophy have been struggling to understand human emotions. Our studies aim to 
achieve smooth and pleasant communications between humans and computers, but 
for further development of emotion-oriented HCI, a deeper understanding of hu-
man emotions is needed. 
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