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Preface 

Engineering is often thought to be very rational. But when we look way back into 
history, human beings made tools without the benefit of too much knowledge and 
experience. Instead, they were driven by their desire to explore new worlds by 
developing new tools. Indeed, Homo faber is the essence of engineering. We de-
sign and manufacture our products to develop new experiences. Engineering is 
more than just providing conveniences. If we remember that engineering started 
with emotion, it does not come as a surprise when we stop to consider the role of 
emotion in engineering. 

The twenty-first century is an open world. In the twentieth century, technologi-
cal advancements took place in relatively predictable directions, which meant we 
had enough knowledge and experience to make decisions. But today society is 
expanding rapidly, taking us beyond our traditional knowledge and experience. 
With such uncertainty, we need to look to our emotions to provide us with a sense 
of direction and a sense of balance, or what Aristotle described as “common 
sense”. If emotion is interpreted in the sense of its original meaning, it is very 
much active, because it means to “move out”, which comes from the Latin words 
e = ex = out, and movere (motion). It should also be noted that the word “motiva-
tion” has the same origin. In fact, emotion motivates our actions. It will take you 
higher and provide you with a better perspective. Emotion will play a very impor-
tant role in rationalizing our actions or decision making in this age of increasing 
uncertainty.  

Human beings are characterized in many ways, such as “Homo faber” (human 
makes a tool), “Homo ludens” (human plays), “Homo loquens” (human speaks), 
“Homo mobens” (human moves or travels), etc. They all describe how humans are 
motivated and they all lead to today’s engineering. Our customers’ expectations 
are quickly changing from better products to mental satisfactions. Therefore, more 
attention and effort should be focused upon human characteristics in our product 
design. 

Traditional product development has been one way from the producer to the 
customer. Value was only thought about in terms of final product performance. 
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We forgot that our customers are not just passive consumers. They are very much 
active and creative. They invent many new ways of using our product, not only to 
meet their needs or preferences, but also to enjoy using them. They are creating 
value themselves by inventing a wide variety of experiences that the product de-
signers never dreamed of. If we consider that they would also like to get involved 
in product development to exhibit their creativity more and to enjoy the experien-
ce, then our product development must be changed drastically to make this pos-
sible. Engineering can provide our customers with experiences not only as users 
but also as developers.   

This book presents a wide variety of research topics on emotional engineering 
with contributions from leading experts in many different fields. Chapter 1 is an 
introduction to the topic. Chapters 2, 9, and 11 discuss emotional communication 
from different perspectives: Chapter 2 covers ambient information; Chapter 9, 
embodiment; and Chapter 11, human–computer interaction. Chapters 3, 4, 6, 9, 
and 13 study emotion in virtual environments: Chapter 3 looks at skill transfer; 
Chapter 4, skill and creativity, Chapter 6, emotional design; Chapter 9, embodi-
ment; and Chapter 13, 3D shape evaluation. Chapter 4 discusses customer creativi-
ty and customer involvement in product development, which is not often discussed 
elsewhere. Chapters 5 and 16 are kansei engineering papers: Chapter 5 looks at 
driver emotion and head-up displays; and Chapter 16 discusses product design. 
The issue of driver emotion is also covered in Chapter 14. Chapter 16 deals with 
sound and describes kansei engineering approaches generally. Chapters 7 and 9 
deal with emotion and robots. Chapters 4, 8, and 13 describe shape design. Chap-
ter 8 discusses the relation of shape with 1/f fluctuations. Chapter 10 discusses 
affordance perception from an emotional standpoint. Chapter 12 describes how 
emotion can be utilized for rating TV programs. Chapters 15 and 19 both discuss 
footwear issues: Chapter 15 looks at the problem from a medical angle; whilst the 
development of sports shoes are covered in Chapter 19. Chapters 17 and 20 dis-
cuss emotion in engineering design teams: Chapter 17 describes how emotion can 
be captured and analyzed; and Chapter 20 looks at how better teams can be for-
med with due attention to emotion. Chapter 18 introduces how biological signals 
can be used to detect excitement. Finally, Chapter 21 discusses how emotional and 
creative motion can be generated.  

I hope the reader will enjoy exploring the wide open world of emotional engi-
neering. It will pave our way to wisdom engineering.     

Finally, I would like to thank all the authors from the bottom of my heart and 
would also like to thank Mr. Anthony Doyle and Ms. Claire Protherough, both at 
Springer, UK, and also Mr. David Hemsley for editing the book. 

Shuichi Fukuda 
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Core Ideas 

1. Emotion is a compass. It provides us with a better, long-term perspective on the 
direction in which we should be moving. It is a prerequisite for strategic deci-
sion making under increasing uncertainties. But to make the best use of it we 
have to rationalize our emotions. 

2. Emotion is motivation and expectation. It shows us where our customers are 
heading and what they would like to have. It leads to evolutionary and disrup-
tive innovation and opens up new markets. 

3. Emotion is reflective and can be a generator of new values. It creates values not 
only from our products but also from our processes. If we can get our customers 
involved in product development, they can create their own experience and enjoy 
telling their stories. In order to achieve this, our product development must be 
changed so that both producer and customer can enjoy working together. 
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1 

Chapter 1  
Emotion: A Gateway to Wisdom Engineering 

Shuichi Fukuda1 

Abstract Our society is changing rapidly from a closed world with clearly de-
fined boundaries, to an open world with no boundaries and with frequent and 
extensive changes. At the same time, design is changing from designer-centric to 
user-centric, and humans and machines must work together as a team. Therefore, 
satisfying individual human needs rather than mass needs is becoming increas-
ingly important. Such changes call for cyclic and reflective engineering. Emotion 
will play an important role in providing us with motives for interaction and with 
guidelines for rationalizing our actions. In the future, wisdom will be crucial in 
engineering, and emotion will play a very important role in realizing this wisdom-
based engineering. 

1.1 Introduction 

The topic of emotion is now attracting considerable attention in many areas. How-
ever, it has rarely been discussed from an engineering perspective.  

Our society is changing from a closed world with clearly defined boundaries, to 
an open world with no boundaries and with frequent and extensive changes. At the 
same time, design is changing from designer-centric to user-centric, and humans 
and machines must work together as a team to respond to a changing situation, 
adaptively and flexibly. 

Therefore, individual human needs are becoming more important than mass 
needs. Such changes call for cyclic and reflective engineering. In the future, wis-
dom will be crucial in engineering, and emotion will play an important role in 
providing us with motives for interaction and with guidelines for rationalizing our 
actions. 
                                                
1 S. Fukuda   
Stanford University, Department of Mechanical Engineering, Stanford, California, 94305, USA  
e-mail: shufukuda@cdr.stanford.edu 
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1.2 From Designer-centric to User-centric Design 

In the twentieth century, situations did not change appreciably – the world we 
lived in was closed. Twentieth-century engineering was context-independent and 
static. It was rationality-based. Designers could foresee the operating conditions of 
machines and systems, which were designed to work regardless of how situations 
changed. Machines were just tools which worked as users instructed. Users were 
supposed to follow the designers’ instructions. In fact, most so-called human fail-
ures took place because users did not behave as designers expected.  

As we enter the twenty-first century, however, situations are changing exten-
sively and often. It is becoming increasingly difficult to foresee the conditions 
under which machinery and systems will be expected to operate. It is now the 
users who know what is happening, and no one else, but only they can respond to 
the situation. Therefore, design has changed from being designer-centric to user-
centric. The role of a machine is now not only to respond flexibly and adaptively 
to the diverse requirements or commands of users, but also to sense and provide 
necessary information for them to correctly understand the situation in order to 
make appropriate decisions. Thus, sensing becomes very important for a machine, 
and users and machines must work together as a team to respond to changing 
situations. Human–machine relations were static in the twentieth century, but are 
set to become much more dynamic and interactive in the twenty-first century. 

1.3 Role of Emotion in Decision Making 

How users judge the situation and make decisions are very important considera-
tions for user-centric design. Emotion seriously affects human judgment and ac-
tion in emergencies such as fire, earthquake, etc., and these areas have received 
a lot of research. However, emotion also plays a very important role in our daily 
decision-making and action.  

For example, in economics, Keynes pointed out that economic agents act ra-
tionally in short-term expectations, because there is ample information to allow 
them to predict the near future with reasonable certainty. But in long-term expec-
tations, emotion plays a very important role in their decision-making and action, 
because there is great deal of uncertainty in the far future [1, 2]. The term “expec-
tation” in economics is nothing more than a motive for an economic agent to take 
action. Today, uncertainty is increasing rapidly. The situation that we now find 
ourselves in corresponds to the situation of Keynes’ long-term expectations. 

Later in 1947, Simon, the famous novel laureate in economics, pointed out that 
economic agents’ actions are not completely rational, and their rationality is boun-
ded, and that the existing mathematical economics could not describe true eco-
nomic states [3]. He pointed out that the more complex and diverse an economy, 
the greater the number of factors that have to be considered, which decreases 
computability. To compensate for this, emotion then plays an important role in 
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decision-making and action. When he proposed this idea, society was in the cha-
otic confusion that followed World War II.  

Keynes and Simon only discussed economics. But the same argument holds in 
engineering, because our world is becoming more and more open with boundaries 
disappearing, and there are frequent and extensive changes. We have not discussed 
emotion because we deal with artifacts and up to now have considered humans 
only as consumers.  

1.4 The Creative Customer 

Emotion is often interpreted in the passive sense. For example, most kansei engi-
neering researchers [4], tend to give a passive impression – they discuss what 
emotion a product will stir up in customers. This is similar to the concept of Af-
fordance [5], which maintains that our external world provides both stimulus and 
motives for us to act.  

Most of the current discussions about emotion in engineering are focused upon 
how we can incorporate emotion into product design. Functional improvements do 
not appeal to customers as much as it did in the past, so emotion is attracting atten-
tion as a new way of adding value. But unfortunately this way of thinking is still 
producer-centric. It does not acknowledge that design is changing rapidly.  

The word “consumer” demonstrates conclusively how designer-centric this ap-
proach is. It regards users only as passive people, who just “consume” what they 
provide. Even the word “users” is sometimes used in the same way as the phrase 
“end users”, which indicates that designers are here on this side and users are far 
away on the other side. 

We will use the word “users” here, but our users are very active and creative. 
We will use the word in the same sense as “customers”, who “customize” our 
products to their tastes and needs. That is why they are called “customers”. In fact, 
there are many examples which demonstrate why our users are “customers”, and 
they are very active and creative. 

For example, kids use a slide as instructed for the first few times. But soon they 
invent new ways of sliding down (see Figure 1.1).  

Next time, going backwardNext time, going backward

 

Figure 1.1 Creative kids 
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Youngsters rip holes in their jeans and wear them. They know jeans are not 
simply something to wear but also something that has a story. Stories are impor-
tant to develop feelings of attachment (see Figure 1.2). 

Y
o

Oh, no. 

You got holes 
there!

It’s the fashion,

Grandma

Y
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Oh, no. 
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It’s the fashion,

Grandma
 

Figure 1.2 Creative youngsters 

Although creativity has recently drawn wide attention in engineering, most re-
search looks only at how designers can be creative. We fail to understand that our 
users would also like to be creative and do not consider how we can satisfy that 
desire.    

It must be added that in addition to satisfying such basic desires of our custom-
ers, our customers have to customize machines in order to work together better as 
a team. 

1.5 Emotion = Move Out 

Emotion is very active, and far from passive. The word “emotion” originates from 
the Latin e = out and movere = motion, i.e., “move out”. The word “motivation” 
also comes from the Latin movere. Therefore, emotion is very closely associated 
with action. Affordance is deeply associated with emotion because it maintains 
that our outside world supplies stimuli and provokes motives for us to take ac-
tions. Emotions have often been interpreted as passive and static, but it should be 
remembered that they are in fact very much dynamic. 
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1.6 Babies 

Recently, in their quest to make robots more intelligent, robotics researchers have 
been studying the behavior of babies in order to understand their cognitive devel-
opment. Developmental psychologists observe that babies move their bodies in 
random or haphazard ways for the first 4 months or so. Then they do not move too 
much for a while. After this period, they move their arms, legs, etc., in a coordi-
nated manner.  

Piaget’s cognitive development theory [6, 7] may provide an interpretation. To 
babies, the world around them is a wide open world without boundaries. They 
move their bodies and interact with the outside world in various ways in order to 
build up a model that will enable them to understand their environment. Once 
a model is formed, then they move based upon it.   

Developmental psychology does not make clear what triggers babies to act or 
move. It may be because the outside world supplies stimuli and motives to them, 
as the theory of Affordance maintains. Then their movements are triggered by 
emotions. And just as with babies, emotion is considered to play a crucial role in 
the way that adults interact with the outside world. 

1.7 Quality Function Deployment (QFD) 

Quality function deployment (QFD) plays an important role in designing artifacts, 
by providing a basic tool for realizing customers’ requirements as product func-
tions. Functions are motions, so QFD describes the required functions using verbs. 
Attributes, such as surface conditions, may not seem to be associated with verbs. 
But they are – they are deeply associated with touching, or haptics. Therefore, 
attributes are also describable by verbs. 

QFD is a tool used to clarify requirements rather than a tool to analyze motions, 
i.e., it is not a tool for problem-solving, but a tool for setting a goal or for problem 
formulation. Verbs are accompanied by objectives. Therefore, if motions are de-
scribed using verbs, the objectives of actions will become clear.  

Baby development may be compared to QFD development. The period when 
babies move randomly and then stay motionless may be interpreted as a time when 
they are preparing QFD. Babies are relating their motions to their objectives and, 
when their modeling is complete, they start to move in a coordinated manner to 
solve the problems. 

1.8 The Fluctuation Equation 

Moving on from the discussion of whether these seemingly random behaviors of 
newborns are truly random or chaotic, let us consider the problem of fluctuations. 
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Fluctuations are discussed by many theories, such as random theory, chaos, com-
plex systems, etc., but here we will just mention that fluctuations may play a very 
important role when considering emotions.      

A research group at Osaka University in Japan is currently carrying out the 
Yuragi (fluctuations) project [8]. Living bodies are so complex that deterministic 
control is impossible. The group at Osaka maintain that living bodies deal with 
their complexities by utilizing fluctuations. Yanagida et al. made it clear that my-
osins move along actin filaments utilizing Brownian motion [9], and proposed the 
following fluctuation equation:  
 dx/dt = (du(x)/dt) × activity + η, 
where u(x) = object function and η = noise. 

When the environment is very complex and changes dynamically, u(x) might 
be trapped in a local minimum and may not reach the global minimum, if the tra-
ditional control approach is applied. Ishiguro et al. demonstrated by using robots 
that the global optimum (minimum) solution can be obtained by changing “activ-
ity” in their fluctuation equation [10].  

1.9 The Emotion Equation 

Ishiguro’s approach is very similar to the simulated annealing approach in the 
global optimization theory. In fact, the idea is the same, in that noise is used to 
prevent the solution from being trapped in a local minimum, thereby allowing the 
global minimum to be reached. There are similar equations in other areas, too. 

Let us consider risk engineering. There are many definitions of risk. One of 
them is: 
 Risk = Probability of the occurrence of an event × Loss by that event. 

As probability is a function f(x), so the loss by the event corresponds to activity 
in the fluctuation equation. 

Utility, which is important in economics, is defined as follows: 
 Utility = Prob(x) × Option, 
where Prob(x) = probability of the occurrence of the event and Option = Utility of 
the event selected. 

If we note that utility is a measure of satisfaction, and risk is its opposite, we 
can possibly define the emotion equation in a similar way to the fluctuation equa-
tion in the previous section. 

1.10 Rationalizing Our Actions Using Emotion 

If we regard emotions in an active sense as motives for action, then just as babies 
learn how to move, we can rationalize our action using emotion. 
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This is not an attempt to mechanize humans or simplify human behavior. It is 
important for us to work well with machines as a team, and to fully satisfy our 
expectations by interacting with the outside world in a more rewarding way.   

Although economics emphasize utility, it is engineering which creates utility. 
Therefore, the maximization of utility is a basic issue in engineering. Short- and 
long-term expectations in Keynes’ discussion correspond to the issues of local and 
global optimization in engineering. Keynes’ statement that emotion plays an im-
portant role in long-term expectations implies that emotion is deeply associated 
with the problem of global optimization or the problem of an open world.  

1.11 Closed and Open Worlds 

In order to consider emotion from the standpoint of global optimization, let us 
look at the changes taking place in our society.  

The twentieth century was the age of the closed world, where boundaries could 
be clearly defined. It could be compared to a railroad or to agriculture. Railroads 
have tracks so we know where we are going and don’t have to worry about possi-
ble destinations. We can decide on our destination before we get on the train – 
what is important is whether we can get there faster or cheaper. In the case of 
agriculture, farmers accumulate experience by cultivating their farmlands, so they 
can reap a better harvest as their experience increases. Both of these worlds are 
closed. Therefore, it is straightforward to develop a model, leaving us to concen-
trate on problem solving. In other words, tactics are more important than strategy.   

The twenty-first century, on the other hand, is an open world with no bounda-
ries. It can be compared to a voyage or to hunting. A voyage is affected by many 
unpredictable factors, such as weather, sea conditions, etc. When a storm arises, 
we may have to anchor at a port we never anticipated. In the worst case, we may 
not be able to reach our planned destination. In such a case, we have to ask our-
selves why we set sail. In hunting, we can never totally predict what animal we 
will come across. Judgment is more important than knowledge and experience. If 
it is stronger than you, you risk being eaten! It is crucial to judge whether it is 
stronger than you or not. The strongest survives.  

Thus, in an open world, it is extremely difficult to build up a universal model, 
so we have to keep changing our models to adapt to the current situation. There-
fore, problem formulation becomes very important and strategy is more important 
than tactics.   

Closed and open worlds may be explained in connection with multimodal op-
timization problems. If the world is very small, there is only one peak, and the 
optimization is very easy. But when the world expands, there will be many peaks, 
which forces us to decide which peak we should climb. Thus, global optimization 
becomes necessary. 

As discussed in the previous section, we can use emotions to formulate a prob-
lem appropriately and develop a workable model in order to rationalize our ac-
tions. This leads to better decision making in engineering, management, etc.  
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1.12 Reflective Practice 

Schon pointed out that in management, design, and medicine, rationality does not 
hold and the professionals in these areas think as they act. He called them “reflec-
tive practitioners” [11]. Reflective practice may be compared to the law of ac-
tion–reaction (Newton’s third law) in physics. In the physical world, if you push 
something, it will push back. Similarly, in the world of stimulus–response, if we 
take some action in the outside world, we get a reaction – and this excites our 
emotions.  

Although kansei engineering may give a passive and static impression, as men-
tioned earlier, because it does not explicitly consider such a stimulus–response 
(reaction) cycle (Norman called such an approach “visceral design” [12]), it is not 
passive or static. For example, Stark discovered that our visual perception is real-
ized by the very active movements of our eyes [13]. Therefore, both kansei engi-
neering and visceral design are also very dynamic. The only difference is that they 
do not explicitly discuss the stimulus–response (reaction) cycle. 

1.13 Homo Faber 

Engineering is fundamentally reflective. The word “Homo faber” demonstrates 
it best.  

Why do human beings make tools? If it is just to use the tool, even animals can 
do that. But humans also take the trouble to develop the tool. As discussed above, 
the world used to be very open. Situations changed frequently and widely. So we 
could not make our tools in a straightforward manner. We used trial and error to 
adapt tools to our own situation and to our own needs. We were not just solving 
a problem, we were formulating the problem and developing a model and applying 
it to solve the problem. If it did not work, then we came up with another model 
until the solution was found. Reflective practice is the intrinsic quality of human 
beings. 

1.14 Homo Ludens 

Huizinga defined human as “Homo ludens” or “human plays” [14]. Why is play 
an intrinsic quality of human beings? It is not play if we do something as in-
structed. Play is a behavior that seemingly has no particular objectives. Play is not 
problem solving, but it is problem formulation. That is why play characterizes 
human beings.  

Kids are called “genius of play”. They invent many new ways of playing. Why 
are they called creative? Because they are not solving a problem, but instead are 



1 Emotion: A Gateway to Wisdom Engineering 9 

formulating a problem. They are not interested in how they can play better, but 
they are interested in formulating a problem and inventing new ways of playing.  

Play is important to human beings, because they are fundamentally oriented 
toward the open world. For humans, problem formulation is more important than 
problem solving. That is why human beings have prospered on Earth, as we see 
today.  

1.15 Pragmatism 

As our society is quickly moving toward an open world, let us consider Pragma-
tism, which is a typical philosophy applied to an open world. Pragmatism origi-
nated in the UK and was developed in the USA. Now it is the philosophy repre-
senting the USA. The UK was a seafaring country and the USA explored the 
West. Both countries have histories linked to the open world. 

Peirce, one of the initiators of Pragmatism, proposed Abduction [15]. Abduc-
tion literally means, to find some workable hypothesis somewhere and apply it to 
the current problem. If it works, then you solve the problem. If not, find another 
hypothesis which might work. Repeat this process until your problem is solved.  

In a closed world, the boundaries are clearly defined so you can accumulate 
your experiences and structure them into knowledge (induction). Once a structured 
knowledge is formed, then you can apply it to solve each particular problem (de-
duction). That is, in a closed world, you can make a prediction. But when the 
world becomes open, the concept of a set, which works in a closed world, will not 
be valid any more. Namely, induction and deduction logics do not work and we 
have to keep modifying our model to adapt it to the changing situations.  

Schon called such activities “reflective practice”, as mentioned earlier. The 
1980s, when Schon proposed this idea, was a time when great social changes, such 
as the collapse of the Soviet Union, the fall of the Berlin Wall, etc., took place one 
after another. Engineering also changed considerably during this period. Com-
puters changed from central to distributed systems, which accelerated the spread 
of the Internet. Rapid prototyping emerged. In all fields, people had to think in 
action.   

According to the Spanish diplomat and journalist, de Madriaga [16], “Eng-
lishmen think while they walk. Frenchmen run after they think. Spaniards think 
after they run.” This remark becomes much more interesting when we note that 
the UK used to be a seafaring country and that France used to be a country of 
agriculture.  

Schon’s reflective practice corresponds to the famous Shewhart Cycle of qual-
ity engineering. Shewhart was also an earnest advocate of Pragmatism. In fact, the 
Shewhart Cycle (Figure 1.3) is nothing other than Abduction if we interpret the 
diagram as Plan = formulate a model, Do = apply it, Study = study it to see if it 
works, Act = solve the problem, if it works. Otherwise look for another model. 
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Figure 1.3 The Shewhart Cycle 

The concept of the reflective cycle is common to Peirce, Shewhart, and Schon. 
Their way of thinking is not linear, as in induction or deduction, but is cyclic and 
reflective. If we quote from Shakespeare, their way of thinking is “All’s well that 
ends well”. This indicates that in an open world strategy is more important than 
tactics, or to put it in another way, problem formulation is more important than 
problem solving.  

1.16 Learning from Failure 

The reflective cycle is just the method of trial and error. Learning from failure is 
emphasized in the US education system. However, this does not mean “failure” in 
the usual sense, but means failure in the sense of “fail one’s expectations”, i.e., 
learning from failure is learning how we respond to a situation when the result 
fails our expectations. In other words, learning how we should change our model 
dynamically to adapt to a changing situation to solve a problem, instead of devel-
oping a fixed model and applying it. This is very similar to what we observe in the 
cognitive development of newborns. It reflects the US history of exploration.  

Braden, a famous tennis coach in the US [17], does not teach how to recover 
from misses, he just teaches the basic strokes and praises learners for their good 
shots. He explains why: muscles vary from person to person. Therefore, we must 
learn by ourselves how we recover from our misses. This indicates how important 
problem formulation is and how important it is to be able to change a model 
adaptively.   

Recent progress of NIRS technology has made it possible to observe the chan-
ges of blood and internal secretions so that the relationship between our muscles 
and our emotions are being explained. Muscles, and therefore emotions, are 
deeply associated with how we recover from failure. 
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1.17 Maslow’s Hierarchy of Human Needs 

Expectations are deeply associated with human needs and they are deeply tied up 
with emotions. The twentieth century was the century of materials, but the twenty-
first century is the century of the heart. In the century of materials, the primary 
engineering activity was to deliver products, so design was static and the flow was 
one way from producer to customer. But in the century of the heart, engineering is 
becoming interactive and reflective, so design needs to be dynamic. Therefore, we 
have to take the characteristics of human beings into consideration.  

Maslow classified human needs into five levels [18] (Figure 1.4). The first, or 
bottom, level is physiological needs – we cannot survive unless we eat. The sec-
ond is the need for safety and security – once our appetite is satisfied, we want 
to protect ourselves from rains, animals, etc. Recently, social uneasiness due 
to terrorism, etc., and uneasiness caused by the increasing complexities of ma-
chines or systems, has been drawing increasing attention. These are also problems 
of emotion.  
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Safety and Security
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Self 
Actualization

Esteem

Love and Belonging

Safety and Security

Physiological Needs
 

Figure 1.4 Maslow’s hierarchy of human needs 

Safety is related strongly to reliability. Traditionally, reliability was rational 
and discussions were made based upon numbers. Humans were also modeled as 
rational beings. Emotion was ignored, except in special applications. But recently, 
many cases are emerging which cannot be solved by such rational approaches. For 
example, in the world of the Internet, it is very important that the information you 
receive is truly reliable or trustworthy. This problem is very different from the 
problem of network reliability. Network reliability is a technical problem and can 
be solved rationally. But whether you can trust a piece of information on the Inter-
net is the same problem as whether you can trust a person you have never met 
before. These problems cannot be solved rationally. 
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This problem is associated with the problem of understanding intent in com-
munication. It should also be added that if we could transmit only intent without 
transmitting an enormous amount of data, we could reduce the amount of energy 
required for information transmission considerably. In understanding intent, emo-
tion plays an important role. Why do we have to think EQ or emotional quotient 
[19]? Trust is associated with the problem of why humans can transmit a lot of 
information using only a small amount of energy. This is also another interesting 
problem of emotion.  

The third level is the need for community – humans cannot live alone. In fact, 
cities historically developed around a “common”. The need for community was 
behind the development of Web 2.0. Common, community, and communication 
originate from the same word. Traditional product-centered engineering consid-
ered only the existing geographical markets. But in the twenty-first century when 
the world becomes open, market creation will become a big issue in engineering. 
Creation of a community where people can share values will lead to the creation 
of a market. Emotion deeply affects how people evaluate value.  

The fourth level is the need for respect – people like to be respected. This is of 
course emotional. This need is deeply associated with brands. Brand has been 
a big issue in fields such as cosmetics, but it has not been discussed much in engi-
neering. Any discussions were about product brands. Corporate brands were rarely 
discussed. 

In the twentieth century, 20% of customers bought new products as soon as 
they were introduced. The other 80% observed how these products worked and 
how useful they were, and then made their decision to buy. But as we entered into 
the twenty-first century, many new never-before-experienced products emerged. 
And the life cycle of these products is getting shorter and shorter, so there is no 
time for the 80% to observe how the new products are used by the other 20%, who 
have led the market until now. Therefore, people have to know how much trust 
they can put in the company which produces such a product. Thus, the issue of 
corporate trust or brand is increasing rapidly in importance. 

Corporate trust or brand is nothing other than how well a company can respond 
to customers’ expectations. Trust in a company and trust in Internet information 
are the same, and they are both deeply associated with emotion. Today, trust or 
brand building is becoming increasingly important. A product’s brand is inductive 
and it is developed through the experience of using each particular product. But 
the twenty-first century is an age of hunting. Customers do not know what animals 
(i.e., products) they will come across. In such situations, we have to build trust in 
the system. This is the same idea of quality as the ISO 9000 series, which visual-
ized a quality system instead of assuring the quality of each product.     

It must also be added that the issue of corporate brand is associated with confi-
dence or self-trust – asking ourselves the question, “I have bagged good games up 
to now so why not this time?”. Confidence provides a motive for going hunting. 
This is truly an outward motion (ex-motion), i.e., emotion. Providing customers 
with such motives is very important for companies of tomorrow.    
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The fifth level, or the highest level of human need, is self-actualization. All 
humans would like to actualize themselves. Why do artists never give up their art, 
even though most of them are not well off while they are living? Because art is the 
world of self-actualization. Self-actualization may be expressed as a challenge. 
Challenge is the core and the mainspring of all human activities: “Why do you 
climb?”. “Because there is a mountain.”. Animals see the same mountains, but 
aren’t driven to climb them. A human being climbs a mountain because it is 
a challenge. Games become popular because they provide a challenge. And chal-
lenge or self-actualization is of course a problem of emotion. 

Historically, industries climbed up Maslow’s pyramid of human needs. They 
developed from primary, to secondary, and then to tertiary. If we look at Maslow’s 
pyramid from another angle, we will notice that as we climb up, it changes from 
mass to individual, and from material to heart (Figure 1.5). Therefore, not only is 
our real world changing rapidly from closed to open, but we can see that human 
beings by their very nature are driven to head for an open world.   

Another definition of human, “Homo mobens” or “human moves”, substanti-
ates this argument. From the standpoint of the optimization of energy, it is best for 
us not to move except when eating, just as lions do. But human beings always 
challenge the unknown. That is our intrinsic nature and that is why human beings 
have spread all over the globe. But our physical world has boundaries, and when 
we cannot explore any more, we head toward a non-physical or mental world, 
where there are no boundaries for self-actualizations or challenges.  
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Figure 1.5 Changes as we go up 

1.18 Short-duration and Long-duration Emotions 

Just as there are short-term and long-term expectations, there are short-duration 
and long-duration emotions, and we must consider their dynamics separately.  
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Short-duration emotions are surprise, anger, etc., and are sometimes called non-
cognitive or instinctual emotions. Such short-duration emotions trigger an inter-
rupt to the human brain and reduce its capability for information processing [20]. 
Although its overall capability may be reduced, we may interpret this as showing 
that our brain concentrates its capabilities on executing the necessary processes 
faster and more effectively. Such emotional problems as evacuating a building in 
a fire are short term or instinctual, and many researchers have studied them.  

There is, however, another type of emotion, which has a long duration. This 
type of emotion is sometimes called cognitive emotion. As this emotion is associ-
ated with cognition, it varies widely from person to person, making it a greater 
challenge to analyze than a short-duration one. However, for the purposes of de-
sign, this long-duration emotion should receive more study.  

For example, most research into human–machine interfaces has been or is be-
ing carried out on how a machine can be operated more easily from a designer-
centric perspective. But in user-centric design, we should design a machine as 
a partner and take into consideration how a user will understand the situation and 
how he/she will respond to it.  

Users respond to changing situations in many different ways. Therefore, ma-
chines have to understand the intent of a user and to respond and support adap-
tively and flexibly. Furthermore, some users might prefer to challenge, rather than 
to solve the problem in a safer and more secure way. This is very much associated 
with how a user recognizes the situation and with his/her personality.  

1.19 Continuous Prototyping 

Hardware and software development styles differ very markedly. Hardware is 
developed with fixed functions (Figure 1.6).  
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Figure 1.6 Hardware development 
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Software, on the other hand, is developed with growing or evolving functions 
(Figure 1.7). Artificial Intelligence (AI) introduced the concept of continuous 
prototyping into software development. It first provides very basic functions and 
then lets the functions grow with time and the accumulation of user’s experience, 
and in response to their needs.  
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Figure 1.7 Software development 

Until then, software programs had become much too complex and complicated, 
so that users needed a great deal of time to get used to them – and to make matters 
worse they could not grasp the whole picture and lost confidence. But if simple 
functions are provided first, users do not need to spend too much time learning the 
basics of the program, and can gain confidence through using the system as they 
wish. Thus, step by step, as functions grow, users’ confidence and their trust in the 
system grow. In fact, the software development curve looks very similar to the 
learning curve. The more we learn, the more confident we become.   

Hardware is physical so that it deteriorates once shipped. But if we turn the de-
terioration curve upside down, it also looks similar to the learning curve. Current 
maintenance aims primarily to restore the degraded functions back to their design 
level. But customers would like to be creative and would like to customize our 
products. This is self-actualization. Customers prefer to use products that have 
been tailored to their own needs and preferences. In other words, they prefer repair 
to maintenance. The word “repair” comes from “pare”, which is associated with 
“prepare”. That is, repair means to remodel or remake products so that they fit to 
the current environment and situation.  

If we can get our customers involved in repair, their sense of involvement in-
creases and their feelings of attachment will grow. We should move toward such 
service development beyond mere product delivery. Engineering tomorrow will be 
more consultation than production. The sale of hardware results in a win-lose 
situation; but service is non-physical so it is far easier to achieve a win-win situa-
tion. This also serves to establish a lifelong relationship with our customers.  
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1.20 Creating Markets 

A marketing strategy such as BoP (Bottom of the Pyramid) can be regarded as 
continuous prototyping for hardware development. BoP refers to the poorest class 
or the poorest countries. In the market economics that have held sway up to now, 
such market segments have been ignored, and helping them has been considered 
charity rather than business. C.K. Prahalad at the University of Michigan first 
pointed out the possibility of BoP as a future market [21]. He is also famous as 
a proponent of value co-creation, which is described later. Certainly there are 
strong needs at BoP, so they could be markets. But the problem is whether they 
are capable of buying. Without any purchasing power, they cannot be markets. 
Therefore, new moves are emerging to give them purchasing power and thus make 
them new markets. 

As indicated by the law of diminishing returns, the greater the number of prod-
ucts, the lower the financial returns or profits, when the market is closed or 
bounded. If we consider only existing markets, our market competitiveness quick-
ly decreases. This can be explained from another angle by using Weber–Fechner’s 
law from psychology. This law says that the larger the stimulus becomes, the lar-
ger the increment we need to perceive a change. For example, if someone with 
a quiet voice raises his/her voice a little, everybody would hear the difference, but 
if someone with a loud voice raises his/her voice a little, the difference would be 
difficult to hear.  

Customers perceive an improvement when the initial product quality is low, but 
as quality becomes more and more improved, they find it more and more difficult 
to perceive the change. Therefore, in advanced countries, it becomes increasingly 
difficult to secure returns or profits as more products are put into the market, and 
we cannot increase the number of customers even if we make considerable efforts 
to improve the quality.  

Products with lower functions can satisfy the needs of developing countries. 
These products increase their buying power so that eventually they can afford 
products with higher functions. This is true of the history of every hardware prod-
uct. Such history-conscious product development must be explored. What is most 
important in a BoP market strategy is that it is not just about product delivery, but 
about seeing that products are developed to meet the emotional expectations of 
developing countries. 

1.21 One Time Value and Lifetime Value 

Most of the current discussions about industrial products consider value at a fixed 
point in time and pay attention to market share. But even though market share may 
be low, there is another strategy to secure customers and to have profits in the long 
run. BoP is one such example. If a lifetime value can be secured, industries can 
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last for a long time and the investment risk can be reduced. Customers who share 
the same sense of value will not move to another company easily. Maslow’s hier-
archy of human needs indicates that industries will gradually move from mass to 
individual. Therefore, it is of the utmost importance for the industries of the twen-
ty-first century to consider how they can cater for the needs of the individual.   

Value is defined by traditional value engineering [22] as 

 Value = Performance (Function)/Cost 

Value here is the profit to the producer. Traditional product development has 
been product-oriented so that performance here denotes the functions of the final 
product. Therefore, industries attempt to increase performance to increase value. 
But as the Weber–Fechner law teaches us, it becomes more and more difficult to 
get our customers to perceive quality improvements as the quality increases. That 
is why industries head toward cost reduction to increase value, because cost reduc-
tion is more visible and easier to estimate. 

Traditionally, producers had much more information than customers (Fig-
ure 1.8). This asymmetry of information brought profits to producers, because if 
they produced a product that would level off the difference, customers were 
happy. This is the framework behind traditional value engineering.  

But we are now an information society, so this asymmetry is quickly disappear-
ing. In fact, it is not unusual for customers to have more information than produc-
ers. To cope with such situations, Prahalad and Ramaswamy proposed “value co-
creation” [23]. In this, producers and customers work together to raise the level of 
information (Figure 1.9). The raising of the water level means profits to the pro-
ducers and value or satisfaction to the customers. In traditional producer-centric 
product development, the customer’s value or satisfaction was not considered 
explicitly. The chief attention was on how much profit the producers can yield. 
There was no value other than the producer’s profit. But in value co-creation, the 
customer’s value is now explicitly considered, and they can get involved in the 
process of realizing products that would be valuable to them.     
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Figure 1.8 Asymmetry of information 
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Figure 1.9 Value co-creation 

Toffler proposed the prosumer (producer + consumer) system [24]. But in his 
book, the customer’s desire for creativity is not considered, as can be understood 
from the fact that he used the word “consumer”. He did not discuss explicitly the 
customers’ desire to create their own values. Value co-creation is one step forward 
from this in that it points out this desire. 

These discussions, however, are focused upon product value. But we must note 
that products alone do not contribute to value enhancement. Processes also yield 
values. It was pointed out earlier that repair would be one such value-creating 
activity.   

Process values are closely associated with stories and experiences. Their impor-
tance has been recently pointed out by behavior economics. But economists can 
only discuss the stories or experiences when our customers use our products. We, 
engineers, can provide stories or experience throughout the whole product life 
cycle, from design to manufacturing and to use. Web 2.0, for example, illustrates 
how our customers would like to get involved in the process beyond just receiving 
the product.  

1.22 Concluding Remarks 

The following remark by de Madriaga [16] is very interesting:  
Fair play is a term of sport. Let us note this: sport; pure action. Fair play means 

the perfect adaptation of the player to the game as a whole. It regulates the 
player’s relations with his team-partners but also with his adversaries. This is 
already wisdom. For good relations with our allies are but reason. Now wisdom is 
something more than reason. It is a vision of the whole, an intuition of all as one 
single game, and of opposition as a form of co-operation. Fair play implies an 
effacing of the individual before the team, and of the team before the game. But 
this effacing does not mean annihilation. Far from it. It provides better conditions 
for the efficiency of the individual, since it makes his actions fit in with the actions 
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of others in a perfect system of co-operation. This intuitive and instantaneous 
sense of balance between the individual and the community is the true essence of 
fair play. 

Fair play cannot be put into formulas. It soars over all regulations, a living 
spirit. Elusive, yet precise; supple, yet exacting; it fits the mobile forms of life as 
closely as the glove in the hand. As a living spirit, it manifests itself in concrete 
actions. It is inseparable from action, undefinable without action. It is a way of 
doing things. In fact, fair play is action.  

This implies that we should move away from traditional static and one-way 
product development and instead design our systems or machines in such a way 
that they can interact deeply with the outside world and change dynamically in 
response to their changes. And we have to work closely with these machines or 
systems.  

In other words, how we can take reasonable or rationalized action under condi-
tions of great uncertainty will be a big issue in the twenty-first century. Emotion 
will play an important role in providing guidelines or directions for wiser actions, 
because interactions bring forth wisdom, and emotions govern our motives for 
actions. Emotions are believed to govern our actions at the meta-level.  
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Chapter 2  
SHOJI: A Communication Terminal for Sending 
and Receiving Ambient Information 

Masaki Shuzo1 and Ichiro Yamada2 

Abstract In modern Japan, increased human mobility has resulted in many people 
being geographically separated from their families and friends. Thus, there is a need 
for communication devices that can provide a link between geographically separated 
family members and friends. Although there are two types of communication – in-
strumental and consummatory – few studies have been conducted on the latter. We 
have developed a communication terminal that uses the exchange of ambient infor-
mation as a means to promote consummatory communication. A concept for effec-
tively communicating ambient information was derived from data collected from 
questionnaires. This concept was used to develop a communication terminal called 
“SHOJI” that can send and receive ambient information such as the temperature, 
illumination, light color temperature, and noise level as well as information about 
the presence or absence of individuals, their movements, and their emotions. We 
evaluated it experimentally, in which the participants were parents and children 
living apart. They judged that the information was sufficiently expressed, which 
indicates that the terminal is useful for exchanging ambient information. 

2.1 Introduction 

In modern Japan, many people live apart from those with whom they have a close 
relationship, such as family members and romantic partners. Since they are geo-
graphically separated, they cannot often meet and communicate directly. Although 
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computer network-mediated media communication tools will enable people living 
apart to interact more frequently, there are various obstacles to efficient media 
communication. One goal of media communication is to realize kansei communi-
cation, which conveys human emotions and/or the ambience of their locations. 

Human group communication is often classified as either instrumental or con-
summatory communication [1]. The purpose of instrumental communication is to 
change the receiver’s cognition, emotion, and/or action by communication. Exam-
ples of instrumental communication are providing knowledge to others, persuad-
ing others, and changing others’ actions. The purpose of consummatory communi-
cation is communication itself, namely, to share one’s experiences, emotions, 
knowledge, and/or opinions. Examples of consummatory communication are jok-
ing, complaining, and talking about mundane things. It is said that most daily 
communication is consummatory [2].  

For both instrumental and consummatory communication to be effective, it is 
necessary to share communication assumptions between the two parties (Fig-
ure 2.1). However, most media communication does not convey nonverbal infor-
mation such as gestures, eye movement, and facial expression and social informa-
tion such as age, gender, and job. Most previous studies have focused on 
instrumental communication; few have focused on ambient information such as 
human unconscious information and environmental information. To convey the 
ambient information that tends to be missing in ordinary media communication 
would be an effective way to improve consummatory communication, which often 
requires the expression of emotion.  

Figure 2.1 Communication model 

2.2 Ambient Information  

2.2.1 Definition 

In this chapter, ambient information is defined as synthetic information consists of 
human unconscious information and environmental information. We classify in-



2 SHOJI: A Communication Terminal for Sending and Receiving Ambient Information 23 

formation related to consummatory communication as either explicit or ambient. 
Explicit information is the information that the communication sender consciously 
wants to share with the receiver in consummatory communication. Examples of 
explicit information are content, the manner of speaking, and gestures used when 
joking. Ambient information, on the other hand, is implicit information that the 
communication sender does not want to consciously share with the receiver – for 
example, talking in a casual manner or muttering to oneself. Moreover, environ-
mental information such as the balmy weather and birds twittering in the morning 
is also included in the ambient information.  

We have investigated the effectiveness of ambient information in supporting 
consummatory communication. One reason we focused on ambient information is 
that it is often and easily lost in media communication. The language content of 
explicit information is easily conveyed by telephone or e-mail. Nonverbal infor-
mation, such as gestures and facial expressions, can be conveyed using video chat. 
On the other, motions without conscious intention and soliloquy cannot be con-
veyed because the sender does not have the intention to do so. In addition, ambient 
information has rarely been conveyed because conventional media communication 
tools cannot sufficiently convey this information.  

Another reason we focused on ambient information is that it is an extremely ef-
fective way to share communication assumptions. On the one hand, explicit in-
formation is conveyed only when the sender consciously conveys it. On the other, 
since ambient information involves many kinds of information that is automati-
cally shared when the sender and receiver are in the same place, people uncon-
sciously send and share such ambient information. This information promotes the 
sharing of communication assumptions. When most communication assumptions 
are shared, communication is more effective. Thus, we assume that the sharing of 
ambient information is useful for smooth consummatory communication. 

2.2.2 Related Works 

We can classify existing research on ambient information into two areas: “in-
formation that people unconsciously produce”, such as emotion, presence, and mo-
tion, and “environmental information”, such as temperature, illumination, and noise.  

A previous study related to ambient information focused on tsunagari commu-
nication [3], which is communication “aimed at fostering a feeling of connection 
between people living away and maintaining their social relationships”. To vali-
date the concept of tsunagari communication, a prototype “Family Planter” termi-
nal was developed. It uses an infrared sensor, an ultrasonic sensor, and a touch 
sensor to detect users’ presence and motion information. These detected informa-
tion is conveyed to other Family Planter terminals. Although the effectiveness of 
tsunagari communication had already been examined in experiments with family 
members and students as participants, only human presence and motion informa-
tion was conveyed.  
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There have been previous studies in which ambient information other than pre-
sence and motion information have been communicated. For example, Lovelet [4] 
communicates human temperature information; a digital family portrait [5] con-
veys information regarding human activity (e.g., opening or closing doors); Lumi 
Touch [6] transmits information regarding human touch; Peak-A-Drawer [7] is 
a virtual shared drawer; the Lover’s cup [8] is a coffee cup that exchanges the time 
of drinking between two people in different places; and Meeting Pot [9] is a coffee 
maker that expresses coffee aroma to a remote office while the device is used. 

Other studies have focused on emotion, which is an important communication 
assumption for consummatory communication. These, however, treated emotional 
information separately from other ambient information. For example, ComSlipper 
[10] is a pair of slippers with sensors that express the emotion of the other party; 
and TCON [11] is a tactile facial form that expresses the emotion of the other 
party. These studies communicate only a small portion of the various types of 
ambient information. 

2.2.3 Our Approach 

We propose expressing various types of ambient information by using a unified 
metaphor rather than focusing on specific portions of ambient information. We 
developed a method for expressing ambient information that helps two parties 
communicating to intuitively understand the situation of the other party. They can 
select the portion of ambient information to be transmitted depending on the time 
and circumstances. This method is expected to protect each party’s privacy 
through the use of a metaphor.  

We have now developed a communication terminal for conveying various 
types of ambient information that we call “SHOJI” (symbolic hosting online jog 
instrument). 

2.3 Target Usage 

SHOJI can be used for both private and public communication: 

• private communication between: 

− family and husband or wife working at a distant location; 
− parents and children; 
− hospital patient and family; 
− romantic partners; 

• public communication between: 

− head office and distant plant; 
− office and home of a teleworker. 
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Private communication is mainly between people who have a close relationship 
and cannot communicate easily due to their physical separation. For example, 
when a husband or wife assigned to work at a distant location returns to his or her 
temporary residence after work, he or she might want to know the living situation 
back home. Ambient information might enable him or her to feel at ease or moti-
vate them to pick up a telephone and call home. 

In public communication, people who work at a distant location could use am-
bient information to maintain their relationship. Since most communication in 
work situations is instrumental communication, people contact those working at 
distant locations by telephone, e-mail, or video conference only when necessary. 
However, to perform their jobs effectively, it is important for work group mem-
bers to maintain their relationships by conducting a moderate amount of consum-
matory communication. Thus, creating communication cues is an important func-
tion for a terminal designed to communicate ambient information. 

2.4 Technical Functional Requirements 

Given the situations discussed above, we identified three technical functional 
requirements:  
1. the ability to convey various types of ambient information that are effective in 

enabling each party to imagine the environment, motion, and state of mind of 
the other party;  

2. the ability to protect the privacy of each party so that they do not feel uncom-
fortable;  

3. the ability to enable people who have different lifestyles to communicate 
smoothly. 
To meet the first technical functional requirement, we use the information that 

is part of the communication or communication assumption. This includes infor-
mation about humans and their environments. Since the ambient information com-
munication terminal is used in daily life situations, the information about the two 
parties should be detectable without imposing any physical restrictions on them. 
We thus use human presence and motion information. In addition, we attempt to 
detect emotion, which better represents the ambient information.  

To detect emotion without physical restriction, we analyze the voice character-
istics from voice information obtained with a microphone and extract the emotion. 
There are two reasons for detecting only emotion and not voice information itself. 
The first is to protect privacy. Although it is possible to communicate the voice 
information obtained from the microphone, users would certainly feel uncomfort-
able if they thought that their privacy was being invaded. 

The second reason is that all the voice information is not always necessary for 
smooth consummatory communication. It is possible that conveying all the voice 
information would be bothersome for the users. In addition, one of the features of 
consummatory communication is sharing emotion. This means that extracting and 
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conveying only the emotional information rather than all the voice information is 
more effective for consummatory communication. 

In the architectural field, there have been several studies on the effect of envi-
ronmental information, i.e., room color and illumination. On the basis of these 
findings, we use sensible temperature (a compound function of temperature and 
humidity), illumination, noise, and color temperature. These kinds of environ-
mental information are easy to detect, and helpful for users to imagine the other 
side because they change in a relatively short time. Table 2.1 lists the information 
detected by the SHOJI ambient information communication terminal.  

Table 2.1 Information detected by the SHOJI terminal 

Information Type 

Sensible temperature 
Illumination 
Noise 

Environment 

Color temperature (light color) 
Presence 
Motion Human 
Emotion (extracted from voice) 

Our solution to the second technical functional requirement, privacy protection, 
is to enable bi-directional communication of ambient information in an abstract 
manner. Since the digital expression of acquired information can lead users to feel 
that their privacy is being invaded, we express the acquired ambient information in 
a sensuous manner using light and color.  

The third technical functional requirement is that people who have different li-
festyles should be able to communicate smoothly. One of the potentially disrup-
tive factors in telecommunication is the difference in lifestyles between the two 
parties. People in remote locations may not spend much time in front of a commu-
nication terminal, so they may feel and appear uncomfortable. Thus, the commu-
nication terminals must be able to cope with differences in lifestyles. 

Our solution is to express not only the present ambient information but also 
prior ambient information. This means that even though one party may have al-
ready gone to bed, the other party can better understand his or her situation from 
the previous illumination and sensible temperature information.  

2.5 Questionnaire  

2.5.1 Overview 

As mentioned above, the ambient information sent using the communication ter-
minal should be expressed so that users do not feel that their privacy is being in-
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vaded. Our approach is to express information in an abstract and sensuous manner 
using light and color. 

To determine the most appropriate expression method, we conducted a survey 
by questionnaire. We looked at four methods of expressing ambient information: 
using light form, using light color, using light brightness, and using motion. We 
asked participants about the validity of each method. The participants in the first 
survey were 63 adults (33 men and 30 women). They completed the questionnaire 
while watching demonstrations of some of the expression methods.  

The participants were first told, “Please imagine a situation in which the termi-
nal is placed in your living room and that your parents (or your child) are living 
apart. An identical terminal is placed in their living room. The terminals detect 
each room’s environmental information such as room temperature, noise level, 
and illumination level and also detect information about the people in the room 
such as their entering/leaving and emotions. The terminals exchange this informa-
tion.”. The participants completed the questionnaire without further information 
about the terminal. 

2.5.2 Results 

First, the participants answered questions about the adequateness of four expres-
sion methods representing seven types of ambient information. The description of 
human presence information was “a measurement that represents whether a person 
is in the other living room”, that of human motion information was “a measure-
ment that represents the speed of human motion in the other living room”, and that 
of emotional information was “a measurement that represents the emotional status 
of the person in the other living room”. The participants then chose the detail of 
the expression about the expression method that they rated “appropriate”.  

The questions about appropriateness had a seven-point scale, from “not appro-
priate” to “appropriate”. The participants were asked questions about the further 
detail of the expression if they answered “appropriate”.  

Figure 2.2 shows the percentage of respondents who answered “appropriate” 
for each type of information. The results showed that it was appropriate to express 
sensible temperature, color temperature, and emotion using color and that it was 
appropriate to express presence and motion information using light brightness and 
motion. Color expression was judged appropriate for illumination information by 
79% of the participants. Light brightness and motion expression were judged ap-
propriate for illumination information by 73%. There was thus little difference 
between the two expression methods. There was also little difference between 
using sound (79%) and light brightness and motion (75%) for noise information.  

Next we describe the details of each expression method. The results of informa-
tion for which only one expression method was judged “appropriate”, such as 
sensible temperature, color temperature, presence, motion, and emotion, showed 
the explicit tendency in each expression method. Following those results, we de-
termined the detail expression.  
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Figure 2.2 Percentage of respondents who answered “appropriate” 

White 28%

Normal light 48%
Bright light 11%

Pink 22%
Yellow 10%

Yellow green 10%

Green 10%
Blue 10% Orange 7% Others 2%

Others 11%Not bright 7%
Light shaking 7%

Gradually bright 7%

Slow blinking 9%

Color expression

Light brightness and motion expression

 

Figure 2.3 Ways of representing illumination information 
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The results for illumination and noise information were more complex. Fig-
ure 2.3 shows the results for color expression and light brightness and motion 
expression methods about the illumination information. Half of the participants 
answered “normal bright” for light brightness and motion expression. In contrast, 
an explicit tendency was not observed for color expression. Thus, we decided to 
express illumination information using light brightness and motion with normal 
light. In the same way, since we could observe a more explicit tendency in light 
and its motion than sound (data not shown), we also expressed noise by using light 
brightness and motion.  

Some participants also stated that the expression of noise information by sound 
was troublesome in their daily lives. Thus, we decided not to use sound to express 
noise information. 

2.6 Prototype Terminal 

To validate the concept of ambient information communication in which users can 
feel close to the other party, we developed an experimental terminal. The terminal 
concept to express ambient information in abstract and sensuous ways is “commu-
nication over shoji”. A shoji is a semitransparent room divider that has been tradi-
tionally used in Japan. People can be aware of the ambient information in the next 
room indirectly from the lights and sounds filtering through the shoji screen.  

The shoji metaphor offers two advantages. The first is that it can be an effective 
way for people to comprehend an ensemble of information. Since the shoji is 
a common room divider in Japan, we assume that people will intuitively under-
stand the shoji metaphor, i.e., a person on one side of the divider will be aware of 
the environment and activities on the other side.  

The second advantage concerns the invasion of privacy. Exchanging large vol-
umes of mundane information often invades a person’s privacy. This often occurs 
when the transmitted information is one-sided or blatant. Since a shoji screen is 
semitransparent when seen from either side, the exchange of information is recip-
rocal, and information is transmitted naturally, without any specific effort required 
to do so.  

On the basis of this discussion, we developed our experimental communication 
terminal, “SHOJI” (symbolic hosting online jog instrument), which is shown in 
Figure 2.4. The figure also shows how emotional and other cue information is 
expressed through the terminal. Figure 2.5 shows a schematic of the terminal. It 
has a microphone, a temperature and humidity sensor, an illumination sensor, 
three infrared sensors, and an ultrasonic sensor. The terminal is connected to the 
network through a local area network port. The detected information is transmitted 
to a predesignated terminal that displays the received information using full-color 
light-emitting diodes (LEDs). The lights in the center of the terminal present the 
information about human activities, the lights in the upper portion of the terminal 
present information about the environment, and the lights in the lower portion 
show previous information about the environment.  
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Figure 2.4 Appearance of the developed terminal “SHOJI” and adequate representation meth-
ods found in questionnaires 

Figure 2.5 Schematic of the SHOJI terminal  
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2.7 Emotion Extraction from Voice 

In this section, we describe an algorithm for emotion extraction under a real envi-
ronment. Figure 2.6 shows a flowchart of the proposed algorithm, which consists 
of three serial recognition processes: voice/non-voice recognition, speaker recog-
nition, and emotion recognition.  
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Figure 2.6 Flowchart for the extraction of emotion from voice data 

2.7.1 Voice/Non-voice Recognition Process 

Since the sounds from the microphone include various kinds of voice, noise, and 
environmental sounds, the determination of voice/non-voice is necessary prior to 
the emotion recognition. For the voice/non-voice recognition analysis, we used 
three datasets (one for voice, two for non-voice). The first dataset was voice data 
from ten adult men and ten adult women. The second dataset was the domestic 
sounds database [12]. The third dataset was the Real World Computer Partnership 
(RWCP) sound scene database in real acoustic environments [13].  

In a discriminant analysis, the discrimination function with the modified Maha-
lanobis distance (b = 2) was used [14]. The fundamental frequency (f0), variance 
and starting value of the power, and the average and variance of the 12-dimension 
mel-frequency cepstrum coefficient (MFCC) were selected as sound feature val-
ues. Figure 2.7 shows the computed Mahalanobis distance between voice and non-
voice data. This result suggests that voice data can be discriminated from non-
voice data at a distance larger than 80.  
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Figure 2.7 Mahalanobis distance between voice and non-voice data (1: AIST database of do-
mestic sounds3; 2: RWCP sound scene database4; 3: human voice data) 

2.7.2 Speaker Recognition Process 

Since voice features show large natural variations between individuals, it is diffi-
cult to recognize the emotion of a specific person when several people are speak-
ing simultaneously. Thus, speaker recognition is also necessary in order to recog-
nize emotion with high accuracy. In a real environment, there will not be any prior 
reference data for a speaker’s voice; therefore, the standard discrimination analy-
sis, which requires reference data, would not be an appropriate method.  

In this process, to discriminate between different speakers, we implemented 
a hierarchical cluster analysis method to accumulate and retain up-to-date refer-
ence data. We used Ward’s method for the clustering analysis with the cosine 
distance. The voice data and feature values were the same as in the previous proc-
ess. The results of clustering for up to ten men or ten women are shown in Fig-
ure 2.8. These results suggest that the recognition rate is about 80% when the 
number of speakers is three or fewer, which is reasonable in a normal-sized fam-
ily room.  

                                                
3 JIS TR S 0001: 2002. 
4 http://tosa.mri.co.jp/sounddb/indexe.htm.  
“Impactive” is sound caused by the impact of objects such as wood panel [kon, poku] and metal 
panel [kan, kin]. “Movement” is sound caused by human actions such as clapping hands [pan, 
pon] and snapping chopsticks together, opening bottle cap [baki, puchi]. “Characteristic” is 
sounds whose tone describes the type of source, such as bells, coins [chirin, shan], falling books, 
tearing paper [basa, bi-i]. 
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Figure 2.8 Speaker recognition rate obtained by cluster analysis as function of number of people  

2.7.3 Emotion Recognition Process 

Consequently, emotion recognition was conducted. The voice data from the 20 
adults (ten men and ten women) mentioned above was treated as reference data. 
Each person spoke 12 sentences using three types of emotion (happy, angry, and 
sad). Three minutes of continuous voice data spoken by 11 other adults (five men 
and six women) was treated as target data.  

In this process, the discrimination function with the modified Mahalanobis dis-
tance (b = 2) was also used, and the fundamental frequency and power were used 
as feature values. As a result, the emotion recognition rate was about 70% for 
men, and about 40% for women (data not shown).  

Since human emotions generally do not change significantly over a short time 
scale, the majority decision process can be applied to this discriminant analysis 
output. Also, since the center of gravity (COG) in the voice feature space is differ-
ent for each individual, it is effective to correct the COG once every minute in the 
discriminant analysis process. Even when starting from an initially low rate, the 
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Figure 2.9 Emotion recognition rate using discriminant analysis with majority decision and COG 
correction 
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emotion recognition rate improved after a few minutes with the majority decision 
process and COG correction, resulting in a success rate of about 80% for both men 
and women in our study (Figure 2.9).  

2.8 Field Experiment 

2.8.1 Method 

To examine the effectiveness of the concept, we conducted a field experiment 
using the SHOJI terminal with two couples (Figures 2.10 and 2.11). We set one 
terminal in each couple’s living room where they mainly stayed. The terminals 
were then connected through the Internet. One couple was aware of the informa-
tion detected in the other couple’s terminal. 

Participants were a married couple in their 20s and 30s, and a couple in their 
50s who were parents of the wife of the younger couple. The senior couple lived 
on their own, and the young couple lived with their 6-year-old daughter. The dis-
tance between the living room of the young couple and that of the senior couple 
was about 30 min by train. They were instructed not to be particularly conscious of 
the terminal and to live as usual for a week. 

Interviews were conducted before and after the experiment. In the pre-survey 
interview, they were asked about their lifestyles and communication frequency 
with the corresponding couple. In the post-survey interview, they were asked to 
evaluate the design of the terminal and the appropriateness of the ambient infor-
mation expression method. They also answered questions about its effect on con-
summatory communication.  

Figure 2.10 Field experiment using “SHOJI” 
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Figure 2.11 Sample photo of SHOJI terminal in living room used for field experiment 

2.8.2 Results 

Since the two couples did not live near each other, they did not meet frequently. 
The telephone was the most commonly used communication tool, and they talked 
around 5 h/month by telephone. Most communication was between the two wives. 

The evaluation of the design of the terminal and the appropriateness of the am-
bient information expression method in the post-survey interview are summarized 
below in the form of responses: 

• “I could grasp an overview of the ambient information without close attention 
to the terminal.” 

• “Although at first I could not understand the color expression of emotional 
information, within a day or so I could figure out the meanings. The expression 
of temperature information was intuitively easy to understand. Seven types of 
information were not too much to comprehend.” 

• “About the ambient information expressed on the terminal, once I become 
accustomed to the terminal, I figured out the information at once. However, in 
the current circumstances, I often forgot the expression method.”  

• “The expression by LED was good. The size of the terminal was appropriate. If 
the display region were smaller, the expression would be harder to understand.” 

• “The light of the terminal was too bright at night. I sometimes mistakenly 
thought that I had forgotten to turn off a light. It would be better to control the 
light volume of the terminal at night by detecting the illumination of the room.” 

• “The terminal was interesting because it was like an andon [Japanese indirect 
illumination made from washi paper, a wooden frame, and a candle]. The color 
was so beautiful. Washi was good because it was like a night-light.” 

• “The change in emotional information was a useful cue to talk with my daugh-
ter about the condition of her grandparents.” 
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The design of the terminal was favorably evaluated by both young and senior 
couples. Then, although the young couple could easily understand the expression 
method of overall ambient information, the senior couple pointed out that there 
was too much information expressed on the terminal. Thus, the evaluation of 
overall expression method was affected by the participant’s age. On the other 
hands, focusing on seven types of ambient information, both groups had good or 
not-so-bad evaluations to each expression method. During this experiment, the 
participants sometimes focused on various types of information depending on their 
situation. In one instance, they focused on the temperature information, and in 
another, they took notice of the emotional information. 

The evaluation of the effect on consummatory communication is summarized 
below in the form of responses: 

• “The terminal increased the chance to imagine the other side. Though the ter-
minal was a ‘machine,’ I could feel connected to the other side.” 

• “The chances to communicate increased. My wife sometimes made a phone 
call to her mother when she watched the terminal.” 

• “Since the terminal informed us of the presence of the other side, I could easily 
contact them. In contrast, since I could judge the condition of my parents by 
watching the terminal, the number of times we contacted them to determine 
their condition decreased.” 

• “Since I could determine whether they were present, it was easy to contact. 
When I had to contact them, the information on the terminal helped me decide 
when to phone.” 

• “When our family ate dinner, we often talked about the other side. Since the 
terminal gave us information about them, we could not only talk about my fam-
ily’s events but also about the events of the other side.” 

• “I felt uncomfortable that the other side knew when I got up late. Addition-
ally, I didn’t want to convey information when my family was upset in the 
morning.” 

All the participants favorably evaluated the effect of the information sharing, 
which is the purpose of consummatory communication. In particular, the results of 
the interview showed several advantages, such as “it helps me to contact them by 
providing information about the situation of the other side”, “ambient information 
leads users to imagine the other side”, and “by watching the information on the 
terminal, users can carry on a pleasant conversation about the other side”. 

The effect of the terminal was ambiguous concerning the frequency of commu-
nication. On the one hand, thinking about the situation of the other side leads to 
contacting them. On the other hand, since users know the condition of the other 
side, they may not bother contacting them. Nevertheless, the results also suggest 
that communication became smoother even if the frequency of communication 
decreased.  

Though the information that users want to convey increased communication ef-
fectiveness, there were problems caused by sending information that users did not 
want to convey. An increase in the information conveyed inevitably leads to an 
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increase in not only the information that they want to convey but also in the in-
formation they do not want to convey. This issue requires further examination. 

2.9 Conclusion 

We have developed a communication terminal called “SHOJI” that conveys ambi-
ent information for the purpose of promoting fluent consummatory communica-
tion. The concept on which it is based was derived from data collected from ques-
tionnaires. SHOJI can send and receive such ambient information as the sensible 
temperature, illumination, light color temperature, and noise level as well as in-
formation about the presence or absence of individuals, their movements, and their 
emotions. The participants in an experimental evaluation judged that the informa-
tion was sufficiently expressed, which indicates that the terminal is useful for 
exchanging ambient information.  

We plan to conduct a longer-term field experiment based on the knowledge ac-
quired in this study. In addition, on the basis of an evaluation of the effectiveness 
of each type of information, we will identify the information that is most effective 
for conveying ambient information.  
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Chapter 3  
A Mixed Reality-based Emotional Interactions 
and Communications for Manufacturing 
Skills Training 

Keiichi Watanuki1 

Abstract In recent years, Japanese manufacturing industry has entered a very 
competitive era due to globalization and to the concept of manufacturing the right 
thing at the right place. At the same time, manufacturing in Japan is changing 
from a conventional mass production and perpendicular work division system to 
a high-precision, small-lot, multi-variety manufacturing system. In addition to this, 
the need and opportunity for face-to-face contact between colleagues has been 
drastically reduced as a result of factory and office automation. This means that 
human functions that are a result of human contact and relationships are being 
replaced by automated systems. This transfer of relations from human to machine 
systems causes individuals to be isolated in the process of their work. Therefore, 
appropriate staff-training programs with communications based on a long-term 
viewpoint are needed to create and transfer the skill/technology. However, due to 
the financial, manpower, and time constraints caused by the present tough eco-
nomic conditions, it is difficult for small and medium-sized industries to organize 
good training programs. In reality, more than half of small and medium-sized 
industries implement on-the-job training, video libraries, technical documents, and 
the like in their training programs. Nevertheless, these time-consuming and ineffi-
cient methods do not make it easy to obtain the high-level skill necessary to be 
a skilled technician. This chapter considers some reasons for difficulties in skills 
transfer and human resource development, and addresses a new mixed reality-
based job training and human resource development for skilled foundry workers. 
This chapter also looks at tacit knowledge, coherence in knowledge, and action in 
manufacturing. 

                                                
1 K. Watanuki  
Department of Mechanical Engineering, Graduate School of Science and Engineering, Saitama 
University & Brain Science Institute, Saitama University,  
255 Shimo-okubo, Sakura-ku, Saitama-shi, Saitama 338-8570 Japan  
e-mail: watanuki@mech.saitama-u.ac.jp 
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3.1 Introduction 

In the Japanese manufacturing industry, the hollowing out of industry due to the 
transfer of production centers overseas is having a serious effect on areas where 
industry is concentrated. In particular, in the core manufacturing technology in-
dustries which have supported the manufacturing industry to date, the deteriora-
tion in skilled labor is a concern. Also, with an aging population and young people 
avoiding going into the manufacturing industry, finding new staff/apprentices is 
becoming difficult, and consequently the Japanese manufacturing industry is fac-
ing a crisis. In order to continue the design and manufacture of high-added-value 
products in the future, the passing down of core manufacturing technology and 
skilled labor as well as the creation of knowledge is indispensable. 

As an example, in the Japanese casting and product forming industry, a high 
level of international competitiveness has been maintained by rationalizing design 
and production processes, improving productivity and yield rates, and achieving 
shorter delivery times, as well as passing on technology and skills, and solving 
problems such as environmental issues. However, the product forming industry is 
almost totally comprised of small and medium-sized companies, and sub-con-
tracting transactions are frequent, so at present the management situation is weak. 
In order to strengthen the product forming industry in Japan in the future, it is 
important that the technology and skills accumulated to date are further expanded 
by research and development, unique technologies are established and strength-
ened, technologies and skills are transferred, human resources are trained to use 
information and communication technology (ICT), and so on. 

Therefore, this chapter describes the acquisition of manufacturing knowledge 
and human resources training by sharing a “ba” (place) for the application of 
multimedia technology, virtual reality (VR) technology, etc. [1, 2]. In particular, 
a system is described that uses a combination of a three-dimensional visualization 
system, created using VR/AR technology, and a force-sensing display device, 
created using robot technology, to enable not only the visual effect to be obtained, 
but also to obtain a sense of the force required in casting. It does this in combina-
tion with the communication between the engineer and skilled operative. By add-
ing annotation and so on to the space in which a model is displayed in VR space, 
technical information can be shared, communication between engineer and skilled 
operatives promoted, and embodied knowledge can be acquired. Also, new ex-
periments in operational support for elderly and female workers using VR tech-
nology are described. 
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3.2 Skills Transfer 

3.2.1 Present Situation and Problem Points Regarding Methods 
of Skills Transfer 

As the pace of technical change becomes faster and competition between compa-
nies becomes more severe, it is necessary for each company to try to learn faster 
than the other. Therefore, the number of companies undertaking knowledge man-
agement, such as knowledge sharing based on organizational learning theory, 
knowledge transfer, etc., is increasing, advanced technologies are being recorded 
in manuals, and information databases using ICT are being introduced. However, 
as the division of labor in manufacturing sites increases, obstacles to information 
sharing arise, such as the attitude “as long as it follows the manual, this is accurate 
enough for my work,” and not much thought is given even though accidents occur 
or defective products are produced. Therefore, there is a danger that knowledge 
management, which aims to share knowledge and skills among members of an 
organization in order to improve the rate of learning, can have the opposite effect 
and actually hinder the nurturing of skilled operatives. Also, if too much reliance 
is placed on knowledge accumulated in databases within the company, the oppor-
tunities for problem solving on one’s own reduce. Therefore, by making knowl-
edge sharing easier in order to quickly develop human resources capable of raising 
efficiency, learning by experience is hindered, so when problems occur it is not 
possible to quickly respond to them. This leads to the dilemma that knowledge 
sharing can result in higher costs [3]. 

A skilled worker is one that within a specific field has both specialist training 
and practical experience, has acquired special skills and knowledge, has out-
standing “structured knowledge” in that specific field based on their experience 
and training, understands problems deeply, can accurately and quickly solve prob-
lems, and has excellent self-monitoring skills. To develop such a skilled worker, 
practical on-the-job training (OJT) and so on is carried out, but various problems 
with this system are evident. Examples include the fact that learning through fail-
ure is difficult structurally, there are time restrictions, depending on the circum-
stances appropriate guidance is not necessarily provided, individuals become satis-
fied with their level of learning at a certain stage, and thus the knowledge at the 
site becomes fixed, hindering adaptation to a new environment, etc. 

Also, although the necessity of knowledge transfer by engineers and skilled op-
eratives in the core manufacturing technology industries has already been pointed 
out, the sense of crisis in qualitative and quantitative shortages was strengthened 
with the “year 2007 problem”. From 2007, the baby boomer generation, which 
was responsible for industry during the era of high growth rate in Japan, started 
to retire in large numbers, raising many concerns. A number of initiatives have 
been tried to solve the year 2007 problem, but there have been many drawbacks, 
for example, the skills transfer and know-how took time and did not proceed 
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smoothly; the human resources systems providing guidance were insufficient; and 
other issues. The main background to these problems is that during the period of 
high economic growth (the period from roughly 1955 to 1975) new employees 
were employed in large numbers. Technology and skills were passed down 
through in-company training. However, after the oil-shock of 1973, energy effi-
ciency, automation, and new technologies were rapidly introduced, and the tradi-
tional transfer of knowledge and skills tended to be neglected, which meant that 
the passing on of technology and skills to the younger generation slowed down. 
Also, from the economics viewpoint, due to the technology transfer associated 
with the relocation of factories abroad, mainly to South-East Asia, and with out-
sourcing, the hollowing-out of technology and skills within Japan has become 
serious. Following the collapse of the bubble economy in 1991, companies within 
Japan restructured, and the resultant cutbacks in capable technical and skilled 
staff, made the transferring of technology and skills even more difficult. Further-
more, as a result of the decline in the birthrate and the dislike for hard, dirty, or 
dangerous workplaces, it has become difficult to secure young engineers and 
skilled operatives. This has resulted in a large age gap between the baby boomer 
generation and the younger generation, so technology and skills are not smoothly 
passed down. As a result of this situation, measures to pass on technology and 
skills came into full swing. 

At present, transferring skill is typified by technical documents, video libraries, 
and OJT. Creating technical documents and video libraries requires a lot of labor 
and cost, and despite their many merits they are not widely used due to poor ease 
of use. At present, most factories concentrate on OJT for transferring skills. 

The problem points with conventional transfer skill methods are as follows. 
Technical documents are ideal for describing technologies, but they have the dis-
advantage that it is not possible to describe the movements and skills of operatives 
very well. Also, video libraries are good at recording and preserving skills, but 
a lot depends on the knowledge and capability of the person watching the video. 
Also, in the normal video format it is difficult to immediately watch the part you 
want to see. In contrast, OJT as shown in Figure 3.1 is an extremely good method 
of skills transfer, as the whole body can experience the training using a person’s 
five senses of seeing, hearing, taste, smell, and touch. However, this requires 
much time, and there are problem points; for example, the opportunities for ex-
perience are limited by the production of many products in small quantities; and it 
also very much depends on the educational ability of the person being instructed. 

In this way, each of the methods of skills transfer has many advantages, but al-
so has a limit to transfer skills. In addition, looking at these methods from the 
viewpoint of knowledge conversion, with OJT and video libraries tacit knowledge 
is transmitted as tacit knowledge, but with technical documents tacit knowledge is 
converted into explicit knowledge for transmission. Here, explicit knowledge can 
be defined as “knowledge that can be represented in the language of documents 
and diagrams, etc.” and “knowledge based on objective general laws”, and so-
called “technology” corresponds to explicit knowledge. On the other hand, tacit 
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knowledge [4] can be defined as “knowledge that is difficult to represent clearly in 
the language of documents and diagrams, etc.” or “knowledge based on subjective 
or individual experience”, and so-called “skills” correspond to tacit knowledge. 
Using these methods on their own, where tacit knowledge is transmitted as tacit 
knowledge or tacit knowledge is converted into explicit knowledge by omitting 
a part of the tacit knowledge, problems are experienced with the quality, quantity, 
or efficiency of the transmitted knowledge. In other words, with the main conven-
tional methods of passing down skills, namely technical documents, video librar-
ies, and OJT, effective skills transfer is not possible at present. 

3.2.2 New Methods of Skills Transfer 

As stated previously, although the conventional methods of skills transfer have 
many advantages, they also have various problems. Any future new system of 
skills transfer has the following requirements: 

1. It must be possible to easily search for the knowledge that the user requires 
from amongst the large quantity of knowledge in the system. 

2. It must not require a large amount of labor and a high cost for preparation of 
documents, but must be expandable and flexible enough to be able to re-use 
documents prepared previously. 

3. It must provide a form for easily transmitting tacit knowledge. 
4. The quality and quantity of knowledge that can be acquired from images is 

greatly affected by the knowledge and experience of the individual, so a form 
must be provided that does not depend on the capacity of the individual. In 
other words, the large amount of knowledge contained in images must be 
clearly presented without depending on the capability of the individual. 

Differencein kinesthetic

Skilled worker

Apprentice

Difference in gaze directioninformation
(force-feedback/haptic)

 

Figure 3.1 Difficulties of OJT 
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5. In order that a fictitious, virtual “place (ba)” can be shared, time, spatial, and 
scale restrictions that interfere with sharing of the “place (ba)” must be over-
come at least partially. 

6. What is required is not the skills transfer that concentrates on OJT, but an im-
provement in the quality and efficiency of the knowledge transmitted, using 
technical documents and video libraries, and so on, and utilizing their respec-
tive merits. 

3.2.3 Knowledge Creation and Skills Transfer by Sharing of “Ba” 

One of the models used for knowledge management is the SECI model (Socializa-
tion, Externalization, Combination, Internalization: organizational knowledge 
creation) advocated by Nonaka and others. This is a model in which knowledge is 
created by the interaction of tacit knowledge and explicit knowledge through four 
knowledge conversion processes: (1) socialization; (2) externalization; (3) combi-
nation; and (4) internalization [5]. SECI is obtained from the first letter of the four 
knowledge conversion processes. If these processes are applied to the process of 
acquiring skills at a foundry, then (1) socialization is the process in which a skilled 
operative clarifies awareness of problems and recognizes tacit knowledge through 
OJT or work on site; (2) externalization is the process in which explicit knowledge 
of casting techniques is acquired from internal documents, technical documents, 
etc.; (3) combination is the process by which a skilled operative generalizes vari-
ous types of knowledge obtained in the externalization process, and forms their 
own image of the skill that is to be acquired; and (4) internalization is the process 
in which the casting skills are made their own by actions and learning based on the 
created image. 

Nonaka and others introduced the concept of “ba” in the field of knowledge 
management, where ba is defined as a “shared context in which knowledge is 
created, shared, and utilized” [6]. Context is necessary for the creation of knowl-
edge. The key concept for understanding ba is interaction. Knowledge is not cre-
ated by the activities of an individual carrying out activities by him- or herself, but 
by interaction among individuals or interaction between individuals and the envi-
ronment. Interaction occurs in actual space, virtual space, or a combination of the 
two. In particular, in socialization and externalization direct face-to-face interac-
tion at the same time and in the same space is important. Ba is the context shared 
by people that are interacting. Both ba and its participants co-evolve as a result of 
the self-transcendence and knowledge creation through this interaction. 

Itami defines ba as “the framework of circumstances in which people partici-
pate, mutually observe whether consciously or unconsciously, communicate, 
mutually understand, mutually approach, and mutually psychologically stimulate 
each other” [7]. Further, strictly from the viewpoint of the elements that com-
prise ba, it is defined as “the framework of circumstances in which a highly 
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dense information interaction is continuously created in various forms through 
the sharing by more than a certain minimum amount by the participants of a ba 
of four basic elements that constitute ba, namely agenda (what the information 
relates to), interpretation code (how the information should be interpreted), in-
formation carrier (medium or media conveying the information), and desire for 
association”. 

“Ba” can be thought as one of the things to be considered in order to pass down 
skills. As used here, ba does not just refer to a so-called physical space, as stated 
previously, but means the space of a specific time, space, or “relationships”. In 
other words, ba is the “interaction relationship”. This ba, in other words how this 
interaction ought to be, may be classified into four types: originating ba, dialoging 
ba, systematizing ba, and exercising ba. These are defined as follows: (1) originat-
ing ba – ba defined by individual and direct interaction; (2) dialoging ba – ba de-
fined by group and direct interaction; (3) systematizing ba – ba defined by group 
and indirect interaction; (4) exercising ba – ba defined by individual and indirect 
interaction [8]. 

In skills transfer, it is extremely important that ba is shared in a specific time 
and space. Specifically, the case of a highly skilled and experienced operative and 
a person accompanying the operative at work can be given. By sharing ba in this 
way, not only can knowledge obtained from the five senses be obtained, but also 
valuable knowledge of “information that cannot be understood unless in that ba” 
can be acquired. Hence it can be said that sharing of ba is very beneficial for the 
skills transfer. 

However, the skills transfer by sharing of ba in this way has the following 
problems: 

1. There are time, space, and scale restrictions on the sharing of ba, so there is 
a limitation making it not possible to efficiently transfer skills. 

2. Too much depends on the capacity of the person transferring or receiving the 
skills, and a large amount of time is required. Under the present circumstances 
in which skills must be transferred under restrictions of time, cost, and person-
nel, there are some difficulties aspects of knowledge and skills transfer. 

By using an immersion type virtual shared environment system that combines 
the display of visual information and force information, as described below, it is 
possible to partially overcome these problems. It is possible to promote the sharing 
of a fictitious virtual ba, which is considered to be very beneficial for the skills 
transfer. 

One of the work improvement activities in the manufacturing industry is the 
PDSA/PDCA cycle (PDSA/PDCA cycle: Plan–Do–Study/Check–Act cycle). This 
PDSA/PDCA cycle is a management method for promoting improvements in 
production control and quality maintenance, and continuous improvement or 
work activities in the manufacturing and other industries. This was advocated by 
W.A. Shewhart and W.E. Deming, who founded quality control in the 1950s, 
and is also called the Shewhart Cycle or the Deming Cycle (Deming Wheel) [9, 
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10]. The PDSA/PDCA cycle includes the following four steps: (1) Plan – set a 
target, and design the process to achieve that target; (2) Do – implement the 
plan, and measure the results; (3) Study/Check – study and evaluate the meas-
ured results, and analyze the results by comparing with the target, etc.; (4) Act – 
identify the points that need to be changed in order to improve the process. 
These four stages are carried out in succession, and the final “Act” leads to the 
next PDSA/PDCA cycle, so that work is continuously improved in a spiralling 
up motion. In this way, continuous and effective knowledge acquisition and 
implementation by the sharing of ba are necessary for knowledge creation, skills 
transfer, production control, quality control, and continuous improvement activi-
ties in the manufacturing industry. In addition to the conventional skills transfer 
and work improvement activities, new activities through the sharing of ba and 
communication are necessary. 

3.2.4 Conversation Analysis and Extraction of Knowledge 

Ethnomethodology is a theoretical framework for analyzing the process of how 
people who are active in a real social situation can understand things by talking 
about those things in a common style and take this understanding to be their real-
ity. Founded by H. Garfinkel, ethnomethodology uses conversation analysis and 
other methods to focus on the mutual actions between person and person [11]. 
This conversation analysis is a method that considers everyday conversation and 
conversation in systematic situations to be a social phenomenon. Social interaction 
actions have ordered structure and patterns. Also, the participants in the conversa-
tion understand the development of the conversation within the sequence of the 
flow of time. Based on these conversational analyses as the fundamental methodo-
logical premise, naturally occurring situations of mutual interaction are recorded 
by video, and the conversation and the actions are analyzed using the detailed 
transcript as material [12]. 

The transcript contains the name of the speaker on the left-hand side of a col-
umn, followed by a colon, and the speaker’s conversation on the right-hand side. 
The transcript proceeds as a time series from left to right, and from top to bottom. 
Four types of symbols are used: for sounds; for the sequence of the conversation; 
for the transcriber’s comments; and for non-verbal actions. 

In casting design, the conversation analysis starts from the careful observation 
of the conversation data, consisting of the sound and visual data and the transcript. 
The conversation data includes specific actions, conversational procedures, lin-
guistic forms, etc. From among these, examples of specific phenomena are col-
lected, and systematically compared and classified. At this time the opinions of 
several engineers and skilled operatives are obtained, and the collection is ana-
lyzed. Based on this data, a knowledge tree is prepared, and it is important that the 
knowledge is expressed in an intuitive and easy-to-understand manner. 
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3.2.5 Proficiency and Corporeality 

In recent years, research into proficiency has been expanding rapidly. Kitano and 
others have classified proficient people into skillful proficient people and adaptable 
proficient people, according to the level of flexibility and adaptability of their 
knowledge and skills. A skillful proficient person becomes proficient by repeating 
the same procedure many times, and the speed and accuracy of execution of a skill 
is outstanding. Also, an adaptable proficient person is a person that has derived 
conceptual knowledge from executing a procedure, so they can flexibly adapt to the 
changing circumstances of a task and arrive at an appropriate solution. K.A. Erics-
son and others have pointed out that in order to attain proficiency in a skill, well 
thought out training based on a clear sense of purpose is indispensible [13]. R.R. 
Burton and others have argued that for learning complex skills, providing a small 
world in which the complexity gradually increases is effective [14]. A certain skill 
may consist of several lower level skills, but separating and learning each lower 
level skill is difficult. However, for this purpose a “small world” is provided for 
learning appropriate combinations of the lower level skills. By gradually increasing 
the complexity of these small worlds, the learner is given the opportunity to recog-
nize and correct mistakes that were allowed in the previous small world. By actively 
monitoring this experience, the formation of still deeper knowledge is enhanced. 

Characteristics of a proficient person include learning lower level skills, know-
ledge acquisition for appropriate problem solving, and the acquisition of appropri-
ate evaluation criteria. Regarding the learning of lower level skills, it is said that in 
order to reduce the load on the short-term memory, a proficient person makes 
comparison with long-term memory and remembers by chunking familiar knowl-
edge. There is also research that indicates that by using the knowledge within the 
long-term memory, the formed chunk does not stay in the short-term memory, but 
is soon transmitted to the long-term memory, where it can be remembered for 
a long time. Also, it is said that a proficient person does not carry out controlled 
processes under conscious control, but carries out automatic processes. Skills are 
automated as if the person were one with their tools. Next, regarding knowledge 
acquisition for appropriate problem solving, it goes without saying that a profi-
cient person has mostly structured knowledge, but it is said that this is due to 
mapping intention and image (i. e., in the internal world) with the corresponding 
appropriate superficial characteristics (i. e., in the external world). According to 
H.L. Dreyfus and S.E. Dreyfus, the overall situation in the ba is understood as 
a pattern by this mapping, which suggests the capability of responding as neces-
sary to confined problems or dispersed problems in accordance with the circum-
stances [15]. Furthermore, regarding the acquisition of appropriate evaluation 
criteria, it is thought that a proficient person can respond flexibly to changes in 
circumstances by constantly monitoring their own state, and by flexibly adjusting 
their own state. 

J.J. Gibson refers to the relationship between the outside world and a person 
as “affordance”, the value and meaning that goes beyond the superficial character-
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istics and properties of each individual thing or phenomenon. According to Gib-
son, this is not created in the head of a person, but is already in existence and is 
directly perceived by that person [16]. Saeki states that a person becoming knowl-
edgeable does not mean that the person possesses knowledge, but that the person 
becomes more open to the outside world. Saiki states that when an open person 
encounters the outside world, the prior relationship between the outside world and 
the person is realized as an interaction. For learning it is necessary that the learner 
acts in a participating and active manner in order to bring into view a meaningful 
world [17]. 

For knowledge and skills transfer, training such as OJT in an actual social set-
ting is of course necessary, as are well thought out training based on a clear sense 
of purpose, mapping of intention and image with the corresponding superficial 
characteristics and actions, the learner acting in a participating and active manner, 
bringing into view a meaningful world, and so on. 

3.3 Skills Transfer and Human Resource Development 
in the Foundry Industry 

3.3.1 Knowledge and Skills Transfer of Casting Technology 

Kawaguchi City in Saitama Prefecture is one of the major industry clusters of 
casting related companies in Japan. In the 1960s, there were almost 600 foundries 
in Kawaguchi, which employed 12,000 people producing 400,000 tons per year. 
At present, Kawaguchi is a forest of high-rise apartments and office buildings, 
having been greatly transformed by the effect of the three factory acts. However, 
there are still over 100 foundries in the area that make use of advanced casting 
technology and skills to produce high-added-value cast products to support the 
foundations of Japan’s advanced technology industry. 

A cast product is normally produced through a sequence of processes. In par-
ticular, the work at the foundry site, such as melting, molding, mold assembly, 
pouring, and shake-out, requires not only casting knowledge, but also sensitivity 
to weight, a sense of touch, sound, smell, color, temperature, and so on, so skills 
that make use of all five senses are required. Much of the work at a foundry re-
quires experience and intuition, including ramming, coating, mold assembly, and 
pouring, and the existence of this tacit knowledge is one of the factors that makes 
the acquisition of skills difficult. 

In order to transfer these casting technologies and skills as well as create still 
higher added-value products, efforts directed towards the skills transfer and know-
ledge creation are necessary. For this purpose most companies have activities in 
place for skills transfer which are centered around technical documents, video 
libraries, and OJT, as mentioned above. However, the present situation is that 
effective transfer of advanced skills is not possible by the simple use of these 
methods. Therefore, a new system for advanced skills transfer is necessary. 
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3.3.2 New System for Skills Transfer 

In the casting process, besides explicit knowledge of the technology for making 
castings, tacit knowledge in the form of skills is necessary. In order to design and 
manufacture high-added-value products, it is necessary to obtain knowledge that 
skillfully combines this explicit knowledge and tacit knowledge, as well as master 
technologies and skills through OJT or the like. 

In our study, we consider an example of the utilization of a skills transfer sys-
tem and an immersive virtual environment system and their correspondence with 
the knowledge conversion processes of the SECI model. Here, (1) socialization is 
the process in which a user clarifies awareness of problems and becomes aware of 
tacit knowledge through OJT and work on site; (2) externalization is the process in 
which the user acquires explicit knowledge from documents, technical data, etc., 
using the skills transfer system; (3) combination is the process in which the user 
acquires knowledge from images, etc., presented in the form of a combination of 
explicit knowledge and tacit knowledge; and (4) internalization is the process in 
which the user makes the actions and learning their own, based on the knowledge 
obtained from the skills transfer system. When making knowledge one’s own 
while using the skills transfer system in the externalization and combination proc-
esses and using the immersion type virtual shared environment system in the in-
ternalization process, acquisition of new tacit knowledge as well as the creation of 
new knowledge is possible. 

The authors have developed a skills transfer system for efficient and effective 
knowledge acquisition using multimedia and VR technology in each of the knowl-
edge conversion processes of the SECI model. This is an example where the utili-
zation of the skills transfer system and the system using the VR technology corre-
spond to the knowledge conversion processes of the model. Here, externalization 
may be substituted for the process in which a user obtains explicit knowledge from 
documents and technical data, etc., using a multimedia skills transfer system; 
combination may be substituted for the process in which the user acquires knowl-
edge presented in the form of a combination of explicit knowledge and tacit know-
ledge; and internalization may be substituted for the process in which the user 
makes the acquired skills their own by mock experience within the VR space, 
based on the knowledge obtained from the skills transfer system. It is when mak-
ing knowledge one’s own while using the skills transfer system in the externaliza-
tion and combination processes, and using the VR space in the internalization 
process, that the creation of new knowledge is possible 

3.3.3 Skills Transfer System Using Multimedia Technology 

Figure 3.2 shows an outline of the skills transfer system. By searching for and 
visualizing the knowledge, a user can efficiently access the required knowledge. 
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Tacit knowledge is presented using Synchronized Multimedia Integration Lan-
guage (SMIL), and explicit knowledge is presented using eXtensible Markup Lan-
guage (XML). Links are provided to the knowledge associated with keywords, so 
when necessary the associated information and knowledge can be efficiently ac-
quired. Also, parts that cannot be expressed in images are complemented with links 
to three-dimensional CAD data and CAE simulations. It is expected that the use of 
this system will have a large effect that cannot be obtained through conventional 
skills transfer through sharing of a ba or skills transfer using video libraries, etc. 

The system assumes the use of a web-based system, and therefore uses lan-
guages suitable for use on the web, such as XML, SMIL, and XVL (eXtensible 
Virtual world description Language). To use the system, the user first searches or 
navigates through the system, and the target knowledge is accessed from the list of 
search results or by following the navigation. In the case of knowledge classified 
as tacit, a multimedia screen using SMIL is presented; in the case of knowledge 
classified as explicit, documents are presented using XML. Links are provided to 
knowledge as keywords, and when necessary a user can select a link to receive 
only the knowledge that is required. Also, for parts that cannot be explained solely 
using images, and parts that cannot be explained solely using documents, docu-
ments and images are mutually linked so that their respective advantages can be 
utilized. Also, parts that cannot be explained using static or two-dimensional im-
ages are supplemented with images that can be easily controlled by the person 
watching, using three-dimensional CAD data or CAE simulations. 

 

Figure 3.2 Knowledge transfer system 
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As described above, by linking tacit knowledge with explicit knowledge, tacit 
knowledge can be presented to a user in a form in which the knowledge is easily 
transmitted. Also, the required knowledge can be easily searched for, so the user 
can select the required information as necessary and learn it, so knowledge can be 
efficiently acquired. 

3.3.4 Casting Skills Acquisition System Using VR Space 

As shown in Figure 3.3, in the skills transfer system, (1) after acquisition of the 
explicit knowledge, (2) the explicit knowledge is linked with tacit knowledge. 
Then (3) using the skills training system based on VR technology, the knowledge 
obtained in the skills transfer system is internalized and corporeal knowledge is 
acquired. Finally, (4) through OJT on site the high-level skills are confirmed, and 
the new skills are acquired. By repeating this series of processes the skills are 
further developed, and new knowledge or higher level skills are acquired. Here the 
skills virtual training system using VR technology is called CAMRobot (Cyber 
Assist Meister Robot). This virtual training system combines a touch panel type 
computer, a three-dimensional visualization device, and a force sensing device, 
and supports education in design and manufacturing knowledge and knowledge 
creation for new high-added-value products. Using this system new people and 
people with insufficient accumulated experience can obtain experience that is 

 

Figure 3.3 Process of knowledge acquisition and human resource development 
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close to repetitive on-site work. In this chapter, the annotation input and display 
system that can be used with the skills training system virtual training system is 
described. In this way annotation or similar can be shown in the space on a model 
displayed in the VR space, which promotes sharing of technical information, 
communication between engineer and skilled operative, and enables the acquisi-
tion of corporeal knowledge. 

Figure 3.4 shows an outline of the immersive virtual environment system. This 
VR system combines a three-dimensional visualization device and a force feedback 
device, so a user can experience the hardness and weight of three-dimensional 
objects. By experiencing images displayed within the virtual environment, not only 
visually, but also by touch and by sensing force, the internalization of casting 
knowledge is promoted. The display of three-dimensional shapes in the three-
dimensional visualization device and input control to the force feedback device are 
carried out in an integrated manner by a PC, so the three-dimensional images and 
the force sensing are synchronized. The position of the field of vision is fed back to 
the PC by a head tracking device fitted to the three-dimensional visualization 
glasses, and images are displayed in real time in accordance with the position of the 
field of vision. In the force feedback device, the position of the tip of the manipula-
tor and the load on the manipulator are fed back to the PC, and the position and 
force of the manipulator are appropriately controlled taking into consideration the 
displayed three-dimensional shape. It is considered that by using this system to 
provide a visual and force sensing ba for the acquisition of skills, it is possible to 
partially overcome the problems associated with the acquisition of casting skills. 

3D view stereo glasses
with head-tracking

Motion capture system

Force feedback device

VR system

Visual information

Knowledge transfer system

Force feedback information

 

Figure 3.4 Immersive virtual environmental system 
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In the ramming process, foundry sand is rammed with a rammer while pouring 
the foundry sand into a metal form, so that the sand is evenly spread throughout. 
The knowledge to be acquired for this process is not only visual, but also the sen-
sation of ramming with the rammer is important. The foundry sand frequently 
used today starts to harden soon after it is poured into the metal form because it 
contains hardening resin, so the operation must be quickly completed. Unskilled 
persons learn this work through OJT on site, but failure is normally not acceptable 
in product manufacture, so the opportunities for an inexperienced person to learn 
are limited. When the VR system is used, the sensation of the ramming process is 
provided by the three-dimensional visualization device and the force feedback 
device. Also, because a real product is not being manufactured, it is possible to 
repeat this experience any number of times. Also, by measuring in advance the 
work data of an experienced skilled person, this data can be taught using the force 
feedback device, so it is possible to directly experience the details of the work of 
a skilled person. By learning not just the visual information, but also data associ-
ated with the sensation of the force applied by the rammer in the ramming opera-
tion, it is possible to directly acquire tacit knowledge. 

3.3.5 Skills Transfer and Human Resources Development 
Through Emotional Interaction in VR Space 

Our proposed system is the framework for skills transfer and knowledge creation 
through communication between engineers and operatives in VR environment and 
the skills transfer system in accordance with this framework. A system has been 
developed which enables explicit knowledge from technical documents, etc., to be 
efficiently acquired using multimedia, and tacit knowledge such as skills to be 
acquired through visual and force sensing experience of actual work on site using 
a combination of the three-dimensional visualization system using VR technology 
and force feedback device utilizing robotic technology. It is important to experi-
ence these with communication between several operatives mixed in. Our system 
is displayed on projection VR systems, which allow many people to simultane-
ously share the experience. Interaction between all the viewers present is generally 
very high. Most trainees in this experience are influenced by the experience, and 
immediately begin sharing their feelings with the others in this group. Also, most 
trainees can acquire tacit knowledge, embodied knowledge, and skills by sensory-
motor and implicit emotional learning memory. An emotion is a mental and phy-
siological state associated with a wide variety of feelings, thoughts, and behavior. 
This is based on the Latin emovere, where e- (variant of ex-) means “out” and 
movere means “move”. So, it is easy to acquire the skills transfer and human re-
sources development through emotional interaction in VR space. In VR space an 
environment is created in which several engineers and operatives can participate, 
and while communicating cooperatively acquire design and manufacturing knowl-
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edge. In other words, a virtual environment is created in which effective OJT can 
be carried out with highly experienced skilled operatives. By doing this before the 
actual OJT, the skills transfer and human resources development can be carried 
out more effectively over a shorter time period. 

3.3.6 Skills Transfer with an Annotation Display System 

Figure 3.5 shows the structure of the annotation display system. The principle of 
this system is that a magnetic three-dimensional position sensor contained on the 
tip of the annotation display device carries out the writing operation, and in addi-
tion acquires positional information. At the same time the model for annotation is 
displayed within the VR space. By turning the display device switch on or off, it is 
possible to show text or graphics. 

This annotation display system was applied to the mold assembly work. Tests 
were carried out on mold assembly work using VR with ten pairs of people, each 
pairing consisting of an experienced person (instructor) and an inexperienced 
person (operative). A questionnaire survey was carried out with the instructors 
regarding the ease of communication with and without the annotation display, and 
a questionnaire survey was carried out with the operatives regarding the ease of 
understanding with and without the annotation display. When the explanation 
times with and without annotation display are compared, no difference in explana-
tion time was found. This is considered to be because the annotation display sys-
tem did not take so much time to operate; it was easier to explain using a combina-
tion of words and annotation display than by words alone. For work training, 
explanation using words alone is difficult, and for pointing out a particular place 
or the like, it is considered to be more effective for the instructor to use the annota-
tion display system. Also, from the results of the questionnaire regarding the ease 

Annotation display device

 

Figure 3.5 Skills transfer with an annotation display system 
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of communication with and without the annotation display system, all persons 
replied that explanation was easier using the system, demonstrating that the anno-
tation display system is effective for communication. 

3.3.7 Work Training by OJT and Sharing a Ba 
in a Virtual Training System 

A new motion capture system was introduced into the virtual training system, and 
the new virtual training system for analyzing the bodily movements of the opera-
tive and analyzing the work are performed. In this system a high-accuracy motion 
capture system is added to virtual training system. The motion capture system has 
a resolution of 3600 × 3600 pixels, 480 Hz high-speed sampling, and LEDs each 
with their own ID, etc. It is capable of recording the motion history of the opera-
tive with high speed and high accuracy. Using our system and near-infrared spec-
troscopy, it is possible to study in detail the work motions and brain activities of 
skilled workers as shown in Figure 3.6. 

Using the motion capture system, the motion histories and coordinating mo-
tions of operatives were recorded and studied. LEDs were fitted on various parts 
of the body of the operative, and the trajectory of each part was recorded. In the 
figure, one point each for the trajectory of the head, left hand, and right hand only 
are shown. Differences in the motion history of different operatives were ob-
served. By determining the differences in motions of the operatives not only quali-
tatively, but also quantitatively, it is considered that in work training using VR it is 
possible to study the degree of proficiency of work or clearly see the differences 
from the work of a skilled operative in VR space. 

We studied the results of a study of differences in the training effect for mold 
assembly training in VR space when visual information and force feedback infor-
mation are linked, for the case of visual information only. Eight subjects whose 
knowledge of casting was poor carried out an operation to assemble a top mold on 
a bottom mold by operating the buttons on the crane operation panel in VR space. 
The time taken from start of assembly to completion and the positional error be-
tween the top mold and the bottom mold when the assembly was completed were 
measured. The positional error was found when the dowel in the top mold was 
placed into the dowel hole of the bottom mold when the eight subjects were pro-
vided with visual information only. Also, the positional errors using visual informa-
tion and force feedback information were compared. It can be seen that the position-
ing accuracy is improved when force feedback information is provided compared 
with the case when using visual information only. We also studied the average 
number of times during the operation that the mold touched the core or dowel. In 
actual work, if the core or dowel is damaged, it is necessary to repair the damage, 
but here even in the case of contact, the work can be carried on to the end. As a re-
sult, it can be seen that for most subjects, the number of contacts with the dowel or 
core was less than when visual information was linked with the force feedback in-
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formation. The average amount of time required for each subject to complete the 
work was calculated. It can be seen that for all subjects, the operation time was 
shorter when visual information was linked with force feedback information. 

The following is a description of the differences between work training by OJT 
and by the virtual training system. In work training using the VR system with 
high-accuracy motion capture, there were a number of differences compared with 
when using OJT on site. By using the two systems the operative and the skilled 
person can share a ba at a remote location, and work training can be carried out 
between the skilled person and the operative at the remote location. In this case, 
by capturing the motions of the work of the skilled person and displaying them 
superimposed on the same positions of the operative, the operative can stand in the 
viewpoint of the skilled person, and can trace the work motions. Compared with 
watching from a different viewpoint and then copying on site, more efficient work 
training is possible. Also, the display of annotation within the space, and display 
of associated information, images, etc., within the space is possible, unlike in the 

(a) (b)

(c) (d)

(e) (f)  

Figure 3.6 Mold assembly: (a) actual operation, (b) virtual operation, (c) and (d) virtual foun-
dry, (e) result of virtual training, and (f) brain activity measurement 
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real space. Therefore, in combination with motion capture, by displaying with an 
arrow the direction of movement of the arm or foot during work training, and 
displaying the amount of force applied using numerical information or image 
information, it is expected that work training can be made still more efficient. 

3.4 Augmented Reality-based Training System 

3.4.1 Augmented Reality 

Augmented reality (AR) is the overlay of computer graphics onto the real world 
and has many potential applications in industrial and academic research [18]. One 
of the most difficult parts of developing an AR application is precisely calculating 
the location of the camera in real time so that the virtual image is exactly aligned 
with real world objects. The ARToolKit allows this to be done easily. The AR-
ToolKit tracking works as shown in Figure 3.7. 

 

Figure 3.7 AR-based training system 
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ARToolKit is a software library for building AR applications. The ARToolKit 
video tracking libraries calculate the real camera position and orientation relative 
to physical markers in real time, enabling the development of a wide range of AR 
applications. Some of the features of the ARToolKit include single-camera posi-
tion/orientation tracking, tracking code that uses simple black squares, the ability 
to use any square marker pattern, simple camera calibration code and sufficient 
speed for real-time AR applications. ARToolKit is a C/C++ language software 
library that allows programmers to easily develop AR applications. ARToolKit 
uses computer vision techniques to calculate the real camera position and orienta-
tion relative to marked cards, allowing the programmer to overlay virtual objects 
onto these cards. The fast precise tracking provided by ARToolKit is expected to 
enable the rapid development of many new and interesting AR applications. 

3.4.2 Training System for Pouring 

Casting is an operation whereby metal is shaped by pouring it in a liquid state into 
a mold, followed by solidification. Casting is also a method of detailing the metal 
as a result of pouring it into a mold.  

Fluidity is the ability of metals to flow through a gating system to fill the cavity 
of a casting mold and conform to the shape of the mold. Fluidity is determined by 
the solidification interval, viscosity, and surface tension. Metal is cooled by heat 
transfer upon contact with the mold and the viscosity consequently increases. The 
metal solidifies upon further cooling, resulting in a misrun. To avoid misrun, engi-
neers must pour the metal quickly. However, since the mold is made from sand, 
pouring too quickly can cause breakage or distort the shape of the mold. Therefore, 
it is critical to pour the metal at an appropriate rate. Engineers must consider both 
the shape of the mold and the metal’s fluidity to determine the proper rate of pour-
ing. However, this is a difficult task, especially for beginners. Therefore, engineers 
must be trained to pour metal properly in addition to studying its fluidity. 

Figure 3.7 shows the AR-based training system for pouring. We built the sys-
tem using the ARToolKit. The system displays fluidity that is simulated by simple 
physical models in real time. 

The ARToolKit tracking works as follows. (1) The camera captures video of 
the real world and sends it to the computer. (2) The software on the computer 
searches through each video frame for any square shapes. (3) If a square is found, 
the software calculates the position of the camera relative to the black square. 
(4) Once the position of the camera is known, a computer graphics model is drawn 
in the same position. Thus, users can see virtual objects from every angle by mov-
ing a camera. In the proposed system, we display a mold and ladle on the marker 
and users operate a keyboard to rotate the ladle and pour metal. 

The proposed system displays the fluidity in the mold for training purposes. It 
is important to display fluidity in real time, while considerable detail is not neces-
sary, since the system is not for fluid analysis. The proposed system can also dis-
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play the results of the fluid analysis that is preliminarily calculated in considerable 
detail if requested by the users. The proposed simulation, which uses simple phy-
sical laws, is considered to be useful for training. 

3.5 Work Support for Elderly or Female Workers 

Here, new experiments in lifestyle support for the elderly and work support for 
workers, etc., using VR technology are described. 

3.5.1 Aging Society and Labor Problems 

The total population of Japan as of October 1, 2004 was 127.69 million, with 
24.88 million people aged 65 years or older, or 19.5% of the total population. The 
elderly population will increase rapidly up to 2020, and in conjunction with the 
reduction in total population the percentage of elderly is predicted to reach 26.0% 
in 2015, and 35.7% in 2050. The working population aged 65 years or older in 
2004 was 4.9 million, or 7.4% of the total population. 

Currently in Japan, a wide range of measures for the aging society, such as 
measures for employment and income, health and welfare, learning and social 
participation, lifestyle environment, and survey research, are being taken, and 
the number is steadily increasing. In order to further maintain and expand the 
vitality of Japan, it is important to achieve a society in which everyone from 
young people to old people, in particular those responsible for the aging society, 
can use their capability and experience, not only at home but also to be active in 
society. 

In the “Questionnaire survey of the promotion of participation of the elderly in 
society” prepared by the Japanese government, it was pointed out that it is neces-
sary to create a system in which all workers, including the elderly, can work in 
accordance with their willingness and capability. It is necessary for problems such 
as wages and conditions, forms of work, retirement system, and so on, to be sol-
ved, and there is a strong need to support improvements in worker education and 
working capability. 

For work support, it is very important to share a ba in a specific time and space. 
Specifically, it is important to carry out work with an instructor in an actual work-
place. By sharing a ba in this way, not only can knowledge acquired through the 
five senses be obtained, but also valuable “information not obtainable unless in 
that ba” and corporeal knowledge can be obtained. Sharing a ba in this way can be 
said to be very beneficial for work support. Work support by sharing a ba in such a 
way places a large burden on the aptitude of the personnel carrying out the work 
guidance, and a lot of time is required. This has the problem that it is difficult to 
carry out work support under the present circumstances in which there are time, 
spatial, and financial restrictions. 
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Using VR technology in which visual information is combined with force feed-
back information, and where both are provided at the same time, these problems 
can be partially overcome. It is possible to promote the sharing of a mock virtual 
ba, and communication from person to person can be exchanged, so it is consid-
ered that this is very beneficial for work support. 

3.5.2 Work Support for the Work of the Elderly 
or Female Workers 

Based on the rapid spread of the effect of the low birth rate and aging in society, in 
June 2004 the law concerning stabilization of employment of elderly persons was 
partially revised with the aim of creating an employment environment in which 
the knowledge and experience of the elderly can be utilized. Also, female workers 
play a large role in the development of the economic society, and it is important in 
the future to provide an environment in which female workers can use their full 
capability. By using the VR system as described, it is possible to create a work 
environment that takes into account elderly and female workers, and use it for 
work training in that environment. Assuming various work environments and 
work contents, as shown in Figure 3.8, a work environment suitable for all work-
ers, including the elderly and females, can be studied while providing mock ex-
perience within the environment, and work training can be supported. 

 

Figure 3.8 Work support considering universal design 

3.5.3 Construction of a Teleworking Environment 
as a Work Form with Variety 

In recent years, attention has been focusing on teleworking (work at home, work at 
satellite offices, etc.) as a flexible form of work, unconstrained by place and time. 
For workers that need to care for the elderly, for children, or other nursing care, 
teleworking is a useful form of work that reduces the burden of commuting, and 
has few bodily or time restrictions. In the past, telework was mainly applicable 
only to programmers or desk workers, but by using a fusion of the three-
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dimensional visualization device, force and touch sensing, and the display device 
developed by the authors, the manufacture of shaped products, product develop-
ment, and other creative work based on visual information and force and touch 
sensing information is becoming possible. 

3.6 Conclusions 

This chapter has described a new VR/AR-based skills transfer and human re-
sources training taking casting as an example where high-level skills are required. 
Also, new experiments in work support for the elderly and females using VR 
technology have been described. In order to efficiently and reliably internalize 
work in manufacturing workplaces, effective skills transfer and human resources 
development can be carried out not just by knowledge alone, but by adding visual 
information, force feedback information, and emotional communication. 
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Chapter 4  
Exploitation of Designers and Customers’ Skills 
and Creativity in Product Design 
and Engineering 

Monica Bordegoni1 

Abstract Nowadays, increasing importance is devoted to “product experience”, 
which induces customers to choose a particular product over another. A shift of 
the current product development process is necessary to design, validate, and pro-
duce several variants of a product, in order to better satisfy customers’ needs, 
preferences, and skills. This is possible if customers become a central part of the 
product development process and are more directly involved in the design and 
evaluation of new products, through the use of more natural and easy-to-use tools. 
Their involvement would lead to better products, which were more effective and 
in line with customers’ aesthetic and functional expectations, and would contribute 
to the acceptance and success of these products. 

4.1 Introduction 

Functionality has always been considered an essential precondition for both prod-
uct satisfaction and market success. Nowadays, increasing importance is devoted 
to “product experience”, which induces customers to choose a particular product 
over another. Researchers from many disciplines, including industrial design and 
engineering, ergonomics, and psychology, as well as industries operating in vari-
ous sectors, are responding to this need to incorporate users’ emotional needs into 
product design.  

Customers’ needs, preferences, desires, and tastes are all aspects that are typi-
cally considered during the specification of products. Customers’ emotions can be 
considered as an additional aspect that can influence product design. Unlike the 
other aspects, emotions are more complex to detect, since they are not explicitly 

                                                
1 M. Bordegoni  
Dipartimento di Meccanica, Politecnico di Milano, Via La Masa, 1, 20156 Milano, Italy  
e-mail: monica.bordegoni@polimi.it 



64 M. Bordegoni 

expressed by customers, but may be important since they relate to the reasons for 
choosing a product, to instinctive choices of products, and to the establishment of 
effective relationships with products.   

One issue is to understand how it is possible to capture the emotional needs of 
customers and incorporate them into the design process. For this reason, research 
on the methods and tools necessary to consider emotion in design is important in 
order to bring users closer to design and manufacturing. In this context, emotional 
engineering is a growing discipline, addressing the technology to design goods 
which appeal to emotion and sensibility by translating human sensibility and im-
ages into physical design factors. Emotional engineering is related to kansei engi-
neering [1], which is a method invented by Nagamachi in 1970, and is now ad-
dressed by various researchers and conferences [2].  

In addition, in the market analysis undertaken at the start of the product devel-
opment process, customers are considered in terms of average needs, desires, 
tastes, etc. Actually, customers are individuals, each with their own skills and 
preferences due to the fact that they have different life experiences and different 
cultural backgrounds. For these reasons, the market should propose variations on 
products belonging to the same family, in order to offer products that best meet 
customers’ needs and expectations, and are therefore successful.  

This implies that design and engineering activities should be supported by tools 
that allow the design and verification of several variants of new products at low 
cost and in a short time. Specifically, while tools for engineering meet engineers’ 
expectations, tools for industrial designers are still too technical. The translation of 
designers’ creativity and emotional factors into a product shape is constrained by 
the overly technical interfaces of current computer-aided styling tools. Conse-
quently, we need to develop tools that are more natural and in line with designers’ 
typical ways of working. In addition, we also need to find design paradigms that 
involve the customers with the product design process. Their involvement would 
ensure that the products will be suitable for their intended purpose in the context 
in which they will be used.  

This requires a paradigm shift of the product development process, where new 
tools for design and testing support a closer collaboration between designers and 
customers, and a allow a wider involvement of customers in the design process. In 
order to do that, we start by analyzing the current product development process, 
concentrating on the conceptual design and aesthetic aspects of products, and 
identifying the limits of the tools for design and testing and pointing out when and 
how customers are involved in the development process. Then, we define a new 
paradigm for product development, which is based on easy-to-use tools for design 
and user-centered design paradigms that are suitable for “common users”, includ-
ing customers. Customers will be able to co-design and evaluate their products 
together with designers, and ultimately, the most creative and capable customers, 
will also be able to directly design their products (Figure 4.1).  
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Figure 4.1 Role of customers in the product development process of the future 

4.2 One Product, many Customers 

Cars, tee-shirts, canned beverages, mobile phones … what do they have in com-
mon? They are objects which are widely distributed and commercially available, 
which are usually anonymously and uniformly manufactured in massive quanti-
ties. We generally call them products. 

Products have forms and functions. Products are characterized by two as-
pects: products have a form, and products have a function. Therefore, two issues 
are important when thinking about a new product: the aesthetic aspects of the 
product, and the purpose the product is designed for, i. e., the tasks it has to ac-
complish. 

Products have customers. Products are made to be sold on the marker; they 
are made for several kinds of customers, who are the potential buyers. The way 
that customers choose products is variable: it could be by brand, by product attrib-
utes (function, color, material, shape), by use occasion, or simply by emotional 
response. Products are successful if sold: customers’ appraisal is crucial. 

Customers are individuals. Products are made for customers who have differ-
ent know-how, skills, preferences, emotional reactions, and habits. It is well 
known that people from the East have tastes that are completely different from 
those of western people. Some of these characteristics depend on the customer’s 
cultural background, and some on his or her experience:  

• a person’s skills, emotional reactions, habits relate to their cultural background; 
• a person’s know-how and preferences, and also skills and emotional reactions, 

relate to their experiences. 

According to these differences, customers have different needs, tastes, and ex-
pectations with respect to products. For example, some customers are technologi-
cally oriented and therefore prefer and are more keen on using products which 
include more functions; people respond subjectively and differently to the aesthet-
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ics of an object – an object that appears ugly to one person may be considered cool 
and beautiful by another.  

One product has several customers. Most of the time the relationship be-
tween products and customers is one to n, where a single product is required to 
satisfy the needs and expectations of several customers. In other cases, products 
can be customized by customers, minimally or significantly, in accordance to 
options that have been planned by the producers. There are products on the market 
today where customers can customize what they intend to buy – for example, cars 
and shoes. 

Products have a context of use. Products are used within a context. The con-
text is related to environment, situation, working conditions, social and cultural 
issues, and local needs. The context may be very variable and diversified depend-
ing on individual customers. The context of use may affect the use and the percep-
tion of the product, but unfortunately it can be very challenging for producers to 
consider during development all the possible contexts where the customers might 
use the product.  

The relationships between product, customers, and context of use are summa-
rized in Figure 4.2.  

 

Figure 4.2 Relationship between a product and its customers distinguished by culture and 
experience within the context of use 

4.3 The Product Development Process 

Products characteristics are the results of the process of product design, which is 
the process according to which products are conceived and specified [3]. The 
product development process (PDP) is the full set of activities necessary for trans-
forming an idea, a concept of a product that a designer has, into a product manu-
factured and distributed into the market.  

The development of a product starts with a market analysis, where marketing 
people examine and analyze the profiles of potential customers’ through inter-
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views and focus groups, and finally define the needs and desires of what we call 
the “average customer”.  The average customer is a sort of stereotype, i. e., a stan-
dardized description of a group of people that includes their average needs, prefer-
ences, etc. The analysis made by the marketing people is interpreted by designers 
in order to generate the product concept. 

In the subsequent design phase the product is conceived and specified in its ge-
neral shape and function. Product design is the phase where concepts and specifi-
cations are created and developed, and where the function, performance, value, 
and appearance of products are optimized [4]. Industrial designers study both 
function and form, and the relationships, interactions, and connections between the 
product and the user. In general, industrial designers deal with user research, com-
parative product research, initial sketching of the product shape, model making, 
and also the initial prototyping and testing of the product. All these activities aim 
at describing the overall architecture of the product, including some preliminary 
hypotheses about shape and functions. During the design activities, the product 
concepts are validated by the marketing people, tested through panels of users that 
represent the average customer, and finally passed as technical requirements and 
specifications to engineers.  

In the engineering phase the product is specified in detail – dimensions, toler-
ances, materials, manufacturing process, costs, etc. – in order to produce it. Engi-
neers are used to their problems being described in the form of clear and possibly 
quantified specifications and objectives, so they know when they have succeeded 
in specifying the product. Therefore, we can say that engineers develop their de-
tailed design process well bounded by constraints. The activities that engineers 
mostly deal with are problem solving, rules of thumb, numerical tables and equa-
tions, books of regulations and companies’ standard rules, comparative perform-
ances, and costs evaluation. Engineers produce a set of analyzed alternatives con-
sistent with the technical specifications, which have to be evaluated by designers, 
and this happens in a closed loop. Then, the accepted alternatives are updated and 
finally fully detailed.  

At the end of this process, the final solution accepted by designers and engi-
neers, and also approved by the marketing people, consists of a unique solution 
that can be expanded as a family of variants of the selected solutions to satisfy, in 
the largest sense, the community of average customers. Therefore, the family of 
product variants is presented to the market and should satisfy, if successful, the 
needs and desires of the target market. 

Figure 4.3 shows the three actors – marketing, designers, and engineers – tak-
ing part in the PDP, and their tasks and relationships.  

In conclusion, we remark the fact that this approach is characterized by the ini-
tial synthesis of the multiple and different needs and desires of potential customers 
into a set of average needs and desires that imply the profile of an average cus-
tomer.  Then, designers and engineers work on the product, and the customers are 
only involved in the product testing phases.  
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Figure 4.3 Product development process activities performed by marketing, designers, and 
engineers 

4.3.1 Designers and Engineers 

Industrial design and industrial engineering are two separate processes that work 
together in the development of a product, focusing and addressing different as-
pects of the product – the first is more aesthetic, the second, more technical – but 
both addressing from complementary points of view the product’s functionalities 
[5]. There is a major difference between the design process in the engineering 
domain and in the aesthetic domain, which we represent through a spiral converg-
ing to a specific solution in the engineering domain (Figure 4.4 (a)), and a spiral 
that is evolving and moving forward from the initial idea in the aesthetic domain 
(Figure 4.4 (b)).  

Both processes have a design space in which the designer moves with the aim 
of finding a solution to the given problem. The engineering domain is character-
ized by a well-defined solution space accompanied by metrics that allow us to 
measure the quality of the solution. We know the starting point and how far our 

 

Figure 4.4 The design process: (a) in the engineering domain, and (b) in the aesthetic domain 
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solution has gone from this point. This can be quantitatively measured by consid-
ering aspects like product performance, and by verifying technically measurable 
features like structural rigidity, weight, efficiency, etc.  

The aesthetic domain is definitely fuzzier in its boundaries and its objectives, 
since characteristics like elegance and beauty cannot be precisely and universally 
defined and perceived. Unlike the engineering domain, it is not possible to define 
a priori the final target of the solution from the initial idea, and it is also difficult 
to say how far we have moved from the starting point and how far we are from an 
ideal target. It is during the evolution of the initial rough solution that designers 
understand more clearly where they are going and how far they are from the initial 
point, and in which directions they could and could not go. Furthermore, the qual-
ity of the solution is not easily measurable; in fact, the evaluation of the result is 
very much subjective and related to human perception.  

Let us analyze in more details the design and engineering process. The process 
starts from an initial product idea or concept and moves on to the representation of 
this idea through a modeling phase (Figure 4.5). This is followed by a verification 
and evaluation phase where prototypes are used to demonstrate, prove, and vali-
date aspects of the product design. There are many levels of prototypes aimed at 
visualizing the product, representing its shape, its functional aspects, and how it 
works, etc. Therefore, prototypes are initially only visual, and then built physi-
cally. This is the point at which customers are usually involved. 

 

Figure 4.5 Main phases of the design and engineering process of a new product  

The physical prototype (also called the physical mock-up, or PMU) necessary 
for the physical evaluation cannot be immediately derived from the digital model, 
but instead requires a production phase that can be manual or consist of a techno-
logical process including CAM (computer-aided manufacturing), milling, and 
finishing activities, or through rapid prototyping. In many industries, the products 
are quite complex and require several iterations of design, prototyping, and test-
ing. Every time the design team considers that a PMU is necessary at that design 
stage, the design process breaks up in order to physically build the prototype. This 
activity requires long time that is at least an order of magnitude higher than the 
time required by the other product development phases. So, it often happens that 
in order to meet time constraints the number of PMUs is reduced and fewer solu-
tions can be evaluated – to the disadvantage of product quality. 



70 M. Bordegoni 

The problem faced by companies is to find a trade-off between obtaining the 
best result among the various identified solutions in the shortest time. As reported 
above, in the design process most time is dedicated to building PMUs. Ideally, the 
number of PMUs should be reduced while maintaining a high level of quality of 
the product. Since PMUs are important to the aim of assessing the product design, 
one of the interests of the research is in studying new design tools that allow 
a reduction in the number of PMUs, whilst maintaining and possibly increasing 
product quality, and at the same time exploiting the skill of their users, i. e., the 
designers. 

4.3.2 Tools for Design and Engineering 

Turning now to tools that support the product design and engineering process, we 
note that there are today many computer-aided tools aimed at designers and engi-
neers, and these generally speaking are software programs that assist in the design 
of products. 

These design and engineering tools have been conceived and developed by 
computer scientists, and are typically made for a specific category of users. It is 
very typical that computer scientists are not experts in the problems addressed by 
the applications; therefore they are obliged to define the specifications of the 
software applications on the basis of an analysis of users’ expectations and re-
quirements, and then translate these into application functionalities. Due to this 
intermediation, the resulting applications may not be fully in line with users’ 
expectations and modus operandi. In addition, most software applications are not 
easy to customize in order to meet a particular user’s preferences.  

Tools for engineers are technical tools oriented to technical users that allow the 
detailed definition of products (including dimensions, tolerances, manufacturing 
features, etc.). In general, engineers are satisfied with the current evolution of 
these tools, which adequately satisfy their needs. 

Conversely, tools for designers are technical tools developed for creative users. 
From surveys of designers it comes out that they consider these tools too technical 
and too complex, and that they often interrupt their creative flow. This is also 
proved by the fact that designers often prefer using “non-digital” tools, i. e., physi-
cal prototypes, sketches on paper. 

If we consider the major features that distinguish the kinds of users of design 
tools, we notice that they are distinct and have several differences. In fact, design-
ers and engineers use different methods, have different world views, have different 
histories, use different vocabularies, sometimes have differing prejudices – and 
they even have different demeanors and dress styles! For what concerns our re-
search interest, we have observed in the previous section that they both have com-
pletely different approaches and techniques to design. In these diverse contexts, 
the role of technology has to be different. 
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Regarding the tools for industrial designers, we have said that they still are the 
more problematic. In fact, computer-aided styling (CAS) tools are based on inter-
action paradigms that are not in line with designers’ skills, and in general they are 
barriers limiting the designers’ creativity. The level of interaction of these tools is 
low, and consequently the capability of exploiting the designers’ creativity is ra-
ther limited.  

We need to develop tools that are more oriented to designers and more in line 
with their profile, which can be summarized as follows:  

 Designers are creative, non-technical people, who often use their hands and 
manual skills in their daily work. 

If the design tools for creative people could be based on more designer-
oriented, user friendly, and natural interaction modalities the designers could get 
the following benefits. They could: 

• create more product variants in less time, which can be shown to customers; 
• quickly modify proposed concepts of new products in order to better meet the 

customers’ expectations; 
• be more emotionally involved during the design process because they are less 

constrained by technological factors, and thus better able to express their crea-
tivity. 

4.3.3 Methods and Tools for Product Testing 

We have seen that the design and engineering loop may be a long process leading 
to the final product through the development and testing of various intermediate 
prototypes, some of which are subject to testing and evaluation by customers. The 
tests are performed with a sample of customers, appropriately selected for the 
purposes of the product analysis. The test results are used to feed back to the de-
sign and engineering activities. 

In recent years companies have tried to optimize their product development 
process in order to reduce the overall time and costs. A major impact in terms of 
costs and time is related to the physical prototyping, as already discussed in Sec-
tion 4.3.1. Companies are approaching the problem in two ways: by reducing the 
number of physical prototypes and by replacing physical prototypes with virtual 
ones. The first approach has the disadvantage that fewer solutions and variants can 
be tested, with a possible loss of final product quality. The second is potentially 
more beneficial, but requires research and study about the degree of realism of the 
testing performed through virtual prototypes that we can reach today using the 
available technologies, and about the consequent acceptance by customers of vir-
tual testing as compared to real testing. The use of virtual prototyping for product 
testing during the process does not imply that physical prototypes are fully re-
moved from the process, but rather that fewer prototypes, and ideally a final one, 
are built instead.  
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A final consideration concerns the testing protocols. In fact, during the testing 
sessions with customers, companies are already used to following well-defined 
protocols that have some important open issues: 
1. how to effectively measure the customers’ satisfaction and evoked emotions; 
2. to what extent can the customers require changes in the product form or func-

tion that can be shortly, or even immediately, tested again? 

4.3.4 Remarks About the Product Development Process 

To conclude this section, we list some remarks that may be considered to be cru-
cial points for future research and development of theories, methods, and tools for 
product development.  

Product customization. The first issue concerns the possibility for customers 
to customize the products they intend to buy. This requires a paradigm shift in the 
product development process whereby customers are considered as individuals 
and not as average people, and activities concerning the design, engineering, and 
also manufacturing of products should be flexible enough to accept new and con-
tinuous specifications, also coming from customers, and consequently managing 
the following design and production activities.   

Easy design tools for designers and also for customers. Tools for product 
design have to be more intuitive and designer-oriented so that, first, the creativity 
of designers is fully supported and exploited and their creative flow is not inter-
rupted by the technicalities of the tools and technology, and products may be de-
signed with more emotional involvement from designers; second, there is no need 
to build all the physical prototypes that are necessary today; and, finally, if tools 
are easy enough to use, we can also predict that in the near future customers may 
also be involved in the product conceptual process, and ultimately decide to be – 
to a certain extent – the designers of their products.  

Virtual testing tools of new products. Testing of new products is a crucial as-
pect of the development process since the success of a product mainly depends on 
customers’ acceptance. Major involvement of customers in the testing phases 
would reduce the risk of not meeting customers’ requirements and not satisfying 
their needs and desires. More effective and less expensive tests may be achieved 
through the testing of virtual prototypes, which are flexible, versatile, and easily 
modifiable and configurable. In addition, we need to find more effective ways of 
measuring customers’ satisfaction and emotions when faced with prototypes of 
new products.  

4.4 A Paradigm Shift in the Product Development Process 

As extensively discussed in the previous sections, products are made for average 
customers. In the context of mass-customized products, it would be more success-
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ful for companies and effective for customers if it was possible to make different 
products for different customers to use in different contexts and situations.  

If we consider the variability of products versus the levels of various aspects re-
lated to products, such as acceptance, usability, comfort, emotion, and affection, 
we can easily see that these levels are quite low when the product variability is 
limited (Figure 4.6). This is the current situation. When the product variability 
increases, we would expect that the aspects more related to the various perception 
levels of the products would also increase. In fact, the variability of products leads 
to a better satisfaction of the expectations of a larger group of customers. 

If today a company is producing a product for the average customer, we can 
expect in the future that a family of products will be made for many customers.  

 

Figure 4.6 Variability of products versus levels of acceptance, usability, comfort, etc. 

4.4.1 Product Customization and Participatory Design 

Customization and personalization of products is one way of allowing customers 
to have products that closer satisfy their requirements, needs, and preferences [6]. 
A successful example is found in the automotive sector, where cars can be person-
alized by selecting interiors, wheel trims, etc.; another example is the shoes sector, 
where the colors and materials of the collar, sole, and shoelaces can be chosen 
from a palette [7]. 

In all these cases, users select from a variety of options to custom tailor their 
products. Form a technical point of view we talk about product configuration, 
where a standard product is customized by individual users to meet their specific 
needs and preferences. Each user can configure his or her own product by choos-
ing from a pre-defined set of variants; the configuration tool uses a combinatorial 
approach that allows users to select one of the possible configurations. The manu-
facturability of each customized product is guaranteed: the product is assembled-
to-order, made-to-order, engineered-to-order, but not designed-to-order. 
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An alternative and more powerful approach relates to user-centered design 
(UCD) and participatory design. UCD is a broad term to describe design process 
where users influence how a design takes shape. It was introduced in the 1980s by 
Donald Norman [8, 9]. Involving users in product design leads to better products, 
which are more effective and efficient, and contributes to their acceptance and 
success. Similarly, in participatory design the users are involved in the develop-
ment of products [10].   

The level of involvement of customers in the design process may vary: they can 
be co-designers working side by side with designers, or can be designers them-
selves. In the first case, we recognize that customers are not able to understand the 
language of designers; therefore, prototypes, mock-ups, and story boarding [11, 
12] have been used to fill this gap. In the second case, the design is directly acti-
vated by the needs of the customer, who can define the specifications of the prod-
uct he or she wants. Since customers are not designers or engineers, it is necessary 
to have appropriate design and engineering tools that are oriented to novice users. 
In order to support product design, the tools also have to encapsulate the knowl-
edge and rules able to drive correctly the “why” and “how” of the decision process 
of design [13].  

Because the product eventually has to be produced, it is necessary that the ma-
nufacturing is flexible so as to produce products not fully foreseen and planned in 
advance: rapid manufacturing may provide the technological solution to this prob-
lem in the future. 

4.4.2 PDP Scenario Based on User-centered Design 

In a new scenario where customers can design new products on the basis of a user-
centered design approach, the role of marketing, designers, and engineers is dif-
ferent from the typical current ones that we described in Section 4.3. 

Marketing people analyze, designers interpret, and engineers predict the cus-
tomer’s needs and desires, and identify a space/niche for potential products. Sub-
sequently, marketing people define the price, market position, and potential mar-
ket, designers generate concepts at large, and engineers define and identify 
technologies, constraints, and potential costs. They collectively build a conceptual 
view of responses to needs that is then validated through market testing. 

The goal is to design and develop an easy system for customers in order to give 
them the possibility of “designing their own product”. The system should be built 
around a specific “product archetype” supported by a “knowledge-based frame-
work” (KB) and with a very easy and high-level interface that allows the customer 
to define and customize his or her own product (Figure 4.7). 

The product archetype and the interface will be defined and generated by de-
signers and engineers and the KB framework will be generated and populated by 
engineers. 
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Two major issues have to be faced in order to generate such a system: 

• formalize the design and manufacturing knowledge and build the KB-driven 
framework; 

• develop an easy-to-use interface for product design that is tailored to the cus-
tomers’ skills. 

 

Figure 4.7 KB framework based on easy-to-use interface for product design 

4.5 Design Tools for Product Designers and Customers 

New design paradigms contribute to the development of new technologies and new 
interaction modalities more oriented to “common” users. Easy-to-use human–
computer interfaces are based on multiple modalities (vision, sound, sense of 
touch) and perception–action interaction. 

4.5.1 Enactive Interfaces 

Enactive interfaces are a type of human–computer interfaces that are more natural 
and suitable to designers and common users. They are based on the concept of 
enactive knowledge. The concept of enactive knowledge is present in several ap-
plication domains [14]. Enactive knowledge refers to the information that the user 
gains through perception–action interaction in the environment [15]. By doing 
things and performing actions, users learn how to perform and increase their 
knowledge about the environment and the way of doing things. 

Enactive knowledge has several properties and features. It is natural in terms of: 

• learning process, where users learn by doing; and 
• the way it is applied in the environment, which happens through direct actions. 
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For knowledge as a general concept, enactive knowledge is: 
• physical – it is related to physical interaction with objects; 
• personal – it is very much dependant on the user’s personality and habits;  
• experiential – it relates to the way of doing, to abilities and skills, and depends 

on the user’s experience; 
• cultural – the way of doing and acting most of the time is related to social as-

pects, attitudes, values, practices, and legacy; 
• contextual – both actions and perceptions depend on the context in which the 

user operates. 
Enactive knowledge is inherently multimodal since it requires the coordination 

of the various senses that are involved in the perception–action interaction. Ac-
tions may be performed in various ways, including gestures, gaze, voice, and 
speech. The perception of the environment may happen through various and mul-
tiple modalities, such as vision, sense of touch, hearing, sense of smell. 

Typically, enactive knowledge is related to manual tasks – humans’ own know-
ledge on concrete actions in their hands, which are used for grasping, manipula-
tion, handling, and shaping. An example of enactive knowledge and manual tasks 
is related to the field of industrial design, where a model maker uses his or her 
own knowledge on manually sculpting clay to naturally carve a piece of raw mate-
rial into the pleasant object they have in their mind [5]. The carving action is natu-
ral for them, as they are used to using their hands to mold objects into shapes. 
Their ability depends on experience, and their creativity depends on personal and 
cultural issues. We can say that the evolution of the shape is driven by the percep-
tion of the various stages of the shape that the modeler gains through vision and 
through the sense of touch. 

Enactive interfaces, defined as human–computer interfaces based on enactive 
knowledge, are capable of conveying and interpreting a user’s input inserted in the 
forms of manual actions. The system interprets the input and provides an adequate 
response in perceptual terms. Responses may be provided in the form of images, 
haptic (kinesthetic and tactile) feedback, and sounds. Enactive interfaces are dri-
ven by the manual actions of users, and the users’ actions are driven by the sys-
tems’ responses perceived by the users. For example, the enactive approach is 
typical of assembly activities, where the users’ actions are driven by the feedback 
obtained from the collisions of the parts. 

Action for perception is an active form and involves active exploration of the 
world through touch. Through actively exploring the environment it is possible to 
perceive an object’s shape, texture, hardness, temperature, size, and weight [16]. 
Unlike vision where the object can be perceived almost instantly, touch necessi-
tates exploration over a period of time [17]. 

The users’ perception is given by the integration of the various models per-
ceived, and depends on the information included in each representation modality 
and in its coherence. In addition, the use of multiple modalities for representing 
information would allow us to overcome problems related to the perception 
threshold typical of some senses, or the limitations of some technological imple-
mentations (for example, haptic devices). 
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Enactive interfaces are characterized by a closed loop between the natural ges-
tures of the user and the perceptual modalities activated. This improves the usabil-
ity of systems since the closed loop decreases the humans’ cognitive load tradi-
tionally required for interpreting and understanding the symbolic and iconic 
information provided by a computer-based system, thus allowing the user to 
quickly decide on the action to perform.   

Figure 4.8 shows an interaction model of enactive interfaces based on the ac-
tion–perception paradigm where the various modalities – vision, sound, and sense 
of touch – are integrated [15]. The mathematical model of an object is represented 
through different modalities, and therefore different models are generated, each 
dedicated to a particular communication channel: geometrical models dedicated to 
the visual output channel are converted by the human–computer interface (HCI) 
into images, and haptic models dedicated to the haptic output channel are con-
verted by HCI into force feedback. The various models may possibly vary the 
fidelity and accuracy with which they represent the mathematical model. The kind 
of communication related to image and sound is passive, since the user receives 
information without specifically requiring it. Haptic perception is different, since 
the system exerts a force reaction only after a user’s input. The perception is reac-
tive in this case. 

 

Figure 4.8 Action–perception model of enactive interfaces 

Bruner [18] states that the traditional interaction where the information is me-
diated by a computer is mostly based on symbolic or iconic knowledge, and not on 
Enactive knowledge. In fact, information is presented in the form of words and 
mathematical symbols that have a conventional meaning (symbolic knowledge) or 
in the form of visual images that have a cultural significance (iconic knowledge). 
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Human–computer interfaces based on this type of knowledge are quite poor, lim-
ited and do not allow a full exploitation of users’ skills. These interfaces are pre-
dictable, deterministic, and deductive, but leave little room for creativity.  

Human–computer interfaces based on enactive knowledge, named enactive in-
terfaces, would be more natural and effective ways of interacting with a system. 
The physical interaction supported by enactive interfaces generates emotions and 
can suggest to the users new ideas in a non-deductive way, supporting reasoning 
that starts from the particular and evolves towards more general solutions. The 
development of such interfaces requires the creation of a common vision and inte-
gration of different research areas such as haptic-based interaction and sound pro-
cessing together with geometric modeling, computer graphics, and rendering. In 
addition, more focus should be placed on the manual aspects of interaction. 

4.5.2 Design Tools Based on Enactive Interfaces 

There are several situations where users are required to do things they usually do 
manually – with their hands – using a computer-based system. Obviously, they are 
not able to act in an intuitive way as well as they cannot exploit their skills, and 
they also have to use their time for learning a new way of working that is often 
inefficient and unsatisfactory. A typical example concerns the design of aesthetic 
products where stylists and designers are required to use computer-aided design 
tools strongly based on their internal geometric modeling engine with the preten-
sions to obtaining the same results. It is indeed well known that the ways of work-
ing are not comparable – users’ satisfaction is not the same, creativity is limited, 
and the quality of the results may not be the same.  

An interesting objective of research is investigating if and how enactive inter-
faces can be exploited in the tools for the product design context. New user inter-
faces based on enactive knowledge would support richer interaction that would 
allow users to operate with hands and to interact with three-dimensional models of 
products more easily and naturally, and also with the possibility of choosing the 
most appropriate and favorite modalities and senses during the interaction.  

It is interesting to investigate how enactive interfaces can be used and exploited 
to increase the level of interaction in product design tools, which are presently still 
based on traditional ways of interaction. In order to do that we have to investigate 
and understand the following: 

• interaction modalities, including visualization, sound, sense of touch; 
• multiple modalities that can be used to enhance information, complement in-

formation, accommodate the perception thresholds typical of some senses, and 
the limitations of some technological implementations; 

• the relationship between perception and action. 
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4.5.3 An Example: Enactive Interface for Shape Evaluation 

The results of the reasoning about enactive interfaces presented in the previous 
section has been used as theoretical background for the implementation of a sys-
tem based on haptic interfaces for the evaluation of aesthetic shapes of virtual 
objects, oriented towards the conceptual product design. The system has been 
developed within the context of the SATIN (Sound And Tangible Interfaces for 
Novel product design) research project, funded by the European Commission 
(www.satin-project.eu). 

The motivation underlying the study of this system is presented below. It is 
common practice after creating a new shape in a digital modeling environment for 
the designer to evaluate the quality of the shape from an aesthetic point of view. 
This evaluation is a complex and personal mixture of global and local characteris-
tics that are not easily formalized in precise terms. Usually, it is possible to trans-
late in precise “mathematical terms” the local characteristics of shapes and also 
what can be considered as bad attributes of shapes; but it is very difficult to for-
malize global characteristics to deal with relative proportions, positions, and rela-
tions. As part of the design process, professionals in this field are experienced in 
the ability to “touch & feel” surfaces of products in order to check and evaluate 
their quality. Therefore, in order to build tools that enable the same experience in 
a virtual environment we need to render the geometric features of shapes, such as 
their curvature or discontinuities, in a “touch & feel” way. 

The possibility of immediately touching a curve during the conceptual phase of 
a new product would add an additional and innovative modality for shape evalua-
tion where the perception of the quality of the curve is not only based on math-
ematic representation and visualization, but is also based on other modalities, such 
as touch. For this reason, within the context of the research project SATIN we 
have implemented a haptic linear strip conforming to the curve.  

The haptic strip that we can build on the basis of current know-how and tech-
nology is limited; specifically we are not capable of representing all curvature 
domain and geometric features through those interfaces [19]. Since the virtual 
representations are in general not as good as reality, several studies have demon-
strated that multimodality helps in compensating, integrating, and enhancing in-
formation. The aim of our system is not to develop an environment that is an exact 
copy of the real one, but rather the intention is to provide the possibility of per-
forming the same tasks in an intuitive way, exploiting the users’ skill as much as 
possible. 

The user interface developed aims at supporting designers’ enactive knowledge 
and also includes interactive sound as an integral component into this shape evalu-
ation system [20]. We have investigated how sound can be used for providing 
information to the user about the curvature that cannot be rendered, given the 
actual technological limitations, through other modalities that stimulate the haptic 
and the visual perceptual system. Those curve features, such as discontinuities, 
that cannot be represented haptically are rendered through sound. Specifically, 
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metaphoric sounds are used to convey information about curve characteristics. In 
summary, features of the geometrical model are converted into force feedback, 
visual rendering, and sounds (Figure 4.9). 

 

Figure 4.9 Enactive interfaces for virtual shape exploration based on metaphoric sounds  

As mentioned earlier, the auditory system is highly sensitive in distinguishing 
sounds with different frequencies and/or levels [21]. It is, therefore, possible to use 
sound signals to represent qualitative and also quantitative information about spe-
cific shape properties of an object that the user is evaluating. This is particularly 
interesting for shape properties that are difficult to explore via the haptic modality, 
like the variation of, and discontinuities in, shape parameters such as curvature or 
tangency. We have thought of rendering sounds in such a way that the users ex-
perience the close relationship between their own actions, i. e., exploring different 
positions along a surface by moving a finger, and the changing properties of the 
interactively generated sound (Figure 4.10). In order to test the concept of enactive 
interface based on a haptic–sound interface we have performed some experiments 
[15, 22], which have demonstrated the effectiveness of using a double channel, 
haptic and sound, for rendering information to users. It was detected that due to 
the close temporal relationship between the action of exploring and the sound 
feedback, the user can easily make the link between action and perception. Sonifi-
cation thus means that by listening to the sound, the end-user learns something 
about the interaction that otherwise would remain hidden. All users agreed that 
this haptic–sound modality used for representing the mathematical characteristics 
of the shape is a much more natural and intuitive way of interacting and feeling 
curves in respect to the traditional methods based on pure vision used by CAD 
tools. In addition, they all felt more emotionally engaged and participatory during 
the shape evaluation tasks in respect to traditional modalities.  
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Figure 4.10 User’s finger exploring the geometrical properties of a curve (SATIN project) 

4.5.4 Remarks 

To conclude this section, we list the benefits of the new design tools based on 
enactive interfaces that can be easily used by designers and also by customers.  

Designers can better exploit their creativity. By using more natural ways of 
creating shapes, designers can express their creativity in a more natural manner 
and they may feel more emotionally involved in the design process; the typical 
technological aspects of design tools no longer represent barriers and do not inter-
rupt the designers’ creative flow. The new way of interacting with applications 
based on enactive interfaces would reduce the reaction and decision time during 
the designers’ performance of the activities. 

Customers can be co-designers. If easy-to-use design tools are available, we 
can foresee that customers will have the possibility of participating in the design 
activities with the designers. This will be possible even if customers do not fully 
understand the language spoken by the designers, since the “conversation” and 
exchange of opinions and requirements would be performed by means of a natu-
ral interaction with the virtual representations of the future products. Customers 
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will also have the possibility of experimenting and testing the virtual prototypes 
of new products and showing what they desire through the direct use and modifi-
cation of the products. 

4.6 Product Prototyping and Testing 

Prototyping is the design test and verification phase of product development aimed 
at demonstrating, proving, and validating aspects of product design. There are 
several types of prototypes that can be used for visualization, representation, func-
tional verification, etc.  

Typical prototyping methods include clay mock-up, milling machined proto-
types, rapid prototypes, and so on. These are all physical prototypes that have several 
drawbacks: they are static, not easily modifiable, and can represent few variants. 

In addition, in order to be effective, tests should be performed with an appro-
priate number of customers, should be done as realistically as possible, and should 
be easily modifiable. 

In the last years, we have assisted with the advent and diffusion of practices ba-
sed on virtual prototyping. More recent trends tend to use mixed reality technolo-
gies for product prototyping, where physical components of the testing environ-
ment are fused with product components that have been constructed only digitally 
[7, 23, 24]. Applications based on mixed reality integrate haptic interfaces in order 
to perform force feedback and tactile response to users’ interaction with digital 
parts [25, 26].  

Mixed prototyping has several benefits: there is no need to re-model parts of 
the environment that exist already and of which we do not have a digital model, 
and we can perform ergonomic tests that would not be possible simply using vir-
tual prototyping. In addition, several customers can test products whose configura-
tion can be easily and quickly changed. Therefore, virtual testing based on mixed 
reality is a more flexible and effective way of directly validating several aspects of 
new products with a group of customers.  

4.6.1 An Example: Mixed Reality Application 
for Product Evaluation 

We have developed a mixed reality application for the evaluation new of a video 
storage device. We needed to test and validate the initial concept of the device 
developed by the designers in respect to its ergonomic aspects (device handling), 
the aesthetic quality of its shape, and the graphical user interface and use of func-
tions. The fully virtual prototype of the device did not allow us to perform all the 
tests we required. For example, we were not able to test with customers the com-
fort of the handling. Conversely, the fully physical prototype was static, not ani-
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mated, and not interactive: we were not able to test the user interface and the use 
of the functions for storing and accessing videos on the device. 

Therefore, we decided to build a more complex prototype where physical and 
virtual parts coexisted. The physical prototype of the device was produced by 
means of a rapid prototyping manufacturing process. The prototype was integrated 
with a pattern-based tracking system. The user wears a head-mounted display and 
handles the physical prototype: the tracking system registers the virtual representa-
tion of the device and its graphical user interface (GUI) with the physical proto-
type. In order to detect the selections of the GUI functions the physical prototype 
has been equipped with a touch panel: when the user physically interacts with the 
GUI, the system detects the selection and changes the GUI screen accordingly. 
The GUI was developed using Adobe Flash software and is controlled by the user 
using a touch panel; it is integrated as a texture map on the digital model. 

Figure 4.11 shows a user holding the video storage device with the right hand 
and interacting with the device GUI using a pen. Through the helmet the user sees 
the virtual device and the GUI developed with the RTT RealView module 
(www.rtt.ag) and the real environment including his hands (shown as real thanks 
to an algorithm based on chroma key). The user can evaluate the ergonomic as-
pects of the device just by physically handling it. Any request for device shape 
modification can be addressed by manufacturing a new rapid prototype and modi-
fying the virtual model of the device. The GUI “look and feel” can be changed 
through a rapid modification of the graphical appearance of the functions and of 
their activation sequence. 

We were able to involve several potential customers in the evaluation phase. 
Customers were able to use a preview of the future video storage device, to physi-
cally handle and operate it in a very realistic way. Customers’ requests for modifi-
cations could be handled and satisfied quickly, acting both on the physical and 
virtual components of the video storage device prototype. 

 

Figure 4.11 Mixed reality application for video storage device evaluation and testing 
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4.7 Conclusion 

A major trend concerns the design and production of product variability so that 
they can better satisfy the needs, preferences, and skills of individual customers. 
This can be obtained by means of a product development process where the design 
is based on a user-centered approach. This approach tries to satisfy customers’ 
needs and wants, and to optimize how people can, want, or need to work, rather 
than forcing the customers to accept, adapt, and change the way they work just to 
accommodate the product design and engineering approach. 

An extensive involvement of customers ensures that the product will be suit-
able for its intended purpose in the context in which it will be used. On the one 
hand, this approach leads to the development of products that are more effective, 
and helps designers in handling customers’ expectations about a new product. On 
the other hand, customers are more satisfied, as they feel that their preferences are 
taken into consideration in the design phase, and they find them in the products. In 
addition, the sense of ownership and affection of customers for the final products 
would be definitely increased. 

In a product-consumer society the relationship between consumers and manu-
facturers is linear and simple. If consumers are heavily involved in the product 
development, they become stakeholders: they affect or can be affected by the 
actions of the business. 

Finally, we can state that by using a user-centered design approach and easy-to-
use design tools, creativity is within everyone’s reach: products that have never 
been made before, but which are also useful, beautiful, and impressive, can be 
made by each of us or with our contribution, even if we are not designers [27]. 
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Chapter 5  
A Study on the Relationships Between Drivers’ 
Emotion and HUD Image Designs 

Shana Smith1 and Shih-Hang Fu 

Abstract This study explores the relationships between drivers and head-up 
display (HUD) presentation image designs using kansei engineering. There are 
two major experiments in this study. The objective of the first experiment is to cull 
the representative kansei words from a large pool of kansei words which were 
associated with HUD physical design elements, using factor analysis and cluster 
analysis. In the second experiment, the relationships between the representative 
kansei words and HUD presentation images are found using the Quantification 
Theory Type I (QT1) method. The results of the study can be used as a reference 
for future HUD image design.  

5.1 Introduction 

Research shows that many traffic accidents are caused by human errors in longi-
tudinal or lateral control [1]. Head-up display (HUD) technology was originally 
developed to help pilots operate aircraft, particularly military aircraft, more 
safely. In 1988, HUD technology was also introduced in the automobile industry. 
For example, BMW’s M series and X5 were both equipped with HUDs. Automo-
bile HUDs present important information to drivers, such as speed, warnings, gas 
level, gears position, radio setting, and position navigation. As a result, with an 
HUD, drivers spend less time lowering their heads to check important driving 
information. Instead, they can view information from presentation images which 
are projected on the windshield and in the drivers’ line of sight. Prior research 
shows that the response time to an urgent event is faster with an HUD than an 
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HDD (head-down display), and speed control is also more consistent with an 
HUD. Moreover, using an HUD causes less mental stress for drivers and they are 
easier for first time users to use [2, 3]. Therefore, in the future, HUDs might be-
come an indispensable device for drivers, since they can create a much safer driv-
ing environment. 

There has been significant prior research into the hardware structure of HUDs, 
but little research so far on HUD presentation image design. However, HUD pres-
entation image design is an important factor which can enhance the effectiveness 
of HUDs. To design an HUD image, some aspects should be taken into considera-
tion. For example, Yoo et al. studied the effect of HUD warning location on driver 
response and driver performance enhancement [4]. In addition, HUD image qual-
ity is also an important factor which affects consumer purchasing. Most drivers 
prefer consumer-oriented HUDs, which are more attractive, useful, and sensitive 
to their personalities and their emotions.  

This study aims to explore the relationships between HUD presentation image 
designs and drivers’ emotions using kansei engineering. Kansei, which is a Japa-
nese word, means the customers’ psychological feelings. Kansei engineering aims 
to produce a new product which is more acceptable based upon consumers’ feel-
ings and demands [5, 6, 7]. Kansei engineering can be used to determine consum-
ers’ emotions from a psychological basis. With kansei engineering, statistical 
methods are used to analyze the kansei and translate the analyzed data into the 
design domain [8]. For example, Mazda used a method of category classification 
to develop a sports car, and Nissan utilized a hybrid kansei engineering system to 
design a new steering wheel for a passenger car [9]. 

There are three types of kansei engineering: category classification, kansei 
engineering systems, and hybrid engineering systems [10]. In this study, cate-
gory classification was used to find relationships between the kansei and the 
design specifications. Through kansei engineering, a collection of kansei words 
were found which describe the main factors associated with HUD image design 
elements. 

5.2 Experiment Procedures 

The major objective of this study is to find the relationships between kansei words 
and HUD presentation image design elements. The kansei words are used to ex-
press customers’ emotions and demands, and the design elements are used to ex-
tract the physical design importance for HUD presentation images. The experi-
ment flowchart is shown in Figure 5.1. 
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Kansei Words Design Elements 

HUD Domain 

The First Experiment (FA,CA)
(Extract representative Kansei words)

The Second Experiment (QT1)
(Connect design elements and Kansei words)

Results
 

Figure 5.1 Experiment flowchart 

5.2.1 The First Experiment 

5.2.1.1 Collect HUD Images 

In the first experiment, existing HUD presentation images were collected, as 
shown in Figure 5.2. Most existing HUD presentation images from automobiles, 
such as the Chevrolet Corvette, GMC Arcadia, and Pontiac Grand Prix, include 
speed, gear position, engine speed, outside air temperature, and oil level. For all of 
the given vehicles, HUD presentation images are green in color and three inches 
by five inches in size. The images are projected so that they appear to be in front 
of the windshield at a distance of about 1 m. Some HUD presentation images from 
video games or website were also collected. It can be seen from the examples that 
existing HUD presentation image designs are quite diverse.  

5.2.1.2 Extract Image Design Elements 

Next, new HUD presentation images were designed based on the existing com-
mercial HUD presentation images which were collected. However, this study 
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focused on the effectiveness of different image designs on drivers’ emotions, ra-
ther than on the overall design patterns themselves. The aim of this step was to list 
all the design elements from the existing images. For the given study, enumerating 
image design elements, such as fonts, colors, the presentation methods for speed 
and gas level (illustration or meter), and so on, was equivalent to spanning the 
space of properties in kansei engineering [11].  

 

Figure 5.2 Existing commercial HUD images 

Each design element was evaluated, and important elements were selected for 
further study. Seven design elements were extracted: image content, forms for 
major content, forms for secondary content, image location, ratio of major content 
to secondary content, image size, and color. Each element had several categories 
or levels, as shown in Table 5.1. For example, color had three levels.  



5 A Study on the Relationships Between Drivers’ Emotion and HUD Image Designs 91 

Table 5.1 HUD presentation image design elements of first experiment 

Design 
elements Design categories 

 
 
 

A 

 
B 

 
C 

Form 

 
D 

 
E 

 
F 

1–2 items 3–4 items Over 5 items Content 

• Speedometer and gear 
position 

• Rev counter 

• Speedometer 
• Rev counter 
• Gear position 
• Fuel gauge 

• Speedometer 
• Rev counter 
• Fuel gauge 
• Temperature gauge 

Odometer 
Secondary 
content 
form 

 
Illustration 

 
Meter 

 

Location Left Center Right 

Ratio 1:1 2:1  

Size Large Medium Small 

Color Orange Green Blue 

5.2.1.3 Collect Kansei Words 

In this step, as many kansei words as possible were collected from customers, 
automobile magazines, and the Internet. Each kansei word was arranged as a pair 
with opposite meanings for semantic evaluation using Osgood’s original semantic 
differential (SD) scale or Nagamachi’s SD scale [12] (Figure 5.3). Osgood’s SD 
scale uses synonyms and antonyms for spanning the range of ratings [13]. With 
the method used by Nagamachi and most Japanese researchers, an extreme adjec-
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tive is put on the left-hand side of the scale and “not at all” is added to the same 
adjective on the right-hand side of the scale [14, 15]. For the given study, 86 pairs 
of kansei words were collected, and every pair of kansei words had opposite mea-
nings to span the range of ratings. 

Synonym

Synonym

Antonym

Not synonym

(a)

(b)  

Figure 5.3 There are two different semantic differential scales: (a) Osgood’s SD scale, and 
(b) Nagamichi’s SD scale 

5.2.1.4 Select Kansei Words 

In this step, important kansei words were culled from the large pool of kansei 
words collected in the previous step through discussion. Three of the subjects had 
engineering backgrounds, while the other three had design backgrounds. For each 
of the HUD presentation images collected in the previous step, each study subject 
chose pairs of kansei words from the pool and marked them with check marks. 
Kansei words with more than three checks were retained, and others were dropped. 
From a first-round evaluation, 45 pairs had more than three checks. After a second 
round evaluation, only 32 pairs of kansei words remained, as shown in Table 5.2. 

Table 5.2 32 pairs of kansei words 

fashionable – 
ordinary outgoing – reserved modern – retro young – mature 

stylish – conservative passionate – dull amiable – strange comfortable – 
uncomfortable 

elegant – 
ugly (unattractive) vigorous – lethargic 

with a sense of tech-
nology – without a 
sense of technology 

of high quality – 
not of high quality 

sporty – not sporty innovative – 
non-innovative 

brand-named – 
not brand-named soft – harsh 

female – male gentle – manly relaxing – anxious aristocratic (noble) – 
common 

vivid – gloomy moderate – freezing organized – scattered spacious – crowded 

tidy – messy concrete – abstract easy to understand – 
esoteric explicit – ambiguous 

human – not human considerate – 
not considerate secure – dangerous tired – not tired 
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5.2.1.5 Create New Images Using the Taguchi Method 

Testing all possible combinations in Table 5.1 would require evaluating 1944 
possibilities. Therefore, the Taguchi method was used to conduct a sufficient but 
fewer number of experimental evaluations [16, 17]. The Taguchi method uses 
orthogonal arrays to find balanced design solutions in an experimental space. Each 
row in the Taguchi table represents each experimental setup. In this study, an L18 
Taguchi table was chosen and used, with 18 experimental trials extracted to re-
place the original 1944 possibilities. Next, six representative samples were chosen 
for factor analysis. The samples which were chosen are shown in Figure 5.4. 

 

Figure 5.4 Representative HUD images  

5.2.1.6 Questionnaire 

The questionnaire of the first experiment was designed based on the six HUD im-
age samples and the 32 pairs of kansei words. Every pair of kansei words was 
scored from 1 to 7, using a semantic differential scale [18, 19]. The semantic dif-
ferential scale is the most common type of rating scale [12]. Subjects in the ex-
periment consisted of 30 people, whose ages range between 18 and 65. In the ques-
tionnaire, the 32 pairs of kansei words were arranged into seven major questions so 
that the participants could be guided into accomplishing the objectives of the study. 
Moreover, Guilford [20] showed that randomizing the order of the kansei words 
could lead to better survey results. Therefore, in this study, the orders in which both 
image samples and kansei words were presented to the subjects randomly.  

5.2.1.7 Representative Kansei Words 

Factor Analysis 

The survey data was first analyzed using explorative factor analysis. Factor analy-
sis was conducted using an extraction method based on the principle component 
analysis. Components with eigenvalues greater than 1 were extracted and the re-
sulting data was rotated using the varimax rotation method. Five factors were 
extracted to explain the total variance. The cumulative contribution of the five 
factors was 100%. The results after varimax rotation are shown in Table 5.3.  
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Table 5.3 Component matrix of the 32 pairs of kansei words 

Component  

1 2 3 4 5 
Stylish – conservative .983 –.069 –.092 .140 –.004 
With a sense of technology – 
without a sense of technology .977 –.112 –.140 –.090 .075 

Relaxing – anxious .945 .184 .137 .135 .188 
Innovative – non-innovative .943 –.023 .094 .301 .103 
Fashionable – ordinary .939 –.328 .076 .051 .054 
Modern – retro .933 .296 .183 –.088 .023 
Sporty – not sporty .930 –.333 .133 –.037 –.068 
Vigorous – lethargic .915 –.248 .196 .229 .100 
Young – mature .894 .319 .275 –.155 .015 
Considerate – not considerate .817 –.256 –.140 .484 .117 
Comfortable – uncomfortable .794 –.089 .554 –.219 –.085 
Of high quality –  
not of high quality .760 –.589 .263 –.059 –.061 

Soft – harsh .726 –.480 .443 .115 .183 
Elegant – ugly .712 –.660 .114 –.124 .169 
Brand-named – not brand-named .695 –.631 –.153 .280 –.130 
Gentle – manly .610 –.007 .360 .447 .546 
Spacious – crowded –.117 .981 –.138 .076 –.005 
Explicit – ambiguous –.241 .970 –.029 .004 .007 
Tidy – messy –.234 .964 –.058 .087 –.070 
Easy to understand – esoteric –.039 .930 –.304 –.089 .181 
Vivid – gloomy .019 .910 .211 .357 –.022 
Organized – scattered .289 .873 .271 .013 .283 

Concrete – abstract –.406 .828 .043 –.225 .313 
Aristocratic – common .696 –.710 –.056 –.090 –.005 

Human – not human .675 .705 .008 .216 –.024 
Outgoing – reserved .478 .695 –.044 .213 –.491 
Amiable – strange .230 –.275 .920 –.033 .154 
Tired – not tired –.158 –.459 –.873 –.040 .039 
Female – male –.143 .441 –.802 .203 .316 
Moderate – freezing –.253 .610 .696 .249 .130 
Passionate – dull .193 .459 –.089 .835 –.220 
Secure – dangerous .292 .262 –.090 –.152 .903 
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Cluster Analysis 

Cluster analysis was used to divide the kansei words into five groups based on the 
rotated component matrix. There are five centers in the five groups. The distance 
between each kansei word and the center of its group can be used to estimate the 
importance of the kansei word in its group, as shown in Table 5.4. Finally, five 
representative pairs of kansei words were extracted: “modern – retro”, “masculine 
– feminine”, “relaxing – anxious”, “soft – harsh”, and “explicit – ambiguous”.  

Table 5.4 The distance between each kansei word and their group centers 

 1st  2nd  3rd 4th 5th Distance 
Fashionable – ordinary .923 –.361 .083 .076 .071 0.22633 
Of high quality – 
not of high quality .919 –.365 .140 –.009 –.053 0.29834 

With a sense of technology – 
without a sense of technology .739 –.615 .267 –.044 –.047 0.29322 

Elegant – ugly .690 –.681 .118 –.115 .181 1.70683 
Brand-named – 
not brand-named .697 –.507 .449 .125 .199 1.78321 

Relaxing – anxious .675 –.732 –.053 –.079 .008 1.66617 
Innovative – non-innovative .665 –.661 –.147 .296 –.110 1.57465 
Human – not human .788 –.292 –.130 .506 .141 1.40133 
Female – male .582 –.034 .368 .454 .565 1.49388 

1st group center .742 –.472 .122 .134 .106  

Soft – harsh –.133 .446 –.801 .206 .316 0.65736 
Explicit – ambiguous .691 .676 .017 .255 –.013 0.66862 
Passionate – dull .181 .435 –.08 .855 –.202 0.73836 
Outgoing – reserved .501 .670 –.037 .255 –.483 0.76893 

Considerate – not considerate .294 .260 –.089 –.155 .902 0.92779 

Secure – dangerous –.166 –.450 –.875 –.05 .038 1.08487 

2nd group center .228 .340 –.311 .228 .093  

Gentle – manly .942 .149 .146 .168 .204 0.22516 
Modern – retro .943 .264 .191 –.05 .034 0.24557 
Stylish – conservative .975 –.106 –.083 .175 .014 0.31664 
Sporty – not sporty .928 –.061 .103 .332 .124 0.32265 
Young – mature .907 .289 .282 –.118 .023 0.32324 
Vigorous – lethargic .975 –.143 –.133 –.057 .089 0.35626 
Comfortable – uncomfortable .795 –.114 .558 –.194 –.077 0.52590 

3rd group center .924 .040 .152 .037 .059  

Amiable – strange .212 –.284 .921 –.04 .158 0.53592 
Vivid – gloomy –.249 .613 .697 .244 .128 0.53592 
Tired – not tired .478 .695 –.044 .213 –.491 1.25845 
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Table 5.4 Continued 

 1st  2nd  3rd 4th 5th Distance 

4th group center –.019 .165 .809 .102 .143  

Easy to understand – esoteric –.207 .978 –.029 .014 –.002 0.17600 
Organized – scattered –.084 .983 –.136 .093 –.01 0.18704 
Spacious – crowded –.202 .970 –.057 .099 –.078 0.23135 

Concrete – abstract –.004 .934 –.302 –.074 .173 0.34257 
Aristocratic – common .036 .901 .215 .374 –.019 0.42398 
Tidy – messy –.373 .847 .04 –.23 .297 0.46252 
Moderate – freezing .313 .863 .276 .032 .282 0.51564 

5th group center –.074 .925 .001 .044 .092  

5.2.2 The Second Experiment 

In order to find the relationships between the five representative kansei words and 
the HUD design elements, the Quantification Theory Type 1 (QT1) method was 
used.  

5.2.2.1 Create New Images Using the Taguchi Method 

The HUD design elements in the second experiment are shown in Table 5.5. Since 
it is impossible to test all the design combinations, the Taguchi method was used 
to conduct a sufficient number of experimental evaluations. An L18 orthogonal 
array was used. In addition, three existing commercial HUD images were also 
added in the second experiment. Therefore, there are 21 HUD image samples, as 
shown in Figure 5.5. 

Table 5.5 HUD presentation image design elements in the second experiment 

Design elements Design categories 
Forms Illustration Meter Illustration and meter (Mix) 
Secondary 
content forms 

Illustration Meter  

1 item 3 items 5 items Content 
• Speedometer • Speedometer 

• Gear position 
• Fuel gauge 

• Speedometer 
• Gear position 
• Fuel gauge 
• Time 
• Navigation 

Color Orange Green Blue 
Location Left Center Right 
Font Arial Electronic  
Scenario Day time Night  
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Figure 5.5 21 HUD presentation images  
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5.2.2.2 Questionnaire 

A questionnaire in the second experiment was designed based on the 21 HUD 
image samples and the five pairs of representative kansei words. Each pair of 
kansei words was scored from 1 to 7, using the semantic differential scale. 

5.2.2.3 Experiment and Data Analysis 

In the second experiment, a driving simulator and an HUD device were used to 
simulate the actual driving environment, as shown in Figures 5.6 and 5.7. There 
were ten subjects in the second experiment, with ages ranging between 18 and 65. 
A survey was conducted after the test drive, and the data was analyzed using the 
QT1 method. 

 

Figure 5.6 Driving simulator 

 

Figure 5.7 HUD presentation image projected onto a windshield 
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Table 5.6 Results of the QT1 analysis for “modern” and “retro” 

Modern – Retro Modern – Retro 

Design element Category PCC 

Illustration 

Meter Form 

Mix 

0.715 

Illustration Secondary content 
form 

Meter 
0.576 

1 item 

3 items Content 

5 items 

0.634 

Orange 

Green Color 

Blue 

0.497 

Left 

Middle Location 

Right 

0.485 

Arial 
Font 

Electronic 
0.426 

Daytime 
Scenario 

Night 
0.465 

Multiple correlation coefficient 0.89 
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5.2.2.4 Quantification Theory Type 1 (QT1) 

This study attempted to quantitatively relate each kansei word to the HUD design 
elements, using the Quantification Theory Type 1 method. Table 5.6 shows the 
results of the analysis concerning kansei words “modern” and “retro”. Since the 
multiple correlation coefficient was 0.89, the correlation between the kansei words 
and the design elements was 89%. The partial correlation coefficients in this table 
are expressed in the form of a bar chart, which indicates the influence of each 
design category on the emotion of “modern” and “retro”. In each item, the cate-
gory on the left-hand side of the bar chart shows “modern”, and on the right-hand 
side shows “retro”. Therefore, the HUD presentation image was interpreted as 
being “retro” when the Form is in meter and “modern” when the Form is in mix.  

5.3 Conclusions 

This study analyzes the relationships between drivers’ emotions and HUD physi-
cal design elements using kansei engineering. The results can be used to evaluate 
and enhance future HUD presentation image designs. Results of the study show 
that drivers’ kansei responses consist of five emotional factors. The study also 
shows that certain aspects should be considered when designing an HUD presenta-
tion image. First, the presentation image of an HUD should be simple so that driv-
ers can obtain the information quickly and correctly. Second, to minimize the 
influence of the external environment, the HUD presentation image should not 
contain too many colors. In addition, according to the attributes of an HUD, some 
information might be better shown in illustrations, and others might be better dis-
played in the form of meters. Furthermore, the study results can also be applied to 
normal dashboard design, especially for digital dashboards.  
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Chapter 6  
Emotional Design in the Virtual Environment 

Tetsuro Ogi1 

Abstract In order to realize human-centric design, the design specification 
should be based not only on the functional aspects of the product but also on an 
emotional evaluation, such as the impression gained from the shape or the size of 
the designed model. A virtual environment in which the designed model is vi-
sualized interactively using a full-scale stereo image can be used effectively as 
a method of emotional evaluation. Design support and design evaluation using 
virtual reality, augmented reality, and tele-immersion technologies are discussed. 
The collaborative design between designers or between designer and customer is 
achieved using video avatar technology in the tele-immersion environment. In 
addition, a design education program that includes the emotional evaluation in the 
virtual environment is also introduced. 

6.1 Introduction  

Recently, human-centric design has been become an important concept in various 
fields. The specification for products designed for humans should be based not 
only on their functional aspects, such as their size and strength, but also on emo-
tional qualities, including the impression the user derives from the shape and size 
of the designed product. Although rapid prototyping is often used to evaluate the 
shape of a design based on kansei and the emotional response of the user, it is 
difficult to make a full-sized model. Thus, there is a need for an evaluation method 
in which the user can visualize an actual sized model in the virtual environment 
using virtual reality technology [1]. This chapter discusses the current technology 
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4-1-1 Hiyoshi, Kouhoku-ku, Yokohama 223-8526, Japan   
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trends, which include recent research in design support, design evaluation, and 
collaborative design using virtual reality, augmented reality, and tele-immersion 
technologies. 

6.2 Design in the Virtual Reality Environment 

6.2.1 Interactive Visualization 

Virtual reality is a simulation technology that realizes an interactive virtual experi-
ence using high-presence images such as stereo or wide field of view images as 
well as sound and haptic sensation information. In order to achieve a virtual reality 
experience, special devices are being used. For example, interactive stereo images 
are represented using a goggle-type HMD (head mounted display) system that the 
user wears on his or her head or an IPT (immersive projection technology) system 
that uses projectors and multiple screens [2]. 

Figure 6.1 shows K-Cave, the CAVE-type immersive projection display devel-
oped at Keio University [3]. In Figure 6.2 the configuration of this system is 
shown. This display consists of multiple screens placed to the front, left, and right 
of the user, and also on the floor. A three-dimensional image space can be gener-
ated by projecting synchronized stereo images onto each screen. A stereo image is 
generated as follows: two DLP projectors with circular-polarizing filters are used 
for each screen to project passive stereo images. The user wears stereo glasses 
with the same polarizing filters in order to experience the stereo images, based on 
the binocular parallax by seeing the right eye image and the left eye image sepa-
rately. In addition, an electromagnetic sensor that measures three-dimensional 
position and orientation information in space is attached to the glasses, which 
enables the images corresponding to the user’s view position to be generated in-
teractively by tracking the user’s head position.  

 

Figure 6.1 Immersive projection display K-Cave 
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Figure 6.2 System configuration of the K-Cave system 

In this kind of virtual reality system, since the user can feel a sense of depth 
and obtain a sense of the size of the displayed image using the effect of binocular 
parallax, he or she can evaluate the size of the displayed object based on a sensa-
tion of the actual size. Moreover, since the image seen from the user’s viewpoint 
is represented using tracking data, the displayed image can be seen from various 
directions interactively, enabling the user to evaluate its three-dimensional shape. 
Thus, it is expected that the virtual reality environment can be used as a support 
environment for kansei and emotional evaluation, in which the user can evaluate 
whether the sense of size or shape experienced from the model design satisfies his 
or her demands. Figure 6.3 shows an example where the user is looking at a three-
dimensional full-sized model in the immersive virtual environment. 

 

Figure 6.3 Visualization of a three-dimensional model in the CAVE system 



106 T. Ogi 

6.2.2 Haptic Sensation 

Virtual reality technology utilizes not only visual sensation but also other sensa-
tions. When we recognize the shape and surface quality of an object, we usually 
touch the object and hold it in our own hands to get a feeling for it. Therefore, it is 
very important to use haptic sensation in the virtual reality environment together 
with visual information. Haptic sensation can be roughly classified into force 
feedback sensation and tactile sensation. 

The force feedback device generates a reaction force from the object to the us-
er’s hand or fingertips so that the user can recognize the shape of the virtual ob-
jects. As a means of generating a reaction force, several methods have been pro-
posed, including the use of a motor, string, master arm, or exoskeleton structure 
for the arm or finger. For example, commercial devices such as PHANToM, 
where the reaction force is represented through a pen, and CyberGrasp, which uses 
a hand exoskeleton structure, have been developed [4, 5]. 

Figure 6.4 shows a user wearing the force feedback device HapticGEAR in the 
CAVE system [6]. In this device, four strings are attached to the pen held in the 
user’s hand, and the reaction force is generated by winding the strings from the 
corners of the frame on the shoulders using DC motors. This device has the advan-
tage of being a wearable force display that can be used in the CAVE-type immer-
sive projection display, though the direction of the generated reaction force is 
limited to the frustum shaped by the four strings. By using this device, the user can 
feel the reaction force from the visualized model and recognize its three-
dimensional shape. 

 

 

Figure 6.4 Wearable force feedback device HapticGEAR 

On the other hand, tactile sensation includes the sense of touch, the sense of 
temperature, and the feeling of the texture, such as the smoothness or roughness 
that we feel by tracing the surface of an object with our fingertip. The tactile dis-
play represents these kinds of sensations based on computer simulation. In order to 
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generate a tactile sensation, several methods have been proposed and used, such as 
utilizing air pressure, a pager motor, a micro pin array, wind pressure, and electri-
cal stimulation. Whereas the pager motor only represents the sense of touch, the 
micro pin array can represent the feeling of texture by controlling the stimulation 
pattern according to the movement of the user’s fingertip.  

Figure 6.5 shows a tactile data glove, named the VibroGlove [7]. In this device, 
17 pager motors are attached to the data glove, on the palm and on each side of the 
fingers. This device can represent the sense of touch by vibrating the pager motor 
at the point touching a virtual object. In addition, since it can represent the move-
ment of tactile stimulation by controlling the vibrating part, a flow field can be 
generated using tactile sensation. In this figure, the user is investigating the air flow 
around the model of an airplane using tactile and visual information, and the result 
of the evaluation can be used as feedback for the airplane design. Thus, the haptic 
sensation can be used effectively for designs based on an emotional evaluation. 

 

Figure 6.5 Tactile data glove VibroGlove 

6.2.3 Application of VR to Design 

Virtual reality technology using three-dimensional space has been applied to pro-
duct design in various research fields.  

For example, in the field of architectural design, the user can evaluate a model 
of a building or office by visualizing it as a full-scale stereo image. Though the 
architectural strength or the seismic isolation structure can be evaluated using 
computer simulation, it is impossible to evaluate the sensation derived from the 
size or height of the building by looking at design data only. These sensations 
can be evaluated by experiencing an actual-sized model visualized in the virtual 
environment. 

The virtual space can also be effectively used for evaluating furniture or 
equipment in a room. For example, when a kitchen is customized, the user can 
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evaluate the position of a faucet or the height of a shelf based on his or her body 
size through their experience in the virtual environment. 

Recently, in the car industry, a large-screen immersive projection display has 
often been used for evaluating designs and presenting them to customers. At the 
design stage, the immersive environment can be used to evaluate the position of 
the steering wheel or to design the front panel by visualizing them with full-scale 
models based on CAD data. In this case, the interaction, in which the position and 
color of the car parts can easily be changed in real time while the user is evaluat-
ing them sitting on a virtual driver’s seat, is very valuable. Moreover, since it is 
also possible to present the car to the customer with a high-quality presence by 
visualizing a full-scale model of it, the virtual car can be exhibited with the vari-
ous options available, creating a virtual showroom. 

6.3 Design Using an Augmented Reality Environment 

6.3.1 Integration of Virtual Image with Real World 

Augmented reality is a technology that integrates the virtual image with the real 
world, though the virtual reality generates the complete virtual world without the 
real scene. For typical augmented reality display systems, HMD and IPT are used. 
HMD systems for augmented reality are classified into optical see-through sys-
tems and video see-through systems. In an optical see-through system, the user 
can see the augmented reality world where the computer graphics image of the 
virtual world is integrated with the real world scene using a half mirror. On the 
other hand, in a video see-through system, the real scene is captured by a video 
camera attached to the HMD and the user sees the augmented reality image gener-
ated by superimposing a computer graphics image onto the captured video image. 

The IPT system for augmented reality generally uses the optical see-through 
method by placing a large half mirror in the room, and the user can see an inte-
grated scene of the real world and a reflected computer graphics image projected 
onto the floor or ceiling screen. This method is often called spatial augmented 
reality technology since it uses the actual space around the user as the augmented 
reality world [8]. 

6.3.2 AR View 

Figure 6.6 and Figure 6.7 show the appearance and system configuration of the 
spatial augmented reality display named AR View [9]. In this system, a large se-
mi-transparent 2.0 m by 2.6 m mirror film is placed on the floor at an angle of 
45 degrees, and an active stereo image with a wide field of view is projected onto 
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the floor screen using two DLP projectors fixed to the ceiling. The user can ex-
perience the augmented reality world where the real object behind the half mirror 
film and the computer graphics image are integrated, by wearing LC shutter 
glasses with an electromagnetic position sensor.  

 

Figure 6.6 Spatial augmented reality display AR View 

real object

LC shutter glasses

stereo projector

semi-transparent 
half mirror

virtual 
object

floor screen

lighting projector

Fastrak

PC PC

gigabit ethernet

PC

infrared camera

 

Figure 6.7 System configuration of AR View 

It is generally difficult for an augmented reality display using a semi-trans-
parent mirror to represent the correct occlusion when virtual objects overlap real 
objects. When virtual objects are located behind real objects, the occlusion effect 
can be represented by rendering a black shadow on the virtual objects. On the 
other hand, when real objects are located behind virtual objects, parts of the real 
objects should be occluded. In this system, the correct occlusion effect is realized 
by using a lighting projector technique, as shown in Figure 6.8 [10].  

This technique is used to illuminate the real object using projectors instead of 
standard light bulbs. In this system, low brightness LED projectors of 15 lumens 
are used. Since the real object is illuminated by a projector using white light, an 
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occlusion shadow can be created on the real object where it overlaps the virtual 
object without illuminating it. In order to implement this method, it is necessary to 
create models of the shape of the virtual and real objects in the computer and cal-
culate the shadow according to the movement of the user’s head. Therefore, in 
cases where the shape or location of the real object is changed, an infrared multi-
camera system is used to measure the shape of the real object and to realize the 
correct occlusion effect using the lighting projector.  

By using this technique, an integrated scene of the designed model and real ob-
jects can be correctly represented. 

real object is behind virtual object occlusion shadow using lighting projector

virtual object is behind real object black shadow

 

Figure 6.8 Correct occlusion effect using the lighting projector technique 

6.3.3 Application of AR to Design 

When augmented reality technology is applied to design support or design evalua-
tion, a three-dimensional design model can be displayed together with a real world 
scene. In this case, there are various forms of integrating real objects and virtual 
objects, such as visualizing a three-dimensional object in real space or visualizing 
the design space around real objects. 

For example, when a user is planning to buy furniture or an electrical appliance, 
he or she can evaluate whether these objects are suitable for their room, by looking 
at the visualized images of these products overlapping with their real room using 
the augmented reality devices. And when the user is thinking of buying a new 
house or a building under construction, it becomes possible to judge the ease of 
use of the room based on kansei and an emotional evaluation by visualizing the 
virtual house or building as a background to his or her real furniture or appliances. 
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6.4 Emotional Communication 

In order to realize human-centric design, it is important to transmit emotional 
information between humans. When large-scale products or systems are developed, 
it is impossible for them to be completed by one person, and many people have to 
collaborate to carry out the work. Moreover, communication between the designer 
and the customer is also necessary to design easy to use products. In these cases, it 
is important to realize emotional communication, whereby the remote user can 
share not only design data but also kansei and emotional information such as what 
he is looking at or what he is thinking about. 

In order to realize high-presence communication remotely, we are constructing 
a tele-immersion environment by connecting together several CAVE-like immer-
sive projection displays and developing video avatar communication technology. 
The details and current status of the video avatar communication technology in the 
tele-immersion environment are discussed in the following sections. 

6.4.1 Tele-immersion Environment 

In this research, several virtual reality displays were connected as shown in Fig-
ure 6.9 through the JGN2plus (Japan Gigabit Network 2 plus), which has a band-
width of 20 Gbps, as the backbone for constructing the tele-immersion environ-
ment [11]. CAVE-type immersive projection displays at Keio University, The 
University of Tokyo, University of Tsukuba, and Kyoto University were used. In 
addition, super high-definition tiled displays at Keio University, Iwate Prefectural 
University, Kyoto University, and Osaka University were used [12]. 

C.C. Wall
University of Tsukuba

Tiled display
Iwate Prefectural University

CABIN
The University of Tokyo

CAVE Tiled display
Kyoto University

K-Cave              Tiled display
Keio University

Japan Gigabit Network 2
20 Gbps

Tiled display wall
Osaka University

 

Figure 6.9 Tele-immersion environment using the JGN2plus 
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Figure 6.10 Super-high-definition tiled display 

In the networked CAVE display, visualization data can be shared in the immer-
sive virtual environment with a wide field of view. On the other hand, the tiled 
display, which is constructed by arranging several LC monitors, can be used as 
a super-high-definition display environment with a large display area. Figure 6.10 
shows the tiled display system at Keio University. Though the current tiled display 
does not support stereo images, it can be used effectively to display a large amount 
of information, including text and image data. This network environment can be 
used effectively for communication sharing of large-scale visualization data. 

6.4.2 Video Avatar Technology  

For communication in the tele-immersion environment, video avatar technology 
was developed [13]. The video avatar can be used to achieve high-presence and 
emotional communication in the networked virtual environment. In this method, 
the user’s figure is captured by a video camera and this image is transmitted to 
another site. At the receiving site, the user’s image is segmented from the back-
ground and synthesized as a video avatar in the shared virtual world. By perform-
ing this process mutually between remote sites in real time, the video avatar can be 
used as a communication method. 

Figure 6.11 shows the method of generating a video avatar. In this method, the 
user’s image is captured by an IEEE1394 camera at 15 Hz. The background sub-
traction method that calculates the difference between the user’s image and the 
background image captured beforehand is used to segment the user’s figure from 
the background. In this case, since the view position of the user is measured by the 
position sensor at each site and is transmitted to the other site together with the 
user’s image, the video avatar image can be placed at the position where the re-
mote user is. The video avatar can be synthesized in the shared virtual world in 
real time by texture mapping the video image onto the video avatar model. 
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Figure 6.11 Video avatar generation method 

Various methods are used to create the video avatar model, such as a simple 
two-dimensional billboard model, a 2.5-dimensional surface model generated 
from a stereo camera image, and a three-dimensional voxel model reconstructed 
from multi-camera images. Figure 6.12 shows the construction methods of various 
video avatar models [14]. 

In the case of a two-dimensional video avatar (Figure 6.11 (a)), although the 
video avatar is placed at the three-dimensional position, the avatar itself is repre-
sented as a two-dimensional image, so that gestures such as pointing at objects 
with the index finger cannot be accurately transmitted to the other user. When the 
2.5-dimensional video avatar is used (Figure 6.11 (b)), it can represent the three-
dimensional gesture of the user because it has depth information. However, when 
observed from the side, the user sees a defective model of the avatar because it has 

video camera

billboard model

human

stereo camera

surface model

depth value

multiple cameras

voxel
model

silhouette

(a) (b) (c)

Figure 6.12 Construction methods of the video avatar model: (a) 2D video avatar, (b) 2.5D 
video avatar, and (c) 3D video avatar 
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a shape model only for the camera direction. Therefore, when the representation of 
an accurate three-dimensional gesture is necessary for communication between 
multiple users, the only effective method is to generate the video avatar using the 
three-dimensional model. 

Figure 6.11 (c) shows the method of constructing the three-dimensional video 
avatar using shapes from the silhouette method. This method can reconstruct 
three-dimensional voxel shapes from the intersection of back-projected cones of 
silhouette images that have been captured by multiple cameras. Though the repre-
sentation of a voxel shape has large errors when few video cameras are used, the 
accuracy of the approximate shape model would be much higher if the number of 
cameras were to be increased. By selecting the video image captured from the 
direction closest to the other user’s view position and mapping it onto the voxel 
model as video texture, a three-dimensional video avatar can be generated. 
Though the three-dimensional video avatar is superior to the two-dimensional or 
2.5-dimensional video avatar in its ability for expression, it is inferior to them in 
image quality, since it depends on the accuracy of the voxel data, the calculation 
time for reconstructing the three-dimensional model, and the amount of transmis-
sion data. Therefore, several problems must be solved to represent a high-quality 
image of a three-dimensional video avatar in real time. 

6.4.3 Video Avatar Communication  

Emotional communication in the shared virtual world is expected to be used effec-
tively for the product design in various fields. For example, although a lot of peo-
ple such as designers, experimental engineers, and computer scientists are engaged 
in the design phase, these people are not usually in the same location. Therefore, it 
is desirable that remote users can have discussions with each other while sharing 
visualized design data between remote places. In this case, the high-presence 
communication techniques that transmit emotional information are expected to be 
very effective. 

In addition, communication is important not only between designers but also 
between designers and customers. The customer usually cannot evaluate whether 
the designed product satisfies his or her requirements before seeing the completed 
product. Moreover, the customer’s requirements often change after he or she has 
seen the completed model. Therefore, this type of communication is expected to 
be an effective way for the designer and customer to discuss designs in the design 
phase while looking at visualized full-scale three-dimensional models in the sha-
red space. 

Figure 6.13 shows a remote user having a discussion with another user’s video 
avatar while sharing the three-dimensional model in the networked CAVE envi-
ronment. In this method, since each user can walk through freely in the shared 
virtual space, the positional relationship between them can be represented cor-
rectly, and they can discuss standing side by side looking at the visualized model 
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from the same direction or stand face to face to look at the model from opposite 
directions. Thus, remote users are able to perform the kansei and emotional 
evaluation in the high-presence communication environment [15]. 

 

Figure 6.13 Video avatar communication sharing the designed model 

6.5 Education of Emotional Design 

In order to spread the concept of human-centric design based on emotional evalua-
tion, it is necessary that the designers themselves acquire it as a practical design 
method, and not just as a demonstration or experiment. Therefore, design educa-
tion that includes not only the functional specification but also human-centric 
emotional evaluation is necessary. 

For such a purpose, the authors are experimentally assembling a design educa-
tion program, which includes emotional evaluation in virtual space, for a class in 
the graduate school. In this class, about 20 students are taking a seminar which 
includes emotional design in virtual space as well as geometrical and functional 
design using CAD and CAE Tools. For example, when a chair is designed, they 
are given the design parameters of favorite shape and appropriate size for the 
user’s body, as well as functional specifications such as the weight of the chair, 
the strength needed to support the user’s weight, and the stability for tilting.  

The students first make a rough design of their favorite shape using the CAD 
system CATIA and confirm the three-dimensional shape in the stereo vision dis-
play. In this phase, they can recognize the difference between the impressions felt 
from the two-dimensional image and the three-dimensional stereo image, and they 
often change their design concept. After designing the rough shape, they calculate 
the weight of the chair, the strength for the user, and the stability for tilting by 
using the structural analysis function of CATIA. They then decide the dimensions 
and select the materials. Moreover, at this stage they also evaluate the height and 
area of the seat by visualizing a full-scale model in the K-Cave immersive projec-
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tion display environment. Figure 6.14 shows a student evaluating the shape and 
height of the seat by visualizing a stereo image in the K-Cave system. By conduct-
ing the functional and emotional evaluation repeatedly, the product that satisfies 
both functional and emotional specifications is designed. At the end of the class, 
each student has a presentation in the stereo display environment to explain the 
concept and the features of his or her design. 

This class is considered to be useful to allow the students to gain an under-
standing of the importance of human-centric design based on an emotional evalua-
tion, such as the user’s impression of the size and shape of the product, as well as 
the functional design of its geometrical shape, strength, and structure. Some stu-
dents actually repeatedly changed the sizes in the detailed model according to how 
they felt, or made big changes to the conceptual design after conducting an emo-
tional evaluation in the CAVE environment. 

In the design process, although the emotional evaluation is conducted in the lat-
ter half, since the current exercise is given according to the progress of the lecture, 
it should be conducted from the first stage of the rough design. Moreover, since 
the current CAD system for geometrical design and the VR system for emotional 
evaluation are separate systems, the data from the CAD system must be transmit-
ted to the VR system to visualize it. In future, it will be necessary to develop and 
use an emotional design system that integrates the CAD environment and the 
visualization environment without the transmission of data. 
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Chapter 7  
Emotional Robot Competence and Its Use 
in Robot Behavior Control 

Natascha Esau and Lisa Kleinjohann1 

Abstract Emotional competence plays a crucial role in human communication 
and hence has also gained increasing attention for the design of interaction proc-
esses between humans and robots. Like humans, emotionally intelligent robots 
should be capable of coping with the emotions of their human counterpart as well 
as with their own artificial emotions, which requires some key competencies. 
Robots need the abilities to recognize and to understand human emotions in a cer-
tain situation, they have to be able to react adequately in order to regulate their 
own emotions as well as the emotions of their human counterpart, and they have to 
express their own emotions in an adequate way. In this paper we elaborate the 
concepts of emotional competence and show how artificial emotions and drives 
can be integrated into a robotic system to realize emotionally competent and pro-
active behavior. For this purpose we propose a fuzzy emotion model which is used 
as basis for human emotion recognition and for representing the static aspects of 
a robot’s emotions. Subsequently, a dynamic model for artificial robotic emotions 
and drives that allows for adequate control of robotic behavior is described. Fur-
thermore, the application of our concepts in the emotionally competent robot head 
MEXI is presented. 

7.1 Introduction 

Industrial robots are widely used today, for instance in manufacturing, assembly 
and packing, transport, or in the mass production of consumer and industrial 
goods. They usually perform dedicated tasks in dedicated environments and have 
a limited degree of autonomy. Their history reaches back to the middle of the 
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twentieth century. Since then there have been considerable advancements in their 
sensory abilities and motor skills, allowing the utilization of robots in “natural” 
environments not specifically tailored to robotic needs, such as cleaning, house-
keeping, lawn mowing, inspection, surveillance, and guide or “edutainment” ro-
bots. At the end of the 1990s with the advent of affordable personal robots and 
“edutainment” robots, which frequently interact with their owner, a new research 
field called social robotics emerged.  

The focus of social robotics is no longer merely the accomplishment of a spe-
cific task, as it has been for industrial and many service robots. But the interaction 
between robots and humans has come to the fore. Since human interactions usu-
ally involve not only the rational level but also the emotional level, emotional 
aspects have also gained increasing attention in robotic research. According to 
R. Picard, who coined the term affective computing [1], human–computer interac-
tion can be considerably improved when technical systems are aware of their 
user’s feelings and can react adequately. 

However, the aspects emotion recognition and adequate reaction are only part 
of what is called emotional competence [2, 3]. If we imagine more sophisticated 
machines like service robots that are required, for instance, to distribute meals in 
hospitals or support elderly persons, these machines should also be able handle 
and show their own (artificial) emotions, since this would create some kind of 
relatedness and increase the acceptance of their human users. This directly leads to 
two further aspects of emotional competence: emotion representation and emotion 
regulation, i. e., adequate handling of own emotions in different situations. While 
emotion recognition and emotion representation are the focus of many researchers 
nowadays, realizations of emotion regulation and adequate emotional reaction 
mechanisms to control the robot behavior have rarely been reported. However, in 
order to show emotional competence in man–machine cooperation all four aspects 
have to be considered. 

In this paper we first describe the psychological concepts of emotional compe-
tence more deeply and show how they can be integrated into a robotic architecture 
(Section 7.2). After summarizing related work in Section 7.3, we concentrate on 
modeling and recognizing human emotions (Sections 7.4 and 7.5). Subsequently, 
in Section 7.6 we describe how the dynamics of artificial emotions together with 

 

Figure 7.1 MEXI – Machine with Emotionally eXtended Intelligence 
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robotic drives, which support a robot’s pro-active behavior, are modeled to repre-
sent the robot’s own emotionality. Furthermore, we present the robot head MEXI 
(see Figure 7.1) and show how its behavior-based architecture integrates the as-
pects of emotion recognition, representation, and regulation as well as the selec-
tion of appropriate behaviors (Section 7.7). Section 7.8 gives an example of how 
MEXI adequately reacts to emotions recognized from the face of its human coun-
terpart. Finally, Section 7.9 gives an outlook on future work.  

7.2 Aspects of Emotional Competence 
in Human–Robot Interaction 

Since the beginning of the 1990s the notion emotional competence or emotional 
intelligence has gained major psychological interest. The term emotional intelli-
gence was introduced by Salovey and Mayer in 1990, as a kind of social skill that 
incorporates the abilities of recognizing and supervising own and others’ emo-
tions, and how this information is used to control ones thoughts and actions [2]. In 
1995, Daniel Goleman published his popular book Emotional Intelligence [4], 
emphasizing the importance of emotional and social factors in human interaction.  

Emotional competence is the ability to cope with the emotions of oneself and 
others and to evaluate and regulate them in a specific context in order to avoid 
conflicts or stress. As already mentioned it covers the following four aspects: 

• the ability to perceive the emotions of oneself and others; 
• the ability to understand the emotions of oneself and others; 
• the ability to regulate the emotions of oneself and others in various ways; 
• the ability to express one’s own emotions in an adequate way. 

The concept of emotional competence can also be applied to the communica-
tion or interaction between humans and robotic systems, leading to man–machine 
interfaces that are able to cope with or even avoid conflicts. Accordingly a robot 
has to provide the following functionalities in order to show emotional compe-
tence: 

• Emotion recognition – the robot has to be able to recognize the emotional state 
of its human counterpart based on the information received by its sensory in-
puts. 

• Emotion regulation – the robot has to select a situation-adequate artificial emo-
tional state for itself based on information about its human counterpart and its 
own state. 

• Behavior selection – the robot has to select appropriate actions to avoid stress 
and conflicts. 

• Emotion representation – the robot has to be able to show its own (artificial) 
emotions through appropriate multi-modal communication channels, e. g., fa-
cial expression, prosody of natural language or gestures. 
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A robot can only be called emotionally competent if all four functionalities are 
available.  

The definition of emotional competence implies the presence of an emotional 
state in robots as well as in humans. This emotional state can be influenced by 
external and internal factors. External factors are stimuli generated by the envi-
ronment, while internal factors correspond to influences generated by the robot (or 
human) itself. 

According to psychological investigations, drives are the most important inter-
nal factors influencing the emotional state of humans. The satisfaction of a drive 
is, for instance, often accompanied by a positive emotion reflecting the associated 
comfortable feeling. On the other hand, if a drive is not satisfied over a longer 
period of time, negative emotions can often arise.  

Hence, emotions are the result of a complex information processing. This proc-
ess involves not only the perception and cognitive evaluation of external stimuli, 
but also the evaluation of drives and their dynamics as internal stimuli influencing 
the emotional state.  

Due to the prominent role of drives in human emotional processes, we also in-
cluded a drive system into a robotic system. Thus, instead of the world model 
usually used to plan a robot’s behavior, the drive system (together with the emo-
tions) is used to determine a robot’s pro-active, emotional behavior. 

Figure 7.2 shows the principal architecture for realizing emotional competence 
in the feedback loop of human–robot communication. 
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Figure 7.2 Emotional competence in human–robot communication  

In the first step the robot perceives its environment using different sensors. It 
has to extract the relevant information about its human counterpart, i. e., facial 
expressions, natural language utterances, or gestures, from these perceptions in 
order to recognize the respective emotion. This information about the human 
counterpart and the environment is then evaluated. Depending on the results of 
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this evaluation the robot’s drive state will be updated. Furthermore, the evaluation 
results together with the actual drive state will influence the robot’s emotional 
state, which is further determined by intrinsic emotion regulation mechanisms. 

The actual drive state together with the actual emotional state will determine 
the robot’s behavior, including the expression of respective emotions by according 
facial expressions or natural language utterances. By executing this behavior using 
corresponding actor elements the robot is able to interact with its environment. 
Thus a feedback loop between robot and environment is realized, where on the 
one hand the environment acts upon the robot and on the other hand the robot 
influences the environment by its actions. 

This view of robotic emotions and drives as an expression of dynamic proc-
esses involving several subsystems leads to real emotional competence in human–
machine interaction. Thereby a more natural interaction between humans and 
robot can be reached, avoiding potential strain or conflicts.  

The next section describes related work with special focus on how existing ro-
bots deal with the four aspects of emotional competence described above.  

7.3 Related Work 

Numerous architectures have been proposed covering one aspect or another of emo-
tional competence. Several expressive face robots and android robots have been 
implemented, especially in Japan and the USA, where the focus has been on me-
chanical engineering and design, visual perception, and control. Examples are the 
android Repliee Q2 developed by Osaka University and Kokoro Corporation [5] or 
the humanlike robot Albert Hubo from Hanson Robotics Inc [6], which are con-
structed to resemble females or males and are even equipped with synthetic skin, 
teeth, and hair. They can only represent emotions and thereby try to imitate humans.  

Emotion recognition from facial expressions and natural speech has been stud-
ied by many researchers, but often separately from the other elements of emotional 
competence. An overview can be found in [7], for instance. The humanoid robot 
WE4-RII [8] also determines how stimuli from the environment are evaluated in 
its current emotional state and how the robot reacts on them. Their model of emo-
tion dynamics is inspired by the motion of a mass–spring system. Arkin et al. [9] 
discuss how ethological and componential emotion models influence the behavior 
of Sony’s entertainment robots. The homeostasis regulation rule described in [10] 
is employed for action selection in Sony’s AIBO and the humanoid robot SDR as 
well as in our approach. Canamero and Fredslund [11] created the humanoid robot 
Feelix based on an affective activation model that regulates emotions through 
stimulation levels. Part of it relying on Tomkins’ idea that overstimulation causes 
negative emotions [12] is also adopted in our approach realized in the robot head 
MEXI. Velasquez proposes a framework consisting of five subsystems for han-
dling perceptions, emotions, drives, behaviors, and actors [13]. They are repre-
sented as interconnected nonlinear computational units. Via nonlinear functions of 
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so-called releasers and weights the activation of each basic system, e. g., an emo-
tion or behavior, is calculated. For emotions, an automatic decay and an influence 
on other emotions are also integrated, as in MEXI. However, the automatic excita-
tion of drives as proposed to realize pro-active behavior in MEXI is not described.  

Most similar to our work is the robotic head Kismet built at MIT [14]. The or-
ganization and operation of Kismet’s motivation system is strongly inspired by 
various theories of emotions and drives in humans and animals. Kismet’s target is 
to imitate the development and mechanisms of social interaction in humans. How-
ever, Kismet does not recognize emotions but only tries to extract a speaker’s 
intention from natural language. Furthermore, Kismet does not reason about the 
emotional state of others [15], which is a crucial element of emotional competence 
in order to react adequately. Recently, MIT announced a development of Nexi that 
will not only be able to express different emotions but will also be able to detect 
the emotions of humans and act accordingly [16]. 

In contrast, our approach realized in the robot head MEXI supports all four 
elements of emotional competence. MEXI recognizes human emotions from 
speech and facial expressions and incorporates mechanisms to react adequately to 
the emotions recognized in its human counterpart. MEXI may, for instance calm 
down angry persons or encourage sad persons. For handling its own emotions, 
MEXI does not try to imitate humans, like Kismet and many other android robots. 
Rather, MEXI follows a constructive approach in order to realize the control of 
purely reactive behavior by its drives and artificial emotions, and shows this inter-
nal state using corresponding facial expressions and speech utterances.  

7.4 Modeling of Emotions 

Psychologists have tried to explain the nature of human emotions for decades or 
even centuries. Nevertheless no unique established emotion model exists. However, 
human emotions are now usually seen as dynamic processes that involve several 
modalities, such as gestures, physiological arousal, and subjective feeling [17]. 

Psychological literature describes two major types of emotion models, i. e., 
models relying on basic emotions and dimensional emotion models that distin-
guish, for instance, the dimensions valence, potency, arousal, or intensity. In addi-
tion, mixtures of these models can be found.  

Our work is built on emotion theories with basic emotions, since they are used 
by most technical systems for emotion recognition. Although such emotion mod-
els have existed for several decades, even now there is no general agreement 
among psychologists how many basic emotions exist and what they are.  

Plutchik, for instance, describes eight basic emotions (acceptance, anger, an-
ticipation, disgust, joy, fear, sadness, surprise) that are used as building blocks for 
so-called secondary or even ternary emotions [18]. Other psychologists often rely 
on different smaller subsets of basic emotions (cf. [19]).  
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Due to this variety we decided to develop an emotion model that is adaptable to 
the set of basic emotions (cf. [20]). Following Plutchik’s theory, blends of emo-
tions and emotion intensities can also be modeled. 

The emotion model proposed in this paper is based on fuzzy hypercubes [21]. 
Emotion intensities are mapped to values within the interval [0, 1]. In the remain-
der of this section we first define a fuzzy set corresponding to an emotional state 
and then show how it is represented in a fuzzy emotion hypercube. 

Fuzzy set for emotional state. Let BE be a finite base set of n basic emotions 
1 2, , , ne e e… , and : [0,1], 1,2, }

jFE BE jμ → = … , an infinite set of fuzzy mem-
bership functions. Then each : {( , ( ) | }, 1,2,

jj i FE i iFE e e e BE jμ= ∈ = …  defines 
a fuzzy set corresponding to one emotional state jE .  

Fuzzy emotion hypercube. If BE, ,
jFEμ  and jFE  are defined as described 

above, we shall use the membership vector  

 1 2( ( ), ( ), , ( )) : ( ( ))
j j j jFE FE FE n FE ie e e eμ μ μ μ=…  

to denote a point in an n-dimensional hypercube.  
Each axis of the hypercube corresponds to one basic emotion ei. Thus a mem-

bership vector ( ( ))
jFE ieμ corresponds to one emotional state jE and can be inter-

preted psychologically as vector of emotion intensities 
1 2

( ) : ( , , , )
j ne e e eI I I I= … . 

The number n of distinguished emotions depends on the psychological theory 
or, in the case of technical systems, on the intended application. If, for instance, 
the three basic emotions happiness h, anger a, and surprise s shall be distin-
guished, a three-dimensional unit cube is needed for modeling emotional states. 

The corners in the unit cube describe dual memberships (0 or 1) for all emo-
tions; vertices describe dual memberships for two emotions and the third one 
varies from 0 to 1. For example, the point 1 (1.0,0.2,0.3)E = corresponding to the 
fuzzy set 1 {( ,1.0), ( ,0.2), ( ,0.3)}FE h a s= represents a happy emotional state. The 
point 2 (0.2,1.0,0.9)E =  corresponding to 2 {( ,0.2), ( ,1.0), ( ,0.9)}FE h a s=  certain-
ly represents an emotional state for a derived emotion from anger and surprise. 
The point (0,0,0)  represents the entirely neutral state where no emotion is present. 

Figure 7.3 shows how the unit cube could be further divided in order to repre-
sent basic emotions and their mixtures. In the subcubes denoted by a single emo-
tion, the membership function of this emotion takes values in the interval [0.5, 
1.0], whereas the membership values for the other emotions have intensities below 
0.5. Therefore, it is reasonable to associate the subcube with this basic emotion. In 
the subcubes denoted with a sum of emotions (e. g., Surprise + Happiness) mem-
berships of these emotions are in the interval [0.5, 1.0], whereas the membership 
of the third emotion is below 0.5. Hence a derived emotion from these two basic 
emotions (e. g., surprise and happiness) is assumed. The subcube where the mem-
bership values of all basic emotions are between 0.5 and 1.0 is denoted by the sum 
Surprise + Anger + Happiness.  

If a general n-dimensional emotion hypercube is regarded certainly not all 
combinations of up to n emotions make sense. However, whether a combination is 
reasonable or not is certainly a psychological question.  
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Figure 7.3 Subdivision of the unit cube representing basic and derived emotions  

For the robot head MEXI we use this fuzzy emotion model to represent the 
output of the emotion recognition modules described in the next section. Further-
more, it is also useful for representing the state of MEXI’s own emotions happi-
ness, sadness, anger, and fear. 

7.5 Emotion Recognition 

The ability of perceiving and recognizing human emotions is a key feature to be 
realized by a robot to show emotional competence in its interactions with humans. 
Humans show their emotions by various means in their body language, speech, or 
facial expressions and usually also interpret these means all together in order to 
analyze the emotional state of others. However, facial expression and the prosody 
of natural speech are those representations of emotions that are most commonly 
analyzed by existing approaches in order to recognize the current emotional state 
of a human. An overview of current emotion recognition approaches can be found 
in [7].  

In our approach we also rely on facial expressions and prosody for emotion re-
cognition. For this purpose we realized the systems VISBER (Video Based Emo-
tion Recognition) [22] and PROSBER (PROSody Based Emotion Recognition) 
[23] and integrated them into the robot head MEXI. 

This section will give an overview of VISBER and PROSBER and the recogni-
tion results obtained by them. Furthermore, the principal architecture for a fuzzy 
emotion classification relying on the fuzzy emotion model described in Sec-
tion 7.4, also pursued by VISBER and PROSBER, will be outlined.  

7.5.1 Overview of VISBER 

VISBER processes video sequences taken by a Philips webcam in the JPEG for-
mat with a frame rate of 30 frames per second. 
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Images have a size of 320 × 240 pixels and contain one face in frontal pose. We 
assume a homogeneous illumination for the video sequence but the background of 
the face may change. For classification of facial expressions we use a fuzzy rule-
based approach that works on single images. It analyzes the deformation of a face 
using a size invariant, feature-based representation by a set of typical angles. The 
choice of angles for classification provides a size invariant classification and saves 
the effort for normalization. Automatic adaptation to the characteristics of individ-
ual human faces is achieved by an optional, short training phase that can be done 
before the emotion recognition starts. VISBER distinguishes the basic emotions 
happiness, sadness, anger, and fear.  

In contrast to most existing approaches, blended emotions with varying intensi-
ties of these basic emotions as proposed by many psychologists can also be recog-
nized and represented by the fuzzy emotion model described above (see also [20]).  

Recognition results are shown in Table 7.1. They were obtained using at least 
three video sequences with a minimum of 100 frames for each emotion. The aver-
age recognition rate is 85%, which is comparable to existing systems where re-
cognition rates from about 80 to 95% are reported. 

Table 7.1 VISBER: confusion-matrix  

Emotion Happiness Sadness Anger Fear Neutral state Sadness and fear 
Happiness 75% 3% 1% 1% 20% – 
Sadness 0.5% 87% – – 12.5% – 
Anger 1% 1% 86% – 12% – 
Fear – 2% – 86% 11% 1% 
Neutral state 4% 5% –  91% – 

7.5.2 Overview of PROSBER 

PROSBER takes single sentences as input and, like VISBER, uses the basic emo-
tions happiness, sadness, anger, and fear for classification. Speaker-dependent as 
well as speaker-independent emotion recognition is supported. Since the set of 
features relevant for a specific emotion differs considerably between different 
emotions, PROSBER autonomously selects up to six relevant speech features for 
each basic emotion from a set of 20 analyzed features. Among these analyzed 
parameters are, for instance, fundamental frequency, energy, speech/pause rate, 
speech speed, jitter, or shimmer of the input signal. The actual feature vector com-
prises statistical information about the dynamic course of some of these parame-
ters. By the restriction to up to six features, on the one hand, over-fitting is avoi-
ded and, on the other hand, analysis effort is decreased to support real-time 
emotion recognition. 

Table 7.2 shows the results obtained for speaker-independent recognition with 
six features. The best average recognition rates were achieved with a feature selec-
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tion choosing six features. For speaker-dependent recognition the algorithm rec-
ognizes 84% of the test samples correctly with 5% ambiguity.  

That is, for 5% of the test samples two or more fuzzy models reach the same 
maximum value. For speaker-independent recognition 60% of the test samples 
were recognized correctly without any ambiguous choices. 

Table 7.2 PROSBER: confusion-matrix   

Emotion Happiness Sadness Anger Fear Neutral state  
Happiness 23% 6% 38% 19% 4% 
Sadness 0% 84% 4% 4% 8% 
Anger 8% 0% 84% 4% 4% 
Fear 8% 28% 12% 42% 12% 
Neutral state 4% 24% 8% 4% 64% 

7.5.3 Fuzzy Emotion Classification 

Relying on the fuzzy emotion model presented in Section 7.4, a fuzzy rule-
based approach for emotion classification is a quite natural choice. The princi-
ple structure of such a rule-based system is shown in Figure 7.4. For each basic 
emotion , 1, ,ie i n= … , to be recognized and hence distinguished in the fuzzy 
emotion model an independent fuzzy rule system is used. In our case four rule 
bases for the emotions anger, fear, happiness, and sadness are used by VISBER 
and PROSBER, respectively. 

…Feature
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Figure 7.4 Principle structure of fuzzy emotion classification  

Each rule takes fuzzified features , 1, , 6,jf j K K= ≤… as input and produces 
a fuzzy emotion value 

ieI as output.  
As already mentioned, VISBER uses six typical angles characterizing human 

facial expressions and PROSBER autonomously determines up to six features 
from a set of 20 selected speech features.  

The rule system for VISBER [20] was designed based on psychological find-
ings and empirical studies while the rule system for PROSBER was automatically 
generated from a set of training samples using a fuzzy grid method (cf. [23]). 
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We represent each feature jf and emotion intensity 
ieI by three to five triangu-

lar or trapezoidal membership functions from the set very low, low, medium, high, 
and very high. However, the actual start and end coordinates as well as the maxi-
mum coordinates are generated automatically during a training phase for VISBER 
and PROSBER. This representation is simple enough to support real-time emotion 
recognition, yet allows to distinguish degrees to which a feature or emotion is 
present in the current input sentence. Furthermore, it is in line with the approaches 
used by psychologists, who often use two up to ten levels for characterizing psy-
chological phenomena such as emotion intensities.  

For the defuzzification of emotion values we use the center of gravity (COG) 
method. By projecting the COG onto the x-axis we calculate the corresponding 
emotion intensity. Hence a four-dimensional vector  

 ( , , , ) ( ( ), ( ), ( ), ( ))h s a f E E E EI I I I h s a fμ μ μ μ=  

containing the intensities of the four basic emotions happiness h, sadness s, anger 
a, and fear f is generated. This vector represents the membership values for each 
emotion and hence determines a point in a four-dimensional emotion hypercube 
(see Section 7.4). 

The representation of an emotional state in a fuzzy emotion hypercube focuses 
on the static aspects of an emotion. However, emotional competence also includes 
the aspect emotion regulation. For this aspect, the dynamic behavior of emotions 
and drives also has to be considered as described in the next section.  

7.6 Dynamics of Emotions and Drives 

Emotions and drives, also called activating components in psychology, belong to 
the major factors determining human actions, besides rational elements. The moti-
vation of human actions results from the interaction between these activating 
components and cognitive processes, which are responsible for deciding on the 
targets and plans of human actions.  

Drives can be interpreted as subjective processes indicating a deficiency or 
a demand that causes the desire to satisfy this demand or to overcome the defi-
ciency. Such a demand usually motivates and evokes human action for its satisfac-
tion. An example is hunger or thirst, which causes the human action of walking to 
the breadbox or refrigerator. In psychology, drives are often viewed as homeo-
static processes that motivate actions in order to reach and keep a certain balance. 

Figure 7.5 shows how different behaviors, namely coping behaviors, are acti-
vated in a cyclical process of drive emergence and satisfaction (lower part). Fur-
thermore, it shows the influence a drive and its state may have on emotions (upper 
part) and corresponding so called expressive behaviors. While expressive behavior 
is spontaneous and cannot be controlled consciously (e. g., gestures, facial expres-
sions, etc.), coping behavior is rationally motivated and tries to reach a certain 
goal (e. g., drive satisfaction, work, etc.) [24]. 
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Figure 7.5 Drives and emotions as activating factors of action  

If a drive is existent a corresponding appetent behavior is activated, e. g., 
a search for food in the case of hunger. In order to satisfy the drive a consuming 
behavior (e. g., eating) is performed when a perception or stimulus from the envi-
ronment (e. g., food) indicates this. This is followed by a relieving behavior (e. g., 
sleeping) and a phase where the drive increases again. This cyclical increase and 
decrease of a drive also influences the emotional system. If a drive is existent over 
a longer time, this will certainly cause negative emotions, while the satisfaction of 
a drive is accompanied by a positive feeling and corresponding expressive behav-
ior. When the drive is balanced or in its homeostatic area again, it is accompanied 
by a neutral emotional state. 

Our robot head MEXI is endowed with a communication drive, a playing drive, 
and an exploration drive to realize pro-active behavior. Other drives may be useful, 
depending on the application domain. If MEXI’s communication drive is very high, 
it looks for persons in its environment (appetent behavior). When it sees a person, 
the communication drive is satisfied by communicating with him or her and by 
following his or her face with its view (consuming behavior). This is accompanied 
by the emotion happiness, shown in MEXI’s facial expression by activating a smil-
ing behavior. Afterwards when the communication drive is satisfied, MEXI averts 
its gaze from the person and simply looks around (relieving behavior).  

Accordingly, MEXI’s basic behaviors can also be classified into expressive be-
haviors, resulting in different facial expressions or prosody of MEXI’s utterances, 
and coping behaviors such as talking, playing, following a face, etc. While the 
expressive behaviors mainly depend on MEXI’s emotional state, the coping be-
haviors are activated in response to its drive state. 
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Since a robot does not really feel emotions or drives, they have to be synthe-
sized by a piece of software. In the following sections we show how we realized 
such artificial drives and emotions including their dynamics in the robot head 
MEXI, whose main purpose is to interact with people by communicating. These 
mechanisms are encapsulated in a specific software component, which we call 
Emotion Engine in the remainder of this chapter. 

The principal modeling approach, however, is not restricted to MEXI but can 
be adapted to other application domains as well by introducing corresponding 
drives and emotions.  

7.6.1 Drives 

In order to realize a simple control mechanism for MEXI we mainly consider 
cyclical homeostatic drives as described above. Homeostatic drives motivate be-
havior in order to reach a certain level of homeostasis. Violation of the homeosta-
sis is most likely to cause an according behavior the more the discrepancy between 
homeostasis and the actual value increases.  

Each drive id  is represented by a strength value ranging from –1 to 1. The 
value 1 represents a very large drive striving for its satisfaction and –1 expresses 
that a drive was overly satisfied. Drives have an upper and lower threshold uth  
and th1. Within the interval l u] , [th th  a drive is in homeostasis. Only when 
a drive’s value is outside this interval, it strives to dominate the robot’s behavior 
(the shaded areas in Figure 7.6) by configuring respective behaviors (see Sec-
tion 7.7.2). This also avoids MEXI’s behavior oscillating in an attempt to satisfy 
competing drives. In order to realize pro-active behavior MEXI’s drives follow an 
internal regulation mechanism by automatically increasing and decreasing in a cy-
clical manner, even if no external stimulation is present.  

The course of a drive ( )id t  over time t  is determined by the following equa-
tion, where ( )id tΔ  denotes the change between time points 1t −  and t: 

 ( ) ( 1) ( ),i i id t d t d t= − + Δ  with ( ) ( )
i i ii d d dd t c k tδΔ = ⋅ ⋅ . 

idc are positive values from the interval ]0, 0.5[  that determine the gradient of 
a drive due to intrinsic regulation. They were determined experimentally. This 
intrinsic regulation happens even, if MEXI receives no perceptions or executes no 
behavior that could influence the respective drive di. 

The acceleration factors ( )
idk t  may accelerate or slow down the intrinsic re-

gulation if their absolute value is 1>  (acceleration) or 1<  (slow down). They 
determine the influence of external stimuli or of MEXI’s own behavior regarding 
a specific drive. How these factors are determined is described more closely 
below. 
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For a drive ( )id t  the factor ( )
idk t  can be calculated as follows:  
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where 11
id

k
c

< ≤  and 1 1( ) 1, , ,1
2 2idp t ∈ − −  denotes the classification of the stim-

uli at the time t . The value 1−  indicates stimuli that cause a steeper decrease, 
1
2

− or 1
2

 denote stimuli that cause a decelerated decrease or increase, and 1 indi-

cates stimuli that accelerate a drive’s increase.   
For drives an additional factor ( ) { 1,1}

id tδ ∈ −  determines the direction of their 
course. It is dependent on the previous values ( 1)id tΔ −  and ( 1)id t − . When, for 
example, a drive becomes 1  at the time 1 ( ( 1) 1)it d t− − = it starts decreasing due 
to MEXI’s internal regulation mechanisms and ( )

id tδ  becomes 1− , meaning that 
the drive is going to be satisfied. When a drive becomes 1−  at 1 ( ( 1) 1)it d t− − = −  
it automatically starts increasing and ( )

id tδ  becomes 1. This factor enables the 
cyclical behavior of drives.  

Figure 7.6 Example course of a communication drive  

The principle development of a drive over time is shown in Figure 7.6. The so-
lid curve shows the course of a drive id . In order to realize pro-active behavior 
MEXI’s drives increase and decrease in a cyclical manner. As a default excitation 
MEXI’s drives would follow a sine wave (dashed curve) and incorporate only 
internal regulation mechanisms. This is realized by assigning ( )

id tδ the values 1 
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and –1 alternately. Stimuli, i. e., perceptions and own behavior, influencing the 
drive are depicted as dotted line in Figure 7.6. Stimuli may accelerate a drive’s 
increase (in the intervals 2 8,I I  is the stimuli ( ) 1

idp t = ). The stimuli that satisfy 

the drive cause a steeper decrease (the interval 4I , ( ) 1
idp t = − ). In these intervals 

( 2 4 8{ , , }t I I I∈ ) the acceleration factor is greater than 1 ( ( ) 1
idk t > ) and acceler-

ates a drive’s increase ( 2 8,I I ) or its decrease ( 4I ). Other stimuli may cause a 
slower increase or decrease of the drive. In this case the factor ( )

idk t  has a value 

between 0 and 1 ( 0 ( ) 1
idk t< < ). The slower increase is shown in interval 6I  

( 1( )
2idp t = − ), where a negative stimulus indicates its over-satisfaction. In some 

timing intervals MEXI’s perceptions or their absence do not influence the depicted 
drive (indicated by a zero line of the stimuli, e. g., intervals 1 3 7, , ,I I I … ). In these 
cases the factor ( )

idk t  is equal to 1 and the course of a drive runs in parallel with 

the excitation function.  
Imagine, for example, that MEXI sees a human face in a state where its com-

munication drive comd  is decreasing ( com 1δ = − ). Since the current perception 
signals a potential communication partner for MEXI, its communication drive 
should be satisfied faster. This is reached by setting the acceleration factor com ( )k t  
to a value k > 1. If no stimuli, that may influence the communication drive, are 
recognized com ( )k t remains at 1 and does not accelerate the normal internal regula-
tion of the communication drive. If, for instance, the person disappears (the face 
becomes smaller) the communication drive might decrease slower, and hence the 
value of com ( )k t should be in the interval ]0, 1[ .  

7.6.2 Emotions 

For MEXI we distinguish a small set of basic emotions that can be represented 
easily by MEXI’s facial expression and audio output, i. e., anger, happiness, sad-
ness, and fear. Happiness is a positive emotion, which MEXI strives for, while the 
others are negative ones that MEXI tries to avoid.  

Each emotion ie is represented by a strength value between 0 and 1. For each 
emotion a threshold th defines when the robot’s behavior will be configured to 
show this emotion, e. g. by corresponding facial expressions (the shaded areas in 
Figure 7.7). This is done by increasing the gain values of the respective desired 
behavior(s) (see Section 7.7.2 and Figure 7.8).  

Figure 7.7 shows as a solid curve the development over time of the positive 
emotion happiness. The dotted curve shows the duration and evaluation of 
MEXI’s current perceptions. For positively evaluated perceptions the curve is 
above the time axis, for negative ones it is below the time axis. 
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In contrast to drives, for each emotion only one threshold th  defines when the 
robot’s behavior will be configured to show this emotion, e. g., by corresponding 
facial expressions (shaded area) (see Section 7.7.2). Furthermore, emotions only 
have an automatic decay but do not automatically increase like drives. 
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Figure 7.7 Example course of the emotion happiness  

The course of an emotion ( )ie t  over time t  is determined by the following eq-
uation, where ( )ie tΔ  denotes the change between time points 1t −  and t: 

 ( ) ( 1) ( ),i i ie t e t e t= − + Δ  with ( ) ( )
i ii e ee t c k tΔ = ⋅ , 

where 
iec  are positive values in the interval ]0, 0.5[  that determine the gradient of 

an emotion due to intrinsic regulation. They were determined experimentally. This 
intrinsic regulation happens even, if MEXI receives no perceptions or executes no 
behavior that could influence the respective emotion ie . 

The acceleration factors ( )
iek t  may accelerate or slow down the intrinsic regu-

lation if their absolute value is 1> (acceleration) or 1<  (slow down). They deter-
mine the influence of external stimuli or of MEXI’s own behavior regarding a 
specific emotion.  

The acceleration factor ( )
iek t  for an emotion ie  depends on the previous value 

of the emotion ( 1)ie t − , the evaluation of the current perception and also on the 
current drive state. If a drive jd  concerning an emotion ie  increases, MEXI reacts 
in a neutral way, i. e., ( ) 0

iek t =  and hence also ( ) 0ie t = . If that drive starts de-
creasing ( ( )j tδ  changes its value from 1 to –1 and hence jdΔ  becomes 0< ) then 
the emotion ie  increases very rapidly and ( ) 1

iek t ≥ . The decrease of an emotion 
could also be accelerated by setting ( )

iek t  to a value 1k ≤ − .  
The increase of a positive emotion may be caused by positive perceptions of its 

environment (intervals 1 3,I I ) and by the drives (their fulfillment). Hence, for 
1 3{ , }t I I∈  the acceleration factor ( )

iek t  is larger than 1 ( ( ) 1
iek t > ). The decrease 

happens automatically with a certain adaptable amount per time unit, if the posi-
tive stimulus has disappeared (intervals 2 4,I I ). In this case the acceleration factor 

( )
iek t  is equal to –1. By a negative stimulus the decrease of ( )ie t  is accelerated by 

setting ( ) 1
iek t < −  (interval 5I ). How these factors are determined is described by 

an example below. 
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Imagine for instance the communication drive comd  and its impact on the emo-
tion happiness happye . Assume that it is initially not satisfied ( com ud th>  and 

com 0dΔ < ). Then happiness may be increased by a positive perception perhaps a 
human face. This should result in an accelerated increase of happye , which is rea-
ched by setting the respective acceleration factor happy ( ) 1k t > . If the face suddenly 
disappears, happiness decreases ( happy ( ) 1k t = − ). If according stimuli are recog-
nized, happiness could decrease even faster resulting in happy ( ) 1k t < − . For 

com ( ) 0d tΔ > the factor happy ( )k t can be calculated as follows 

 happy
happy

happy

1, if ( 1) ]0,1],
( )

0, if ( 1) 0,
e t

k t
e t

− − ∈⎧⎪= ⎨ − =⎪⎩
 

and for com ( ) 0d tΔ <  
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where 
happy

11
e

k
c

< ≤  und 
happy

1 1( ) 1, , ,1
2 2ep t ∈ − −  denotes the classification of the 

stimuli at the time t . The value 1− indicates stimuli that cause a steeper decrease, 
1
2

−  or 1
2

, denotes stimuli that cause a decelerated decrease or increase and 1 

indicates stimuli that accelerate an emotion’s increase.   
Since MEXI’s emotions are modeled by strength values between 0 and 1, a cer-

tain emotional state can also be represented graphically in the fuzzy emotion mo-
del proposed in Section 7.4 as a point in a four-dimensional fuzzy hypercube. 

7.7 Control of Robot Behavior by Emotions and Drives 

In this section we show how artificial drives and emotions as proposed above are 
used to control the behavior of a robot in order to show emotional competence. 
We realized the concepts in our robot head MEXI as a feedback loop between 
Emotion Engine, Behavior System, and the environment as depicted in Figure 7.8.  

MEXI perceives inputs from the environment via two cameras and a micro-
phone and processes them in the Perception component. MEXI’s output to the 
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environment is generated by the Action component, which controls MEXI’s move-
ments realized via 15 model craft servo motors and speech utterances via a built-in 
loudspeaker. The Behavior System combines appropriate basic behaviors and pro-
duces the corresponding nominal values for controlling MEXI’s actors represented 
by the Action component. Without control by the Emotion Engine, the Behavior 
System would select behaviors in a purely reactive fashion depending on its current 
perceptions, which also includes, e. g., the emotions of its human counterpart. An 
overview of the realization concepts of the Behavior System is given below. In 
order to show emotional competence, MEXI has to select behavior that on the one 
hand is adequate with respect to the emotions of its human counterpart and on the 
other hand also maintains and regulates MEXI’s own emotional state in such a way 
that MEXI’s drives are kept in the homeostatic area, and negative emotions are 
avoided while positive ones are reinforced. For this purpose the Behavior System is 
configured by the Emotion Engine in a feedback loop as described below. A more 
detailed description of this architecture can be found in [25].  

7.7.1 Behavior System 

For realizing MEXI’s Behavior System the paradigm of Behavior Based Pro-
gramming developed by Arkin [9] is applied.  

So-called basic behaviors b  like Smile, LookAround, FollowFace, AvertGaze, 
or Sulk, which may be either cooperative or competitive, are mixed by an Accumu-
lator to compute the nominal vector R  for the actor system from the fixed-sized 
vectors bC . A bC generated by the basic behavior b contains 15 triplets 

, , ,( , , )s b s b s bc v m  (one for each servo motor s  realizing MEXI’s movements) con-
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Figure 7.8 Control of the behavior system by the emotion engine  
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sisting of the nominal value ,s bc , a vote ,s bv  for each of the nominal values, and 
a mode flag ,s bm (cooperative versus competitive) (see Figure 7.8). 

Using the vote values a behavior can signal whether the output is of high im-
portance , 1s bv =  or should have no influence at all , 0s bv = . Via this mechanism 
the influence of MEXI’s external perceptions, e. g., a human face or its toys, on its 
behavior is realized. Apart from that also its internal emotional state may influence 
the actual behavior by setting appropriate gain values as described below. The 
accumulator combines external votes and internal gains of a behavior b by calcu-
lating a weight , , ,s b s b s bw g v= ⋅  as their product. This weight is used in order to 
rank the behaviors. If the behavior b  with highest weight is competitive, a win-
ner-takes-all strategy is used and the resulting nominal value for servo s  is 

,s s br c= . Else a weighted median of all cooperative values is calculated. The vec-
tor I shows which behavior is really executed and to what extent it influenced the 
actually set nominal values for the servo motors. These calculations are described 
in more detail in [25]. 

7.7.2 Control of the Behavior System by the Emotion Engine 

The Emotion Engine maintains MEXI’s artificial drives and emotions via the dy-
namic processes described in the previous section. Depending on the current state 
of emotions and drives the behavior of the Behavior System has to be configured 
in such a way that appropriate emotion regulation is achieved. This is done via the 
Configuration component.   

Via this component the Emotion Engine determines for each basic behavior 
, 1, 2,..., ,ib i B=  a so-called gain value , 1, 2,..., ,ig i B= that indicates how adequate 

the behavior is for MEXI’s current emotional state and hence how important it is 
that the Behavior System selects this behavior for execution at a certain point in 
time t  (cf. Figure 7.8). For the calculation of gains we distinguish between ex-
pressive and coping behaviors [24]. As already stated, an expressive behavior is 
usually spontaneous and unconscious and does not try to do anything (like smiling 
to express happiness), while coping behavior tries to reach some goal as for in-
stance working actions or satisfaction of drives.  

MEXI’s expressive behaviors comprise behaviors involved in the generation of 
its facial expressions or emotional prosody of speech utterances like Smile or Sulk. 
They are used to represent MEXI’s emotional state and mainly depend on the 
current values of emotions. If a perception causes a certain emotion in MEXI the 
emotion strength is increased. If a certain threshold is reached the gains for ac-
cording behaviors, e. g., those that generate the corresponding facial expression 
are set to 1 and an according speech output and prosody are produced.  

Coping behaviors are those that are used to satisfy MEXI’s drives, such as 
communication with humans (FollowFace) or playing with its toy (FollowToy). 
Via these behaviors MEXI tries to keep its drives at a homeostatic level. There-
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fore, they mainly depend on the current strength values of MEXI’s drives. If a 
drive increases the gain for the consuming behaviors, that will satisfy that drive, is 
increased by a certain (variable) amount per time. If a drive decreases the gains for 
the consuming behaviors are decreased respectively. Conflicts between drives may 
be solved, for instance, by a fixed priority.  

This dependency between expressive behaviors and emotions on the one hand 
and coping behaviors and drives on the other hand is also reflected in the calcula-
tion of gain values for behaviors of these two categories shown below. 

The following formula shows an example for the calculation of the gain values 
Smg  for the expressive behavior Smile. The formula is also applied for the exam-

ple session described in Section 7.8. 

 
happy

Sm Sm Sm happy happy

1, if 1,
, if 0 ,

0, otherwise,

th e
g g c e e th

≤ ≤⎧
⎪= + Δ < <⎨
⎪
⎩

 

where Sm 0c >  is a constant and is determined experimentally. The gain Smg de-
pends on the emotion happiness happy ,e  its actual change happy ,eΔ  and on the 
threshold th . It has to be noted that happy 0eΔ ≤  since the excitation function for 
happiness realizes an automatic decrease as soon as the maximum emotion 
strength of 1 is reached. 

The formulas for calculating the gain FFg  of the coping behavior FollowFace 
are shown below: 

 

com u com

com u

FF FF FF com com com

com u com

FF FF com com com

1, if 0 and 0,
or 1 ,
, if 1 0 and 0,
or 0 and 0,
, if 1 0 and 0,

d th d
d th

g g c d d d
d th d

g c d d d

< < Δ <⎧
⎪ ≥ ≥⎪⎪= + Δ − ≤ ≤ Δ <⎨
⎪ < < Δ >⎪

− Δ − ≤ ≤ Δ ≥⎪⎩

 

where FF 0c > is a constant and is determined experimentally. 
The gain FFg depends on the communication drive comd , the direction of its 

change comdΔ ( com 0dΔ <  indicates decrease and com 0dΔ > an increase of comd ) 
and from the upper and lower thresholds of the drive uth and lth .  

MEXI’s behavior configuration using gain values calculated by the formulas 
above is illustrated in the next section. 

7.8 Example of MEXI’s Emotional Competence 

For an example of how MEXI reacts adequately to human emotions, look at the 
diagrams in Figure 7.9 that show how MEXI behaves when at time 0t  a person 
appears and MEXI sees a human face. At 1t  MEXI recognizes that the person has 
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a sad facial expression and tries to distract her from that feeling by playing (MEXI 
plays by getting shown its toy and tracking it). At 3t MEXI detects the toy and 
plays with it until it becomes boring and MEXI looks at the human face again at 4t . 

The upper two diagrams show the votes 
h ,s bv  and 

m ,s bv  for two groups of servo 
motors involved in the execution of different sets of behaviors. Motors for head 
and eye movements h {1,...,7}s ∈ are for instance needed for the behaviors Fol-
lowFace, FollowToy, or LookAround, which are competitive, but not for Smile or 
Sulk, which are cooperative behaviors. On the other hand, motors for movements 
of the mouth corners, m {8,...,11}s ∈ , are needed for Smile or Sulk and not for the 
other behaviors. For behaviors not involving a group of servos the corresponding 
votes are constantly set to 0. The votes of the other behaviors depend on MEXI’s 
current perceptions and somehow reflect its current action tendency due to these 
perceptions not taking into account its internal state.  
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Figure 7.9 Example session  

The votes 
h ,s bv  for the behavior b FollowFace= and for b FollowToy= are set 

to 1 when MEXI sees a human face ( 0t and afterwards) or its toy respectively 
( 3t and afterwards). The behavior LookAround, which lets MEXI look for interest-
ing things (e. g., human faces), corresponds to MEXI’s exploratory drive. It de-
scribes a kind of default behavior for the head movement motors. Therefore, the 
votes 

h ,s bv  for b LookAround=  are constantly set to 0.5 and the gain is set to 1.0.  
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The behavior Smile only involves the motors for mouth movements. Since MEXI 
by default should be friendly, the corresponding votes 

m ,s bv for b Smile= are set to 
a high value of 0.8 when MEXI perceives a human face (starting at 0t ). When 
MEXI classifies the human’s face as sad at 1t , it adapts its own facial expression to 
a neutral expression and no longer intends to smile. Hence, the votes 

m ,s bv  for Smile 
are set to 0 and remain there until MEXI sees its toy at 3t and wants to smile again 
due to this perception (

m , 0.8s bv =  at 3t ). 
The gain values reflect MEXI’s action tendency due to its current internal state. 

The weight combines gains and votes, i. e., internal and external action tendencies, 
and the influence shows which behavior is really executed (and to what extent in 
the case of cooperative behaviors). The influence of LookAround is 1 until 0t  and 
MEXI is looking around since nothing else is seen. When MEXI’s communication 
drive comd  increases the gain for FollowFace ( FFg ) also rises until comd  reaches 
its upper threshold ( u 1th = ) and also FFg is set to 1 at 0t . Since MEXI sees a face 
at 0t , the weight of FollowFace also becomes 1 and FollowFace is executed (its 
influence is 1) because its weight is now higher than that of Look-Around. At 1t  
MEXI detects the sad face of its human counterpart and stops smiling (vote of 
Smile is set to  0, hence the weight and influence become 0 too). Since MEXI now 
wants to distract the human from her sadness by playing with its toy, its own play 
drive increases to 1, causing the gain for FollowToy to increase as well. Since 
MEXI now wants to play, the communication drive starts decreasing faster until it 
becomes 0 at 2t . Now the weight of LookAround is lager than that of FollowFace 
and MEXI looks around (influence of LookAround = 1 from 2t  to 3t ) until at 

3t the weight of FollowToy is larger than that of LookAround, since MEXI detects 
its toy at 3t and the corresponding vote 

h ,s FollowToyv  becomes 1. Then the play drive 
and due to this the gain of FollowToy start decreasing until the drive is –1 
( l 1th = − ) at 4t . Since at 4t  the communication drive has reached its upper thre-
shold ( u 1th = ), the gain of FollowFace is set to 1 and its weight is the highest 
again resulting in execution of FollowFace after 4t  (influence 1= ). 

The emotion happiness is set to 1 each time the influence of FollowFace or Fol-
lowToy starts rising ( 0 3,t t ), i. e., the communication drive or the playing drive 
starts being satisfied ( comδ  is set to –1). As result of the emotion happiness rising 
(threshold = 1) the gain value of the behavior Smile also is set to 1 and MEXI starts 
smiling, because the vote is also 1 ( 0t  and t3). Happiness automatically decreases 
caused by the respective excitation function (e. g., from 3t  until 4t ). This decrease 
becomes faster by setting happy 1k < − , when MEXI receives corresponding percep-
tions such as a sad human face ( 1t ). MEXI smiles until the weight of Smile be-
comes 0 because of MEXI’s perception (

m , 0s Smilev =  at 1t  and 4t ). Another reason 
to stop smiling may be that the gain of Smile has decreased to 0 because of a corre-
sponding decrease of happiness due to its excitation function happye . 

This example illustrates how artificial emotions and drives can be used to dy-
namically control the selection of adequate emotional robot behavior. 
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7.9 Conclusions 

In this chapter we presented concepts for integrating emotional competence into 
a robotic system and showed how the behavior-based architecture of the robot 
head MEXI supports these concepts. The chapter concentrates on two important 
aspects of emotional competence: how internal regulation mechanisms for emo-
tions and drives can be realized and how adequate behaviors for external emotion 
regulation as well as for reaction on human emotions can be incorporated. MEXI 
also integrates the components VISBER and PROSBER for emotion recognition 
from facial expression and natural speech as outlined above. Hence all four as-
pects of emotional competence are realized. Based on these building blocks MEXI 
can communicate with humans in real time. We presented MEXI’s software archi-
tecture and showed how it is used to realize its actions without any explicit world 
model and goal representation. Instead, MEXI’s artificial emotions and drives 
maintained by the Emotion Engine are used to evaluate its perceptions and control 
its future actions in a feedback loop. The underlying Behavior System and the 
Emotion Engine are based on the behavior-based programming paradigm extend-
ing Arkin’s motor schemes to a multidimensional model of reactive control. This 
architecture supports a constructive approach for synthesizing and representing 
MEXI’s artificial emotions and drives rather than emulating human ways of feel-
ing. Our experiences with MEXI at different public exhibitions and fairs show that 
MEXI, although realizing only a restricted set of emotions and drives, attracts 
human spectators and maintains their communication interest. For future work it 
would be interesting to psychologically evaluate how different humans react to 
MEXI. Also an extension of MEXI’s communication behavior to other tasks by 
integrating appropriate actor facilities and basic behaviors into the Behavior Sys-
tem and the Emotion Engine could be envisaged. 

References 

1. Picard R.W.: Affective Computing. MIT Press, Cambridge, MA (2001) 
2. Salovey P., Mayer J.D.: Emotional intelligence. Imagination, Cognition, and Personality 

9:185–211 (1990) 
3. Seidel W.: Emotionale Kompetenz. Gehirnforschung und Lebenskunst. Elsevier-Spektrum 

Akademischer, Munich (2004) 
4. Goleman D.: Emotional Intelligence: Why it Can Matter More than IQ. Bantam Books, New 

York (1996) 
5. Ishiguro H., Nishio S.: Building artificial humans to understand humans. J. Artificial Organs 

10(3):133–142 (2007) 
6. Hanson D.: Exploring the aesthetic range for humanoid robots. In: Proceedings of the Cogni-

tive Science (CogSci 2006) Workshop on Android Science, Vancouver, Canada, pp. 16–20 
(2006)   

7. Zeng Z., Pantic M., Roisman G.I., Huang T.S.: A survey of affect recognition methods: 
audio, visual, and spontaneous expressions. IEEE Trans. Pattern Anal. Mach. Intell. 
31(1):39–58 (2009) 



142 N. Esau and L. Kleinjohann 

8. Miwa H., Itoh K., Matsumoto M. et al.: Effective emotional expressions with emotion ex-
pression humanoid robot WE-4RII. In: Intelligent Robots and Systems, 2004 (IROS 2004). 
Proceedings of the 2004 IEEE/RSJ International Conference, pp. 2203–2208 (2004) 

9. Arkin R., Fujita M., Takagi T., Hasekawa T.: An ethological and emotional basis for human–
robot interaction. Robotics Autonomous Sys. 42(3–4):191–201 (2003) 

10. Arkin R.: Homeostatic control for a mobile robot, dynamic replanning in hazardous envi-
ronments. In: Proceedings of the SPIE Conference on Mobile Robots, Cambridge, MA, pp. 
240–249 (1988) 

11. Canamero L., Fredslund J.: I show you how I like you – can you read it in my face? IEEE 
Trans. Sys. Man Cybernet. Part A: Sys. Humans 31(5):454–459 (2001) 

12. Tomkins S.S.: Affect theory. In: Scherer K.R., Ekman P. (eds.) Approaches to Emotion, pp. 
163–195.  Lawrence Erlbaum, Hillsdale, NJ (1984) 

13. Velasquez JD.: Modelling emotion-based decision-making. In: Proceedings of the 1998 
AAAI Fall Symposium Emotional and Intelligent: The Tangled Knot of Cognition, Orlando, 
FL, pp. 164–169 (1998) 

14. Breazeal C.: Affective interaction between humans and robots. In: Kelemen J., Sosk P. 
(eds.), Proceedings of the ECAL 01, pp. 582–591. Springer, Prague (2001) 

15. Breazeal C.: Emotion and sociable humanoid robots. Int. J. Human Comp. Stud. 59(1–
2):119–155 (2003) 

16. MIT builds Nexi the emo robot. http://www.robotworldnews.com/100531.html (2008). 
Accessed April 4, 2008 

17. Lazarus RS.: Emotion and Adaptation. Oxford University Press, New York (1991) 
18. Plutchik R.: The Emotions. University Press of America (1991) 
19. Ortony A., Turner W.: What’s basic about basic emotions? Psychological Rev. 97(3):315–

331(1990) 
20. Esau N., Wetzel E., Kleinjohann L., Kleinjohann B.: A fuzzy emotion model and its applica-

tion in facial expression recognition. In: Proceedings of the ASME 2007 International De-
sign Engineering Technical Conferences & Computers and Information in Engineering Con-
ference (IDETC/CIE 2007) (2007) 

21. Kosko B.: Neural Networks and Fuzzy Systems: A Dynamical Systems Approach to Ma-
chine Intelligence. Prentice Hall, Englewood Cliffs, NJ (1992) 

22. Esau N., Wetzel E., Kleinjohann L., Kleinjohann B.: Real-time facial expression recognition 
using a fuzzy emotion model. In: Fuzzy Systems Conference, 2007 (FUZZ-IEEE 2007, pp. 
1–6). IEEE International (2007) 

23. Austermann A., Esau N., Kleinjohann B., Kleinjohann L.: Prosody based emotion recogni-
tion for MEXI, In: Intelligent Robots and Systems, 2005 (IROS 2005). Proceedings, 2005 
IEEE/RSJ International Conference, pp. 1138–1144 (2005) 

24. Maslow A.: A theory of human motivation. Psychological Rev. 50: 370–396 (1943) 
25. Esau N., Kleinjohann L., Kleinjohann B.: Emotional communication with the robot head 

MEXI. In: Proceedings of the International Conference on Control, Automation, Robotics 
and Computer Vision (ICARCV 2006) (2006)  



143 

Chapter 8  
Shape Design and Modeling with 1/f 
Fluctuation Characteristics 

Katsuhiro Maekawa1 

Abstract This chapter first describes the extraction and analysis of 1/f fluctuation 
characteristics involved in the shape of ceramics. The surface topography of vari-
ous teacups is measured using X-ray CT or laser metrology, and the wave patterns 
are then analyzed using the FFT method to clarify power spectrum–spatial fre-
quency characteristics. Next, a couple of methods for shape design that utilize the 
power spectrum characteristics are explained. Finally, the modelling of aestheti-
cally pleasing objects is demonstrated using the rapid prototyping method. 

8.1 Introduction 

In general, the value of a commercial product is defined as performance divided 
by cost, but consisting of many other factors, including functional capability, us-
ability, maker brand, and eco-friendliness. Design to please the eye is another 
factor that adds value to a product. As new products having a high value reflect 
this trend, we tend to select a product by relying on our aesthetic feeling. The 
aesthetics of a product are influenced by such elements as shape, texture, color, 
pattern, and visual harmony with its environment. These qualities are related to 
individual sensitivity or kansei [1], and to the individual’s cultural background, so 
it is difficult to characterize them quantitatively [2]. 

Fluctuation is a spatial and time change that is difficult to predict. Figure 8.1 
shows typical patterns of the power spectrum as a function of frequency in a dou-
ble logarithmic plot. The spectrum is defined as the root-mean-square wave ampli-
tude contained in every frequency. White noise is not dependent on frequency, 
whereas the spectrums of 1/f and 1/f 2 fluctuations change with frequency; and the 
inclinations of these characteristic lines are –1 and –2, respectively. It is worth 
1 K. Maekawa 
Faculty of Engineering, Ibaraki University,  
4-12-1 Nakanarusawa, Hitachi, Ibaraki 316-8511, Japan 
e-mail: mae@mx.ibaraki.ac.jp 
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pointing out that these three fluctuations tend to give human beings different im-
pressions: disorder with white noise, aesthetic and affective satisfaction with the 
1/f fluctuation, and blandness and monotony with the 1/f 2 fluctuation [3]. 
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Figure 8.1 Logarithmic diagram of power spectrum with typical fluctuations 

We can see 1/f fluctuation characteristics in various natural phenomena, such as 
breezes, streams, candle flames, and the luminous patterns of fireflies [4]. The 1/f 
fluctuation is also introduced into many industrial products, such as the control of 
air-conditioning equipment, and the control of the oscillations of massage tools [1]. 
However, no application to shape design has been reported. 

The design and modeling of aesthetic forms is a matter of concern in this chap-
ter. First, shape fluctuation is investigated using noncontact metrology and ana-
lyzed by Fourier transformation in order to highlight eye-pleasing characteristics. 
Next, a computer-based design of an affectively satisfying shape with kansei fea-
tures is described. Incorporated into the computer-aided design, rapid prototyping 
technology is utilized to generate complicated plastic models with satisfactory 
dimensional accuracy. Finally, the possibility of using artificial patterns with 1/f 
characteristics is discussed to envisage the kansei design. 

8.2 Shape Extraction from a Japanese Teacup 

8.2.1 Experimental Method 

Objects to be measured are Japanese teacups as shown in Figure 8.2: both hand-
made and mass-produced ones. In order to extract features contained in their outer 
surfaces, we tried two kinds of methodology: X-ray CT measurement and laser-
CCD displacement sensing. 
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Figure 8.2 Japanese teacups used for measurement: (a) teacup A, (b) teacup B, and (b) mass-
produced teacup 
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Figure 8.3 Schematic of X-rayCT measurement 

Figure 8.3 illustrates the X-ray CT equipment used for contour measurement. 
The computer-assisted tomography scanner can create sectional images; X-rays 
that penetrate an object to be inspected are detected, then the signals are filtered 
and processed, and finally the image is displayed on a computer screen. Figure 8.4 
shows the image of a cross-section at a distance of 26.6 mm from the bottom. As 
many as 235 such images are generated at vertical intervals of 350 μm. One pixel 
of the picture corresponds to 350 μm and has 8-bit or 256 gradations. 

 

Figure 8.4 X-ray CT image of teacup (φ120 mm) cross-section 
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It is necessary to construct contour data of the outer surface from each bit-
mapped X-ray CT. As shown in Figure 8.5 (a), the center of the round image is 
regarded as the origin from which 1024 scan lines are spaced radially and equally. 
When scanning toward the origin, an intersection between the outer surface image 
and the line gives the coordinates of the outer surface. The intersection is deter-
mined by the luminance of each pixel. For example, as shown in Figure 8.5 (b), 
the luminance Lx at point X along the scan line can be calculated by 

 1 2 1 1 2 3 4 3 1 2{ ( ) }(1 ) { ( ) } ,x A A A A A AL L L L t t L L L t t= + − − + + −  (8.1) 

  (a)   (b)  
Figure 8.5 Logarithmic diagram of power spectrum with typical fluctuations: (a) scan lines, 
and (b) calculation of luminance 

where LA1, LA2, LA3, LA4 denote the luminance at the four corners, and t1 and t2 are 
parameters ranging from 0 to 1. Concerning the judgment of the outer contour, it 
is necessary to set a luminance threshold.  

The contour data thus obtained from each cross-section are filtered to reduce 
noise, finally being composed to define polygonal surfaces with triangular pat-
ches. The data covers an area of 27.3–71.75 mm from the bottom of the teacup. 
The fast Fourier transformation (FFT) is applied to the frequency analysis, in 
which each power spectrum is added at every contour data and the average is 
finally taken. Note that the spatial frequency is defined as the number of wave 
periods per unit distance. In this case the unit distance is taken as the circumfer-
ence of a teacup. 

The other three-dimensional shape measurement system is shown in Figure 8.6, 
consisting of a z-axis stage, a turntable, a laser-CCD displacement sensor, a stage 
controller, and a personal computer for system control. A teacup is placed on the 
stage for rotation to sample the surface topography at a rate of 2048 points per 
rotation. The measurement is repeated by 143 layers with a vertical interval of 
210 μm, so that the whole cross-section data for contour shape is obtained. Taking 
the shape of the teacup and the measurement range of the sensor, a range of 
45 mm to 75 mm from the bottom was measured. Table 8.1 summarizes the laser-
CCD displacement sensing conditions. 

Scan line Cross-section 

X 

Y 

1 

1 

A３ A４ 

A２ A１ t1 
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Z-axis stage

TurntableStage controller

Power unit CCD sensor

 

Figure 8.6 Laser-CCD displacement sensing apparatus 

Table 8.1 Laser-CCD displacement sensing conditions 

Photoflood lamp Semiconductor laser with 670 nm wavelength 
Photo acceptance CCD 
Measurement distance 30 mm 
Measurement range Standard distance±5 mm 
Power input 100 V AC 
Output 0.95 mW maximum 
Laser beam spot φ30 μm at standard distance 
z-axis resolution 1 μm 
Sampling cycle 512 μs 

When the contour of a teacup is assumed to be a perfect circle, the system 
measures not only fine concavities and convexities on the surface but also devia-
tions from the circular form. These data are regarded as waves involved on the 
perfect circle. In the power spectrum analysis, the FFT method enables us to de-
compose complicated waves into frequency components. A power spectrum of 
these components yields the topographical features of a teacup on the spatial fre-
quency axis.  

However, it is difficult to align the center of the turntable with that of the tea-
cup since the object to be measured is somehow out of round. The influence of 
this eccentricity may appear in the measured data. Figure 8.7 (a) shows an off-
centered circle with the radius r' and the deviation a. When θ is defined as the 
angle between the scan line and the x-axis, the distance between the intersection 
and the origin can be expressed as a function of θ: 

 ( ) ( ) ( )2 2 2 2( ) cos cos ,r a a a rθ θ ϕ θ ϕ ′= + + + − −  (8.2) 

where φ  is the angle between the line OO' and the x-axis. 
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  (a)     (b)  
Figure 8.7 Laser-CCD displacement sensing apparatus: (a) eccentric circle, and (b) power 
spectrum characteristics 

For the 1024 scan lines, ( )r θ  was calculated by Equation 8.2 when r' is equal 
to 60 mm and a is assumed to be 0.5, 1.0, 5.0, or 10.0 mm. Figure 8.7 (b) shows 
the result of the FFT analysis. The power spectrum increases with increasing de-
viation at a low frequency of less than 3. Since the higher frequency region is 
a matter of concern, as will be shown later, the influence of eccentricity can be 
neglected. 

8.2.2 Results and Discussion 

In terms of the X-ray CT measurement of Teacup A shown in Figure 8.2 (a), Fig-
ure 8.8 shows the calculated contours with three different luminance thresholds: 
96, 135, and 157. It is found that the contour line appears closer to the center when 
the threshold is decreased: a diameter difference of about 1% is involved. 

Figure 8.8 Calculated contours with varying luminance thresholds 
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Figure 8.9 Reconstructed surface topography and power spectrum characteristics: (a) CG 
image, and (b) power spectrum characteristics 

Figure 8.9 shows the teacup surface created on the basis of the contour data and 
its power spectrum as a function of the spatial frequency when the luminance 
threshold is set at 135.  With the threshold varying from 96 to 157, the power 
spectrum was similar in the low-frequency region of less than 70, whereas the 
inclination of the characteristic line is slightly different in the higher region: –0.80 
for a threshold of 96, –0.97 for 135, and –0.81 for 157. In the high-frequency 
region of more than 70, the slope has a value of –1, which means that the surface 
can be characterized by the 1/f fluctuation. Note that the spatial frequency 70 is 
equivalent to a wavelength of 5.38 mm.  

The surface texture reconstructed using the contour data yields a rough topog-
raphy. This feature corresponds with the power spectrum in the low-frequency 
region of less than 70. A fine, uneven texture is duplicated at a threshold of 135, 
where the characteristic line slope has a value of –0.97. 

For the laser-CCD displacement sensing, on the other hand, Figure 8.10 (a) 
shows the FFT results of Teacup B shown in Figure 8.2 (b), while Figure 8.10 (b) 
depicts that of the mass-produced teacup shown in Figure 8.2 (c). In addition to 
the power spectrum as a function of spatial frequency, wavelength is also plotted 
on the upper abscissa; the spatial frequency is dependent on the diameter of the 
teacup. The range of some frequencies is not shown in these figures: low frequen-
cies of less than 3 and high ones with a wavelength of longer than 380 μm (the 
limit of resolution). The point where the largest change occurs in the frequency 
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Figure 8.10 Power spectrum characteristics of teacups: (a) teacup B, and (b) mass-produced 
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range of 30 to 500 is defined as the “intersection”. Table 8.2 compares the fre-
quency and inclinations at the intersection, as well as an average inclination and 
power spectrum over the whole frequency range. In the case of the handmade 
Teacup B, the change in slope appears at a spatial frequency of around 50, which 
corresponds to a wavelength of 7.54 mm as the outer diameter of the teacup is set 
at 120 mm. The average inclination of the characteristic line is close to –1 or the 
1/f fluctuation. The surface topography of the teacup contains a moderate combi-
nation of regularity and irregularity, as shown in Figure 8.2 (b). According to the 
aesthetic criterion adopted here, it can be said that the handmade object provides 
an eye-pleasing impression. 

Table 8.2 Features abstracted from power spectrum characteristics 

Object measured Average 
inclination 

Average power 
spectrum 

Intersection 
frequency 

Inclinations around 
intersection 

Teacup B –1.06 237 50 –2.75 –0.63 
Mass-produced –1.86 55 120 –3.92 –0.43 

On the other hand, the mass-produced teacup yields a higher inclination (–1.86) 
in the lower frequency range of less than 100. The magnitude of power spectrum 
is lower than that of the handmade one. This means that the surface of the ma-
chine-made teacup is relatively smooth or monotonous. Some spikes in the power 
spectrum stem from a periodical wave of asperities. Thus, some fine irregularity 
with a moderate combination of spatial frequency features the 1/f fluctuation char-
acteristics. 

As far as the sensibility of the surface topography is concerned, it seems that 
the laser-CCD displacement sensing is superior to the X-ray CT measurement. 

8.3 Shape Design with 1/f Fluctuation Characteristics 

8.3.1 Use of Measured Teacup Characteristics 

Computer-based modeling is applied to shape design with 1/f fluctuation charac-
teristics. Figure 8.11 shows the modeling process. First, a reference shape with 
a smooth surface is approximated by polygons using triangle patches, and then 
each cross-section where asperities are copied is defined and sliced at even inter-
vals from the base. Finally, a spiral flow line is defined on the circumferential 
plane, and fluctuation is added along this line, i. e., after the intersection between 
the sliced plane and the flow line is calculated, it is moved in the radial direction 
by the specified amount. This is repeated from the bottom to the top. A flow line is 
used because it mimics the making of a shape on a potter’s wheel, i. e., the base 
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clay rotating on the potter’s lathe is spirally modified by a tool or fingers, which 
involves some fluctuation.  

The base shape is 120 mm round, 75 mm high, and 5 mm thick; and the plateau 
at the bottom is 5 mm high, assuming a real teacup. The fluctuation characteristics 
extracted from the teacup are used to duplicate pattern on the circumferential 
surface. 

Figure 8.12 illustrates the wire-frame model used for the shape design: (a) the 
reference shape, and (b) the shape after modification. Note that the number of 
meshes is greatly reduced. The number of the sliced cross-sections is 140, and the 
number of the intersections in a layer is 2048. Thus, the resolutions in the axial 
and circumferential directions are 36 μm and 184 μm, respectively. 

Figure 8.13 shows the CG image of the model duplicated using the frequency 
data of Teacup B, while Figure 8.14 is an enlarged version of the surface texture 
for visual effects: (a) the model with the 1/f fluctuation magnified 3.16 times, and 
(b) its power spectrum characteristics. Although the level of the power spectrum is 
increased over the whole frequency range by the enlargement, the profile of wavi-
ness and the inclination are precisely duplicated. 

 (a) Reference shape

(b) Definition of 
cross-section

(c) Duplication of 
surface texture

 

Figure 8.11 Schematic of shape design using 1/f characteristics 

 

 

Figure 8.12 Wire-frame model of teacup: (a) reference shape, and (b) after duplication 
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30mm
 

Figure 8.13 CG image of duplicated teacup with original fluctuation data 
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Figure 8.14 CG image of duplicated teacup with a magnification of 3.16: (a) CG image, and (b) 
power spectrum characteristics 

8.3.2 Use of Mathematical Patterns 

So far, the application of the measured 1/f fluctuation to shape design has been 
described. From an engineering point of view, it is inadvisable to take samplings 
of kansei characteristics from the natural world, including Japanese teacups; it 
takes time and needs high-capacity storage. One of the solutions to the generation 
of 1/f fluctuation characteristics is to use a mathematical approach. For instance, 
the following equation derived from a chaos model by one-dimensional mapping 
[5] generates 1/f fluctuation features: 
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 (8.3) 

Figure 8.15 (a) shows the waveform given by Equation 8.3, while Figure 8.15 
(b) plots its power spectrum, postulating an initial value of 0.8. The 1/f waves ex-
pressed by Equation 8.3 give rise to sudden changes in waveform, which may lead 
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to uncomfortably rough surfaces. In order to obtain some fine irregularity with 
a moderate combination of spatial frequency, a smoothing function defined by 
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t
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 (8.4) 

can be used, where r, r1, and r2 are the radial coordinates of the polar coordinate 
system.  

   

x 0 =0.8 

Fl
uc

tu
at

io
n 

  
x 

0         100       200      300      400       500 
Time  t

0.4 

0.8 

1.0 

0.6 

0.2 

 
                (a) 

10 0   10
 
1
 10

 
2

x0 =0.8 

Frequency 

Po
w

er
 sp

ec
tru

m
 

10

10

10

10

10

10 7 

  -12 
  -11 
  -10 
  -9 
 -8 
 -

 
                (b) 

Figure 8.15 Generation of 1/f fluctuation characteristic with Equation 8.3:  (a) waveform, and 
(b) power spectrum characteristics 
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Figure 8.16 CG image of duplicated teacup with mathematical fluctuation data 
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Next, this artificial waveform is copied in a similar way as described in the 
previous section. Figure 8.16 shows the result of a CG image to be compared with 
Teacup A in Figure 8.2. Its power spectrum characteristics have been analyzed to 
have the 1/f property on the circumferential surface [6]. In the modeling, the 
roughness of maximum height was set at ±2% of the radius of the reference shape. 
Compared with the real teacup, an outstanding similarity of the surface texture can 
be recognized. 

8.3.3 Use of Artificial Patterns 

Another way of incorporating 1/f fluctuation characteristics is the two-dimensional 
mapping of artificial patterns. As shown in Figure 8.17, a reference shape without 
fluctuations is first defined: an equally spaced array of quadrangular pyramids in 
this case. The apex of each pyramid is translated by dx, dy, and dz in the x, y, and z 
directions, respectively. Note that the displacements given by Equation 8.3 are 
composed as a three-dimensional vector quantity. 

Regarding the use of artificial 1/f waves, on the other hand, a 120 × 120 mm 
square sample of wallpaper is selected. A three-dimensional stylus instrument with 
50 μm horizontal and 25 μm vertical resolutions measures the unevenness of the 
surface. The number of 1024 × 128 roughness data are collected from the rectangu-
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Fluctuation 

pattern 

Basic pattern 

Introduction 

of fluctuation 

 

Figure 8.17 Schematic of shape design using two-dimensional mapping of 1/f characteristics 
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lar sample area of 102.4 mm by 12.7 mm, where the measured points are as small 
as 100 μm in the x and y directions. Unexpected discontinuities in unevenness often 
appear as the stylus traverses the edges of the wallpaper. This may give rise to 
a high spectrum at a specific frequency. To avoid this singularity, the measured 
data are multiplied by a window function [7]. The Hann window can be used: 

 π2( ) 0.5 0.5cos ,nw n
N

⎛ ⎞= − ⎜ ⎟
⎝ ⎠

 (8.5) 

where n is the number of measured points and N is the total data per cycle.  
Figure 8.18 shows the topographical characteristics of the wallpaper: (a) the real 

CCD image, and (b) the power spectrum as a function of spatial frequency. The 
frequency or the wave number involved in the length of the wallpaper sample is 
102.4 mm in this case. In the power spectrum, an inflection point can be recognized 
at a frequency of around 25, or a wavelength of 4 mm. The inclination of the char-
acteristic line is approximately –1 at high frequencies above the inflection point. 
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Figure 8.18 Wallpaper sample and its power spectrum characteristics: (a) CCD image, and (b) 
power spectrum characteristics 

When the topographical data sampled from the wallpaper is applied to the outer 
surface of the reference shape, the problem is how to connect the edges or bounda-
ries of the patches smoothly; a discontinuity or a large gap disturbs the 1/f fluctua-
tion characteristics there. Figure 8.19 illustrates one of the solutions: selective 
duplication, where m is the length of the wallpaper referred to, and n is the length 
of the part used. A “continuous part” of the 1/f fluctuation data is selected and 
pasted onto the periphery of the reference shape. The continuous part means that 
the sides of the patch have a similar wave pattern. The same wallpaper as shown 
in Figure 8.18 can be used, i. e., 12.8 × 12.8 mm square patches are pasted on the 
outer surface of a teacup. 

Figure 8.20 (a) shows the graphical image of the teacup on which the surface 
unevenness of the wallpaper has been copied. The dimensions of the teacup are 
120 mm in diameter, 77.5 mm in height and 5 mm in average wall thickness. The 
maximum peak-to-valley roughness is set at 1 mm. Figure 8.20 (b) depicts the 
power spectrum of the virtual teacup as a function of spatial frequency. Compared 
with the real surface texture shown in Figure 8.18, fluctuated patterns have been 
produced with satisfactory accuracy. 
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Figure 8.19 Generation of continuous data from patches 
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Figure 8.20 CG image of duplicated teacup with wallpaper patterns: (a) CCD image, and (b) 
power spectrum characteristics 

8.4 Modeling by Rapid Prototyping  

Objects with 1/f fluctuation characteristics have a high degree of complexity, so 
that it is difficult to fabricate them by conventional methods such as machining. 
Layered manufacturing technology [8], which enables the fabrication of three-
dimensional objects from CAD data, has developed apace recently as a tool for the 
rapid prototyping (RP) of industrial products. The concept is that a model or 
a component is first modeled by a CAD system. Then, it is converted into an STL 
file format that can approximate the model surface by polygons. The STL model is 
sliced into cross-sections on a computer. The cross-sections are systematically 
recreated layer by layer using various materials, such as photo-curable resin, po-
lymer powder, paper sheet, and metal powder. The integration of these layers 
makes it possible to form a three-dimensional object in a short time. 

As mentioned in the previous section, the sliced model with 1/f fluctuations has 
already been completed. Accordingly, the use of the RP technology is suitable for 
this purpose. We can employ the Selective Laser Sintering (SLS) method [9], as 
shown schematically in Figure 8.21. A thin layer of heat-fusible powder is depos-
ited onto the powder bed in the process chamber. The cross-section layer of the 
object under fabrication is selectively scanned on the powder layer by a CO2 laser 
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beam. The irradiation of the beam elevates the powder temperature to the melting 
point, fusing the powder particles to form a solid mass. When the cross-section is 
completely scanned, powder is added by the roller on top of the previously scan-
ned layer. These processes are repeated until the part is completed. The SLS proc-
ess has the advantage of being able to use a wide variety of powders for sintering, 
including wax, Nylon, stainless steel, and casting sand, but the dimensional accu-
racy of the SLS part is around 100 μm. A Nylon powder with an average diameter 
of 50 μm can be used on the Sinterstation 2500 PLUS. 

Figure 8.22 shows the result of a duplicated teacup with a magnification of 3.16 
by the RP method: (a) the Nylon model, and (b) its power spectrum characteristics. 
The power spectrum is in accordance with that in Figure 8.10 (a) in the range of 
spatial frequency below 300 or wavelength above 1.51 mm. The poor reproduci-
bility in the high-frequency range is probably due to the powder size used. 

Finally, other models with 1/f fluctuation characteristics are shown in Fig-
ure 8.23: (a) a teacup with 5% fluctuations and three orbits, and (b) a teacup with 
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Figure 8.21 Schematic of rapid prototyping by SLS using Nylon powder [9] 
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(a) (b)  
 Figure 8.22 Rapid prototyping of duplicated teacup with a magnification of 3.16: (a) CCD 
image, and (b) power spectrum characteristics 
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arrays of artificial patterns. Thus, the SLS method together with the design method 
stated in the previous section can generate any complicated models with 1/f fluc-
tuation characteristics in a relatively short time. 

30mm 30mm 
(a) (b)  

Figure 8.23 Rapid prototyping of teacups with various 1/f fluctuation characteristics: (a) 5% 
fluctuation and three orbits, and (b) fluctuated array patterns 

8.5 Summary 

An attempt has been made to develop a method of introducing 1/f fluctuation cha-
racteristics into shape design and modeling of aesthetic objects.  

First, topographic features of various Japanese teacups have been measured us-
ing X-ray CT or laser metrology, and their wave patterns have been analyzed 
using the FFT method and characterized using power spectrums. The outer shape 
of the handmade teacup has an inclination close to –1 on the spatial frequency-
power spectrum diagram, which means that 1/f fluctuation characteristics are in-
volved in it. A mass-produced one, on the other hand, tends to have an inclination 
of nearly –2, which gives us a monotonous or dull impression. 

Next, the 1/f fluctuation property thus measured has been applied to shape de-
sign with computer-based modeling. Other approaches using a mathematical mo-
del and a wallpaper pattern that can generate 1/f fluctuation characteristics have 
been demonstrated. Finally, rapid prototyping technology has been utilized to 
prove the CAD model. The design and modeling method with the kansei feature 
can be used not only in the duplication of handmade ceramics but also in the crea-
tion of original aesthetic objects. 

As far as the realization of the CG model with pottery material is concerned, it is 
neither simple nor straightforward; rapid prototyping technology with ceramic 
materials has not yet been established. The plastic RP model can be used as a mold 
for evaporative pattern casting [10], or alternatively can be pressed onto a half-
dried clay object that has been formed on a potter’s wheel. This challenging issue is 
another topic of discussion. 
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Chapter 9  
Human-entrained Embodied Interaction 
and Communication Technology 

Tomio Watanabe1 

Abstract An embodied communication system for mind connection (E-COSMIC) 
has been developed by applying the entrainment mechanism of the embodied 
rhythms of nodding and body movements to physical robots and CG characters in 
verbal communication. E-COSMIC comprises an embodied virtual communica-
tion system for human interaction analysis by synthesis and a speech-driven em-
bodied interaction system for supporting essential human interaction and commu-
nication based on the analysis that uses the embodied virtual communication 
system. A human-entrained embodied interaction and communication technology 
for an advanced media society is introduced through some applications of 
E-COSMIC. A generation and control technology of human-entrained embodied 
media is also introduced. 

9.1 Introduction 

In human face-to-face conversation, a listener’s movements such as nodding and 
body motions are interactively synchronized with the speaker’s speech. Embodied 
rhythms between voice and movement are mutually synchronized not only be-
tween talkers but also in a talker. The phenomenon is observed in an infant's mo-
vements in response to the mother's speech as a primitive form of communication 
[1, 2]. This synchrony of embodied rhythms in communication, referred to as 
entrainment, generates the sharing of embodiment in human interaction, which 
plays an important role in human interaction and communication. Entrainment in 
communication is also observed in physiological indices such as respiration and 
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heart rate variability [3]. This embodied communication, which is closely related 
to behavioral and physiological entrainment, is an essential form of communica-
tion that forms the basis of interaction between talkers through mutual embodi-
ment. Hence, the introduction of this mechanism to a human interface is indispen-
sable to the realization of human-centered essential interaction and communication 
systems. 

In this chapter, by focusing on the embodied entrainment, the human-entrained 
embodied interaction and communication technology through the development of 
the embodied communication system for mind connection (E-COSMIC) is intro-
duced for supporting human interaction and communication [4]. E-COSMIC 
mainly comprises an embodied virtual face-to-face communication system and 
a speech-driven embodied interaction system, as shown in Figure 9.1. The former 
is developed for human interaction analysis by synthesis and the latter, for sup-
porting human interaction and communication based on the analysis that uses the 
former. The effectiveness of the system is demonstrated by some actual applica-
tions on robot/CG and human interactive communications. With the aim of creat-
ing embodied media that unify performers and audiences for supporting the crea-
tion of digital media arts for entertainment and education, the generation and 
control technology of human-entrained embodied media is also introduced. 

 

Figure 9.1 E-COSMIC 
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9.2 Embodied Virtual Communication System 

The concept of an embodied virtual face-to-face communication system is illus-
trated in Figure 9.2. The figure presents a VirtualActor (VA), an interactive avatar, 
that represents the talker’s interactive behavior such as gestures, nodding, blinking, 
facial color and expressions, paralanguage, respiration, etc., based on one’s verbal 
and nonverbal information as well as physiological information in a virtual face-
to-face communication environment. Figure 9.3 provides an example of a virtual 
face-to-face scene with two VAs from the diagonal backward viewpoint of one’s 
own VA. The motions of the head, arms, and body for each VA are represented 
based on the positions and angles measured by four magnetic sensors that are 
placed on the top of the talker’s head, both wrists, and the back of the body [5]. 
Two remote talkers can communicate through their VAs and become aware of the 
interaction through the embodied interaction of VAs in the same virtual communi-
cation environment from any viewpoint. The analysis by synthesis for interaction 
in communication is performed by processing the behavior of VAs, such as cutting 
or delaying the motion and voice of VAs in various spatial relations and positions 
(Figure 9.4). For example, to examine the effects of only nodding on interaction, it 
is possible for a VA to represent just nodding without body motion even if the 
talker nods with body motion. Thus, the characteristics and relations of the em-
bodied interaction between talkers are systematically clarified through the analysis 
by synthesis of interaction in communication by using the system in which talkers 
are the observers of interactions as well as the operators of interaction through 
their VAs. Further, physiological measurements such as respiration, heart rate 
variability, and facial skin temperature, as indices of emotional states in communi-
cation are utilized not only for quantitatively evaluating the interaction but also for 
transmitting the change in talkers’ emotions through the VA affect display in 
which facial color and expressions are synthesized based on the measurement. An 
embodied virtual group communication system was also developed for three hu-
man interaction supports and analyses by synthesis, as indicated in Figure 9.1 [6]. 

Not only we have created a VA that represents human behavior precisely, we 
have also created an abstract avatar of a wave (VirtualWave, or VW) that is con-
structed from 6 × 6 cubes, as shown in Figure 9.5. Here, the communication function 
of the VA is simplified as a function of the motion of the VW in order to clarify an 
essential role of interaction. The rhythm of the VW is used to characterize the inter-
active rhythm, and this behavior is represented using only the motion of the head; the 
motion is measured by a magnetic sensor placed on top of the talker’s head. This is 
because the head motion performs the essential function of regulating the flow of 
conversation, for example, nodding, by which each talker discriminates one’s VW 
from the partner’s VW and shares their interactions. A vertical shift such as nodding 
is expressed by an up-and-down displacement of cubes in which the wave ap-
proaches a quadrangular pyramid in shape, as shown in Figure 9.5. A horizontal shift 
such as back-and-forth is expressed by the parallel displacement of cubes in pro-
portion to the shift. VW is represented by a frame rate of 30 f/s. The effects of the 
head motion on the interaction of VAs have already been demonstrated [7]. 
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Figure 9.2 Concept of the embodied virtual communication system  

 

Figure 9.3 Example of a virtual face-to-face scene with two VirtualActors representing the 
talker and his/her partner  

 

Figure 9.4 Analysis model for human interaction via embodied avatars 
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Figure 9.5 Example of VirtualWave’s (VW) communication scene  

9.3 Speech-driven Embodied Interaction System 

Based on the human interaction analysis that uses the embodied virtual communi-
cation system, a speech-driven embodied interaction system is developed for sup-
porting human interaction by generating the communicative motions of a physical 
robot referred to as InterRobot or a CG character known as InterActor; these com-
municative motions are coherently related to speech input [8]. The concept is pre-
sented in Figure 9.6. The system comprises two InterRobots (or InterActors) that 
function as both speaker and listener based on speech input. When Talker 1 speaks 
to InterRobot 2, InterRobot 2 responds to Talker 1’s utterance with an appropriate 
timing through its entire body motions, including nodding, blinking, and actions, in 
a manner similar to the body motions of a listener. Thus, Talker 1 can talk 
smoothly and naturally. Subsequently, the speech is transmitted via a network to 
the remote InterRobot 1. InterRobot 1 can effectively transmit Talker 1’s message 
to Talker 2 by generating the body motions similar to those of the speaker based on 
the time series of the speech and by simultaneously presenting both the speech and 
the entrained body motions. This time, Talker 2 in the role of a speaker achieves 
communication in the same way by transmitting his/her speech via InterRobot 1 as 
a listener and InterRobot 2 as the one talking to Talker 1. Thus, in this manner, two 
remote talkers can enjoy a conversation via InterRobot. The information transmit-
ted and received by this system is only through speech. Of significance is the fact 
that it is a human who transmits and receives the information; the InterRobot 
merely generates the entrained communicative movements and actions based on 
speech input and supports the sharing of mutual embodiment in communication. 

With regard to a listener’s interaction model, the nodding reaction model from 
a speech ON–OFF pattern and the body reaction model from the nodding reaction 
model are introduced (Figure 9.7). When Mu(i) exceeds a threshold value, nodding 
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M(i) is estimated as the weighted sum of the binary speech signal V(i). The body 
movements are related to the speech input by operating both the neck and one of 
the wrists, elbows, arms, or waists at the timing over the body threshold. The 
threshold is set lower than that of the nodding prediction of the MA (moving aver-
age) model, which is expressed as the weighted sum of the binary speech signal to 
nodding. In other words, for the generation of body movements when InterActor 
functions as a listener, the time relationships between nodding and other move-
ments are realized by varying the threshold values of the nodding estimation. 

 

Figure 9.6 Concept of the speech-driven embodied interaction system  
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Figure 9.7 Interaction model  
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The body movements as a speaker are also related to the speech input by oper-
ating both the neck and one of the other body actions at the timing over the thresh-
old, which is estimated by the speaker’s interaction model as its own MA model of 
the burst-pause of speech to the entire body motion. Because speech and arm 
movements are related at a relatively high threshold value, one of the arm actions 
in the preset multiple patterns is selected for operation when the power of speech 
is over the threshold. The expressive actions of InterActor are shown Figure 9.8. 

We developed a system superimposed on a nodding response model for the 
analysis by synthesis of embodied communication under the expected conditions 
of promoted interaction. In addition, for this system, we performed experiments 

(a)

(b)  

Figure 9.8 Expressive actions of InterActor: (a) listener’s action, and (b) speaker’s action 
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for the analysis by synthesis of embodied communication by examining the sen-
sory evaluation and the voice–movement analysis while inconsistently adding 
nodding responses in VA. We found that the cross-correlation between the talk-
er’s voice and the listener’s head movement in the inconsistently activated condi-
tion increases at a significance level of 1% compared to that observed under 
normal conditions. The result also demonstrates that the system superimposed 
over the nodding response promoted interaction in embodied communication [9]. 
Furthermore, we have also developed a speech-driven embodied entrainment 
system called “InterWall” in which interactive CG objects behave as listeners on 
the basis of the speech input of a talker (Figure 9.9). This system can support 
human interaction and communication by producing embodied entrainment 
movements such as nodding on the basis of the speech input of a talker. We 
confirmed the importance of providing a communication environment in which 
not only avatars but also CG objects placed around the avatars are related to 
virtual communication. 

 

Figure 9.9 InterWall  

Figure 9.10 illustrates a speech-driven embodied group-entrained communica-
tion system referred to as SAKURA [10]. SAKURA activates group communica-
tion in which InterActors are entrained to one another as a teacher and some stu-
dents in the same virtual classroom. By using SAKURA, talkers can communicate 
with a sense of unity through the entrained InterActors by using only speech input 
via the network. Figure 9.11 depicts a physical version of SAKURA with InterRo-
bots. Their entrained movements and actions based on speech can activate and 
assist human embodied interaction and communication. Figure 9.12 indicates 
another physical version of SAKURA with four InterRobots and one InterActor, 
which is exhibited in the National Museum of Emerging Science and Innovation 
where visitors can enjoy a dynamic experience of embodied communication. They 
perceive the effects of group-entrained communication environment intuitively 
and recognize the importance of embodied communication. 
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Figure 9.10 SAKURA: The speech-driven embodied group-entrained communication system  

 

Figure 9.11 Physical version of SAKURA with InterRobots  

 

Figure 9.12 Speech-driven embodied interaction system with InterRobots and an InterActor in 
the National Museum of Emerging Science and Innovation  
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Figure 9.13 Interaction scene between an InterRobot and children  

9.4 Embodied Interaction and Communication Technology 

In this section, some actual applications of InterRobot/InterActor to human inter-
face are introduced. Figure 9.13 depicts an interaction scene between an InterRo-
bot and children. This InterRobot is commercially available and marketed for 
kindergarten use. Children enjoy and are excited about having conversations with 
the InterRobot, while the teacher standing behind the InterRobot enjoys talking 
and encouraging children in a new communication mode from a completely dif-
ferent standpoint, just changing to a friend and so forth. By focusing on an animal 
character, which is the type most preferred by children, an animal-type InterRobot/ 
InterActor known as InterAnimal has been developed in order to encourage and 
cheer up children, as depicted in Figure 9.14. The bear-type InterAnimal shown in 
Figure 9.15 was a popular exhibit in the 2005 EXPO. Figure 9.16 illustrates a toy 
version of InterRobot with the function of a listener, which generates the listener’s 
actions of nodding, tilting his/her head, and moving his/her arms up and down, 
based on speech input. The stuffed toy bear is eager to listen without ever uttering 
a word. It is commercially available and marketed under the name of Unazukikun. 

 

Figure 9.14 InterAnimal: Animal-type InterActor  
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The InterActor, as indicated in Figure 9.17, is also commercially available un-
der the name of InterCaster through which news and media contents are effec-
tively and cordially transmitted in a commercial program. By superimposing In-

 

Figure 9.15 InterAnimal in EXPO 2005  

 

Figure 9.16 Toy version of InterRobot  

 

Figure 9.17 InterCaster in an educational program 
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terActors as listeners on the video images of a lecture such as an education pro-
gram, the InterActor-superimposed learning support system has been developed, 
as illustrated in Figure 9.18 [11]. The system provides group-entrained interaction 
effects for audiences who watch the video, in which two InterActors at the bottom 
of reduced-size images are entrained with the lecturer’s speech. 

The InterActor is a speech-driven CG-embodied interaction character that can 
generate communicative movements and actions for an entrained interaction. An 
InterPuppet, on the other hand, is an embodied interaction character that is driven 
by both speech input, similar to the InterActor, and hand motion input, like a pup-
pet. Therefore, humans can use the InterPuppet to communicate effectively by 
using deliberate body movements as well as natural communicative movements 
and actions [12]. An advanced InterPuppet with a cellular phone-type device was 
developed as indicated in Figure 9.19. On the display, two characters – represent-
ing the talker and his/her partner – were arranged at an angle of 90° to each other, 
based on the finding of the conversation arrangement of the InterActors. The 

 

Figure 9.18 InterActor-superimposed learning support system  

(a) (b)

Header

Footer

 

Figure 9.19 InterPuppet with a cellular phone-type: (a) an image of someone using InterPuppet
and (b) screen shot  
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screen comprises installed headers and footers similar to those in cellular phones. 
The character resembled an animal type, which could be reminiscent of a doll. 
When the talker speaks to another user, the talker’s InterPuppet behaves as the 
speaker and the partner’s InterPuppet responds as a listener. Then, voice is trans-
mitted via the network to the remote partner and the InterPuppet. If the user inputs 
his/her hand motion, the hand motion is converted to InterPuppet movement and is 
included in the movements of the InterActor [13]. 

Figure 9.20 shows the system appearance and the CG image of the system. In 
this system, communications using a videoconferencing telephone become possi-
ble by presenting a real-type CG character with the user's characteristic as well as 
an anonymous CG character. It is difficult for a videoconferencing cellular tele-
phone to continuously capture the user with the camera when the user speaks 
while carrying it, because the camera is set in the body of the cellular phone. In 
addition, unexpected backgrounds and real-time telecasted images cannot be rec-
ognized by a videoconferencing telephone. If the InterPuppet characteristic is 
ideally employed, a real-type CG character can express intentional body move-
ments that include intentions and emotions in addition to entrainment body motion. 
Therefore, remote face-to-face communications such as videoconferencing tele-
phones will be enabled and involve only speaking and easy key operations, instead 
of needing to take care of the camera as well as the environment. In addition, the 
user can prepare his/her own face background and can freely set the conversation 
arrangement and the aspect. 

Figure 9.21 shows the speech-driven embodied entrainment systems Inter-
Pointer and InterVibrator which support embodied interaction and communication 
during presentations [14]. InterPointer is a pointing device with a visualized re-
sponse equivalent to the nodding response and its response time to the speech 
input is similar to that of a listener. InterVibrator is a vibration device with a vi-
bratory response by nodding response in the same way. An integrated system of 
InterPointer and InterVibrator for supporting interactive presentation is developed. 

(a) (b)  

Figure 9.20 Application to video conferencing telephone: (a) system appearance, and (b) CG 
image  
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Figure 9.22 shows an example of a presentation using the system. It is expected to 
support interactive communication by synchronizing the embodied rhythms using 
a visualized response and a vibratory response. 

A speech-driven embodied entrainment chair system called “InterChair” is be-
ing developed for supporting embodied interaction (Figure 9.23). The system 
generates bodily responses equivalent to nodding in the same timing as listener to 
speech input. The system naturally forces a user sitting on it to nod with back-
ward–forward motions of 0.01 G. The nodding responses activate embodied inter-
actions among a speaker and listeners around the user. 

Furthermore, we have also developed an embodied entrainment character chat 
system called “InterChat” by introducing an enhanced interaction model that can 
create motions where the communicative motions and natural actions can be gen-
erated easily from both the typing rhythms and the meaning of the words of send-
ing and receiving messages because the typing rhythms resemble the speech 
rhythms (Figure 9.24). The system is expected to be the basis for a new type of 
interactive chat communication with embodied entrained characters. The devel-
opment expands the applications of the embodied interaction and communication 
technology from a voice input to a typing input. 

 

Figure 9.21 InterPointer and InterVibrator  

 

Figure 9.22 Example scene of presentation using InterPointer and InterVibrator 
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Figure 9.23 Concept of InterChair  

 

Figure 9.24 InterChat  

 

Figure 9.25 Human-entrained embodied media  
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With the aim of creating embodied media that unify performers and audiences 
for supporting the creation of digital media arts for entertainment and education, 
we will develop a generation and control technology of human-entrained embodied 
media by developing and integrating the following three technologies: (1) “embod-
ied entrainment media technology” to set embodied media alight with virtual audi-
ences’ entrained responses; (2) “embodied space and image media technology” to 
integrate and display special media with embodied audiences; and (3) “embodied 
acoustic media technology” to produce music and embodied acoustics from body 
motions. Figure 9.25 depicts our embodied media exhibited in the National Mu-
seum of Emerging Science and Innovation. What I want to convey with the media 
is the mystery and importance of embodied interaction and communication. 

9.5 Conclusions 

The human-entrained embodied interaction and communication technology for an 
advanced media society was proposed through the development of E-COSMIC 
for supporting essential human interactive communication based on the entrain-
ment mechanism of the embodied rhythms between speech and body movements 
such as nodding. Some actual applications pertaining to robot/CG and human 
interactive communication were also demonstrated. In particular, the speech-
driven embodied interaction system, such as InterRobot and InterActor, is a ro-
bust and practical communication support system for everyday living, which 
activates embodied interaction and communication in a new communication mode 
by using only speech input. The speech-driven entrainment technology for en-
hancing interaction and communication would be expected to form the foundation 
of mediated communication technologies as well as the methodology for the 
analysis and understanding of human interaction and communication, and allow 
the development of a new embodied communication industry for supporting es-
sential human interactive communication. 
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Chapter 10  
Personal Cognitive Characteristics 
in Affordance Perception: Case Study 
in a Lobby 

Y.S. Kim1, J.Y. Jeong2, M.K. Kim3, S.W. Lee4, and M. Kim5 

Abstract User activities in performing tasks are influenced by the way the user 
perceives the related context and environment, and determined by the user making 
a judgment on their preferences. Structures in the physical environment afford 
user activities when they are properly perceived. This chapter addresses how user 
activities and perceived affordances are different and reflect personal creativity 
modes, which are determined by factual–intuitive perception inclination and sub-
jective–objective decision preferences as well as the introverted–extroverted na-
ture of the user. To enable the designing-in of various affordance features for 
diverse users in varying contexts, an understanding of the relationship between the 
personal characteristics of the user and affordance perception would be helpful. 
We conducted a case study in a public space used by many ordinary people. User 
activities and behaviors were analyzed in specific tasks given to 20 students in a 
building lobby they had never previously visited. The tasks were devised so that 
various affordance features would be relevant, while eliminating factors affecting 
the affordance perception (culture, intelligence, etc.) other than those due to the 
personal characteristics of the user. User activities can be classified into several 
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different groups for each task based on the affordance features involved in their 
activities. These differences are then compared with their personal creativity mo-
des. For users of less common activities for some tasks, relevant personal cogni-
tive characteristics have been identified. 

10.1 Introduction 

User activities in performing tasks are influenced by the way the user perceives 
the related context and environment, and determined with their preferences in 
judgement. Structures in the physical environment afford user activities when they 
are properly perceived. In addition, user activities reflect their emotional situation. 
Even the way users perceive the surrounding environment will be affected by their 
cognitive and emotional states as well as their cultural and social backgrounds. 

Affordance is a concept that is highly related to human perception, judgment, 
and action. Thus it is to be used in designing various artifacts such as products, 
architectural structures, and spaces, as well as services. Norman mentioned “unar-
ticulated needs”, which cannot easily be known with simple interviews, focus 
group interviews, surveys, or questionnaires [1]. In reality, these unarticulated 
needs can be dug out by monitoring and analyzing users’ activities and contexts. 
Since affordance is also highly associated with the activities of users, it is neces-
sary to substantially consider affordance and its links with human emotions and 
personality. 

Norman mentioned that designers could communicate with end-users via the 
system images of products by describing the designer’s conceptual model and the 
user’s mental model [1, 2]. He regarded affordance, which was one of main sys-
tem images of the products, as a tool to understand users and designers and to 
create a bridge between them. In addition, the affordance is highly related to fea-
tures of artifacts that drive certain user activities. However, users usually perceive 
the affordance associated with the features in diverse ways, and they may not 
recognize the designer’s original intents embedded in the features [3]. In other 
words, users could perceive affordances from features that the designers did not 
originally intend. Therefore, it is necessary to consider the personal or emotional 
characteristics of users when designing artifacts.  

Recently, the relationship between users and designers has been an important 
issue in the field of design. To properly address this issue, it is necessary to under-
stand the emotional characteristics of users. Emotion has a significant influence on 
human decisions and activities. However, human emotion is very complicated, and 
can be expressed very diversely according to one’s experience, personal character-
istics, and context. Research efforts to try to understand users have recently been 
very active in the field of design with studies into the context of artifacts. By tak-
ing the context into consideration, designers can gain empathy with users, avoid 
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the fixation on preset assumptions about the user or the product, and therefore 
create innovative concepts on how a product can be experienced [4].  

There is also a similar research trend in the field of industry. Several method-
ologies to reflect users and context in the course of design have been devised and 
used, including usability analysis, scenario-based analysis, affordance-based de-
sign, context mapping, and so on.  

At the Creative Design Institute, research into the interactions among users 
(consumers), designers, and products is being conducted so that various issues 
related to affordance are properly addressed in the design of products, spaces, and 
services [5, 6]. Figure 10.1 shows a diagram of the interactions among consum-
ers, designers, and products representing the research philosophy of the Creative 
Design Institute. As can be seen in Figure 10.1, the cognitive and emotional as-
pects of consumers are very significant and should be properly addressed in the 
design of the products. The cognitive and emotional aspects of designers are seen 
as important factors for design processes and design creativity. In addition, the 
context – including social and cultural aspects – is very importance and its influ-
ences on consumers, designers, and products should be investigated. Conse-
quently, if these aspects are properly managed then an enterprise can improve its 
competitiveness. 

 

Figure 10.1 Interactions among consumers, designers, and products  

This chapter addresses how user activities and perceived affordances are differ-
ent and reflect personal creativity modes, which are determined by factual–
intuitive perception inclination and subjective–objective decision preferences, as 
well as the introverted–extroverted nature of the user. We conducted a case study 
in a public space – a building lobby – used by many ordinary people. User activi-
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ties and behaviors were analyzed in several specific tasks given to 20 students in 
the lobby of a building they had never previously visited. The tasks were devised 
so that various affordance features could be relevant, while eliminating factors 
affecting the affordance perception other than those due to the personal character-
istics of the user. User activities can be classified into several different groups for 
each task based on the affordance features involved in their activities. These user 
activity differences are then compared with their personal creativity modes. For 
users of less common activities for some tasks, relevant personal cognitive charac-
teristics have been identified. 

10.2 Background 

10.2.1 Affordance 

Affordance was coined by perceptual psychologist James J. Gibson [7] as follows: 
“The affordances of the environment are what it offers the animal, what it pro-
vides or furnishes, either for good or ill.”. It implies the interaction of the animal 
and the environment. Gibson’s essential concept of affordance is that the relation-
ship exists as a pair of animal and environment, and some parts of this relationship 
are the invariant features of the environment that permit the animal to do things. 
From an investigation of the affordances of everyday things such as doors, tele-
phones, and so on, it was argued that the form of everyday things provides strong 
clues to their operation as a result of the mental interpretation of them, where the 
mental interpretation is based on people’s past knowledge and experiences [8]. 

Instead of Gibson’ affordance, Norman introduced perceived affordance, which 
is about characteristics in an object’s appearance that give clues as to its proper 
operation. According to Norman, the Gibson’s affordance is real affordance, 
which is about the physical characteristics of an object or interface that allow its 
operation [2]. Norman distinguished between two perspectives on products: design 
and emotion. He focused on two product factors – functionality and appearance 
(though there are a number of different constraints or considerations for designers 
and also users) – because these two are the most relevant for understanding the 
relationship between design and emotion. From the user’s perspective, he focused 
on three kind of emotional response to products [1, 9]. Koutamanis mentioned that 
the affordances could be perceived by users differently from the designer’s origi-
nal intent [3]. As can be seen in Figure 10.2, the fence also provides the users with 
the affordance of sitting. This could be due to the different affordance perceptions 
of the users based on their different emotional characteristics. 

Affordances are more than an addition to functional reasoning in building de-
sign [3]. And affordances for a conference room in space were proposed [5]. How-
ever, affordance has been recognized as a cognitive concept in the field of ar-
chitectural design, and thus there has been very little research into developing 
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a systematic methodology for designing architectural space to reflect the concept 
of affordance.  

In the field of engineering design, there have been considerable research efforts 
into developing a design theory and methodology to reflect the concept of affor-
dance. Maier and Fadel proposed Affordance-Based Design (ABD) to overcome 
the weaknesses of Function-Based Design, thus taking the synergy between affor-
dance and function-based approaches to create better design [10, 11]. They also 
introduced Affordance-Structure-Matrix (ASM) for evaluating and grading the 
affordances embedded in each component of a product. This matrix can illustrate 
correlations of affordances and also of components [12]. 

 

Figure 10.2 The sitting affordances of a bench and fence [3]  

Galvao and Sato proposed the Function–Task Interaction (FTI) Method. This 
method includes a general product development process and also an affordance 
method, especially the FTI matrix [14, 15]. In the FTI method, product functions 
and user tasks were derived from function decomposition and task analysis, and 
linked to each other in the FTI matrix. 

The notion of affordance features in its explicit sense has recently been intro-
duced. Murakami tried a formulation of affordance features for product design by 
experimenting with some simple shapes [16]. Structural elements tightly related to 
activities under specific contexts and tasks are identified as affordance features in 
our own team in two different design domains, in hand-held devices and in interior 
and space design [5, 6]. Affordance features are used in this research as a way to 
identify user and activity characteristics. 

10.2.2 Personal Creativity Modes 

Douglass J. Wilde of Stanford University developed the Personal Creativity Mo-
des Test (PCMT), referred to as Wilde’s test, based on the cognitive theory of 
Jung. Wilde’s test has drawn considerable attention since it can be used for pro-
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moting the performance of the creative design activities of individuals or teams 
[17]. Personal creativity modes represent the different creativity modes of indi-
viduals, which are intrinsically related to their personal cognitive preferences [18]. 
At Stanford, Wilde’s test has been used in composing design teams so that the 
personal creativity modes are distributed as evenly as possible throughout the 
team. As a way to verify the utility of this team composition method, they used the 
design team performances in a typical design competition as reflected in the quan-
tity and quality of the awards received by Stanford design teams [17]. At the Crea-
tive Design Institute, research work is being conducted into various underlying 
elements of design creativity, including personal creativity modes, with the aim of 
developing training programs that reflect an individual learner’s characteristics in 
order to enhance their design creativity [19]. Recently, the relationships between 
personal creativity modes and perceived creativity, and design team interaction 
have been studied [20]. 

According to Jung’s cognitive theory, there are four aspects of personal cog-
nitive preferences, including perceiving/judging preferences, factual/conceptual 
perception, thinking/feeling judgment, and introverted/extroverted cognitive 
motivation. These four aspects can be deployed into eight different modes of 
creativity [17], as shown in Tables 10.1 and 10.2, and Figure 10.3. The character-
istics of each personal creativity mode have also been described in a more recent 
work [21]. 

Table 10.1 The eight personal creativity modes [18]  

 Perception Judgment 

 Factual 
(sensing) 

Conceptual 
(intuitive) 

Objective 
(thinking) 

Subjective 
(feeling) 

Introverted Knowledge-
based 

Transforming Analyzing Evaluating 

Extroverted Experiential Synthesizing Organizing Teamwork 

 

Figure 10.3 The eight personal creative modes  
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The personal creativity modes of each individual may have significant influ-
ence on their activities when they are asked to carry out certain tasks. In a space 
with a large number of unspecified floating individuals, users show a variety of 
activities under given tasks. When they are conducting the given tasks, they per-
ceive many affordances and show diverse activities according to their personal 
characteristics. In other words, users perceive the same affordances in many dif-
ferent ways according to their personal characteristics and carry out various activi-
ties to accomplish the given tasks. Therefore, this chapter discusses the relation-
ships between individual personal characteristics and the affordances that they 
perceive in the space throughout the case study. This research helps in the design 
of interior space to effectively provide the necessary affordances to its users based 
on their emotional and personal characteristics. 

Table 10.2 Explanations for the eight personal creativity modes [21] 

 Perception  Judgement 

Synthesizing 
creativity 

 

Rearranging various elements 
into new configurations  
Seeing external patterns, 
trends, and relationships 
Exploring profitable new 
things and methods 

Organizing 
creativity 

 

Organizing and managing 
people and projects to achieve 
goals 
Managing resources effi-
ciently and enforcing specifi-
cations 
Setting deadlines, defining 
procedures, and breaking 
bottlenecks 

Transforming 
creativity 

 

Transforming external objects 
as imaginary things 

Analyzing 
creativity 

 

Internal reflective reasoning 
on relations among data and 
theories 
Clarifying ideas through 
analyzing by internal reason-
ing 
Comparing results with goals 
and standards  

Experiential 
creativity 

 

Discovering new ideas and 
phenomena by direct experi-
ence 
Providing prompt, practical 
responses to crises and emer-
gencies 
Building and testing models 
and prototypes 

Teamwork 
creativity 

 

Building environment to 
support human values 
Detecting and fixing team 
interpersonal problems 
Harmonizing team, client, and 
consumer 

Knowledge-
based crea-
tivity 

 

Finding elements of solution in 
catalogs, handbooks, or class 
notes 
Getting or having existing 
facts and know-how 
Detecting and correcting 
mistakes 

Evaluating 
creativity 

 

Using personal values to 
distinguish between good and 
bad 
Governed by a person’s own 
values – aesthetic, ethical, 
moral, and spiritual 
Evaluating human factors and 
people’s needs 
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10.3 Case Study – Experiments 

The case study was conducted in order to investigate the relationships between 
personal and emotional characteristics and users’ perception of affordance. 
A lobby space was selected for the case study, which had a large number of un-
specified floating individuals and required a variety of affordances to perform 
many user tasks. The personal creativity modes of participating students were 
identified and their activities under the given tasks were monitored. Then the 
activities of participating students were analyzed, and their relationships with 
the personal creativity modes were studied by considering the associated affor-
dances. 

10.3.1 Participants and User Tasks 

Twenty engineering students from Sungkyunkwan University participated in the 
case study. It is assumed that these students share similar cultural and societal 
backgrounds for the given simple tasks. Each student conducted the PCMT and 
their personal creativity modes were identified.  

The lobby space of a commercial building, namely the P-building, which had 
a large number of unspecified floating individuals, were selected for the case study. 
We divided this research space into three sub-spaces overall according to their 
locations, and this was further divided into 11 zones. The floor plan of the re-
search space and associated sub-spaces and zones is given in Figure 10.4. As can 
be seen in Figure 10.4, Space A was further divided into six zones and Space B 
consisted of three zones. Finally, Space C was composed of two zones. The details 
on the spaces and zones are summarized in Table 10.3. 

The observation method was used to objectively monitor the participants’ ac-
tivities with video recording and by taking photos. The tests were conducted indi-
vidually, and each test took 20–30 min with the whole test lasting 4 days. The 
detailed user tasks assigned to each participant, the associated sub-spaces, and the 
participants are summarized in Table 10.4. As shown in the table, in Space A, 
each participant was asked to wait and, at the same time, eat a snack (a cup of 
beverage and some boiled eggs), and read the magazine. Afterwards, participants 
moved into Space B’s lobby, and were asked to sketch the impressive scene on the 
paper given. Finally, they were asked to go downstairs, and to lace their shoes and 
shake some sand out. 

In this case study, the four tasks given in Table 10.4 were considered. However, 
all 20 students did not participate in all four tasks. In the cases of tasks T-1 and 
T-2, a total of 15 students participated, and these participants are given in Ta-
ble 10.4. Similarly, 15 students participated in the task T-3 in space B, and these 
participants were not same as those for T-1 and T-2, as can be seen in Table 10.4. 
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Finally, in the case of T-4, five participants carried out the task in space A and 
nine ones in space C, and as a result a total of 14 students performed task T-4. 

Five participants carried out the task in space A and nine ones did in space C, 
and as a result a total of 14 students performed task T-4. 

Note that these tasks are simple enough so that the participants’ emotional as-
pects beyond those related to their individual perception of the building lobby 
structures could be regarded as eliminated. Also note that these tasks are all indi-
vidually performed so that no direct social interaction issues occur other than their 
indirect interaction with other unknown people in the lobby. In this way, the per-
sonal cognitive characteristics of each user as well as their affordance perception 
could play significant roles in their activities in performing the tasks. 

Table 10.3 Spaces and zones of the lobby space of the P-building in the case study 

Space A  
(on the second basement) 

• SA-ZA: Artificial pond zone 
• SA-ZB: Revolving door zone 
• SA-ZC: Red stool zone A 
• SA-ZD: Red stool zone B 
• SA-ZE: LCD TV zone 
• SA-ZF: Bench zone 

Space B  
(on the second floor) 

• SB-ZA: Escalator sign bar zone 
• SB-ZB: Lobby zone 
• SB-ZC: Stair hall zone 

Space C  
(on the first floor) 

• SC-ZA: Stair zone 
• SC-ZB: Bollard zone (outside) 

Table 10.4 Tasks and spaces for each student 

Task No. Task Space Participants Sum 
T-1 Waiting 

T-2 Eating a snack and 
reading the magazine 

Space A 

P-01, P-03, P-05, 
P-07, P-09, P-11, 
P-12, P-13, P-14, 
P-15, P-16, P-17, 
P-18, P-19, P-20 

15 

T-3 Sketching on paper Space B 

P-02, P-04, P-06, 
P-08, P-10, P-11, 
P-12, P-13, P-14, 
P-15, P-16, P-17, 
P-18, P-19, P-20 

15 

Space A P-01, P-03, P-05, 
P-07, P-09 

T-4 Lacing shoes and 
shaking sand 

Space C 
P-11, P-12, P-14, 
P-15, P-16, P-17, 
P-18, P-19, P-20 

14 
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Figure 10.4 Floor plan of the research space for the case study 

10.3.2 Activities and Related Affordances 

We extracted the task-oriented affordances by observing the participants’ activities 
under given tasks. From the results of the four tasks in the experiment, a total of 
35 activities of all 20 participants were observed and listed in a sequential manner, 
and these are shown in Table 10.5. As can be seen in the table, one or more affor-
dances were mapped to each participant’s activity, and a total of 17 affordances 
were extracted from the activities of the participants. 
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Table 10.5 Activities and related affordances 

A-01  Looking for sitt ing place.  Look  Walk
A-02  Sitt ing.  Sit
A-03  Walking.  Walk
A-04  Stepping up and down.  Step
A-05  Leaning.  Lean
A-06  Placing the bag on somewhere.  Place
A-07  Supporting the bag on somewhere.  Support
A-08  Hanging the bag.  Hang
A-09  Looking something.  Look Information Access
A-10  Touching something.  Touch
A-11  Placing  a cup of beverage and eggs.  Place
A-12  Holding a cup of baverage.  Hold
A-13  Drinking a baverage.  Drink
A-14  Tapping eggs.  Tap
A-15  Eating eggs.  Eat
A-16  Placing the magazine.  Place  Place
A-17  Supporting the magazine.  Support
A-18  Hold the magazine.  Hold
A-19  Reading the magazine.  Read
A-20  Looking for place to draw painting.  Look  Walk
A-21  Touching tree.  Touch
A-22  Looking at  framed picture.  Look
A-23  Looking at  the warning message. Information Access
A-24  Placing bags and belongings.  Place
A-25  Holding and Biting a cup.  Hold
A-26  Sitt ing and Leaning to draw painting.  Sit  Lean
A-27  Supporting paper.  Support  Hold
A-28  Biting a pen cap with teeth.  Hold  Support
A-29  Drawing.  Draw
A-30  Looking for place to lacing.  Look  Walk
A-31  Placing bags and belongings.  Place  Place
A-32  Placing foot.  Place
A-33  Holding shoe.  Hold
A-34  Lacing shoe.  Lace
A-35  Tapping shoe.  Tap  Tap

Human Feature
Related Affordance

Physical Feature

T-1

Activity
No. Activities of Studentes

T-2

T-3

T-4

Task
No.

 

There are two affordance drivers in the research space. One is a physical fea-
ture of the building itself, and the other is the human body or belongings. For 
instance, as noted in Table 10.5, the activity A-16 is mapped to two different 
place-abilities, represented by white shading and gray shading respectively. The 
“place-ability” denoted by the white shading is attributed to the physical feature of 
the space, and that denoted by the gray shading is due to the human body or a 
belonging such as a laptop or palmtop computer. The 35 activities given in Ta-
ble 10.5 cannot be regarded as generic since they were monitored by observing the 
participants’ activities in the particular research space. The relationships between 
the extracted affordances and activities can be rewritten as shown below. The 
activities with an apostrophe represent the one associated with the human body or 
belongings. 
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• Walk-ability: A-01, A-03, A-20, A-30 
• Step-ability: A-04 
• Sit-ability: A-02, A-26 
• Lean-ability: A-05, A-26  
• Place-ability: A-06, A-11, A-16, A-16', A-24, A-31, A-31', A-32 
• Support-ability: A-07, A-17', A-27, A-27' 
• Look-ability: A-01, A-09, A-20, A-22, A-30 
• Information Access-ability: A-09, A-24 
• Tap-ability: A-14, A-35, A-35' 
• Touch-ability: A-10, A-21 
• Hold-ability: A-12', A-18', A-25', A-27', A-28', A-33' 
• Eat-ability: A-15 
• Drink-ability: A-13 
• Read-ability: A-19 
• Draw-ability: A-29 
• Lace-ability: A-34  
• Hang-ability: A-08' 

10.3.3 Personal Creativity Modes 

The personal creativity modes of all 20 participants are summarized in Table 10.6. 
Diverse personal creativity modes were observed according to the participants’ 
personal cognitive characteristics. For each student, the perception mode and the 
judgment mode are shown in separate diagrams. The stronger their preferences are, 
the bigger the bubbles that are shown, while their numeric values on intuitive/ 
sensing inclination, feeling/thinking orientation, and intro/extroverted motivation 
determine the cognitive characteristics. 

For example, in Table 10.6 student P-04 has very strong preference in extro-
verted intuition in perception mode as well as very strong feeling orientation in 
judgment. That is, he has strong synthesizing creativity as well as a mixture of 
both evaluating and teamwork creativities. On the other hand, student P-10 in 
Table 10.6 is very weak in both perception and judgment preferences. 
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Table 10.6 Personal creativity modes of participants 

P-01 P-02 

  
P-03 P-04 

  
P-05 P-06 

  
P-07 P-08 

  
P-09 P-10 
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Table 10.6 Continued 

P-11 P-12 

  
P-13 P-14 

  
P-15 P-16 

  
P-17 P-18 

  
P-19 P-20 
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10.4 Case Study – Analysis on Personal Creativity Modes 
and Actives 

The participants’ activities from four user tasks such as waiting, eating and read-
ing, sketching, and lacing shoes and shaking sand were observed and their rela-
tionship with the personal creativity modes were analyzed. The observation me-
thod was applied to capture the personal and emotional characteristics of each 
participant from their various activities under the given tasks. 

10.4.1 Task: Waiting (T-1) 

The task of waiting, denoted by T-1, was assigned to participants in space A. The 
detailed composition of space A is shown in Figure 10.5. As can be seen in Fig-
ure 10.5, there were six zones in space A, namely, SA-ZA, SA-ZB, SA-ZC, SA-
ZD, SA-ZE, and SA-ZF. 

 

Figure 10.5 Detailed composition of space A 

Basically, the six zones of space A were open zones. However, only SA-ZA, 
SA-ZB, SA-ZE, and SA-ZF were completely open. We could feel that SA-ZC and 
SA-ZD were somewhat separated due to the stairs between them. In particular, 
a more private atmosphere could be found at SA-ZC since it included a hidden 
area due to the winding stairs. 
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Scenes of the minor activities associated with the task of waiting (T-1) are 
shown in Figure 10.6. As can seen in Figure 10.6, P-05 and P-11 showed the ac-
tivities of appreciating Gogh’s painting and looking at the banner and LCD TVs 
introducing the floor guide and commercial space of the building. Their activities 
might be attributed to their curiosity, and were related to the affordances of look-
ability, walk-ability, and information access-ability. P-11 and P-12 fooled around 
in space A looking at the displayed cards on the Christmas stall, and these activi-
ties were related to the affordances of look-ability, walk-ability, and step-ability. 
In particular, P-11 showed the activities of seeing the artificial pond, and touching 
the uneven materials on which water was flowing and the doll symbolizing the 
bookstore located in space A. These activities were associated with the affor-
dances of look-ability and touch-ability. 

 

Figure 10.6 Activities associated with the task of waiting (T-1) 

The personal creativity modes of P-05, P-11, and P-12 are given in Figure 10.7. 
As can be seen in Figure 10.7, their personal creativity modes are very similar in 
the judgment domain and they are feeling oriented. This means that they judged 
based on their emotion and had a lot of interactions with the features related to 
look-ability and information access-ability for their pleasure during the task of 
waiting. In addition, P-11 showed much more touching activities than P-05 and 
P-12. This means that P-11 perceived more stimuli from the features than others 
due to a much stronger inclination in the perception domain. 
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Figure 10.7 Personal creativity modes of P-05, P-11, and P-12 

10.4.2 Task: Eating a Snack and Reading the Magazine (T-2) 

The tasks of eating a snack and reading the magazine (T-2) were not asked to 
carry out in the same zone, but most of participants carried out those tasks in the 
same zone. A total of 15 participants carried out T-2, and ten of those, P-05, P-07, 
P-09, P-11, P-12, P-13, P-14, P-17, P-19, and P-20, performed T-2 at the bench in 
zone SA-ZF. This bench can allow several people to sit at the same time. The 
associated affordances were sit-ability, eat-ability, drink-ability, read-ability, pla-
ce-ability, support-ability, tap-ability, and hold-ability. The scenes of the various 
activities of T-2 performed by participants are shown in Figure 10.8. As can be 
seen in Figure 10.8, most of participants performed T-2 while they were sitting. 
However, P-20 carried out T-2 while leaning on the feature that afforded lean-
ability. This feature also afforded drink-ability and read-ability so that P-20 could 
eat their snack and read the magazine. 

Unlike the above ten participants, P-03 and P-15 performed T-2 at the stone 
stools located in SA-ZD and SA-ZA respectively. These two zones had a more 
private atmosphere than SA-ZF. The affordances associated with the stone stool 
were sit-ability, eat-ability, drink-ability, read-ability, place-ability, support-ability, 
tap-ability, and hold-ability. The scenes of P-03 and P-15 while they were carrying 
out T-2 are shown in Figure 10.9. In the case of P-15, he continued to read the 
magazine while walking after he had performed the reading task in SA-ZA. His 
activities were related to the affordances of walk-ability, read-ability, and drink-
ability. 
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Figure 10.8 Activities associated with the task of eating a snack and reading the magazine 
(T-2) – part 1 

 

Figure 10.9 Activities associated with the task of eating a snack and reading the magazine 
(T-2) – part 2 

The remaining three participants of the 15, P-01, P-16, and P-18, performed 
T-2 in the zone SA-ZC, which had the most private atmosphere. There were red 
stools in SA-ZC which were located at a from distance each other and only al-
lowed one participant at a time to sit. As a result, each participant could have 
their own private space. These three participants were only ones to put their be-
longings on the floor. In particular, P-01 also placed his belongings on the feature 
that protruded from the wall. His activity was associated with the affordance of 
place-ability. The scenes of P-01, P-16, and P-18 performing T-2 are shown in 
Figure 10.10. 

The personal creativity modes of five participants, P-01, P-03, P-15, P-16, and 
P-18, who showed minor activities of T-2 are shown in Figures 10.11 and 10.12. 
As can be seen in Figures 10.11 and 10.12, four of the participants, except P-18, 
showed a stronger inclination in the perception domain than the judgment domain 
and possessed a more introverted inclination. In addition, P-01, P-15, and P-16 
were more intuitive in the perception domain. 
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Figure 10.10 Activities associated with the task of eating a snack and reading the magazine 
(T-2) – part 3 

 

Figure 10.11 Personal creativity modes of P-03 and P-15 

 

Figure 10.12 Personal creativity modes of P-01, P-16, and P-18 
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Of the above five participants, P-01 and P-16, who performed T-2 at zone 
SA-ZC, which was the most private, showed strong transforming creativity modes 
in the perception domain. This observation could be related to their introverted 
attitudes and insight with an intuitive sensing capability. In particular, P-01, who 
recognized the protruding wall and used it as the necessary affordance feature, 
representatively showed the characteristics of the transforming creativity mode. In 
the case of P-18, who selected zone SA-ZC for task T-2 but spent too much time 
on finding the zone to actually perform T-2, showed a stronger inclination in the 
judgment domain than the perception domain, but the degree of inclination 
strength in both domains was weaker than in the cases of P-01 and P-16. As 
a result, he seemed to spend more time to find the features providing the necessary 
affordances. In addition, his introverted inclination led him to find a quiet place 
with fewer people where he could sit. Note that none of the other 12 students sha-
red similar personal creativity modes with P-01 and P-16. 

It could be noted that P-01, P-15, P-16, and P-18 used their intuition to select 
spaces to perform their task of eating a snack and reading the magazine rather than 
judgment based on the fact. The introvertedness of P-01, P-03, P-15, P-16, and 
P-18 could also have led them to find a more private zone to carry out the task. 

10.4.3 Task: Sketching on Paper (T-3) 

The task carried out in space B was to sketch the impressive scenes of the lobby 
space on the sheet of paper provided. This task aimed to discover which features 
in the space were used to afford the drawing activity on the flexible paper. The 
detailed view of space B is shown in Figure 10.13. 

As can be seen in Figure 10.13, there were three zones in space B, namely, 
SB-ZA, SB-ZB, and SB-ZC. In particular, there were three sets of artificial trees 
with heights of about 3 m. These trees each had a cylindrical base with a height of 

 

Figure 10.13 Detailed composition of space B 
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0.5 m and a diameter of 1.3 m, which could afford the sitting of people. Thus, 
a message warning “Do not sit” was attached to the tree. 

Of the 15 participants who carried out task T-3, five participants, P-08, P-12, 
P-13, P-14, and P-17, did not sit on the cylindrical base of the artificial trees after 
looking at the warning message, but used the flat surface of the cylindrical base as 
the affordance feature to sketch the scene. They placed their belongings and paper 
on the top surface of the cylindrical base, sat down on their heels, and sketched the 
scenes on the paper. The associated affordances were draw-ability, support-ability, 
place-ability, and information access-ability. The activities of the above five par-
ticipants are shown in Figure 10.14. 

Four participants, P-06, P-18, P-19, and P-20, used column and wall features to 
carry out task T-3. They perceived the affordance of support-ability of column or 
wall features to hold the paper with their hands in order to sketch the scene. Fig-
ure 10.15 shows their activities. The affordances they perceived were draw-ability, 
support-ability, and hang-ability. 

The participants P-04, P-11, and P-15 ignored the warning message and sat on 
the cylindrical base of the artificial tree while sketching the scene. The scenes of 
their activities are shown in Figure 10.16. In this case the affordances they per-
ceived were sit-ability, draw-ability, place-ability, support-ability, and information 
access-ability. 

Finally, P-02, P-10, and P-16 used their palms to support the paper and sketch 
the scene while they were performing task T-3. In particular, P-16 leaned on the 
column while sketching the scene with the paper supported by his palm. The ac-
tivities of those three participants are shown in Figure 10.17. The affordances they 

 

Figure 10.14 Activities associated with the task of sketching on paper (T-3) – part 1 

 

Figure 10.15 Activities associated with the task of sketching on paper (T-3) – part 2 
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perceived were draw-ability, lean-ability, support-ability, hold-ability, and hang-
ability. These three participants did not find any features to place belongings and 
support the paper, and used their own human body features to perform task T-3. 

After analyzing the diverse activities of the participants who carried out task 
T-3 and their personal creativity modes, those who sat on the cylindrical base in 
spite of the warning message (P-04, P-11, and P-15) showed very strong cognitive 
inclinations with the coordinate values larger than 40. Their personal creativity 
modes are given in Figure 10.18. It is believed that they intuitively responded to 
the cylindrical base to afford the sit-ability before recognizing the warning mes-
sage due to their strong inclination in the perception domain. 

The personal creativity modes of those who used their palms to support the pa-
per and sketch the scene in task T-3 are given in Figure 10.19. As can be seen in 
Figure 10.19, P-02 and P-10 showed a stronger inclination in the judgment domain 
than the perception domain, and were introvert in both domains. They rather pas-
sively performed task T-3 without actively searching for the affordance features in 
the space. They used their own body features to hold bags or a beverage cup and 
to sketch the scene while performing task T-3. In other words, it seemed that they 
may not have perceived their surrounding environment and hence made their own 
judgment in order to perform the task T-3. 

On the other hand, P-16’s activity in carrying out task T-3 was somewhat differ-
ent. Although he showed a similar posture when drawing the scene on the paper to 
the cases of P-02 and P-10, he leaned on the column feature while sketching. P-16’s 
personal creativity mode showed a much stronger inclination in the perception do-
main than the judgment domain. This characteristic might have led him to find the 
column feature to lean on while sketching the scene on the paper supported by his 

 

Figure 10.16 Activities associated with the task of sketching on paper (T-3) – part 3 

 

Figure 10.17 Activities associated with the task of sketching on paper (T-3) – part 4 
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palm. Therefore, his different personal creativity mode may have led him to show a 
different activity from those of P-02 and P-10. It may be the case that the leaning 
affordance was stronger for his perception preference than any other affordances. 
Then, P-02 and P-10 may be the only two who did not perceive any affordance fea-
tures other than their body features, reflecting their very low perception preferences. 

 
Figure 10.18 Personal creativity modes of P-04, P-11, and P-15 

 
Figure 10.19 Personal creativity modes of P-02, P-10, and P-16 
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10.4.4 Task: Lacing Shoes and Shaking Sand (T-4) 

Two experiments were conducted for the task of lacing shoes and shaking sand 
(T-4). In the first experiment, the participants carried out task T-4 in space A. In 
the second experiment, task T-4 was performed in space C. The detailed view of 
space C is given in Figure 10.20. As can be seen in the figure, there are two zones 
in space C, namely, SC-ZA and SC-ZB. In particular, zone SC-ZB was the exte-
rior one. 

Scenes of the diverse activities of the participants when carrying out task T-4 
are shown in Figures 10.21–10.23. As can be seen in Figure 10.21, six out of a to-
tal of 14 participants, P-11, P-12, P-16, P-17, P-19, and P-20, performed task T-4 
while they were sitting on their heels on the floor. The affordances they perceived 
were lace-ability and tap-ability. 

 

Figure 10.20 Detailed composition of space C 

 

Figure 10.21 Activities associated with the task of lacing shoes and shaking sand (T-4) – part 1 
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In addition, five participants were seen lacing shoes and shaking sand while 
they were sitting on a stool, bench, or bollard. The scenes of their activities are 
given in Figure 10.22. As can be seen in Figure 10.22, P-01, P-03, P-05, and P-18 
laced shoes by leaning forward with their backs bent while they were sitting. On 
the other hand, P-09 laced his shoes while sitting on the bench by raising one leg 
and putting it across the other leg without overbending his back. The affordances 
they perceived were lace-ability, tap-ability, and place-ability. 

Finally, P-07, P-14, and P-15 raised their legs and put them on a bench or bol-
lard in order to lace their shoes with their backs bent, overbending their backs. The 
scenes of their activities are shown in Figure 10.23. As can be seen in Fig-
ure 10.23, P-07 used the bench to put her leg on and lace her shoes in zone SA-ZF 
of space A, and P-14 and P-15 put their legs on the bollards and laced their shoes 
in zone SC-ZB of space C. The affordances perceived by those three participants 
were lace-ability, tap-ability, and support-ability. 

When investigating the relationship between personal creativity modes and ac-
tivities of the participants carrying out task T-4, P-14 and P-15, who put their legs 
on the bollard to lace their shoes, showed similar personal characteristics. The 
personal creativity modes of P-14 and P-15 are given in Figure 10.24. As can be 
seen in Figure 10.24, they had a stronger cognitive inclination in the perception 
domain than the judgment domain. They also showed introvertedness. When they 
conducted the task of lacing their shoes, it is believed that they perceived the bol-
lard as the affordance feature to support their activities by using both their intui-
tive sensing and concrete and factual information. 

 

Figure 10.22 Activities associated with the task of lacing shoes and shaking sand (T-4) – part 2 

 

Figure 10.23 Activities associated with the task of lacing shoes and shaking sand (T-4) – part 3 
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Figure 10.24 Personal creativity modes of P-14 and P-15 

 

Figure 10.25 Personal creativity mode of P-07 

On the other hand, P-07 showed similar activities to P-14 and P-15 when carry-
ing out task T-4. This may be due to her stronger cognitive inclination in the per-
ception domain than the judgment domain, which is similar to the cases of P-14 
and P-15. The personal creativity mode of P-07 is shown in Figure 10.25. How-
ever, as can be seen in Figure 10.25, she had more extrovertedness in her personal 
characteristics. This characteristic may have led her to find a more publicly open 
zone such as SA-ZF while searching for the affordance feature to support her 
activity, which is different from the cases of P-14 and P-15 who used zone SC-ZB 
to carry out their task. 

10.4.5 Discussions 

As discussed in the previous sections, humans perceive diverse features in differ-
ent ways based on their personal cognitive and emotional characteristics. In other 
words, humans do not think and act equally although they look at the same fea-
tures. In addition, humans perceive different affordances based on their personal 
characteristics, resulting in different activities to carry out the same tasks in the 
same environment. 

In this research, a total of 17 affordances were used as extracted by observing 
the participants’ actual activities. It is observed that those affordances could or 
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could not be perceived according to the participants’ personal cognitive character-
istics. It was also found that the user of the lobby space could perceive affordances 
that the designers may not have originally considered. In particular, when partici-
pants perceived different affordances, their activities and behaviors varied. If some 
participants behaved similarly, but in less common manners compared with the 
majority of the participants, they had similar personal creativity modes. For in-
stance, participants with transforming or synthesizing creativity modes could in-
tuitively perceive affordances that the designers had not originally intended.  

Therefore, it may be necessary for designers to consider various users’ activi-
ties in the course of the design of the lobby space. For example, when designers 
are to provide the affordance of sit-ability for the lobby space, they may have to 
provide various features to afford the sit-ability, whilst considering diverse users 
and contexts. In addition, they also need to expect the users to perceive unintended 
affordances. 

10.5 Conclusions 

In this research, the analysis on the user activities and perceived affordances re-
flecting personal cognitive characteristics was conducted through the case study in 
a public space – the building lobby. The user activities and behaviors were moni-
tored and analyzed under several tasks. We developed the tasks so that various 
affordance features could be relevant while eliminating other factors affecting the 
affordance perception of users. The users’ activities were classified and then com-
pared with their personal creativity modes. It was observed that the personal cog-
nitive characteristics could be related to the different and diverse perceptions of 
affordances. While this study presents a qualitative explanation that personal cog-
nitive characteristics may affect affordance perception, a more systematic user 
study is desired in order to justify the initial findings, possibly with quantitative 
support. Similar user studies could also be conducted to understand the relation-
ships between affordance perception and other user characteristics such as physi-
cal, cultural, and social aspects. Many such studies when properly compiled and 
classified would support designers in their affordance-based design processes. 
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Chapter 11  
Emotion-oriented Human–Computer 
Interaction 

Toshiyuki Yamashita1, Ahmad Eibo, Takumi Ichimura, and Kazuya Mera 

Abstract In the information-oriented society, people spend a lot of time inter-
acting with computer systems. Therefore, we need to develop devices which 
make it a pleasure to interact with computer systems. In human face-to-face com-
munication, nonverbal messages such as facial expressions, gestures, body move-
ments, and postures can convey a speaker’s emotions better than verbal messages. 
Among verbal messages, chiming in to express a listener’s support and repeating 
the speaker’s utterances can convey the listener’s emotions, encourage the speaker 
to continue his/her talk, and make the conversation go smoothly. Therefore, we 
have developed several human–computer interactive systems using facial expres-
sions as a human interface, and have constructed a human–computer interface 
which chimed in with the user and repeated the user’s responses.  

11.1 Introduction 

Human face-to-face communication consists of both verbal messages and nonver-
bal messages. Nonverbal messages are composed of facial expressions, hand ges-
tures, body movements, and postures, in addition to paralanguages such as tone, 
speaking rate, pause, and stumbling. Facial expressions in particular show an in-
formative signature of a person’s emotional state and persons can recognize emo-
tions from another’s facial expressions with great accuracy and consistency [1]. 
Therefore, attention to using facial expressions as human interfaces for human–
computer interaction (HCI) has grown in recent years [2, 3, 4, 5]. In this chapter, 
we address our systems that can select and display the facial expression which 
expresses the user’s emotions caused by HCI in order to make HCI pleasant. 

                                                
1 T. Yamashita  
Tokyo Metropolitan University, 1-1-1, Minami-osawa, Hachioji, 192-0397 Tokyo, Japan  
e-mail: yamashita-toshiyuki@center.tmu.ac.jp 
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Some kinds of verbal messages carry the same functions as nonverbal messages. 
Imagine a scene where two persons converse pleasantly. If one person suddenly 
stops replying to the other person, an unpleasant silence will fall upon them. In this 
human face-to-face communication, chiming in with remarks, repeating the other 
person’s utterances, and so on, can sometimes encourage him/her to continue speak-
ing, give pleasure to the communication, and smooth the conversation. This is also 
true of HCI. If the computer cannot understand a user’s utterances and does not 
reply, the user will be discouraged and not want to continue the interaction. How-
ever, if the computer chimes in, or nods, or repeats the user’s utterances, he/she will 
be encouraged to continue the interaction. For these reasons, we have constructed 
human interfaces which chime in with the user and repeat the user’s utterances. In 
this chapter, we discuss the effects this has on HCI and describe our systems. 

11.2 Facial Expressions as a Human Interface 

In order to use faces for a pleasant HCI, we have developed both fuzzy reasoning 
[6, 7, 8] and neural network models [9, 10] for selecting the facial expression 
which expresses the emotions caused by several situations and have developed 
several applications using our models. First, we explain a face selection model by 
fuzzy reasoning and an application to e-mail. 

11.2.1 Face Selection by Fuzzy Reasoning Model 

Yamashita et al. [6, 7, 8] used nine facial expressions with three levels of brow 
deflection and three levels of mouth deflection, as shown in Figure 11.1. 

 

                
 Face A     Face B 

Figure 11.1 Nine facial expressions of Face A and Face B 



11 Emotion-oriented Human–Computer Interaction 209 

Following Plutchik [11], we used the following eight emotions: “happiness”, 
“grief”, “anger”, “disgust”, “surprise”, “fear”, “anticipation”, and “resignation”.  

We asked the subjects to select one or several facial expressions which ex-
pressed a given emotion. We assumed that the ratio of the subjects who selected 
the facial expression for a given emotion was the membership value in the fuzzy 
set of the facial expressions which expressed the emotion. 

As shown in Figure 11.2, Yamashita et al. [6, 7, 8] proposed the following fuz-
zy reasoning model: 
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where A1, A2, …, A8 in the antecedent part are fuzzy sets of emotions, and P1, P2, 
…, P8 in the consequent part are fuzzy sets of facial expressions which express 
a given emotion.  

 

Figure 11.2 Fuzzy reasoning model for selecting a facial expression 
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If we have a1 , a2, …, a8 as the intensity of each emotion, then the fuzzy reason-
ing result of Rule i ( i = 1, 2, …, 8) is calculated by: 

 ( ) ( ), ,Pi i Piz a zμ μ= ∧  

and the combined conclusion of Rule 1, Rule 2, …, Rule 8 is given as: 

 ( ) ( ) ( ) ( )
1 2 8, , , ... , .P P P Pz z z zμ μ μ μ= ∨ ∨ ∨  

The facial expression with the highest or the second highest grade of member-
ship should be selected as the facial expression which best expresses the emotions 
caused by a given situation. 

11.2.2 An Application of the Model to e-mail 

We applied our fuzzy reasoning model to an e-mail system, which could select 
and display the facial expression that expressed the emotions caused by the situa-
tion written in the sentences on the computer display. 

Figure 11.3 shows an illustration of our system. First, the system receives sen-
tences input by the user or from e-mail. Then it decomposes the sentences into 
words and transforms these words into original forms in terms of inflection [12]. 
Next, these words are compared to the words in the database for each emotion. 

Fuzzy reasoning

Displaying a face

Input from the user

Output to the user

Morphological
analysis

Databases of
words for emotions

Receiving sentences

Comparisons and matching

 

Figure 11.3 Overview of the system 



11 Emotion-oriented Human–Computer Interaction 211 

For example, the sentences of e-mail in Figure 11.4 “I am very glad to hear 
that your son entered a junior high school this year. It seems only yesterday that 
I congratulated you on your son’s entrance to an elementary school. I am sur-
prised that children grow very quickly. I can visualize your joyful look. Congratu-
lations!”. 

In these sentences, the first and third highlighted words “glad” and “joyful” are 
identified as representing the emotion “happiness”. The second highlighted word 
“surprise” is identified as “surprise”. Therefore, “surprise” has a membership 
value of 0.33 (= 1/3) and “happiness” has a membership value of 0.67 (= 2/3). 
These membership values are used as the input values for fuzzy reasoning. As 
a result of fuzzy reasoning, the facial expression with the highest membership 
value is selected and displayed, as shown in Figure 11.4. 

Figure 11.5 shows an example of a computer display. Sentences are displayed 
on the upper side of the computer display, and a face is displayed below the sen-
tences. 

Our system can be applied to different interfaces. For example, Figure 11.6 
shows our system used in two computer games [6, 8]. The left-hand side shows an 
example of the display for a computer game similar to the game Breakout. Since 
the player got a lower score than he expected, a facial expression showing his 
miserable feelings is displayed. The right-hand side shows an example of the dis-
play for a slot machine game. Since the player got the highest score, a facial ex-
pression showing happiness is displayed. 

I am very glad to hear that your son
entered a junior high school this year. It
seems only yesterday that I congratulated
you on your son’s entrance to an
elementary school. I am surprised that
children grow very quickly. I can visualize
your joyful look. Congratulations!

 

Figure 11.4 Example of e-mail display 
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Figure 11.5 Example of a computer display 

    

 
  (a)    (b) 

Figure 11.6 Examples of applications to computer games: (a) the computer game Breakout, and 
(b) a slot machine game 
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11.2.3 Comparisons Among Faces 

People often insert a so-called “face mark” (“smilies” or “emoticons”) immedi-
ately after a particular sentence in an e-mail in order to convey the sender’s emo-
tions to the reader. As shown in Figure 11.7, the face marks are composed of sim-
ple characters. Although the face marks extremely simplify human facial 
expressions, they strongly convey the sender’s emotions and make exchanging 
e-mails smoother. 

Laughing:  (^_^)  (^o^)   : )   : -) 

Be in a cold sweat : (^_^;)  ^_^;;   (^^;; 

Be in tears:  (; _ ;)  (>_<)  ; -<  X -( 

Dissatisfied: -（ 

Put out one’s tongue: -P 
Figure 11.7 Examples of face marks 

We compared the effects of our faces with those of face marks in an e-mail 
[13]. We used three kinds of faces, that is, Face A and Face B as shown in Fig-
ure 11.1, and a face mark, for comparison. Moreover, we adopted two display 
conditions, that is, the one condition in which a relatively big face was displayed 
below the sentences, and another condition in which a small face was displayed 
right after a specific sentence. As shown Figure 11.8, three kinds of faces and two 
kinds of sizes were combined and produced six display conditions. We added the 
display condition without a face to the six display conditions. The subjects were 
asked to view each display and to rate the items such as “cannot obtain informa-
tion quickly/can obtain information quickly”, “unpleasant/pleasant”, and “little 
information/much information” on a five-point scale ranging from 1 (“do not think 
so”) to 5 (“think so”), with a score of 3 being neutral. 

A factor analysis extracted three factors, that is, “ease of getting information”, 
“pleasantness and familiarity”, and “definition of information”. The factor scores 
of the display conditions suggest the following: (1) facial expressions can add 
impression of “pleasantness and familiarity” to the information from the computer 
display. In particular, the small face mark, the big face mark, and small Face A 
can give the strong impression of “pleasantness and familiarity”. (2) A small sim-
ple face mark added to a particular sentence can provide the user with the most 
information from an e-mail. (3) Showing the big face mark, big Face A, and big 
Face B below the sentences can give the impression that the sentences have “defi-
nite information”. 
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I went to see a movie yesterday.   
The movie was as amusing as I had expected.   
I recommend you to see this movie. 

(a)  

I went to see a movie yesterday.  The movie   
was as amusing as I had expected. 
I recommend you to see this movie. 

 
(b)  

I went to see a movie yesterday. The movie was   
as amusing as I had expected. (^_^) 
I recommend you to see this movie. 

(c)  

I went to see a movie yesterday. The movie was   
as amusing as I had expected. 
I recommend you to see this movie. 

(^_^) 
(d)  

Figure 11.8 Examples of e-mail sentences with faces: (a) an example of small Face A, (b) an 
example of big Face B, (c) an example of a small face mark, and (d) an example of a big face mark 

11.2.4 User’s Faces 

We developed the system using user’s faces. For generating the facial expression 
which expresses a given emotion, we used a sand glass type neural network as 
shown in Figure 11.9. A sand glass type neural network consists of two or more 
layered neural networks, which can learn some different teaching signals simulta-
neously and condense the input signals into hidden neurons and restore the origi-
nal data from the hidden neurons [9, 10]. This section prepares the five-layer neu-
ral networks, which have 255 neurons in the first layer and fifth layer, 40 neurons 
in the second layer and fourth layer, and two neurons in the third layer. The third 
layers in each network are connected to each other and the neurons in the other 
layers activate independently in each network. The same teaching signals are set 
into the input and output neurons in each network to perform an identity mapping. 
The special feature of faces is compressed into the hidden neurons by Back Propa-
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gation Learning. In particular, the two neurons in the third layer can depict the 
condensed features in the planner lattice after training the network. 

The emotional facial expressions of volunteers are used as teaching signals. For 
each person there are six kinds of emotional facial expressions – “happiness”, 
“sadness”, “disgust”, “anger”, “fear”, “surprise” – as shown in Figure 11.10. 
A facial expression model with emotion is constructed by the neural networks so 
that an emotion space appears in the third layer of the neural network. Fig-
ure 11.11 shows an example of the application of our model to e-mail. 

 

Figure 11.9 An overview of a sand glass neural network 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 11.10 Emotion circle of a user’s face 
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Figure 11.11 Example of an e-mail with a user’s face 

11.2.5 Noh Mask 

Noh masks used in Noh play, which is one of the most popular traditional arts in 
Japan, are artificial and sometimes ambiguous, and can be interpreted as express-
ing various emotions [14, 15, 16]. That is, as the Noh mask turns upward and 
downward or to the left and right when the actor with the Noh mask moves on the 
stage, the audience can read diverse emotions from the Noh mask from the chang-
ing of the angle and the combination of light and shadow. It is usually said that an 
upward turn of the Noh mask, which is called terasu (shining), represents a pleas-
ant and cheerful state of mind, and a downward turn of the Noh mask, which is 
called kumorasu (clouding), represents a gloomy state of mind. The audience 
enjoys reading delicate emotions from the Noh mask. 

People can read various scenarios for Noh play from the Internet without going 
to Noh theaters, but they cannot enjoy reading the delicate emotions from the Noh 
mask. We applied the fuzzy reasoning model to selecting the image of the Noh 
mask which best expresses the emotions caused by some scenario in the Noh play 
[10]. Moreover, we constructed a computer display system which can allow users 
to read the scenario of the Noh play and enjoy the delicate emotions that the Noh 
mask expresses. We used Koomote as the Noh mask, because Koomote is one of 
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the most popular female masks and is known to have the richest variety of facial 
expressions. Figure 11.12 shows typical Koomote images corresponding to Ekman 
and Friesen’s six basic emotions of “happiness”, “sadness”, “anger”, “disgust”, 
“surprise”, and “fear” [17]. 

We illustrate our system using Hagoromo as a Noh play. The story of 
Hagoromo is as follows. A fisherman finds an angel’s cloak on a branch of a pine 
tree on the beach. He steals it and so prevents her from returning to heaven. The 
angel is very sad because she cannot go back to the sky. After her entreaties, the 
fisherman decides to give the cloak back to the angel. The angel is very glad and 
dances to show the glory of heaven. 

 

Figure 11.12 Emotion circle for the Noh mask 

The examples of the sentences in the scenario [18] and the Noh masks selected 
by the system are shown in Figures 11.13–11.15. Figure 11.13 shows the scene 
where the angel is surprised to see a fisherman steal her cloak. Figure 11.14 
shows the scene where the angel grieves and entreats the fisherman to give her 
cloak back. Figure 11.15 shows the scene where the angel is very glad to know 
that she will be able to go back to the heaven and she dances to show the glory of 
the heaven. 
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Angel 
Stop! 
That cloak is mine. 
Why are you going with it?  

Figure 11.13 Scene from Hagoromo (1) 

 

Angel 
Oh pitiful! 
How shall I cloakless tread 
the wing-ways of the air, how climb 
the sky, my home?  
Oh, give it back, in charity give it back. 

Figure 11.14 Scene from Hagoromo (2) 

 

Angel 
I am happy, happy. 
Now I shall have wings and mount the sky again. 
And for thanksgiving I bequeath 
a dance for remembrance to the world, 
fit for the princes of men: 
The dance tune that makes to turn 
the towers of the moon, 
I will dance it here and as an heirloom leave  
it to the sorrowful men of the world. 

Figure 11.15 Scene from Hagoromo (3) 
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11.3 Verbal Communication 

In verbal communication, we can also make HCI pleasant. In this section, we 
explain our system which inserts “repeating the user’s utterances” and “chiming in 
with the user” into the HCI [19]. 

When two persons converse joyfully, an unpleasant silence will fall upon them 
if one person does not reply to the other. However, chiming in with the speaker’s 
remarks, or nodding, or repeating his/her utterances can encourage him/her to 
continue speaking, and can give pleasure to the communication, and can smooth 
the conversation. 

This is also true of HCI [20]. If the computer cannot understand the user’s re-
sponses and does not reply, the user will be discouraged and unwilling to continue 
the interaction. However, if the computer chimes in, or nods, or repeats his/her 
utterance, the user will be encouraged to continue the interaction. For these rea-
sons, we have constructed human interfaces that use chiming in and repeating. 

Figure 11.16 shows an example of the conversation on a “web-based system of 
health service” as follows: 

System: Can you fill in the forms for your annuity by yourself? 
User: I cannot always say that I cannot write it by myself. 
System: Cannot you always say that you cannot write it by yourself? 
User: I can fill it in a little. 
System: Oh, really! 

The user’s first response to the question from the system is a double negative, 
and the system cannot understand whether the reply is affirmative or negative. 
However, in order not to stop the conversation and to encourage the user to con-
tinue, the system repeats the user’s utterance in an interrogative sentence. Then, 
from the user’s next reply “I can fill it in a little”, the system can understand that 
the user can do it. At once, the system chimes in with him to show the hearer’s 
interest. 

If the system again repeats the user’s utterance instead of chiming in, the user 
may go into details. In face-to-face communication, a double negative such as “I 
cannot always say that I cannot write it by myself” sometimes expresses a desire 
to say that the accident which prevented him/her from writing happened recently. 
For example, the system might be able to get the following reply: 

System: Can you fill it in a little? 
User: I hurt my right hand a few days ago, so I have difficulty in writing. 

As shown in this example, repeating and chiming in to show the hearer’s inter-
est can make HCI pleasant. 
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Figure 11.16 Interface for a “web-based system of health service” 

11.4 Conclusions 

We have tried to construct an emotion-oriented human interface. In this chapter, 
we have described several examples of our systems which enable human-like 
communication. 

Both verbal and nonverbal messages are needed for smoothing human face-to-
face communication. This is also true of HCI. In order to make HCI pleasant, we 
have adopted facial expressions as nonverbal messages and proposed fuzzy rea-
soning and neural network models for selecting the facial expression which ex-
pressed the emotions caused by several situations. Application of our models to 
e-mail shows that facial expressions can add impression of “pleasantness and 
familiarity” to the information on the computer display. Moreover, we applied our 
model to selecting and displaying a Noh mask in a Noh play scenario. 

Chiming in with another’s remarks, repeating their utterances, and so on, have 
the same functions as nonverbal messages. That is, chiming in and repeating can 
encourage a speaker to continue his/her speaking, give pleasure to the communica-
tion, and smooth the conversation. Since this is true of HCI, we have constructed 
human interfaces which chimed in with the user and repeated the his/her utterances. 
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However, many sciences such as physiology, psychology, medical science, phi-
losophy have been struggling to understand human emotions. Our studies aim to 
achieve smooth and pleasant communications between humans and computers, but 
for further development of emotion-oriented HCI, a deeper understanding of hu-
man emotions is needed. 
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BROAFERENCE: A Prototype 
of an Emotion-based TV Quality Rating System 

Terumasa Aoki1 and Uwe Kowalik2 

Abstract Whether a television (TV) program is good or not is generally judged 
by its TV rating, which indicates the audience size. However, it is obvious that 
a TV rating does not necessarily guarantee the quality of the program. In this 
chapter, we describe the architecture and experimental results of BROAFERENCE, 
which is an emotion-based TV quality rating system that makes it possible to 
judge the quality of a TV program by measuring emotional information from the 
TV audience. BROAFERENCE utilizes automatic detection of facial expressions 
and gaze information via a camera observing the TV program’s audience in order 
to collect emotional cues about the impact of a certain program as well as measur-
ing the attention of viewers.  

12.1 Current TV Rating System and Its Problems 

It is said that television (TV) is the king of the mass media. Actually we can get 
a lot of information from TV every day. 

In general, whether a TV program is good or not is judged by its TV rating, 
which indicates the audience size. However, as the influence of TV ratings are 
becoming stronger, the harmful effects of TV ratings are also increasing. One of 
the most harmful side-effects is that the quality of TV programs is now measured 
in terms of the viewing-rate instead of in terms of their quality. As a result, many 
TV programs are becoming vulgar and less meaningful in order to achieve higher 
ratings. For example, TV programs are usually required to be easy to understand 
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for a new audience who tuned into the program a few seconds ago, in order to 
prevent them from switching channels. Obviously this requirement is correct in 
terms of increasing the viewing-rate, but it is not always correct in terms of TV 
program quality. This example shows that TV programs are finding it difficult to 
cope with both being meaningful and achieving a high TV rating. 

Furthermore, there are the following criticisms about the current TV rating sys-
tem, apart from TV program quality: 

1. Insufficient number of samples: The number of samples used to provide a TV 
rating is too small. For example, in Japan, only 600 samples are used in three 
big cities (Tokyo, Osaka, and Nagoya) and their suburbs, and only 200 in other 
cities. This means that TV rating includes a 3.3% error from a statistical point 
of view (i. e., when the TV rating is 20%, the number of samples is 600 and the 
confidence interval is 95%). In other words, when the published TV rating is 
20%, the actual TV rating could be between 16.7 and 23.3%. This error is huge 
considering that 1% on the TV rating corresponds to one million viewers and it 
has a value of tens of thousands of US dollars. One may think that increasing 
the number of samples is easy to do, but this is difficult for political and com-
mercial reasons. Most TV-related companies (TV stations, TV program pro-
ductions, advertising agencies, etc.) – an exception is TV sponsors –neither ex-
pect accurate TV ratings nor want accurate values to be publicly available. In 
fact, it is said that they strongly oppose the disclosure of this information. 

2. Difference between TV “program” rating and TV “advertisement” rating: As 
is well-known, TV content generally consists of TV programs and advertise-
ments. Therefore we can define two types of TV ratings: TV program rating 
and TV advertisement rating. In many countries only the TV program rating is 
used because the audience is not interested in the TV advertisement rating. 

 Indeed the TV advertisement rating is totally different from the TV program 
rating. In general, the TV advertisement rating is said to be 60 or 70% of the 
TV program rating. And the ratio of the TV advertisement rating to the TV pro-
gram rating varies according to the type of TV program. This kind of informa-
tion is very important for sponsors but is never disclosed in many countries. 

3. Other problems: Besides the points mentioned above, there exist other prob-
lems: 

• TV rating systems in many countries cannot distinguish differences between 
watching by audience and recording by DVD or Blu-ray recorder 

• In many countries only one company measures the TV ratings, i. e., the ob-
jectiveness of the acquired data is not always guaranteed. 

In light of this and as a possible extension to existing TV rating systems we 
have developed an emotion-based TV quality rating system. 

The emotion-based TV quality rating system utilizes the automatic detection of 
facial expressions and gaze information via a camera observing the TV audience 
while watching the program in order to collect emotional cues about the impact of 
a particular program as well as measuring the attention of viewers. These data can 
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be sent to a TV rating company or NPO (non-profit organization), providing not 
only information about the audience size (the current TV rating) but also allowing 
the measurement of the TV program quality (Figure 12.1). 

In this chapter, we will describe the details of this system and its prototyping 
system, called BROAFERENCE. 

 

Figure 12.1 BROAFERENCE system 

12.2 System Overview: the BROAFERENCE System 

BROAFERENCE was developed as a prototype of an emotion-based TV quality 
rating system allowing for the recording of emotional and interest data acquired 
from users (TV audience) during TV programs. Figure 12.2 shows the 
BROAFERENCE terminal. Here, we assume this terminal is connected to the 
Internet. 

BROAFERENCE consists of a display, a receiver unit connected to an IP net-
work, a camera for recording the user in front of the terminal, and two units for 
measuring the emotional and interest data using vision-based face analysis tech-
niques for non-intrusive measurement (Figure 12.3). Recorded feedback data are 
synchronized with the media time of the presented TV program and stored on the 
terminals’ hard disk. 

 

Figure 12.2 BROAFERENCE terminal for non-intrusive TV program quality measurement 
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Figure 12.3 System overview 

12.3 Face Detection, Face Feature Point Detection, 
and Tracking 

12.3.1 Abstract of Face Detection, Face Feature Point Detection, 
and Tracking 

The BROAFERENCE system acquires user feedback non-intrusively by employ-
ing face detection and face parameter analysis. A commercial Face Feature SDK 
(FFT-SDK) is used for feature detection and tracking. The FFT-SDK provides 22 
face feature point positions and additional head pose parameters for each detected 
face in an image. The layout of the face feature points is shown in Figure 12.4. 
The FFT-SDK is fully realized in software and has stable performance under 
changing lighting conditions. 

Face features are tracked at full frame rate, i. e., 30 fps in video sequences of si-
ze 640 × 480. Table 12.1 lists the provided head pose parameters. 
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Figure 12.4 FFT-SDK provides 22 feature positions 

Table 12.1 Head pose parameters provided by the FFT-SDK 

Parameter Remark 
Scale Apparent face size 
Center of gravity x, y coordinates [pixels] 
Rotation around x-axis [rad] max. 25 degree 
Rotation around y-axis [rad] max 25 degree 
Rotation around i-axis [rad] max 15 degree 

12.3.2 Emotional Parameters 

The BROAFERENCE system allows the real-time recording of the observed emo-
tions of a TV audience via a description scheme for facial expressions. Facial 
expressions, spontaneously or intentionally, deliver signals of the current emo-
tional state of a person. Using cross-cultural research, the scientist Paul Ekman 
devised a list of six basic emotions related to facial expressions that are assumed 
to be universal to humans [1]. The six basic emotions proposed by Ekman and 
widely accepted by behavioral science researchers are Anger, Disgust, Fear, Hap-
piness, Sadness, and Surprise. Although it has been found that these basic emo-
tions can be identified by human observers based on the displayed facial expres-
sion independent of gender and cultural background, they rarely occur alone but 
rather as blends of emotions depending, e. g., on individual differences, social 
context, and the level of self-control. Therefore a one-to-one mapping of facial 
expressions to emotions is not feasible and the interpretation of facial expressions 
in terms of emotions is still a subject of psychological research. Ekman and col-
leagues Wally Friesen and Joseph Hager realized the necessity of separating the 
appearance of facial expressions from the psychological interpretation and devel-
oped the Facial Action Coding System (FACS) in the 1970s [2]. FACS is a sys-
tematic description scheme for facial expressions in terms of visible cues and 
provides a tool and a common syntax for studying the psychological interpretation 
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of facial expressions in a unified framework. FACS defines a set of so-called fa-
cial action units (AU) based on visible structural changes on the surface of the 
face skin caused by contraction and relaxation of the underlying muscles. Any 
possible facial expression can be described by a combination of multiple AUs. The 
FACS system defines 46 atomic action units. Each AU may occur with 1 out of 5 
different intensity levels, which leads to a large number of theoretically possible 
combinations. However, not all of those combinations are practically relevant. So 
far, around 7000 valid combinations have been observed [3]. Table 12.2 shows the 
AU codes and their description. 

The BROAFERENCE system utilizes FACS for recording facial expression 
occurrence synchronized with the media time of the presented TV program. This 
allows the emotional experience of the audience throughout certain content to be 
analyzed by an expert or expert system and thus gain information about the indi-
vidual impact of the TV program. The current implementation records only a re-
stricted number of action units, namely AU2 (outer brow raiser) and AU12 (lip 
corner puller). This choice is motivated by the fact that AU12 activity is usually 
observed when people smile or laugh and is therefore a good indicator for the 
presence of the emotion Joy (or Happiness). The emotion Surprise is often ex-
pressed by pulling the eyebrows upwards, thus AU2 activity provides a cue for the 
presence of Surprise. BROAFERENCE’s action unit detection is based on the 
feature point motion and does not use texture information. 

Table 12.2 Description of AU codes defined by the FACS system 

AU code Description AU code Description 
1 Inner brow raiser 23 Lip tightener 
2 Outer brow raiser 24 Lip presser 
4 Brow lowerer 25 Lips part 
5 Upper lid raiser 26 Jaw drop 
6 Cheek raiser 27 Mouth stretch 
7 Lid tightener 28 Lip suck 
9 Nose wrinkler 29 Jaw thrust 
10 Upper lip raiser 30 Jaw sideways 
11 Nasolabial deepener 31 Jaw clencher 
12 Lip corner puller 35 Suck 
13 Cheek puffer 36 Bulge 
14 Dimpler 37 Lip wipe 
15 Lip corner depressor 38 Nostril dilator 
16 Lower lip depressor 39 Nostril compressor 
17 Chin raiser 41 Lid droop 
18 Lip puckerer 42 Eye to slit 
19 Tongue show 43 Eyes closed 
20 Lip stretcher 44 Squint 
21 Neck tightener 45 Blink 
22 Lip funneler 46 Wink 
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12.3.3 Interest Parameters 

In order to estimate the impact of a particular TV program it is important to gain 
information about the audience’s interest. The BROAFERENCE system employs 
a gaze tracking technique for this purpose. Gaze tracking allows for retrieving 
detailed information about the user’s visual focus on the screen. This naturally 
also implies information about whether a user is looking at the screen at all. In the 
same way as for the emotion-related parameters, the gaze information is also re-
corded synchronously with the present TV program and thus allows for, e. g., 
detecting parts of the program that were less interesting to the audience (indicated 
by a loss of screen focus). The gaze information is acquired estimating a “region 
of interest” (ROI) from the user’s eye movement. In comparison to high-end gaze 
tracking solutions, such as, e. g., [4], a low-cost gaze tracking method was devel-
oped for the BROAFERENCE system, which, despite lower accuracy, benefits 
from the usability of common consumer camera hardware which is available at 
reasonable costs. 

12.4 Global Head Motion Compensation 

12.4.1 How to Compensate Global Head Motion 

Since the audience in front of a TV may move freely under practical conditions, 
global head motion compensation is a crucial preprocessing step in order to achie-
ve stable AU detection and gaze tracking results when using only motion informa-
tion. More specifically, in the context of motion-based facial expressions, detec-
tion to distinguish between feature displacements caused by rigid head movement 
from those caused by actual expression changes is an essential requirement before 
performing the classification step. The FFT-SDK provides the global head motion 
parameters with respect to the camera origin. The global translation of the head, 
the change in size of the shape defined by the facial feature points and the in-plane 
rotation around the z-axis can be compensated relatively easily by applying an 
inverse transform based on the provided parameters. However, the feature dis-
placements caused by different depths in the facial structure cannot be compen-
sated for without knowledge of the 3D structure of the face. Since the 3D-head 
rotation parameters are known, a simple solution for this problem is to recover the 
depth information from point correspondences between two images. Instead of 
estimating the actual depth for each feature point, the goal here is estimating an 
approximate value Z for each face feature point which allows compensation of 
global out-of-plane head rotation under the assumption of a rigid face model. The 
Z-value estimation is done once in a self-calibration step before using the system. 
Figure 12.5 illustrates the influence of a depth value Z > 0 on the feature point 
displacement in the x-direction on the image plane. 
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Figure 12.5 Effect of y-rotation on the x-displacement for feature points with different depth 
values of Z 

Assuming only out-of-plane rotations, a 3D-point transformation is given as 
follows: 
Rotation around x-axis with angle α: 

 'x x= , 

 ' cos siny y zα α= ⋅ − ⋅ , 

 αα cossin' ⋅+⋅= zyz . 
Rotation around y-axis with angle β: 

 ' cos sinx x zβ β= ⋅ + ⋅ , 

 'y y= , 

 ' sin cosz x zβ β= − ⋅ + ⋅ . 

Given a rigid reference shape of feature points S0 captured once for α, β = 0 in 
a reference frame I0 and assuming a z-value of z = 0 for each feature point (planar 
face model), than a compensation value Z can be calculated for each feature point 
Pk in a shape Sn captured in a frame In by referring to its corresponding point in S0. 
The expected feature point displacement if z = 0 would be 

 0( ) cosk k kdx x xβ β= − ⋅ , 

 0( ) cosk k kdy y yα α= − ⋅ . 

If the actual depth is 0z ≠ , a displacement error e occurs with 
sink

xe z β= ⋅ and sink
ye z α= − ⋅ . Based on this observation a compensation term Z 

can be computed with ( )sink k
x xZ e β=  and ( )sink k

y yZ e α= − that corrects the 
displacement error. 
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The estimation of the compensation term Z is performed once at the initializa-
tion phase of the BROAFERENCE system. Figure 12.6 shows an example of the 
feature point model with estimated depth compensation. 

with ZMap
No depth

 

Figure 12.6 Example of a face feature point model with estimated depth compensation 

12.4.2 Evaluation 

In order to evaluate the influence of the depth compensation an experiment was 
conducted. First a test video was recorded, showing slow head rotation around the 
y-axis. Figure 12.7 shows three screen shots showing center, left, and right poses. 

 

Figure 12.7 Screen shots from the head rotation test video 

The reference shape was automatically captured from the frontal view. The an-
gle threshold for triggering the Z-value estimation was set to 0.3333 radian devia-
tion from the frontal view.  

The feature points were compensated for immediately using the current esti-
mated Z-value and the residual displacement error was recorded. Figure 12.8 
shows the feature point displacement in the x-direction during continuous head 
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rotations around the y-axis for the nose tip feature point. “No comp” refers to the 
case where only the scale and position of the feature points were compensated. 
“Comp” is the graph for the case of a planar face model and “zmap comp” refers 
to the global head motion compensation including the compensation with the es-
timated Z-value. The first negative peak refers to the trigger point of the Z-value 
computation.  

Table 12.3 shows the average displacement error calculated for feature points 
with actual different depth (normalized feature coordinates). As can be seen, the 
compensation considering the estimated Z-value reduces the displacement error 
effectively. The result suggests that the Z-value base compensation performs well 
in the task of compensating displacement errors caused by out-of-plane head rota-
tions on feature points with a depth z ≠ 0, and therefore a better performance in the 
following feature classification can be expected. 

 

Figure 12.8 Displacement in the x-direction with and without Z-value compensation (nose tip) 

Table 12.3 Average displacement error during OOP-rotation around the y-axis 

Average displacement error  

No comp Comp 
(planar model) 

Comp 
(Z-value) 

Left nostril 0.005 786 0.001 602 27 0.000 656 

Right nostril 0.009 058 0.018 900 664 0.000 982 

Nose tip 0.147 976 0.147 902 231 0.000 548 
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12.5 Action Unit Detection with Artificial Neural Networks 

12.5.1 How to Detect Action Units 

Action unit detection is based on the geometric properties of the face features only. 
More specifically the normalized locations of the compensated feature points are 
used. The BROAFERENCE system uses a set of two feed-forward artificial neu-
ral networks (ANN) for AU detection. Each ANN was trained separately on dif-
ferent subsets of the compensated face feature positions. The feature selection is 
necessary due to the fact that not all facial feature points are involved into a cer-
tain action unit activity, e. g., AU12 should be not affected by features from the 
eyebrows and vice versa. Moreover action units may occur in combination de-
pending on the present facial expression thus separate classifiers for each action 
unit is feasible. Table 12.4 shows the feature locations used for each AU-detector. 

The nose root and nose tip are considered to be rigid face features since their 
relative location inside a face is not very much affected by facial muscle move-
ment. Thus these two features serve as anchor points for estimating the relative 
movement of left/right eyebrow centers and left/right mouth corners respectively. 
Figure 12.9 illustrates the simplified model assumptions for both action units. 

Table 12.4 Face features used for AU-classifier training 

AU2 AU12 
LEFT_EYEBROW_CENTER NOSE_TIP 
RIGHT_EYEBROW_CENTER LEFT_MOUTH_CORNER 
NOSE_ROOT RIGHT_MOUTH_CORNER 

 

Figure 12.9 Feature point displacement for AU2 (left) and AU12 (right) 
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In Figure 12.9 PNR denotes the nose root and PLE and PRE refer to the neutral 
positions of left and right eyebrow center respectively. The model assumes that 
AU2 is present, if the distances in the y-direction between nose root and eyebrow 
center points dyLE and dyRE increases by a certain offset when PLE and PRE move 
to the new locations P'RE and P'LE. This is the case, e. g., when a person shows 
a surprised facial expression by raising the eyebrows. A similar model assumption 
is made for the presence of AU12 depicted on the right-hand side in Figure 12.9. 
Here PNT refers to the nose tip feature position and PLM and PRM denote left and 
right mouth corner locations respectively. When a person smiles or laughs the 
mouth corners will usually move up and outwards in a circular trajectory. This 
leads to a variation of the relative distances in the x- and y-directions with respect 
to the nose tip, which serves as the anchor point.  

Due to individual differences in facial activity and to noise introduced by the 
camera, as well as due to the limited precision of the feature point detection, it is 
usually difficult to determine a fixed threshold for each feature point variation. 
Therefore, the BROAFERENCE system employs a supervised machine learning 
approach for action unit classification by neural network classifiers, as mentioned 
earlier. 

The input layer of each ANN consists of six neurons accordingly to the input 
vector size derived from the three facial feature point locations, i. e., the x- and 
y-components of the features are used. The output layer of each ANN consists of 
one neuron referring to the classification objective whether the action unit is pre-
sent or not. As for the number of hidden layers, two configurations were first con-
sidered – with one and two hidden layers respectively. The decision as to which 
architecture should be used was based on the comparison of training errors. The 
configuration with two hidden layers achieved better adaption to the training set 

 

Figure 12.10 Feed-forward neural network classifier structure
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and also showed a higher performance on the test data, and thus was used for the 
system implementation. The final ANN configuration consisting of two hidden 
layers with 11 and 4 neurons respectively is shown in Figure 12.10. All layers are 
fully connected to the following layer. The neurons use a Logistic transfer function. 

12.5.2 Classifier Training 

For creating the training data and evaluation of the classification result, video data 
was created containing imagery of ten people with different ethnic backgrounds 
(80% Asian, 10% Latin, and 10% Caucasian) aged between 22 and 39 years. Thir-
ty percent of the subjects were female. The Imagery consists of short video clips 
recorded with a DV consumer camera with a resolution of 640 × 480 pixels and a 
frame rate of 29.97 fps. Some examples are shown in Figure 12.11. 

The subjects were recorded while they posed AU2 and AU12 under various 
head rotation angles. The data for training the classifiers have been extracted from 
frontal view sequence samples showing the neutral and maximum activity of AU2 
and AU12 respectively, including a preceding out-of-plane rotation compensation 
step. Each training sequence consists of three main parts separated by blue screen 
frames serving as markers for the automatic distinction between positive and nega-
tive image examples. Figure 12.12 shows an example of a training sequence.  

 

Figure 12.11 Video database examples for AU2 and AU12 

 

Figure 12.12 Training sequence containing head rotation, neutral, and maximum AU activity 
training samples (AU12) 
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The first part of each training sequence contains a head rotation sequence with 
the neutral facial expression and slow head rotation around the y-axis necessary to 
trigger the automatic depth map generation. The second and third part of a training 
sequence provides neutral and maximum action unit activity samples from an 
almost frontal view. Although it is not necessary for frontal view imagery, the 
extracted feature point geometries were compensated with prior training data gen-
eration using the estimated Z-compensation term in order to simulate the complete 
system function. 

12.5.3 Evaluation 

The goal of the evaluation was to verify how the AU classifiers trained on frontal 
view examples will perform on sequences showing out-of-plane head rotation. 
Test sequences have been created that contain the initial head rotation part as de-
scribed above, followed by a sequence showing minimum and maximum intensity 
for action units in random order and with varying out-of-plane head rotation. The 
classifier evaluation was conducted twice with different adaptation angle threshold 
THdepth. The true positive rate (TPR, also referred to as recall) was calculated as 
an evaluation measure. Table 12.5 shows the result for the detection of AU12 with 
a varying threshold THann applied to the ANN classifier output. 

A higher TPR is achieved over a wider range when the depth map initialization 
is performed at higher values of out-of-plane rotations. This suggests that the es-
timated Z-compensation term is more precise when calculated at higher rotation 
angles and thus the model fits better to the actual face geometry. 

Table 12.5 TPR of the AU12 classifier with varying thresholds 

THann THdepth = 0.2 THdepth = 0.3 

0 1 1 

0.1 0.9 1 

0.2 0.9 0.9 

0.3 0.9 0.887 324 

0.4 0.863 013 7 0.828 947 

0.5 0.759 036 14 0.828 947 

0.6 0.75 0.828 947 

0.7 0.707 865 17 0.768 293 

0.8 0.670 212 77 0.707 865 

0.9 0.567 567 57 0.623 762 

1 0.5 0.5 
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12.6 Gaze Tracking Approach  

12.6.1 How to Estimate Gaze Information 

Gaze estimation in the BROAFERENCE system is based on the eye center feature 
output of the face feature tracker, and incorporates an eye model which is used to 
calculate the eye rotation from the difference between eye center feature position 
and a predefined center default position. Figure 12.13 depicts the eye model used.  

 

Figure 12.13 Simplified eye model 

( )1 i i, yxP  refers to the inner eye corner and ( )2 o o, yxP  is the outer eye corner 
position. 0P denotes the center point of the eye model and c c c( , )P x y  is given by 
the current eye center feature position. First the eye length l is computed by  

 i ol x x= − . (12.1) 

The deviation from the straight gaze direction towards the camera is given by 
xd and can be calculated as 

  i o
x

d d
d

l
−

=  .  (12.2) 

If the eye ball is assumed to be an ideal sphere with radius r, then πl r= ⋅  de-
fines the equatorial line of the visible hemisphere, and 

  
π x

c
d

d
l
⋅

=      (12.3) 

gives the deviation in radians. 

12.6.2 Mapping to 3D World Coordinates 

The gaze tracker uses a 3D head model placed at the origin of a left-handed world 
coordinate system (Figure 12.14). A virtual camera is placed at the point 
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( )cam 0,0, dP  in the screen center, looking down the negative z-axis of the world’s 
coordinate system. The parameter d defines the distance to the face model and is 
calculated by  

 scaled f= ,  (12.4) 

where f is the focal length of the virtual camera and “scale” is the scale factor 
provided by the feature tracker. 

Since f is unknown, a calibration step is required. Currently this is done manu-
ally by the following steps: 

1. Move the face towards the camera until scale = 1.0. 
2. Adjust f until d is equal to the distance between face and camera. 

Figure 12.15 shows the relationship between eye model and camera image pla-
ne. olP and orP  are the center points of the left and right eye model and olP′ , orP′  
are their projections in the image plane respectively. The gaze vectors are modeled 
by two cone geometries scaled to the distance d, whereas the projected cone tops 
refer to olP′  and orP′ . The x-component of the final gaze position is calculated as 

 

Figure 12.14 Relationship between virtual camera, screen, and 3D head model 

 

Figure 12.15 Relationship between eye model and camera image
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the average 
( )or ol

gaze

' '

2

x x
x

−
= . In the current implementation the y-component is 

currently not computed from eye movement but only the head rotation is taken 
into account. 

In order to compensate head rotation, the head model builds a transformation 
tree of rotations (Figure 12.16). The top node (HeadRot) of the transformation tree 
determines the head rotation as delivered by the face tracker module. The two leaf 
nodes LeftEyeRot and RightEyeRot are keeping the rotational transform for the left 
and right eye respectively, calculated as described above. 

The visualization of the gaze rays can be seen in screenshots provided in Fig-
ure 12.17. 

In the left image of Figure 12.17 the cone bottoms rotate independently around 
the eye center located in the image plane, as determined by the calculated rotation 
angle. The final virtual intersection points between the gaze rays and the screen 
are visualized using two colored box geometries. Due to the mirror effect, the 
intersection points seem to be opposite to the head/eye rotation. However, the 
virtual intersection points coincide with the intersections of a user’s gaze ray and 
the screen. The rectangular area on the right of Figure 12.17 refers to the region of 
interest (ROI) that the user is looking at. The screen area is tiled into nine ROIs 
organized into a 3 × 3 grid, as depicted in Figure 12.18. 

 

Figure 12.16 Transformation tree for connecting head and eye rotations 

 

Figure 12.17 Visualization of gaze tracking 
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Figure 12.18 Nine regions of interest are defined on the screen 

In the following a motivation for the number of 3 × 3 ROIs is given based on 
experimental performance evaluation of the realized gaze tracker. The question 
during the following experiment was how precise the gaze tracking in the 
x-direction would perform.  

12.6.3 Evaluation 

A static face model has been created for evaluating the influence of camera noise 
onto the estimated gaze vector (Figure 12.19). The face model was placed 1 m away 
from the camera and, after adjusting the estimated gaze vector pointing to the screen 
center, the deviation from the center point caused by camera noise was recorded 
over a period of around 16 s. Figure 12.20 shows the fluctuation of the estimated 
gaze point recorded from the static face model over time. The display size was 
42 inch and distance between user and display approximately 1.50 m. The screen 
resolution was set to 1024 × 768 pixels for the experiment. A maximum gaze point 
deviation from the screen center of 153 pixels in the x-direction was measured. 

This result suggests introducing a quantization of the screen area into regions 
rather than relying on the estimated gaze point directly. Taking into account the 
pixel resolution in the x-direction of 1024 pixels, a number of 1024/153 = 6.67 
regions (i. e., six regions) seems to be sufficient in order to cope with the improper 
estimation caused by camera noise. However, a second experiment was performed 
in order to evaluate the gaze estimation performance under reality conditions. This 

 

Figure 12.19 Static face model for measuring the influence of camera noise 
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time five people were asked to focus on the screen center trying to not moving the 
eyes away from the fixation point. In Figure 12.21 the deviation of estimated gaze 
points over time is shown. 

With the same screen resolution setting of 1024 × 768 pixels for the experiment, 
a maximum gaze point deviation from the screen center of 337 pixels in the 
x-direction was measured. The result suggests a reduction of detectable ROIs in 
the x-direction to 1024 / 337 = 3.04 regions (i. e., three regions). 

 

Figure 12.20 Fluctuation in the x-direction of estimated gaze point for the static face model 

 

Figure 12.21 Fluctuation of estimated gaze point for five people 

12.7 Other Applications 

12.7.1 Content Indexing Based on the Emotional Component 

Over the last decade the development of new technologies in the multimedia sec-
tor has advanced with stunning pace. Due to the availability of high-capacity mass 
storage devices at low-cost private multimedia libraries containing digital video 
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and audio have recently gained popularity. Although attached meta-data like title, 
actor’s name, and creation time eases the task of finding preferred content, it is 
still difficult to find a specific section within a previously viewed movie by re-
membering the time code. The huge number of movies that can be stored, e. g., in 
a family’s computer, requires a search engine in order to locate a certain movie. 
Current solutions provide indexing mechanisms based on content describing fea-
tures, such as, e. g., color schemes, shot length, etc., to provide a means of finding 
a specific section inside a movie. In 0 news video archives are indexed with 
a lexicon of 100 semantic concepts, e. g., sports, people, etc. Users may query by 
single concepts or combinations of them and access the resulting video at a seman-
tic level. In 0 video documents are automatically indexed with 17 specific concept 
detectors for speech and noise analysis 0. In contrast BROAFERENCE can facili-
tate emotion data derived from facial expressions for the task of video indexing. 
Introducing an indexing approach based on the emotional cues could improve the 
usability of media search engines, since it will enable people to find a section 
inside a movie related to the specific emotional arousal they had when watching it 
before. On the other hand, it will be possible to exploit the emotion-based meta-
data for giving recommendations to buyers about which movies have been enjoyed 
by other people. This idea may have an impact on how digital content is advertised 
and distributed in the future. 

12.7.2 Remote Health Care Prevention and Life Support 

The birthrate of children in highly developed industrial countries is decreasing 
more and more. For example, in Japan it is expected that the ratio of elderly people 
to total population will reach 26% by 2015 and 35.7% by 2050. Due to the rising 
costs of care insurance programs there is a reorientation towards prevention in 
health care rather than treatment. Taking the demographic development into ac-
count a huge number of counselors will be needed to monitor and advise people for 
preventative health care 0, which will benefit from the introduction of support and 
monitoring systems that exploit broadband and video-communication technology. 
The remote health care prevention system proposed in 0 provides a computerized 
health checkup procedure, i. e., a questionnaire and remotely guided, customized 
sports exercises delivered by means of broadband video to elderly people that are 
deemed to be at high risk for health conditions that require nursing care. 

In the context of such a system the monitoring of individual emotional condi-
tion on a daily basis could be an extension to improve the effectiveness of remote 
counseling. In addition to the questionnaire-based assessment of health condition, 
remote counseling is proposed, which might benefit from an automatic facial ex-
pression classification as presented in this chapter. A counselor may access the 
facial expressions recorded remotely on the patient’s terminal in order to gain 
information into the emotional state changes of a client during the day, provided 
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the client is continuously monitored by video cameras installed in his/her home 
environment. An automated expert system can issue alerts if facial expressions 
indicate bad health conditions caused, e. g., by pain. In particular, for blind people 
it might be useful to have feedback on the facial expressions of the people they are 
talking to. A certain facial expression may be related to a specific sound pattern, 
which also can convey emotions.  

12.7.3 Advanced Human–Computer Interface 

An interesting area of applications is in game development. The user may interact 
with the game’s characters in a way that enables them to understand his/her emo-
tional state during the game. Depending on the user’s attitude the game flow may 
develop in different directions. Characters may, for instance, refuse to give infor-
mation if the user does not behave in a friendly manner. Another option could be 
to control the level of difficulty based on the user’s facial expressions. If the user 
is stressed due to a difficult situation in the game, the difficulty could be de-
creased, a help screen could be shown, or the game character changes its behavior 
(see Figure 12.22). This will lead to a higher satisfaction level at the user’s side 
which might be an advantage on the market. 

 

Figure 12.22 Extended user interface for computer games 

12.8 Conclusion 

The television plays an important role in entertainment, education, and information 
services. Since a TV can be found in almost every household, the television busi-
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ness has the largest number of customers among all media services. A huge amount 
of money is invested annually in programs, commercials, equipment, and people. 
Therefore marketing research institutions have been investigating for some time 
the watching behavior of the television audience in order to provide statistically 
proven data for increasing the effectiveness of program making. A common ap-
proach of doing this is to place a microcomputer controlled measuring device in a 
small number of sample households that are members of a carefully selected panel. 
Those panels statistically reflect the demographic structure of the urban area to be 
investigated. Examples are the Telecontrol system used in Germany, France, and 
the USA, and the Radiocontrol system tested in Norway and Japan in 2003/2004. 
The Telecontrol device, for example, records the consumption of media content by 
logging user ID, time, channel switch events, and device switch events, etc., over 
24 h a day. It also offers a program-rating function based on a flexible rating index 
scheme. In “interview” mode the device can be used for conducting written inter-
views where questions are displayed on the TV screen. However, these systems 
require a certain level of cooperation for user registration and rating which may 
influence the preciseness of the result, and moreover it will negatively affect the 
user’s media experience. We believe that new systems for TV should not be active 
but passive (non-intrusive) because TV is a passive media by nature. 

Against this background, BROAFERENCE provides a solution for non-
intrusive emotion-based TV-quality rating. Automatic face detection and tracking 
paired with the automatic facial expression classification modules provide a solu-
tion for the problem mentioned above. Moreover, incorporating a gaze tracker can 
provide means to detect loss-of-focus during the program consumption, i. e., when 
people are leaving the room or talking to each other while the TV is still running. 
The information provided by a gaze tracker therefore could help in monitoring 
how many customers have really watched a TV program and what part of the 
program has been more or less attractive to the audience. Automatic facial expres-
sion recognition technology will not replace current techniques, but may improve 
it, which finally will lead to better customer satisfaction. 
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Chapter 13  
Shape Evaluation Properties in Real Space 
and Virtual Space 

Masashi Okubo1 

Abstract These days, not only designers but also general people have the chance 
to evaluate the design of products, such as cars, clothes, and electrical appliances, 
on computer displays or in virtual space. However, there is a high possibility of 
disagreement between the evaluation of shape in virtual space and that in real 
space. In this chapter, a 3D shape evaluation support system is introduced which 
integrates the visual information in virtual space and the tactile and gazing line-
action information in real space. The proposed system can control information, for 
example, visual or tactile, and the linkage between motion and gazing line, which 
are used to evaluate the product shape, and investigate the role this information 
plays in evaluation. The preference for 3D shapes in the proposed virtual space is 
compared with that of real photoformed products made from the same data by the 
sensory evaluation of paired comparison and questionnaire analysis. It was found 
that the preference for shapes in both spaces was consistent with the relation of 
preferences based on the Bradley–Terry model for sensory evaluation. This indi-
cates that the proposed system provides almost the same environment for shape 
evaluation as in real space. The results of questionnaires also indicate that the 
proposed system is enough to evaluate 3D shapes in virtual space. Moreover, the 
influence of differences in the point of view on the evaluation of shapes in virtual 
space is investigated using the proposed system by the sensory evaluation of pai-
red comparison and questionnaire analysis. As a result, it is found that, for the 
evaluation of shapes in virtual space, subjects prefer a point of view from which 
they can see only their forearms’ motion. The system enables the investigation of 
human’s sense for shape evaluation by handling visual, tactile, and gazing line-
action information. 

                                                
1 M. Okubo  
Department of Information, Systems Design, Doshisha University  
1-3 Miyakodani, Tatara, Kyotanabe, Kyoto, 610-0321, Japan  
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Shape evaluation in real space 

Shape evaluation in virtual space 

Agreement? 

13.1 Introduction 

We evaluate an object on a computer display in place of the real object, for exam-
ple, in 3D CAD, Internet shopping, and so on.  The validity of evaluating the 3D 
shape in virtual space through the display or a head mounted display (HMD) may 
be based on the assumption that the evaluation of the shape image in virtual space 
almost agrees with that of the real object in real space (Figure 13.1).  However, it 
is indicated that there is a high possibility of disagreement between the evaluation 
of the shape in virtual space and that in real space [1]. 

 

Figure 13.1 Shape evaluation in real and virtual space. The subject handles the two objects in 
his/her hands in real space and he/she is able to watch the objects’ image in virtual space through 
the HMD. The objects’ images that the subject watches are produced in virtual space on the PC 
on the basis of the angle and position measured by the magnetic sensors (Polhemus FASTRAK) 
attached to the top of the subject’s head and to the objects 

In order to clarify the difference between them, a shape evaluation support sys-
tem has been proposed which integrates the visual information in virtual space and 
the tactile and gazing line-motion information in real space. The proposed system 
consists of a PC, an HMD, and magnetic sensors, and enables the handling of 
tactile and gazing line-action information in virtual space. The subjects obtain 
visual information about the models of the 3D objects from the HMD, and tactile 
information from real photoformed products that they hold in their hands. The 
gazing line-action information is produced on the PC using the output of the mag-
netic sensors attached to the subject’s head and to the objects. The proposed sys-
tem enables the handling of information on the PC, and analyzes how the subject 
evaluates the 3D shapes using this information. The system configuration is shown 
in Figure 13.2.  
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Figure 13.2 3D shape evaluation support system 

13.2 System Evaluation 

The system was evaluated to confirm the usability of the proposed system. To 
compare the evaluation of shape in real space and in virtual space, experiments 
were performed in both spaces for each subject. 

13.2.1 3D Models and Objects Used in the Experiment 

The 3D models on display were made using 3D CAD and the corresponding real 
objects were made using a photoforming system (NTT DATA CMET 
SOUP400GH-SP). To make the 3D models for the shape evaluation experiments, 
lip motion data was used, because the 3D structures made from lip motion aren’t 
familiar to most people. These 3D models and objects have discrete shapes, so 
subjects aren’t able to visualize an actual use of them. The lip motion images were 
captured and then sliced into each frame. The 3D models were made from a set of 
lip contour data on the 3D CAD. Figure 13.3 shows an example of a photoformed 
product made using this system. The product was made from the lip motion data 
produced when a person pronounced five concatenated Japanese vowels (/a/, /i/, 
/u/, /e/, /o/) in 2.3 s, and used approximately 70 frames. 

The size of each object was 65 mm in mouth width, 50 mm in mouth height, and 
70 mm (1 mm per second) in length. The product characterized the speaker’s pro-
nunciation where the speaker’s under lip was distorted to the left when he pro-
nounced the vowel /a/. Figure 13.4 shows the photoformed products and 3D mod-
els used in the sensory evaluation, which are based on the lip motion data shown in 
Figure 13.3: Figure 13.4 (a) is an elliptical column and the diameter of each ellipse 
is the same as each lip contour, Figure 13.4 (b) is also an elliptical column and all 
ellipses are centered in the column, Figure 13.4 (c) is a column and the area of each 
circle is the same as each lip area, Figure 13.4 (d) is a column and each section is 
a dodecagon, Figure 13.4 (e) is a column and each section is a hexagon. 

Magnetic sensor 

FASTRAK 

FASTRAK 
PC 

HMD 

Object 



250 M. Okubo 

 

Figure 13.3 Photoformed product made from lip motion data 

(a)

(b)

(c)

(d)

(e)

Photoformed products 3D model images

 

Figure 13.4 Photoformed products and 3D model images used in the experiment: (a) ellipse 
based on Figure 13.3 (El.), (b) ellipse centered (Ec.), (c) circle centered (Cc.), (d) dodecagon 
circumscribed (Dc.), and (e) hexagon circumscribed (Hc.) 
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13.2.2 Sensory Evaluation 

The 3D shapes shown in Figure 13.4 (a–c) were used in the sensory evaluation of 
paired comparison. First, the subject put on the HMD and the magnetic sensors 
were attached to the subject’s head and objects. Two of the three objects were 
simultaneously presented to each subject in virtual spaces (Figure 13.5), and the 
subject watched the objects’ images from various viewpoints by moving his/her 
head and/or handling the real objects, as shown in Figure 13.6 (a). Then the sub-
ject was asked to say which object he or she preferred. After that, the subject took 
off the HMD and the same experiment was carried out in real space, as shown in 
Figure 13.6 (b). 

 

Figure 13.5 Two objects’ images in virtual space 

 

Figure 13.6 Experimental scenes: (a) in virtual space, and (b) in real space  

13.2.3 Experimental Results 

Table 13.1 (a) shows the result of paired comparison for photoformed products in 
real space, and Table 13.1 (b) shows that for images viewed on the HMD in virtual 
space. Each table shows the number of subjects who preferred the object in the 
column over the object in the row. 

(a)  (b) 
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Table 13.1 Result of paired comparison: (a) in real space, and (b) in virtual space 
(a)  
Product El. Ec. Cc. Total 
El. – 6 6 12 
Ec. 22 – 6 28 
Cc. 22 22 – 44 

(b)  
Product El. Ec. Cc. Total 
El. – 7 6 13 
Ec. 21 – 5 26 
Cc. 22 23 – 45 

The Bradley–Terry model is assumed to evaluate the preference of 3D shape 
quantitatively, defined as follows [2]: 
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where πi is the intensity of i and Pij is the probability of judgment that i is better 
than j. πi shows the intensity of preference of the object.  

The model enables the preference to be determined based on the paired com-
parison. The maximum likelihood method is used to solve πi. We obtain π̂i by the 
following formula, where 0π̂i (i = 1, 2, 3) were used as initial values: 
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where N is the number of objects, and Ti is the total number of winning is. Then 
π̂i is scaled up or down to satisfy the next formula: 
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where K is 30. Therefore, 
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We iterated the series of calculation until πi was settled. The result of the above 
process is shown in Figure 13.7. As a result, the same shape (Cc.) tends to be 
preferred on every experiment. It is also obvious that the experimental result using 
the proposed system is closer to the result in real space than by using 3D CAD. 



13 Shape Evaluation Properties in Real Space and Virtual Space 253 

Figure 13.7 Preference of 3D shape 

To approve the matching of the models, we apply the goodness-of-fit test and 
the likelihood ratio test. First, we apply these tests to the Bradley–Terry model of 
shape evaluation in real space, shown in Figure 13.6. 

The goodness-of-fit test for the Bradley–Terry model is as follows: 
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where Xij is the number of is winning over j, and 
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The likelihood ratio test is as follows: 
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These results show that the matching of the model in real space is consistent. 
On the other hand, for the tests with the model shape evaluation in virtual 

space, the goodness-of-fit test is as follows: 

 2 2
0 2.82( (1,0.05) 3.84).χ χ= < =  

The likelihood ratio test is as follows: 

 22.76( (1,0.05) 3.84).r χ= < =  

These results show that the matching of the model in virtual space using the 
proposed system is also consistent. In previous research, however, the matching of 
the model in virtual space using 3D CAD was inconsistent. This indicates that the 
tactile, gazing line-action information plays an important role in 3D shape evalua-
tion. This proposed system also enables us to analyze the information which the 
subjects use in shape evaluation by handling the information. 
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13.3 Influence of Viewpoint on Shape Evaluation 
in Virtual Space 

In virtual space, we can fix the viewpoint anywhere – although some of these give 
impossible scenes in real space. However, these viewpoints sometimes encourage 
the user to do something, e. g., playing a driving game, communicating with 
a remote partner using the avatars, and so on. In this section, the influence of 
viewpoint on shape evaluation is described. 

13.3.1 Three Types of Viewpoint 

We have developed an embodied virtual communication system for human interac-
tion analysis by synthesis, in which remote talkers can share the embodied interac-
tion by observing the interaction of their VirtualActors in the same virtual space [3, 
4]. From the user’s viewpoint, not only the partner’s motion images but also his/her 
own motion images in virtual space should be supplied in the collaboration system. 
However, motion images that include themselves would discourage them from 
performing the individual tasks. Then, the influence of avatar’s images in virtual 
space on the 3D shape evaluation is investigated using the proposed system.  

 

Figure 13.8 Three types of viewpoint: (a) only objects, (b) objects and forearms of user’s 
avatar, and (c) objects and translucent upper body of user’s avatar 

(a) (b) 

(c) 
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Three types of view were prepared for the 3D shape evaluation in virtual space 
by the sensory evaluation of paired comparison. Figure 13.8 shows images from 
the HMD that show the two 3D models in virtual space. The colors of the objects 
are almost the same as that of the real objects. The subjects can change the view-
point by moving their heads, and/or the objects in the case of Figure 13.8 (a, b). 

13.3.2 Influence of Avatars’ Forearms on 3D Shape Evaluation 

To investigate the influence of the user’s avatar’s forearms on the 3D shape evalu-
ation in virtual space, the subjects were first put on the HMD and magnetic sen-
sors were attached to the subject and to the objects. Two of the five 3D models 
shown in Figure 13.4 were simultaneously presented to each subject in virtual 
space, and the subject watched the objects’ images from various points of view by 
moving his/her head and handling the real objects in his/her hands in Experiment 
I-1 (Figure 13.8 (a)). Then the subject was asked to say which object he or she 
preferred. Next, the same experiment was performed in virtual space with the 
forearms of the user’s avatar visible (Figure 13.8 (b)) in Experiment I-2. Then, the 
subject took off the HMD and was handed two of the five photoformed products 
shown in Figure 13.4 to compare them in real space in Experiment I-3. After each 
experiment, the subjects answered questionnaires about the shape evaluation envi-
ronment and the system under each experimental condition. 

In the next step, the influence of the avatar’s motion images were investigated 
by comparing the two types of viewpoint in virtual space. One is fixed on the rear 
space and user can see the objects and his avatar’s translucent upper body (Fig-
ure 13. 8(c)) in Experiment II-1, the other is put on the avatar’s head and the user 
can see the objects and the avatar’s forearms (Figure 13.8(b)) in Experiment II-2. 
To compare the result of sensory evaluation in these virtual spaces with that in real 
space, Experiment II-3 was carried out in the same way as Experiment I-3. 

13.3.3 Experimental Results 

Table 13.2 shows the results of paired comparison in Experiment I. Each table 
shows the number of subjects who preferred the object in the column to the object 
in the row. The Bradley–Terry model is assumed to evaluate the preference of 3D 
shape quantitatively. 

The Bradley–Terry models for each virtual and real spaces in Experiment I are 
shown in Figure 13.9. As a result, the same shape (Cc.) tends to be preferred in 
each experiment. To check that the models match, we applied the goodness-of-fit 
test and likelihood rate test. We applied these tests to the Bradley–Terry model 
shown in Figure 13.9.  
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Table 13.2 Result of paired comparison (Experiment I): (a) in virtual space (Exp. I-1), (b) in 
virtual space (Exp. I-2), and (c) in real space (Exp. I-3)  

(a)  
Product El. Ec. Cc. Dc. Hc. Total 
El. – 4 2 4 4 14 
Ec. 14 – 2 6 9 31 
Cc. 16 16 – 13 12 57 
Dc. 14 12 5 – 13 44 
Hc. 14 9 6 5 – 34 

(b)  
Product El. Ec. Cc. Dc. Hc. Total 
El. – 5 4 5 7 21 
Ec. 13 – 4 7 9 33 
Cc. 14 14 – 13 13 54 
Dc. 13 11 5 – 11 40 
Hc. 11 9 5 7 – 32 

(c)  
Product El. Ec. Cc. Dc. Hc. Total 
El. – 4 3 4 5 16 
Ec. 14 – 3 6 8 31 
Cc. 15 15 – 11 15 56 
Dc. 14 12 7 – 16 49 
Hc. 13 10 3 2 – 28 

 

Figure 13.9 Preference of 3D shape in virtual and real space 

As a result, the matching of the model in each virtual space using the proposed 
system and in real space is also consistent. These demonstrate that the forearms of 
the user’s avatar in virtual space do not appear to affect the 3D shape evaluation in 
virtual space. 

To analyze the individual evaluation environment in detail, the number of sub-
jects who changed the selection between paired comparisons in virtual space and 



13 Shape Evaluation Properties in Real Space and Virtual Space 257 

in real space is investigated. Figure 13.10 shows the frequency distribution of 
subjects for the number of selection changes between paired comparisons in vir-
tual space without the avatar’s forearms (Exp. I-1) and in real space (Exp. I-3), 
shown as white bars, and between them in virtual space with the avatar’s forearms 
(Exp. I-2) and in real space (Exp. I-3), shown as black bars. It can be seen from 
this figure that there is no significant difference between them. 

Figure 13.11 shows the number of subjects who changed the selection for the 
each paired comparison between Exp. I-1 and Exp. I-3 (white bars), and between 
Exp. I-2 and Exp. I-3 (black bars). The differences between each pair are not sig-
nificant. These results indicate that displaying the avatar’s forearms has no influ-
ence on the shape evaluation in virtual space. 

 

Figure 13.10 Frequency distribution of subjects for the number of changes of selection between 
paired comparisons in virtual and real space 

 

Figure 13.11 Number of subjects who switch to an alternative at paired comparisons in virtual 
and real space 
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13.3.4 Influence of Avatar’s Upper Body Image 

Table 13.3 shows the results of paired comparison in Experiment II. The Bradley–
Terry models for each virtual and real space in Experiment II are also assumed 
and the results are shown in Figure 13.12. As a result, the same shape (Cc.) tends 
to be preferred in each experiment, as was found for Experiment I. 

To approve the matching of the models, the goodness-of-fit test and likelihood 
rate test were also applied to the Bradley–Terry model. The results indicate that 
the matching of the model in each virtual space using the proposed system and in 
real space are both consistent. These demonstrate that the avatar’s upper body in 
virtual space doesn’t appear to affect the 3D shape evaluation in virtual space. 

To analyze the individual evaluation in detail, the number of subjects who 
changed their selection between paired comparisons in virtual space and in real 
space is investigated.  

Figure 13.13 shows the frequency distribution of subjects for the number of se-
lection changes between paired comparisons in virtual space with the avatar’s 
upper half of the body (Exp. II-1) and in real space (Exp. II-3), shown as white 
bars, and between them in virtual space with avatar’s forearms (Exp. II-2) and in 

Table 13.3 Result of paired comparison (Experiment II): (a) in virtual space with avatar’s 
upper body (Exp. II-1), (b) in virtual space with avatar’s forearms (Exp. II-2), and (c) in real 
space (Exp. II-3) 

(a)  
Product El. Ec. Cc. Dc. Hc. Total 
El. – 8 6 7 7 28 
Ec. 21 – 11 10 9 51 
Cc. 23 18 – 16 21 78 
Dc. 22 19 13 – 22 76 
Hc. 22 20 8 7 – 57 

(b)  
Product El. Ec. Cc. Dc. Hc. Total 
El. – 8 4 7 10 29 
Ec. 21 – 8 10 6 45 
Cc. 25 21 – 17 20 83 
Dc. 22 19 12 – 18 71 
Hc. 19 23 9 11 – 62 

(c)  
Product El. Ec. Cc. Dc. Hc. Total 
El. – 5 3 4 9 21 
Ec. 24 – 4 7 13 48 
Cc. 26 25 – 20 21 92 
Dc. 25 22 9 – 23 79 
Hc. 20 16 8 6 – 50 
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real space (Exp. II-3), shown as black bars. There is no significant difference be-
tween them. Also, the differences between the number of subjects who changed 
their selection for each paired comparison between Exp. II-1 and Exp. II-3, and 
between Exp. II-2 and Exp. II-3, are not significant. These results indicate that 
displaying the avatar’s upper body has no influence on the shape evaluation in 
virtual space. 

After each experiment, the subjects are asked some questions about each virtual 
environment for 3D shape evaluation and the difference between Exp. II-1 and 
Exp. II-2. The results of this questionnaire are shown in Figure 13.14. The results 
for all questionnaires about the difference between Exp. II-1 and Exp. II-2 are 
significant at a significance level of 1%. These results indicate that the subjects 
prefer a viewpoint from their own avatar’s eyes to one from the rear space of their 
avatar when performing 3D shape evaluation in virtual space. 

 

Figure 13.12 Preference of 3D shape using the Bradley–Terry model 

 

Figure 13.13 Frequency distribution of subjects for the number of changes of selection between 
paired comparisons in virtual and real space 
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Figure 13.14 Result of questionnaires 

13.4 Conclusions 

We have proposed a virtual environment for 3D shape evaluation in order to clarify 
the differences in 3D shape evaluation in virtual and real spaces. Using this system, 
users are able to obtain visual information in virtual space and tactile and gazing 
line-action information in real space. The preference of the 3D shape images on a 
HMD was compared with that of real photoformed products made from the same 
data by the sensory evaluation of paired comparison. As a result, the same shape 
tended to be preferred in both spaces, and there was no significant difference in the 
relations of preference among shapes based on the Bradley–Terry model for the 
sensory evaluation. This indicates that tactile, gazing line-action information plays 
an important role in 3D shape evaluation. This proposed system enables us to ana-
lyze the information which the subjects use in shape evaluation by handling these 
information. Using this system, the influence of difference of the viewpoint on 
shape evaluation in virtual space is investigated by the sensory evaluation of paired 
comparison and questionnaire analysis. The subjects can see their actions per-
formed by translucent avatars or see only the motion of their forearms. As a result, 
it is found that the subjects prefer a point of view which shows only the motion of 
their avatar’s forearms in the case of shape evaluation in virtual space. 
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Chapter 14  
Affective Driving 

Yingzi Lin1 

Abstract In this chapter, we discuss how emotion may play important role in 
driving especially in terms of driving safety. Vehicle driving is a life-critical proc-
ess and is pervasive in our daily life. Emotion is, however, often considered to be 
not particularly relevant to vehicle driving, with the arguments: (1) safety takes 
precedence over any emotional needs, so any driver assistance systems (DAS) 
should only look at the driver’s performance and not emotion, and (2) emotion 
does not significantly change driving performance. However, several studies con-
ducted by us reveal that emotion can be as important as fatigue in driving applica-
tions, and research on how DAS may help to regulate drivers’ emotions is highly 
needed. This chapter gives an overview of our research, leading to the view that 
future DAS need to consider emotion. At the end, there is an outline of the exist-
ing issues and future research directions on incorporating emotion in the design 
and management of vehicle and transportation systems. 

14.1 Introduction 

Emotion is a well-known term but lacks a universal agreement on how it works. 
There appear to be two views of emotion in literature: the first is that emotion 
is the experience of involuntary physiological changes [1] (e.g., anger accompa-
nied by increased heart rate), while the second is that emotion is the outcome of 
cognitive evaluation (e.g., whether one’s goals are met in the interaction with the 
environment) [2, 3]. In our view, these two views are inter-related, and involve 
four processes (see Figure 14.1). First, a human must perform a cognitive task or 
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a mixed cognitive and physical task. Second, the performance on the task is evalu-
ated, which is a cognitive process. Third, the result of the evaluation induces chan-
ges in psychophysiology. Fourth, the changes in psychophysiology further affect 
the performance of the task alongside the experiences of these changes, which are 
transformative to different categories of semantics of the experiences, namely the 
different labels of these experiences (anger, happiness, etc.). These four processes 
happen in a cycle as shown in Figure 14.1. For the convenience of later discus-
sions, let’s put the four cyclic processes together as a model and call it “TCPE” 
(T: task; C: cognitive evaluation; P: psychophysiological; E: emotion) hereafter. 

The discussion thus far suggests that all such notions as changes in psycho-
physiology, emotion, cognition, and bodily action are inter-related, as further 
depicted in Figure 14.2, where we also show that the brain serves as an ultimate 
center to manage the body, cognition, emotion, and their interaction. In addition, 
emotion is a semantic variable that is dependent on the psychophysiological states 
and their changes. The usefulness of emotion is such that particular emotional 
states represent mental states that are both related to human health and task per-
formance. Though task performance depends on the psychophysiological states – 
which makes it sound that as far as task performance is concerned emotion is a 
redundant concept – the relationship between emotion and task performance is still 
useful. This is because (1) we do not know how many types of psychophysiologi-
cal signals are needed to uniquely determine a particular type of emotion and task 
performance and (2) the use of psychophysiological states as independent vari-
ables to determine task performance can never be achieved because of (1). There-
fore, if a subjective or a combined subjective and objective manner can tell one’s 
emotion, this helps. These two reasons suggest that studies to establish the rela-
tionship between emotion and task performance will be useful. 

Emotional state is a short-term state that usually lasts minutes and hours rather 
than days [4], compared with other human attributes such as mood, trait, and tem-
perament [5]. Therefore, the interactions between emotion and cognition and be-
tween emotion and body are also short-term. Emotion changes can be further clas-
sified into transient and steady states; the former being defined as ahead of task 
performance and the latter being defined as along with task performance. In our 
study, we consider the steady state of emotion, which was ensured by a proper 
design of the experiments. 

Figure 14.1 A unified view of emotion, task, and change in psychophysiology 

Change in Psycho-
physiology 

Task 
Cognitive 
evaluation

Emotion 
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Figure 14.2 Brain, cognition, body, emotion and their conceptual relationship 

Incorporating emotion into designing artifacts, especially dynamic systems or 
machines, is the last task for artificial intelligence research. This view appears to 
be similar to a view widely agreed among AI researchers in the discipline of com-
puter science and engineering [6], i.e., affective computing or incorporating emo-
tion into computer systems is the last task for AI research. However, these two 
views are not exactly the same. The major difference is the difference of the tar-
get system: machine and computer. For a machine such as robot, it has its physi-
cal and chemical state that determines the machine task performance, while for 
a computer, it is the software running on it that interests us, so the state of the 
computer is not a determinant factor in the performance of the software. We will 
use the term “affective machine” in this chapter. Our study is on affective ma-
chines rather than affective computing. 

There are two general questions that need to be answered in designing affec-
tive machines. The first question is how the machine knows human emotion 
(or emotional state) and emotional behavior. Here, emotional behavior means (1) 
the causes of emotions and (2) the emotional effects on cognition and action. 
The second question is how the machine responds to humans’ emotional cogni-
tion and action. The first question can be divided into two sub-questions: how to 
get cues from humans and how to infer humans’ emotion and emotional behav-
ior. The second question can be further divided into two sub-questions: what 
should be the best response from the machine and how is the best response best 
expressed or acted in effect on the human? Nevertheless, the ultimate goal of the 
design is to improve the performance of such human–machine collaborative 
systems; in the case of vehicle driving it is to make DAS both a safeguard and of 
high usability. 

In this chapter, we provide an overview of our research on “affective vehicles”, 
with a focus on our studies towards an answer to the first question above. There-
fore, Section 14.2 has an overview of our work on the development of sensors that 
acquire cues from the driver non-intrusively and in real-time. Section 14.3 has an 
overview of our work on the development of an algorithm that infers the driver’s 
emotion. Section 14.4 looks at our work on understanding drivers’ emotions ver-
sus cognition and action (or task performance). Section 14.5 discusses the existing 
issues and future research directions. Section 14.6 gives a conclusion. 

Brain 

Cognition Emotion  

Body 
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14.2 Natural-contact Biosensor Method 

There are generally two methods for sensors to acquire cues from humans: non-
contact sensors and wearable sensors. The disadvantage of non-contact sensors is 
the limited types of cues that they can acquire. The shortcoming of wearable sensors 
is that they are still intrusive to the human, as they require the human to “wear” the 
sensor, which is not necessary to an activity per se. For instance, when a human 
driver drives, the driver has to wear something that is in fact a transducer, according 
to the wearable sensor method, in order to measure his or her physiological signal 
(otherwise, the wearing is not a part of human and machine interactive activities).  

We proposed a new biosensor method called a natural-contact (NC) biosensor 
[7]. The idea of the NC biosensor is based on the observation that in any human–
machine system there must be some contacts between humans and machines. 
Sensors can then be designed to be placed on the contact surface of the machine. 
This is very much like the machine wearing something. Therefore, there is no 
intrusiveness in philosophy to the human. Based on this idea, we decided on the 
fundamental problems of the NC biosensor method [7]. In particular, there are 
four fundamental problems: (1) the transducer elements must be designed to be 
sufficiently small, being a part of the machine system; (2) the transducer elements 
must be designed and constructed to cover the contact surface as much as possible 
to cope with uncertainty in the instant contact location on the contact surface; (3) 
the signal-to-noise (SNR) ratio must be sufficiently high to cope with noises ow-
ing to the varying nature of the human; and (4) multi-signals need to be decoupled 
as the promise of the NC biosensor is to have all signals measured at one site.  

The first proof of the NC biosensor was completed at our research laboratory in 
2005 [8, 9], which was to measure the gripping force (GF) and blood volume 
pulse (BVP) of a driver holding a steering wheel. The second proof was to have 
more signals measured from the steering wheel, including skin conductance (SC) 
and skin temperature (ST) [10]. In this design, the second fundamental problem of 
the NC biosensor was dealt with by two steps. The first step is to analyze the hu-
man palm and the contact behavior of the driver, and the second step is to deter-
mine the distribution of the NC biosensors over the wheel surface.  

In summary, the NC biosensor has more distinct features than the wearable 
sensor and is more promising than the wearable sensor in terms of non-
intrusiveness, acquisition of multi-signals, and acquisition of more types of 
physiological signals. Since human skin contains a rich set of information with 
a pathological connection to the human body and mind, the NC biosensor is 
a promising method for sensors to acquire physiological signals. 

14.3 Inference of Human Emotion 

The inference of human emotion is to determine human emotional state given a set 
of pscychophysiological cues and contexts. Contextual information includes in-
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formation about the task, pre-conditioning of the human operator, and the task-
performing environment itself (see again Figure 14.1). This understanding is 
slightly different from that of others, such as Lisetti and Nasoz [11] and Picard [6], 
who did not pay attention to contextual information. According to our research 
contextual information is quite important [12]. 

Machine learning techniques seem to be most applicable to the problem of in-
ference. These techniques can be further classified into generative learning and 
discriminative learning. Most approaches are generative learning Bayesian or 
Markov chain network techniques. Another popular category of techniques is the 
artificial neural network, which are typically based on the discriminative learning 
technique [11]. On top of these machine learning techniques, fuzzy logic can be 
employed to represent a type of imprecise information – vagueness [12, 13]. There 
are two ideas of how to apply fuzzy logic for inference of emotion (or mental state 
in a more general sense). The first is that the word becomes the final outcome of 
the inference, with a typical outcome statement being “the level of anger is very 
high”; see the work of Mandryk and Atkins [13]. The second is that a number is 
used for the outcome of the inference, with a typical outcome statement being “the 
level of anger is 0.7” (out of 1, where 1 = very angry and 0 = not angry at all); see 
our work [12, 14].  

In parallel with the research into cognitive state inference – in particular, a find-
ing described in [15] that no approach is powerful enough to infer cognitive state 
for all situations and therefore an integrated approach is needed – we stated that 
this finding can be equally applied to the inference of emotion. Following this line 
of thinking, we proposed the architecture of an integrated algorithm as shown in 
Figure 14.3. This architecture has three layers. The first layer is a grouping and 
clustering process (Figure 14.3 (a)). The Grouping of cues is based on the “prox-
imity” in their relevance to an inferred target. The Clustering of cues is based on 
the number of instances of the cues in a group. One can observe that grouping is 
semantic-oriented and clustering is value-oriented. The second layer is a classifica-
tion layer in which algorithms based on various machine learning formalisms (e.g., 
artificial neural network, Bayesian network, etc.) and principle-based knowledge 
for inference (PB in Figure 14.3 (a)) are integrated. The third layer of the architec-
ture is a probability distribution aggregation process. Each classifier (i.e., the sec-
ond layer) comes up with a crisp value for the inferred cognitive state (CS for 
short), CS (1), CS (2), etc. The CS takes on a value ranging from 0 to 1, which 
represents the degree of confidence in an inferred target (e.g., fatigue of an opera-
tor, tank in a terrain field, etc.) with 1 representing the highest and 0 the lowest 
degree of confidence. The aggregation process integrates all CS (i) (i = 1, 2, …, n, 
where n is the total number of classifiers or inference mappings) to an “agreed” 
inferred state or target. The aggregation process is built upon a probabilistic uncer-
tainty (the deterministic case is viewed as a special case of the non-deterministic 
case). Methodologies in the fields of decision-making [16, 17] and expert opinion 
elicitation [18] are employed for this aggregation process. It is noted that in expert 
opinion elicitation [18], the problem can often be defined as a weighted average 
problem, in which each expert is associated with a weight that represents the exper-
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tise level of the expert with respect to a decision target. This can be applied to the 
cognitive inference problem here so that a group of cues corresponds to an expert, 
and a weight associated with the group represents the degree of inference power of 
the group with respect to an inferred CS. The notion of inference power makes 
sense; for example, heart rate variability is more sensitive than blood pressure to a 
driver’s fatigue, and therefore the weight of the heart rate variability cue or its 
group should be higher than that of the blood pressure cue or its group in the ag-
gregation process for the inferred driver’s fatigue. The notion of the weight of the 
cue in the context of cognitive inference has not been discussed in the literature.  

......
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Figure 14.3 Integrated multi-modality cognitive state inference: (a) overall architecture, and (b) 
cue–state network [16] 

Finally, the architecture can simulate an important human inference behavior – 
that is, a particular state in one context may be viewed as a cue in another context 
with its relevant inference process (Figure 14.3 (b)). In Figure 14.3 (b), CS* serves 
as a cue together with other cues (i, j), some of which may infer CS* in one con-
text, to infer CS. The structure as shown in Figure 14.3 (b) is in its nature a net-
work structure, which further means that the general architecture as proposed here 
views the cue-state relationship as a network, which is the nature of the human 
cognitive system. It is noted that the notion of the network relationship among 
cues and states appears not to be discussed in the current literature.  
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We applied a simplified version of this architecture to the inference of the fa-
tigue state of the driver. This takes a machine learning model which integrates the 
first two layers, and the integrated model is simply the TSK (Takagi–Sugeno–
Kang) model developed in the ANN literature for control. The approach model of 
the probability distribution aggregation, i.e., layer 3, is the OWA. In the fatigue 
state inference, we used the following cues: eye movement (EM); driving hour 
(DH); sleeping quality (SQ); EEG; and ECG. The EEG and ECG fall into the 
category of physiological cue. The EM falls into the category of non-contact cue, 
and the DH and SQ fall into the contextual category of cue. Tables 14.1 and 14.2 
show the result of the fatigue state inference for two drivers [19]. The accuracy to 
infer the fatigue state achieved about 90%.  

Table 14.1 Features and simulation result for the first driver 

SQ DH ECG EEG EM Input features 
0.25 0.5 0.83 0.81 0.85 0.82 
y1 y2 y3 y4 y5 TSK output 
0.9046 0.5907 0.8925 0.849 0.89 

Overall average: 0.8258 

Table 14.2 Features and simulation result for the second driver 

SQ DH ECG EEG EM Input features 
0.875 0. 167 0.33 0.38 0.41 0.43 
y1 y2 y3 y4 y5 TSK output 
0.075 0.21 0.29 0.33 0.41 

Overall average: 0.8258 

We further designed a simplified version of the architecture in the sense that 
we only include a fuzzy knowledge-based inference engine from the cue to emo-
tion state [20]. In this case, we only considered the following psychophysiological 
signals: heart rate, skin conductance, skin temperature, and respiration rate, due 
to their highly relevant to emotional states. Table 14.3 shows an example of 
a driver’s steady emotional state over a relatively long time period, and Fig-
ure 14.4 shows an example of driver’s transient emotion state over a relatively 
short time period. The accuracy of inference achieved is about 86% (for anger) 
and 87% (for disgust). 

From our study, emotion is a factor that cannot be ignored in vehicle driving. 
The inference of the driver’s emotional states as well as other mental states such 
as fatigue, drowsiness, and attention can reach a level of accuracy of just over 
85% with the physiological cues that are non-intrusively obtained. The next sec-
tion will show the state of knowledge about how the emotional states affect the 
driver’s driving performance.  
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Table 14.3 Emotion rating by self-reporting, expert rating, and fuzzy emotion analyzer  

Emotion Self-reporting Expert-rating  
Emotion analyzer 
(CF) Meaning 

Calm   –0.61 Unlikely 
Joy   
Pleasure   0.19 

 
Unknown 

Anger 0.7 0.7 0.61 Probably 
Sadness   0.4 Maybe 
Excitement   – – 
Surprise   – – 
Fear 0.3  0.40 Maybe 
Anxiety   – – 
Frustration   0.48 Probably 
Disgust  0.3 0.34 Maybe 
Nervousness   – – 
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Figure 14.4 An example of emotion transition estimated by the emotion analyzer 

14.4 Emotion Versus Performance in Driving 

There are two methods of studying the relationship between emotion and task 
performance: experimental and theoretical. The experimental approach demands 
a sufficient number of samples and proper generalization. The theoretical ap-
proach demands accurate modeling of cues, emotions, tasks, and task performance 
according to the TCPE model as mentioned before. In this chapter, we give an 
overview of a study we conducted in an attempt to find a model of the general 
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relationship between a driver’s emotions and his/her performance, following the 
experimental approach.  

In the literature, Russell [21] proposed an emotion model based on the two di-
mensions of arousal and valence (see Figure 14.5). Further, there is a well-known 
model of the relationship between performance and arousal, called the inverted 
U-shape model [22] (see Figure 14.6). Further, Brookhuis and De Waard [23] 
investigated the relationship between drivers’ mental workload and driving per-
formance in different situations. They concluded that mental workload has an 
inverted U-shape relationship with driving performance. This finding is, however, 
not a surprise, as mental workload has a close association with arousal [24]. 

 

Figure 14.5 2D emotion model [21] 

 

Figure 14.6 Yerkes–Dodson law [22] 

It should be noted that the Yerkes–Dodson model is descriptive, so it cannot be 
used for any quantitative use. Mental workload is viewed as a single variable or 
attribute, while emotion is considered as a function of two variables according to 
the two-dimensional model (valence, arousal). Therefore, we investigated the 
quantitative relationship between emotion and task performance in the context of 
vehicle driving, which is a pioneer study. In particular, we proposed the following 
relationship between emotion and task performance [25]: 
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 2
A Ar ArP a b c= + + , where 0a < , 1 Ar 1− < < ,     (14.1) 

 V VaP d e= + , where 0d > , 1 Va 1− < < , (14.2) 

 AV A VP P P= × , (14.3)  

where Ar and Va are variables that indicate the level of valance and arousal; PA is 
the task performance associated with the change in arousal and PV is the task per-
formance associated with the change in valence. Specifically, a < 0 indicates that 
the curve PA opens downward, d > 0 indicates that the curve PV increases with Va; 
and b, c, e are parameters relevant to a particular task.  

The experiment was designed as follows. Fifty-three samples were taken from 
15 participants. The participants saw a movie to stimulate their emotions, and then 
used a driving simulator. They did multi-tasks: primary driving task and secondary 
visual search task.  

The result confirms that the model is adequate to represent the emotion and 
task performance relation. In the case of vehicle driving, the parameters in the 
model were determined through the experiment. This experimental study further 
concluded: (1) there is a downward U-shape relationship between arousal and task 
performance; (2) the optimal task performance occurred at the medium arousal 
range from 0.0 < Ar < 0.4; (3) there is a linear increase relationship between task 
performance and valence when Va < 0.5, but this relationship stops at a positive 
valence (Va < 0.5) or at high arousal (Ar ≥ 0.6); (4) arousal and valence were not 
perfectly independent in the whole 2D emotion plane; (5) the spaces of the emo-
tion plane such as the planes Va > 0.5 and Ar < 0, and Va < –0.5 and Ar < –0.5 are 
not occupied at all, which may be due to the slight correlation between arousal and 
valence; (6) the effect of arousal and valence on the worst driving performance 
was significant (p < 0.05); and (6) the average driving performances at four emo-
tion zones were also significantly different (p < 0.05). 

In summary, the steady state period of emotion can have a significant effect on 
task performance in driving. The usefulness of the emotion–performance relation-
ship model can help to predict drivers’ task performance degradation and therefore 
assist drivers in managing emotion to avoid any safety-threatening performance.  

14.5 Issues and Future Research Directions 

The first issue is to improve the accuracy, robustness, and resilience of the biosen-
sor system with the real-time and non-intrusive measurement capability. This 
requires an approach that integrates design, fabrication, and signal processing to 
look into finding a global optimum. The second issue is how to make “soft” or 
“flexible” biosensors in the context of the NC biosensor method; in particular 
a large array of transducer elements grown on a soft material. This will enable the 
biosensor to be more easily worn on the body of the machine that interacts with 
humans and will therefore be able to cope with any contact uncertainty. The third 
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issue is the relationship between the internal state of the machine and its emotion 
(emotion engine and emotion expression). This issue is important when DAS is 
deciding how to express the machine’s state to the driver in order to influence the 
driver’s emotion and task performance, which in turn will affect the overall per-
formance of the driver–vehicle system. The fourth issue is the decision-making of 
the DAS in order to assist the driver in achieving the primary goal of driving safe-
ly, along with the secondary goal of being of high usability to the driver. 

14.6 Conclusions 

This chapter gives an overview of the studies conducted by us on the subject of 
affective vehicles or affective machines in general. The overview concentrates on 
how machines can understand humans’ emotion and the effect of emotion on their 
task performance. The following conclusions are made: first, drivers’ emotional 
states have significant effects on their driving performance; second, drivers’ emo-
tional states can be inferred through cues that include both contextual and psycho-
physiological elements. The results demonstrated in this chapter support the above 
two conclusions. 

Finally, research towards such affective or emotional machines is highly impor-
tant, especially with the development of more and more intelligent machines 
and/or human–machine interactions in modern society. 
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Chapter 15  
Approximate Multi-objective Optimization 
of Medical Foot Support 

Masao Arakawa1 

Abstract Although splayfoot does not seem to be a serious disease, it can cause 
fatigue in daily life. Therefore, the solution of this problem can make daily life 
much more comfortable, particularly for elder people. There are some commercial 
products to treat splayfoot, but they just add a small amount of support and are not 
personalized for each patient. In addition, if the support height is not correct for 
the patient, it can make the condition worse. Physical therapists are able to create 
foot supports for each patient, but use their experience to make them. There have 
been many studies made on the structure of the bones of the foot, and a summary 
of the desired positions has been reported by medical doctors, one of which is 
called the Mizuno standard. In this chapter, we will describe the design of a medi-
cal foot support using approximate multi-objective optimization, in order to posi-
tion the height of the bones to the Mizuno standard, and show its effectiveness 
through myoelectric potential tests. 

15.1 Introduction 

These days, a number of people have problems with their feet, such as splayfoot, 
flatfoot, bowlegs, and so on. Splayfoot is a phenomenon characterized by a lack of 
cushioning in the vertical arch, which therefore causes a lot of pressure on the 
bones in the foot. When too much pressure is placed on the bones, it causes fatigue 
and sometimes sufferers cannot walk because of the pain. This is not only bad for 
the bones, but also for the muscles of the leg. One reason for leg fatigue is that the 
muscles are being used in an unusual way.  

                                                
1 M. Arakawa  
Department of Reliability-based Information Systems Engineering, Kagawa University 
2217-20, Hayashicho, Takamatsu, Kagawa, 761-0396, Japan  
e-mail: arakawa@eng.kagawa-u.ac.jp 
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These days, it is possible to buy commercial arch supports (Figure 15.1) 
through the Internet. However, as these are not designed to heal the patient and 
sometimes do not fit them properly, they can make the situation worse. In a previ-
ous study [1], we examined the effectiveness of support for three different levels 
of patients through myoelectric potential measurements and showed the different 
effectiveness for each patient. From these results, we have designed a vertical 2D 
shape for arch support by comparing the positions of the bones to the Mizuno 
standard (Figure 15.2 and Table 15.1) using approximate multi-objective optimi-
zation [2, 3]. In the previous study, we have shown the effectiveness of the ap-
proximate optimization, and the results showed that we can reduce the divergence 
from the Mizuno standard, and at the same time also reduce the myoelectric poten-
tial. In the study, we used experimental data that we had obtained from X-ray 
results, with various height patterns made from plaster. However, we only de-
signed the vertical shape, and also did not examine the effect of different support 
materials and plaster on the experiment. In the study described in this chapter, we 
will try to make a 3D shape using an application of the spline function with con-
trol points, and we will use the same material when checking the bone heights. We 
use the same approximate multi-objective optimization method. As a result, we 
have had several patterns of the good results, and have validated them with 
myoelectric potential measurements to show the effectiveness of the results. 

 

Figure 15.1 Arch support (commercial product) 

 

Figure 15.2 Measurement of bone positions in the Mizuno standard [2] 
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Table 15.1 Mizuno standard foot data 

LY 21.66 ±0.12%mm 
NY 28.36 ±0.16%mm 
CY 32.71 ±0.16%mm 
MY 3.02 ±0.11%mm 
BY 8.11 ±0.12%mm 
fY 12.08 ±0.13%mm 

15.2 Approximate Multi-objective Optimization 
Using Convolute RBF 

15.2.1 Convolute RBF 

A radial basis function (RBF) network is a multi-layered neural network that gives 
an output that is a weighted summation of the middle layers. When we use a basis 
function as a Gaussian distribution with oval form with a different radius for each 
variable, it becomes: 
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where m is the number of the basis function, n is the number of dimensions of 
variables, rj is the radius for variable j, and cij is the ith center of the basis function 
of variable j. A Gaussian distribution has a character in that its response gets clo-
ser to 0 the further it is from its center. Using this property, we propose a convo-
lute RBF as: 
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where Y(x) is an arbitrary function. With this function the error between the origi-
nal data set and Y(x) becomes 0 on average. Now, we are going to approximate 
error between fapp and the teaching data. K is the number of convolutions. When 
there is strong nonlinearity in the original function and/or data, it is impossible to 
have enough accuracy in a single approximation of RBF. Thus, we need to carry 
out these approximations several times. 

15.2.2 Satisficing Method 

A common way of achieving multi-objective optimization is the weighted sum 
method, which is easy to understand and implement in software. However, even 
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for simple cases, the changes of weights do not coincide with changes in the val-
ues of functions, especially when there are more than three objective functions. 
Therefore, trade-off analysis becomes very difficult to match to the requirements 
of designers [4]. 

The satisficing method is an interactive multi-objective optimization method. 
We set an ideal solution and aspiration level as the desired values of each objec-
tive function and obtain a Pareto optimal solution close to the aspiration level. The 
solution is obtained by minimizing the extended Thebychev scalarization function, 
as follows: 
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where Ω is the design space and α is a small value to correct for correct a weak 
Pareto solution. The superscript “asp” stands for aspiration level, and “ideal” 
stands for the ideal value that each function can take. wi is a weight factor that 
may play a role in distinguishing between objective function and constraints. 

15.2.3 Data Addition 

In approximate optimization, it is important to indicate where we need to add data 
for global optimization. If we can indicate appropriately, we can reduce the num-
ber of function calls and/or experiments. There are two main reasons for data 
addition: (1) to obtain a better accuracy around the optimum solution, and (2) to 
obtain a better approximation for the overall response. The second reason is not 
only for a better response surface, but also for global optimization to overcome the 
approximation error in areas with a lower density data distribution. In the multi-
objective optimization case, we need to find an approximate scalar function of 
Equation 15.3 that is strongly nonlinear. When we approximate this function as 
RBFΦ(x) then, to have good response surface, it is important to know the ma-
ximum and minimum values of the original Φ(x). Thus, we would like to find 
a maximum absolute value of RBFΦ(x). In order to estimate the data density, we 
use +1 for the data that follow the constraints and –1 for those which don’t, and 
we make RBF the function of RBFex(x). We would like to minimize the absolute 
value of RBFex(x). To make both purposes easier, we introduce the following 
recommendation function, following the Nash solution as: 

 exRmd( ) ( RBF ( ) ) ( RBF ( ) )α βΦ= + × −x x x , (15.4) 

where α is included to avoid the approximation error of RBFΦ(x), and β is slightly 
greater than 1. In this recommendation function, the output of RBFex(x) near the 
active constraints becomes close to 0, so that we can add data both around the area 
of lower density and surrounding the active constraints. In this paper, we will add 
data by maximizing the recommendation function using the method that we pro-
posed earlier [5]. 
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15.3 Arch Support 

Medical arch support is equipment used for splayfoot patients to raise the arch of 
the foot and should be designed to return the arch to its normal shape. There are 
many different kinds of commercial arch support, and one particular example is 
shown in Figure 15.1. 

In our previous study, we examined the effectiveness of commercial arch sup-
port for three different subjects – one patient with severe problems, one patient 
with mild problems, and one with a normal height arch. We asked each subject to 
walk on a treadmill for a while, and measured the myoelectric potential. We inte-
grated absolute values for them and averaged them over one step and for five trials. 
Table 15.2 shows the results of the validation. The absolute values differ between 
each other, so that it does not have any meanings, but the reduction rates show the 
effectiveness of the support. It is obvious that the support has a postive effect on 
the severe patient, but a negative effect on the normal subject. There is little affect 
on the mild patient. From this result, we can see the importance of designing a 
suitable arch support for each patient. 

Table 15.2 Results of effectiveness of foot support 

Big toe Little toe Big toe Little toe
Severe 80.66 81.37 92.38 99.42

Not severe 81.85 55.95 82.79 68.66
None 57.43 44.63 53.90 41.56

Patient With support Without support

 

15.4 Model of an Arch Support 

15.4.1 Spline Curve 

A spline curve goes through every control point, and has second-order continuity. 
In this study, we will use a third-order spline curve. For each interval, it follows 
the following equation for the interval variable 1i ix xτ += −  (1 3)i≤ ≤ :  

 ( ) ( ) ( ) ( )3 2
jS a b c dτ τ τ τ= + + + ( )1 3j≤ ≤ , (15.4) 

where Equation 15.4 has the following conditions: 

• it has the same gradient for both sides of control points; 
• it has the same changing ratio of gradient for both sides of the control points; 
• gradient = 0 for start and end points. 
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15.4.2 How to Make a Foot Support Model 

• Take a picture of a foot as in Figure 15.3 and fit the spline curve using control 
points, which are denoted by ○ in Figure 15.4. Draw line C. Choose six addi-
tional points denoted ●. 

• Calculate the spline curve in the vertical direction using four points on lines A 
and B in Figure 15.4. 

• With three spline curves A, B, and C, calculate each start and end point with 
line C, using two random control points from A and B. With these four points, 
create a vertical spline curve as shown in Figure 15.5. When four control points 
are not available, reduce the order of the spline curve and replace those areas. 

• From the spline curves shown in Figure 15.5, calculate arbitrary control points 
to convert the spline curve from vertical to horizontal, as shown in Figure 15.6. 
As we would like to make an experimental foot support from layers of hard 
sponge, the shape needs to be in the horizontal plane. Four points (○) in Fig-
ure 15.7 become fixed points for the patient’s arch, and the height of the other 
points become the design variables. 

 

Figure 15.3 Position of the spline curve 

 

Figure 15.4 Overhead view 
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Figure 15.5 Vertical model 

15.5 Design of Personal Medical Foot Support 

In our previous study, we used plaster to change the height of bones of foot, and 
we used hard sponge to make the final foot support. Therefore, there may be some 
difference between experimental result and the actual response of the foot because 
of the difference in materials. In order to get rid of these differences, we use the 
same material (hard sponge) in the experiment.  

 

Figure 15.6 Horizontal model 

 

Figure 15.7 Design variable 
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Figure 15.8 Plaster footprint 

15.5.1 Initial Pattern 

We use plaster to calculate the shape of the patient’s foot arch as shown in Fig-
ure 15.8. Working from the plaster model, we measure four fixed points as in 
Figure 15.7. 

15.5.2 Ideal Position of Arch 

In this study, we assumed that the Mizuno standard from Figure 15.2 and Ta-
ble 15.1 shows the ideal position of the arch. Table 15.1 shows values for the verti-
cal length from point y to OY, divided by OY in Figure 15.2. We call it % mm. 

15.5.3 Detection from X-ray Digital Data 

We developed an automatic calculator of each length in Table 15.2, when we 
indicated the points O, Y, L, N, C, m, b, f on the X-ray digital data as shown in 
Figure 15.9. 

 

Figure 15.9 X-ray data analysis software 
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15.5.4 Procedure of the Proposed Method 

1. For initial sets, give each design variable randomly. 
2. Make arch supports such as shown Figure 15.10. Fit them to the patient, and 

take X-ray digital data. Measure OY, Ly, Ny, Cy, my, by, and fy. 
3. If you are happy with the results, then end. Otherwise go to step 4. 
4. Add new data to the database. Make an RBF approximation using the scalar 

function with: 
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 where aspi is the square of the error in Table 15.2. Use the average as an arbi-
trary function. We will use this RBF approximation for data addition. Next, 
make an RBF approximation for each of six data points (Ly, Ny, Cy, my, by, 
and fy). Then, using the following scalar function, we will add one data point: 
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In this case, we had 27 initial data points, and for the initial iteration of the ap-
proximate optimization, we gained ten additional data points. We carried out the 
iteration three times. Table 15.3 shows the complete list of measured data. Fig-
ure 15.11 shows the best pattern of arch support.  

 

Figure 15.10 Sample pattern of arch support 

 

Figure 15.11 Best pattern of arch support 
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Table 15.3 Results of measurements of all 57 patterns 

Pattern left1 left2 left3 right1 right2 right3 F F Ly F Ny F Cy F my F by F fy
1 21.9 14.6 7.31 20.1 13.4 6.69 40.4 0.255 8.07 6.94 14.9 3.34 4.16
2 25.9 17.3 8.64 23.7 15.8 7.91 96.5 1.76 12.3 18.8 9.80 1.18 1.96
3 20.7 13.8 5.80 18.9 12.6 6.30 55.4 1.08 2.94 7.24 33.3 10.3 10.1
4 25.4 17.4 8.70 18.1 11.2 4.13 25.6 0.434 2.77 3.80 25.3 7.91 8.53
5 25.4 17.4 8.70 26.8 14.5 7.25 25.9 0.512 1.54 3.44 26.2 7.97 9.56
6 20.7 13.8 6.88 26.8 14.5 7.25 38.5 0.720 5.17 7.88 19.2 3.93 4.39
7 19.3 12.8 6.42 20.3 10.8 4.73 28.9 0.666 3.11 2.02 29.2 9.35 11.20
8 16.9 10.1 3.38 20.3 10.8 4.73 26.2 1.67 3.56 3.01 18.5 5.77 6.65
9 16.9 10.1 3.38 16.9 8.8 3.38 37.2 0.677 5.70 5.26 10.6 2.98 4.58

10 13.5 8.1 2.03 18.9 12.2 6.08 42.9 1.42 7.29 8.82 8.69 1.84 2.24
11 20.3 12.2 4.73 13.5 7.43 2.70 42.0 1.08 8.39 4.39 12.5 2.54 3.79
12 13.5 6.1 2.03 15.5 7.43 2.70 66.9 1.21 11.2 10.9 10.7 1.51 3.17
13 19.3 12.8 6.42 17.6 11.8 5.88 45.1 0.510 8.26 7.08 9.17 2.04 2.62
14 23.6 16.2 5.41 17.6 11.8 5.88 23.4 1.25 4.83 3.67 7.56 1.62 3.31
15 23.6 18.9 5.41 24.3 20.3 4.73 35.7 0.494 4.10 7.34 12.1 3.42 2.86
16 17.4 14.5 3.62 23.2 19.6 5.07 35.1 0.534 7.23 5.80 14.3 2.88 4.25
17 17.4 14.5 3.62 16.7 12.3 2.90 42.9 0.526 7.69 8.44 5.29 0.761 1.95
18 14.5 11.6 2.17 18.9 14.5 4.35 33.2 0.738 5.37 5.81 6.33 1.08 2.10
19 21.7 15.9 7.25 14.5 10.1 3.62 39.8 2.31 8.19 5.68 5.26 0.636 2.07
20 20.7 15.9 6.52 18.9 9.42 5.07 26.2 1.64 4.16 4.95 10.9 2.75 3.26
21 26.9 23.1 7.69 28.5 23.1 9.23 38.0 1.08 6.70 7.83 5.79 1.21 1.14
22 31.8 23.6 12.7 30.9 20.9 8.18 40.1 1.31 5.66 8.04 4.61 0.91 1.55
23 14.9 11.9 2.38 14.3 12.5 2.98 34.0 0.152 6.56 6.31 14.3 3.66 5.67
24 17.0 13.7 2.98 15.5 12.5 1.79 49.9 0.503 6.26 10.1 6.70 1.33 2.80
25 22.0 20.2 1.79 20.8 17.3 3.57 21.8 1.73 2.69 3.19 12.6 3.10 3.93
26 22.0 20.2 1.79 15.5 10.7 1.79 41.0 1.45 8.07 6.37 8.80 1.47 3.35
27 17.0 16.1 2.98 22.6 19.6 4.17 29.7 1.95 3.40 5.01 11.1 2.95 5.17
28 20.0 19.7 2.49 26.3 19.8 5.68 42.4 1.23 3.32 8.73 6.50 1.35 0.789
29 35.8 12.8 1.50 26.4 17.0 9.74 43.2 0.288 5.14 8.00 6.99 1.10 0.907
30 34.9 25.0 11.8 26.4 17.0 8.57 11.4 1.14 0.694 1.49 8.48 2.63 1.22
31 37.2 11.6 1.50 34.2 28.5 12.8 11.7 0.909 1.64 1.38 7.20 2.51 1.77
32 25.3 37.9 19.9 29.6 16.3 13.6 18.0 1.10 2.66 3.43 9.42 1.96 2.25
33 37.0 24.2 12.1 35.0 28.7 3.38 40.3 0.628 3.51 8.30 16.20 4.05 3.00
34 27.9 15.0 4.72 26.1 12.4 1.50 33.9 0.477 2.27 6.98 9.04 2.32 1.79
35 33.8 43.1 4.60 36.9 19.3 3.71 16.2 1.15 0.531 2.49 4.28 0.819 0.840
36 35.1 18.1 7.75 27.3 17.8 13.9 23.1 3.78 0.305 1.90 10.3 2.60 2.45
37 36.9 18.4 8.71 34.9 29.0 9.24 46.3 0.691 6.10 8.40 9.16 1.04 1.25

38( C) 28.3 16.9 8.33 17.1 11.0 5.85 85.0 0.852 11.9 16.0 11.4 1.42 1.26
39 15.6 25.9 7.53 27.0 16.9 8.94 50.6 0.339 5.28 10.1 10.0 2.10 1.35
40 39.8 24.9 18.3 26.3 16.2 8.55 28.8 1.36 1.44 5.38 9.37 2.75 1.90
41 15.4 11.2 3.07 34.9 28.7 13.0 44.0 1.08 6.31 6.50 10.3 2.57 1.84
42 31.7 12.7 2.93 35.3 27.8 13.7 33.2 0.356 2.70 6.84 3.33 0.690 0.414
43 37.5 43.0 10.8 36.4 19.3 3.86 24.0 2.18 1.12 3.78 5.19 1.60 0.96
44 23.7 43.0 3.38 36.7 19.4 3.77 23.5 2.68 0.28 3.69 3.81 1.18 1.40
45 33.6 12.0 7.36 33.9 28.8 12.5 30.4 1.93 3.42 6.27 5.65 1.47 1.20
46 30.2 42.7 16.5 37.5 19.1 3.70 20.7 0.993 0.670 4.28 0.950 0.261 0.063
47 10.8 13.0 11.8 35.0 28.8 13.0 80.3 0.921 8.90 16.50 6.81 1.23 0.770
48 22.1 16.3 5.63 17.1 11.3 5.68 28.5 0.282 2.78 5.65 7.54 1.18 0.950
49 21.9 17.8 14.4 19.6 11.0 4.26 9.05 0.417 1.12 1.63 4.04 1.05 0.252
50 22.5 17.8 18.9 18.3 11.0 4.42 10.1 1.50 0.340 0.877 4.52 1.24 1.52
51 21.6 16.8 23.9 19.8 11.4 4.49 13.1 0.977 1.11 1.20 13.00 4.02 2.95
52 32.8 43.4 17.1 34.8 18.4 4.05 8.94 1.83 0.0582 0.378 0.909 0.249 0.293

53(best) 22.4 20.4 23.9 20.3 16.7 3.03 4.61 0.462 0.344 0.529 4.68 0.821 1.54
54(A) 27.3 17.3 8.97 29.1 10.7 4.19 10.7 0.143 1.38 2.22 1.73 0.116 0.084

55 25.8 17.4 6.03 36.9 11.2 4.13 28.4 0.659 2.03 5.67 4.16 0.810 1.05
56(B) 34.6 24.2 23.2 25.7 17.5 8.46 38.7 0.033 5.49 6.07 4.59 0.646 0.582

57 22.0 21.5 15.2 18.8 17.6 3.93 57.4 0.417 5.18 11.10 4.74 0.540 0.661  

15.6 Validation Test of Personal Medical Foot Support 

To validate the model, we made three patterns of arch supports (marked A, B, and 
C in Table 15.3).  
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15.6.1 Myoelectric Potential Measurement 

The myoelectric potential measurement records the electricity caused by moving 
a muscle. In the experiments, we used three pairs of electrodes to measure the 
movement of the calf, big toe, and little toe. In this study, we asked patients to 
walk on running machines with a speed of 5 km/h, and a slope of 4%. 

15.6.2 Experiment 

In this validation, a splayfoot patient and a normal person are selected. We pre-
pared a commercial foot support and four kinds of foot supports (A, B, C and 
Best), as shown in Figures 15.11–15.14. Their data are shown in Table 15.3. To 
analyze the myoelectric potential measurements, we followed the steps below: 

1. Use a low-pass filter to get rid of the landing noise. 
2. Calculate a moving average of about four steps. 
3. Calculate the absolute moving average difference for each value. 
4. Average each value in step 3. 
5. Carry out steps 1 to 4 three times and average the results. 

The results of the experiment are shown in Table 15.4. Each figure is the 
amount of movement over 100 μs. It differs from Table 15.2. Therefore, this time 
we use the moving average as standard following doctors’ advice. 

 

Figure 15.12 Foot support – pattern A 

 

Figure 15.13 Foot support – pattern B 



286 M. Arakawa 

 

Figure 15.14 Foot support – pattern C 

Table 15.4 Results of validation 

Calf Big toe Small toe Calf Big toe Small toe
Bare foot 27.4 96.1 86.3 69.4 83.1 89.0
Comercial 26.9 98.5 84.4 70.9 82.7 80.5

25.0 93.3 80.8 71.6 87.2 80.4
25.1 104.0 89.4 71.0 86.7 78.0
25.1 99.4 79.4 75.6 86.5 76.5
25.3 98.8 86.7 73.6 84.1 81.0

Best
A
B
C

Splay foot NormalPattern

 

15.6.3 Results 

Looking at Table 15.4, we can see that all four foot supports cause a reduction in 
calf muscle use for the splayfoot patient. However, support patterns A, B, and C 
have a negative effect, particularly on the big toe. The optimum support is the only 
support that can simultaneously reduce all three areas of muscle use. Looking at 
Table 15.3, support pattern A shows better error results for small toes; however, 
the response on that side is not good at all. It seems that error for the big toe will 
play a more important role in reducing muscle use. Looking at the results for the 
normal person, even the commercial support had a negative effect on him, and all 
the patterns for splayfoot patients show an even worse effect. This result is quite 
rational, as a foot support should be made personally for each patient if we want to 
reduce the pressure of muscle use. 

15.7 Conclusions 

In this chapter, we have used approximate multi-objective optimization using 
convolute RBF networks in designing made-to-order medical foot supports for 
splayfoot patients. If we can design the support in the correct way, we can reduce 
the pressure on bones and muscles for the patients. Of course, it is impossible to 
make any general models of human beings because we need to identify too many 
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parameters for each individual, and also the measurement must be done in non-
destructive way. In this study, we used the Mizuno standard position of bones, and 
tried to minimize the distance of six positions of bone from them, which gives us 
six objective functions. Under this condition, we need to carry out approximate 
multi-objective optimization. In addition, we would like to reduce the number of 
X-ray inspections, both because of the cost and because of the negative effect on 
patients. In a previous study, we succeeded in designing a vertical shape using 
two-dimensional shape optimization. In this study, we extended the model to 
three-dimensional shape optimization and introduced a 3D spline expression with 
six control points, and formed a six-variable, six-objective-function optimization 
problem. Starting from 27 initial data points, we added 30 additional data points to 
obtain satisfactory results. For validation, we used myoelectronic potential meas-
urement, to show the amount of muscle use. We prepared four different patterns of 
foot support, with one commercial support. From these validation tests, we have 
shown that only the best solution can simultaneously reduce all three areas of 
muscle use – and all four supports have a negative effect on a normal person. 
These results show the capability of approximate multi-objective optimization: 
a convolute RBF approximation can calculate an approximate function correctly 
even in a human model which might have a lot of nonlinearity, and the data addi-
tion rule is effective so we only need 57 experiments. Moreover, we have opti-
mized according to the Mizuno standard, but results show that it has a positive 
effect on the reduction of the pressure on muscles. This means that the effective-
ness of the Mizuno standard has been proven from a medical point of view. 
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Chapter 16  
Kansei Quality in Product Design 

Hideyoshi Yanagisawa1 

Abstract Kansei quality is a product quality that evokes the customer’s specific 
impressions, feelings, and emotions – such as comfort, luxury, delight, etc. It is 
important to consider kansei quality especially when designing mature consumer 
products. One of the most important issues in the design of kansei quality is to 
construct the evaluation criteria of the target kansei qualities. Without such criteria, 
the designer has to rely only on his/her subjective criteria for designing and evalu-
ating kansei quality. We often express such a quality using adjectives that are 
subjective and often ambiguous. However, the meaning and sensitivity of adjec-
tives may differ from person to person. Moreover, we possess latent evaluation 
criteria that are often evoked by new experiences, such as seeing a new product 
that provides a new kansei quality. In this chapter, the author presents a method to 
construct evaluation criteria for kansei quality, taking into consideration the di-
verse and latent kansei of customers. As a case study, the author applies the me-
thod to the design of a product’s sound quality.  

16.1 What Is Kansei Quality? 

Customers’ needs towards consumer products become diverse in a mature market 
where many products have similar functionalities and performance. With such 
diversification, the customer has come to focus more on the emotional and sensu-
ous quality of a product.  

A kansei quality is a product’s quality that evokes the customer’s specific im-
pressions, feelings, or emotions towards a product (e. g., comfort, luxury, delight) 
[1]. Kansei is originally a Japanese word that refers to the sensitivity of a human 
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sensory organ at which sensations or perceptions take place in response to stimuli 
(e. g., a product) from the external world. Kansei includes evoked senses, feelings, 
emotions, and impressions. The word kansei has begun to be used internationally 
because there is no suitable translation in English.  

According to the psychologist A. Maslow, human needs shift from common 
physiological needs to personal psychological needs [2]. This view suggests that 
sensuous needs are likely to increase further in the future. To respond to such 
continuously diversifying sensuous needs, it has become important to determine 
the customer’s effective needs and to design according to those needs. It is, how-
ever, difficult to grasp such sensuous needs as compared to other needs because 
sensuous qualities are subjective, not easy to externalize, and often latent.  

The most important issue in the design of kansei quality is extracting quanti-
tative criteria for evaluating such a quality. Without such quantitative criteria, 
the designer cannot set a clear goal for design because he/she is not sure what kind 
of evaluation criteria the customers have, or how to design a product to increase 
a target kansei quality. The designer has to rely on his/her assumptions based on 
sensitivity and tacit knowledge. If there is a gap between the designer and custom-
ers in terms of their sensitivities, the designer may misinterpret how a customer 
will evaluate his/her design.  

16.2 Approaches Towards Kansei Quality in Product Design 

Kansei qualities are often represented by subjective words, such as adjectives. 
Several methods employing sensory tests have been used to evaluate a product’s 
kansei quality represented using words. The semantic differential method (SD 
method) [3], which is widely used, uses pairs of opposite words to evaluate the 
kansei quality of evaluation samples. The subjects score the degree of their im-
pression towards product samples according to five to seven ranks between the 
word pairs. To measure the emotional score more precisely, pair-wise comparison 
[4] is often used. Two samples are randomly selected and the subject scores one 
sample by comparing it with the other sample in terms of a specific kansei quality. 
Although this method enables the precise measurement of kansei qualities, the 
number of trials increases exponentially with the number of samples because of 
the number of possible combinations.  

Most approaches to sensitivity quantification aim to make generalizations of 
sensitivity by averaging the subjects’ evaluations. A mapping between the aver-
aged kansei score and measurable design attributes is created. Several mapping 
methods have been developed and used, such as multi regression analysis, fuzzy 
reasoning, and neural networks [5]. Reduct in rough set theory [6, 7] has recently 
been noticed as a method of knowledge acquisition that is useful for design [8].  

The constructed mapping serves as a metric of general kansei qualities. How-
ever, by nature, human sensitivity differs from person to person. Highly subjective 
perceptions that are directly related to product value, such as pleasantness and 
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preference, are particularly highly individualistic. Few researches deal with the 
individuality of sensitivity. Nakamori applies fuzzy set theory to represent sensi-
tivity individuality [9]. In his method, the degree of individuality is represented by 
the fuzziness of a fuzzy set whose center is an average value. This approach re-
gards individuality as errors from the average value. Causes of personal differ-
ences cannot be explained using this method. 

Yanagisawa and Fukuda found semantic differences in emotional words be-
tween designer and customer using the SD method and principal component 
analysis (PCA) [10]. An emotional word contains multiple scales of semantics that 
vary from person to person. There is little point in averaging between scales that 
have different meanings. An averaged kansei quality cannot be used to represent 
diverse sensitivities.  

There is another approach in which the individual customer is assisted to evol-
ve design samples to meet his/her psychological satisfaction through the interac-
tion of analysis and synthesis. A customer’s evaluations of provided design sam-
ples generate new design samples, allowing recursive refinement. However, from 
the standpoint of the customer, it is desirable to keep questionnaires to a minimum 
– interactive evolutional computation (IEC) [11] is one solution to this problem. 
Human evaluation is regarded as the fitting function of an evolutional computation 
(EC) such as a genetic algorithm (GA), where the design parameters are coded as 
chromosomes. Users evaluate the design samples generated by the EC, and then 
the EC generates the next generation’s design samples. Users only need to evalu-
ate the design samples until they arrive at a satisfying result. There are some ap-
plications of IEC for design support systems [12, 13]. In this approach, analysis 
and synthesis interact with each other for short periods. Because human prefer-
ences and sensitivities change as they are influenced by the design samples, this 
scheme is suitable for supporting personal design.  

16.3 Towards Diverse and Latent Kansei 

In this section, we focus on two characteristics of human sensitivity that are im-
portant to consider when designing kansei quality. The first characteristic is the 
diversity of human sensitivity. Human sensitivity towards kansei quality is differ-
ent from person to person. In other words, individual differences of sensitivity 
exist. Although we share common senses for some basic kansei qualities, they do 
not always cover all of the kansei qualities that relate to a product’s value.  

When we say “individual differences” of sensitivity, we must be careful to note 
that there are two kinds of individual differences: variation and diversification. 
Variation is an individual difference that can be measured by a unique scale (see 
Figure 16.1 (a)). For example, the sense of heaviness in a sound may be slightly 
different from person to person but the meaning of heaviness should be universal. 
We can apply statistical operations such as averaging to such data. We can use the 
standard deviation as an indicator of the individual difference. Most conventional 
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approaches to individual differences of sensitivity deal with this type of difference. 
In other words, individuality is regarded as an error from the average value.  

On the other hand, diversification represents individual differences of the scales 
themselves (see Figure 16.1 (b)). For example, the sense of beauty may have mul-
tiple different scales depending on personal viewpoints. We cannot use statistical 
operations between different scales, such as averaging between length and weight. 
Higher and more complex kansei qualities tend to have this diversification. These 
kansei qualities tend to directly relate to product value.  

 

a Variation b Diversity  

Figure 16.1 Difference between (a) variation and (b) diversity 

The second characteristic of human sensitivity is the latent sensitivities that we 
potentially possess – although we are not consciously aware of them – which are 
evoked by new experiences. Most conventional approaches construct the evalua-
tion criteria for kansei qualities using existing products on the market as evalua-
tion samples, and their sensory evaluations are scored by human subjects. The 
constructed evaluation criteria are then used to evaluate new designs. However, 
existing products are not exhaustive enough in the design space to construct gen-
eral evaluation criteria that can be used for future design. People may evoke dif-
ferent latent sensitivities towards an unknown design sample. In other words, the 
constructed evaluation criteria may not be applicable for evaluating and designing 
new designs.  

16.4 A Method for Extraction of Diverse and Latent 
Evaluation Criteria of Kansei Quality 

This section presents a new method on how to extract and formalize diverse and 
latent evaluation criteria toward kansei quality [14, 15]. The method consists of 
two sensory tests. The first sensory test uses evaluation samples of existing prod-
ucts; the second uses both composite samples and existing samples in order to 
extract latent evaluation criteria. Composite samples are created in the design 
feature areas untouched by existing products by modifying the features toward 
those directions that increase the target kansei quality based on multiple criteria 
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obtained from an analysis of the results of the first sensory test. The method used 
is as follows: 

1. Design samples were prepared from existing products. Using the samples, we 
conducted a sensory test based on the SD method. In the test, multiple subjects 
gave their impressions of the samples using pairs of opposing adjectives, called 
SD scales.  

2. Next, we extracted the design feature values from each sample.  
3. From the results of the first sensory test, we analyzed the multiplicity of each 

SD scale, which are different from person to person, and extracted patterns of 
subjective scales considering the diversity of personal sensitivities. The patterns 
were extracted using cluster analysis, based on the correlation coefficients be-
tween subjects for each SD scale that represent similarities of sensitivity. We 
formulated each extracted scale using the design features and interpreted the 
semantics of each subjective scale. (Details of this process are given in Sec-
tion 16.4.1.) 

4. Based on the formulated scales, we set feature values that are used to synthe-
size composite design samples. We selected an SD scale as the target kansei 
quality and set feature values so that they are dispersed on the scale. To extract 
evaluation criteria that can be used for future design, the design feature values 
are required to cover areas of the feature space untouched by existing products. 
We synthesized composite design samples to fit the set feature values by modi-
fying the original samples of existing products.  

5. A second sensory test was conducted using both the created samples and exist-
ing ones in the same manner as the first sensory test. For the SD scales, we 
added new SD scales or deleted old ones from the first sensory test based on 
their contributions.  

6. We extracted and formulated multiple scales from the result.  
7. To check the repeatability of the scale, the results of the first and second sen-

sory tests were compared in terms of the SD scales commonly used in both ex-
periments. We then analyzed the changes in kansei quality due to the addition 
of the new composite design samples. Finally, we extracted potential factors of 
the kansei evaluation criteria for designing new samples and applied factor 
analysis using the multiple scales obtained from the results of the second sen-
sory test. 

16.4.1 Extraction of Multiple Kansei Scales Considering 
Diverse Kansei Qualities 

As discussed in Section 16.3, we assume that the semantics and sensitivities for 
SD scales (i. e., pairs of adjectives), which are used as evaluation scales in the SD 
method-based sensory test, are diverse. In other words, subjects have different 
potential scales for each SD scale. We extracted patterns of potential scales for 
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each adjective based on the similarity of scores obtained from the first sensory 
test. Figure 16.2 shows how to extract them. We used correlation coefficients 
between scores given by different subjects as an indicator of their similarity. It is 
assumed that two subjects have similar psychological scales if their respective 
scores for the samples are similar. To break down a scale, we apply cluster analy-
sis using the correlation coefficient-based distance.  

3rd cluster 

a All subjects’ data of 
a SD scale 

b Cluster analysis using  
correlation based distance  

2nd cluster 

1st cluster 

Sample 

 

Figure 16.2 How to extract patters of personal evaluation criteria from an SD scale: (a) all 
subjects’ data from an SD scale, and (b) cluster analysis using a correlation-based distance 

First, select Np products Si (i = 1, 2, …, Np) as evaluation samples of the sensory 
test. Ns subjects Tj (j = 1, 2, …, Ns) evaluate their impressions of the samples Si 
using the SD method with Nw pairs of adjectives (SD scales) Ik (k = 1, 2, …, Nw). 
Let Ejk = < eijk > be a vector of scores given by the jth subject for all evaluation 
samples in terms of Ik. If the pth subject has a similar sensitivity to the qth subject 
in the SD scale Ik, the correlation coefficient of Epk and Eqk should be close to 1.0. 
If the pth subject has the opposite sensitivity to the qth subject for Ik, the correla-
tion coefficient should be close to –1.0. We define the distance between the pth 
and qth subjects in terms of the sensitivity of an SD word Ik as follows: 
 dkpq = 1 – r(Epk, Eqk)  (p ≠ q), (16.1) 
where dkpq is the distance and r(a, b) denotes the correlation coefficient between 
vectors a and b.  

For each SD scale, we next classify all subjects into clusters using the distance 
and cluster analysis; members of each cluster have similar sensitivities for that SD 
scale. The obtained clusters reflect a division (i. e., breakdown) of the SD scale, 
and represent the multiple viewpoints or sensitivities of that SD scale. We derive 
the threshold value of the distance for cluster formation, where members of each 
cluster are not statistically different from each other, in terms of the sensitivity of 
the SD scale with significance level α.  

Kansei qualities comprise a hierarchical structure as shown in Figure 16.3 [16]. 
The lower level of the hierarchy more directly reflects human perceptions of ex-
ternal stimuli. The higher level consists of more subjective kansei, such as subjec-
tive impressions (e. g., beauty) and preferences. It is assumed that individuality 
increases as one goes higher up the hierarchical level, as shown in Figure 16.3.  
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Figure 16.3 Hierarchy and diversity of emotional response  

If a SD scale cannot be broken down into smaller groups by this process, which 
means that all subjects give statistically similar values for all evaluation samples, 
then that kansei is considered to be low in the kansei hierarchy. If a kansei scale 
can be broken down into many clusters and each cluster consists of a small num-
ber of subjects, that kansei is high in the hierarchy. We use the relative proportion 
of subjects that belong to a divided (i. e., broken down) kansei cluster as an indica-
tor of its commonality. This commonality can be used to decide the hierarchical 
order of each kansei word. 

We define the commonality of an emotional word for each cluster as follows: 

 Coml = #Tc / #T × 100, (16.2) 

where #T denotes the number of subjects and #Tc denotes the number of subjects 
included in the lth cluster Cl. The commonality is equal to 100 if all subjects have 
a similar (i. e., statistically the same) SD scale sensitivity.  

We use the average value of each cluster as a central value of the cluster. The 
central value of the lth cluster for the ith SD scale and kth evaluation sample is 
calculated as follows: 

 y = ∑j∈Cl eijk / #Tc. (16.3) 

To interpret the semantics for each cluster scale, we use correlation coefficients 
with the cluster scale value of other words whose commonality is higher (i. e., 
low-level kansei quality).  

16.4.2 Strategies of Setting Design Feature Values 

There are two strategies for creating composite design samples, as follows: (1) 
cover areas of the design feature space untouched by existing product, and (2) 
disperse features on a target kansei quality considering its diversity. These are 
described in this section. 
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1. Finding a Design Feature Area Unexplored by Existing Products 

The first strategy is to create design samples in a feature area where no existing 
sample appears. If the number of features is two, we can visualize the mapping of 
existing products to find such an area. However, if the number of dimensions of 
features is more than three, it is difficult to find such areas visually. To reduce the 
number of dimensions, we apply principal component analysis (PCA). PCA re-
duces a multidimensional space to a lower-dimensional space (2D or 3D) while 
retaining as much information as possible. 

We extract Nf design features P = < p1, p2, …, pNf > for the evaluation samples 
of the sensory test. The ith principal component Fi is obtained as follows: 

 Fi = Wi'P , (16.4) 

where Wi =  <  w1,  w2,  …, wNp >  is a principal component loading. The obtained 
principal components are orthogonal to each other. The variance of a principal 
component denotes the degree to which the principal component explains the 
original data P. We use the two top principal components in terms of their vari-
ances to visualize the mapping of the evaluation samples. The 2D scatter graph 
using the selected components allows us to visually find areas unexplored by ex-
isting designs in the feature space. 

2. Setting Feature Values Dispersed on the Target Kansei Quality 

We set a target kansei quality that the designer aims to increase for future design. 
We create composite samples by dispersing this quality in unexplored feature 
areas. By analyzing the relation between such samples and their emotional re-
sponses, we can extract latent factors for such a quality.  

To set such design features, we formalize a target kansei quality using the re-
sults of the first sensory test. Assume we obtain Nc clusters from the target kansei 
quality. We can apply multiple regression analysis (MRA) to formalize the target 
kansei quality for each cluster, using extracted design features as explanatory 
variables. The central value of the lth cluster Yl =  <  yl1,  yl2,  …, ylNs >  is estimated 
as follows:  

 Yl = Al'F + β , (16.5) 

where Al = < al1,  al2 > denotes the weight vector, F is the principal component 
vector, and β is the error vector. Al represents a direction in feature space for creat-
ing design samples. This direction has the potential that composite samples will be 
dispersed in terms of the target kansei quality.  

16.5 Case Study: Product Sound Quality 

The sound made by a product is an important factor that affects the product’s 
kansei quality. For quite a long time, sound engineering dealt mainly with the 
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reduction of the overall sound pressure level (SPL) emitted by a product. Within 
the last decade, however, the focus has started to switch more towards aspects 
related to the sound quality. The biggest change is that the design goal switched 
from objective values, such as “decibel” levels that can be physically measured, to 
subjective ones, such as kansei qualities. To design for kansei qualities of product 
sound, it is necessary to develop metrics to quantitatively evaluate such subjective 
qualities. Zwicker et al. [17] developed sound quality metrics (SQM) as an evalua-
tion metric of the product sound quality. SQM provides values for simple percep-
tions of sound, such as loudness and sharpness. However, the kansei qualities of 
a product’s sound include more complex affective perceptions, such as pleasant, 
annoying, luxurious, etc. To deal with such complex sensitivities in sound design, 
most conventional approaches conduct sensory tests using affect-laden words to 
score target kansei qualities. Statistical methods are used to compose a map be-
tween SQM and complex kansei qualities [18]. Several applications have been 
studied based on this approach [19–22]. Most research so far, however, has not 
considered the diversity and potentiality of human sensitivity.  

16.5.1 Sound Quality Metric as Design Parameters 

As measurable design parameters of product sounds, we use four basic SQM [17]: 
loudness, sharpness, roughness, and fluctuation strength. These are widely used 
and well defined. Recent studies have demonstrated that these metrics are inde-
pendent of the meaning of a sound [21, 22]. We extracted these four SQM from 
the stationary sounds of ten products. 

Loudness 
Loudness is a perceptual measure of the effect of the energy content of sound in 
the ear. It is related to the decibel level and also depends on the frequency content 
of a sound. For example, a very low-frequency sound such as a 20 Hz tone at 
40 dB would be perceived to be quieter than a 1 kHz tone at 40 dB. The loudness 
level of a sound is defined as the sound pressure level of a 1 kHz tone in a plane 
wave and frontal incident that is as loud as the sound; its unit is the “phon”. ISO 
226 constructs equal loudness contours using data from 12 references [23].  

Third-octave bands can be used as an approximation to critical bandwidths, 
which is a measure of the frequency resolution of the ear [24]. A specific loudness 
can be calculated from the decibel level for each third-octave band. The value of 
loudness (N) is calculated as the integral of the value of the specific loudness (N'). 
The unit of loudness is the “sone”. One sone equals 40 phons, which is the loud-
ness of a 1 kHz tone at 40 dB in a plane wave. 

Sharpness 
Sharpness is a measure of the high-frequency content of a sound; the greater the 
proportion of high frequencies, the “sharper” the sound. Using Zwicker and Fastl’s 
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approach [17], sharpness is calculated as the weighted first moment of the specific 
loudness. The unit of sharpness is the “acum”. 

Roughness 
People perceive a rapid amplitude modulation around 70 Hz of a sound as “rough”. 
The unit of roughness is the “asper”. One asper is defined as the roughness pro-
duced by a 1000 Hz tone of 60 dB, which is 100% amplitude modulated at 70 Hz.  

Fluctuation strength 
Fluctuation strength is similar in principle to roughness except it quantifies subjec-
tive perception of slower (up to 20 Hz) amplitude modulation of a sound. Maximal 
values are found to occur at a modulation frequency of 4 Hz. The unit of fluctua-
tion strength is the “vacil”. One vacil is defined as the fluctuation strength pro-
duced by a 1000 Hz tone of 60 dB, which is 100% amplitude modulated at 4 Hz.  

16.5.2 Sensory Test Using Existing Samples (First Experiment) 

We first carried out an impression evaluation experiment based on the SD method 
with 21 subjects. We recorded the stationary sounds from ten selected products of 
different makers in an anechoic chamber and used them as evaluation samples.  

Table 16.1 SD words used with SD method-based sensory test  

No. Pair of SD words 
1 hard–soft 
2 dull–clear 
3 silent–noisy 
4 square–round 
5 opaque–limpid 
6 weak–strong 
7 discomposed–composed 
8 ugly–beautiful 
9 static–dynamic 
10 cheerful–gloomy 
11 poor–rich 
12 small–big 
13 high–low 
14 dislike–like 
15 untypical–typical (sounds like the machine) 
16 unentertaining–entertaining 
17 cheap–expensive 
18 effective–not effective (How good a job the machine is doing) 
19 elegant–inelegant 
20 agreeable–annoying 
21 western–Japanese 
22 unpleasant–pleasant 
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We selected 22 pairs of adjectives related to the target product sounds, as 
shown in Table 16.1. These words contain different levels of the kansei hierarchy. 
For example, “loud–silent” is a perceptional level kansei (low level) and “like–
dislike” is a preference level kansei (high level).  

We divided the subjects into four groups of five people each. The five subjects 
sat in front of a speaker. Each sound was played for 5 s and the subjects gave their 
impressions of the sounds by filling out a questionnaire consisting of word pairs. 
Two trials of the same experiment were conducted in order to test the reliability of 
the data. To avoid the influence of the learning curve, the subjects practiced re-
sponding before conducting the experiment. 

16.5.3 Extracting Patterns of Personal Kansei Scales 

We divided each SD scale using cluster analysis with the correlation-based dis-
tance discussed in Section 16.4.1.  

Figure 16.4 shows examples of the clusters demonstrated in 2D space using 
multi-dimensional scaling (MDS) [25]. MDS is often used to compose a 2D space 
using only distances among samples. Each point represents a subject. The coordi-
nate system does not have any meaning but the distances between points corre-
spond to the correlation-based distance.  

The scale of “big–small” comprises one cluster (Figure 16.4 (a)). This means 
that all subjects evaluated all evaluation samples with similar scores on the “big–
small” scale. In other words, we can say that the “big–small” scale of a product 
sound is a common scale where all subjects perceive in a similar manner. For such 
a SD scale, the conventional approach can be used where the average value is the 
representative value. 
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a MDS space of "small – big" b MDS space of "poor – rich"  

Figure 16.4 Examples of SD scales divided by correlation-based distance and cluster analysis. 
Each point represents a subject. The 2D space is composed by MDS: (a) MDS space of “small–
big”, and (b) MDS space of “poor–rich”  
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The scale of “poor–rich” contains six clusters, indicating six different sensitivi-
ties (Figure 16.4 (b)). For such subjective SD scales containing different sensitivi-
ties, the average value should not be taken as a representative value because the 
average value might not be chosen by anyone. In fact, there are no data around the 
average value, which is the zero point of the space in Figure 16.4 (b). Thus, the 
average value of “poor–rich” represents nobody’s kansei. 

Figure 16.5 shows the proportions of subjects included in each cluster for each 
SD scale. These proportions denote the commonalities of the divided SD scales. 
We discard clusters having only one subject because they represent extremely 
personal evaluation criteria. 

0% 25% 50% 75% 100%

silent – noisy
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agreeable - annoying

high - low

static - dynamic 

dislike - like

hard - soft

discomposed - composed
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unpleasant- pleasant

dull - clear 

ugly - beautiful

weak - strong

cheerful - gloomy
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western - japanese

unentertaining - entertaining

cheap - expensive

untypical - typical

effective - not effective

opaque - limpid

Poor - rich 

Proportion of subjects included in each cluster  

Figure 16.5 Proportion of subjects included in each cluster for all SD scales 
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The scales in Figure 16.5 are sorted by the number of divisions and commonal-
ity. For low-level perceptual scales, such as “silent–noisy”, “small–big”, and 
“low–high”, all subjects are grouped into one cluster. In other words, all subjects 
graded each sound sample in a similar manner and displayed similar sensitivity.  

On the other hand, high-level impression scales, such as “cheap–expensive”, 
“effective–not effective”, and “poor–rich”, are divided into many clusters. Such 
highly subjective words contain multiple viewpoints of its cognition. These results 
suggest that commonality can be used as an indicator of the hierarchical order.  

Some highly subjective scales, such as “like–dislike” and “pleasant–un-
pleasant”, even though they are assumed to contain different viewpoints that vary 
with individual subjects, are exceptions to the above rule, and are divided into 
only a few clusters. This result suggests that the commonality of highly subjective 
SD scales varies depending on the target design. For example, “like–dislike” is 
statistically similar among the subjects for the machine sound used in the experi-
ment, although we can assume that the preference differs from person to person. 
Using the clustering method and commonality, the designer can extract such par-
ticular instances of divergent subjective scale characteristics. 

16.5.4 Multiple Scales of a Target Kansei Quality 

We use the SD scale “expensive–cheap” as a target kansei quality because we, as 
designers, believe that a luxurious sound increases a product’s emotional value. 
The target kansei quality is an SD scale that the designer temporarily sets as the 
design concept of the machine sound. 

“Cheap-expensive” 
1st cluster (38.1%) 

“Unpleasant-pleasant” 
1st cluster (66.7%) 

“D isco m po sed -co m po sed ”  
1st cluster (76.2%) 

“Cheap-expensive”
2nd cluster (15%) 

“ ” 
(24%) 

“Clear-dull” 
(60%) 

a 1st cluster of “cheap-expensive ” 

b 2nd cluster of “cheap-expensive ”  

Figure 16.6 Semantic differences among multiple viewpoints of the target kansei quality 
“cheap–expensive” scale explained by correlations with other words whose commonality is 
higher: (a) first cluster of “cheap–expensive”, and (b) second cluster of “cheap–expensive” 

Limpid-opaque
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The target kansei quality “expensive–cheap” contains five clusters, i. e., five 
types of evaluation scales. Figure 16.6 shows an example of interpreting two dif-
ferent viewpoints of “cheap–expensive” using cluster scales of other words whose 
commonality is higher. The first cluster scale is related to the first clusters of 
“pleasant–unpleasant” and “composed–discomposed”, i. e., the subjects who adopt 
the first scale perceive the “expensiveness” of the machine sound from the view-
points of pleasantness and composedness. The second scale is related to the first 
clusters of “clear–dull” and “limpid–opaque”. The second scale is different from 
the first scale in terms of these semantics. 

To consider the multiplicity of the definition of the target SD scale, we used the 
above two scales to set the design feature values of composite sounds. 

16.5.5 Unexplored Design Area in Feature Space 

We used SQM as the design features. To find untouched areas in the SQM space, 
we constructed a two-dimensional space using PCA. Figure 16.7 shows the result 
of PCA. The areas where no data appear are the untouched areas.  
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Figure 16.7 SQM space in low dimension constructed using PCA  

16.5.6 Gradient of a Target Kansei Quality in Feature Space 

To set design feature values in areas untouched by existing products, we need to 
establish the local gradients towards the target kansei quality along boundary areas 
between touched and untouched areas. If the target kansei quality has a nonlinear 
relationship with SQM, the regression plane derived from MRA using all data of 
existing products will not correspond to the gradient in the vicinity of the bound-
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ary areas. Furthermore, to cover multiple untouched areas, we should obtain mul-
tiple directions for setting features for creating composite sounds.  

For the above reasons, we split the SQM space into several subspaces, each 
with the same number of sounds for existing products, and conducted an MRA for 
each split space.  

Figure 16.8 shows regression planes of the first scale for “expensive–cheap” for 
each divided local area. The regression planes are represented in contour. The num-
bers on the contour lines denote the estimated value of the SD scale. According to 
the result, the gradients of all areas face in the same direction. The direction towards 
the upper left area is estimated as high in terms of the scale. Loudness and sharpness 
negatively relate to the scale. Meanwhile, we found three directions to increase the 
expensiveness of the sound in the second scale, as shown in Figure 16.9. 
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Figure 16.8 Example of local-regression surfaces of first cluster scale of “expensive–cheap”  
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Figure 16.9 Example of local-regression surfaces of second cluster scale of “expensive–cheap”  
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16.5.7 Setting Feature Values and Creating New Sounds 

By considering the obtained directions that increase the target kansei quality from 
the two major points of view and the untouched areas, we set the SQM values for 
creating sounds. We selected six original sounds from existing products and syn-
thesized them so that they satisfied the above two conditions. The strategy of syn-
thesizing sounds is based on increasing or decreasing the SQM values of the origi-
nal sounds. We created 18 sounds as shown in Figure 16.10.  
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Figure 16.10 Original and composite sounds in SQM space  

16.5.8 Sensory Test Using Composite Samples 
(Second Sensory Test) 

We conducted the second sensory test using the created sounds and the original 
sounds. The purpose of the test is to find a potential evaluation factor that is effec-
tive for designing new sounds of a product. We used 18 created sounds and eight 
sounds of existing products as evaluation samples, all of which were stationary 
sounds. Thirty subjects, who were different to the subjects used in the first sensory 
test, evaluated the kansei qualities of each sound sample based on the SD method. 
We selected 11 SD scales (pairs of adjectives). We selected six SD scales – 
“cheap–expensive”, “dislike–like”, “agreeable–annoying”, “silent–noisy”, and 
“powerful–weak” – from the first sensory test and confirmed that they are inde-
pendently effective SD scales. The remaining SD scales are newly introduced. The 
subjects were divided into three groups with ten people in each. The ten subjects 
listened to each sample using a headphone. Each sound was played for five sec-
onds and the subjects evaluated the sounds, based on seven levels, by filling out a 
questionnaire consisting of word pairs.  
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16.5.9 Comparison of SD Scales Obtained from First 
and Second Experiment Data 

First, we extracted patterns of personal SD scales from each SD scale using the 
proposed statistical method. In this method, we calculated correlation coefficients 
of the score vectors for each SD scale between subjects and conduct cluster analy-
sis using the correlation coefficients to classify the subjects into groups of similar 
sensitivities. We used the average value of the SD scale in each cluster (group) as 
the representative score of the personal SD scale.  

Figure 16.11 shows a comparison between the first and second sensory tests in 
terms of the proportion of subjects in each cluster for SD scales which are used in 
both tests. The proportions of the largest cluster for each scale (the black portion) 
are greater than 50% for both test results, except for the SD scale “expensive–
cheap”. The cluster that contains the largest proportion of subjects in a SD scale is 
called its “major cluster”, and the scale that is composed of only the major cluster 
is called a “major scale”. A major cluster represents a set of majority subjects who 
have a similar sensitivity for a SD scale. 
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expensive(2nd)
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Figure 16.11 Comparison of proportion of subjects included in each cluster for SD scales that 
are used in first and second experiments  

The target kansei quality “expensive–cheap” contains multiple SD clusters. The 
commonality of the major cluster is less than 50%. In other words, people have 
different sensitivities. To see the difference of semantics between SD cluster sca-
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les, we calculated the correlation coefficients between the top three SD cluster 
scales for “expensive–cheap” and the major scales of other SD scales. Table 16.2 
shows the results. The three SD cluster scales of “expensive–cheap” all relate to 
the major scales of “composed–discomposed” and “silent–noisy”. We found that 
only the SD scale “reliable–unreliable”, which was newly introduced in the second 
test, discriminates the major scale from the other scales, as shown in Table 16.2. 
The SD scale “reliable–unreliable” contains two major scales. 

Table 16.3 shows the correlation coefficients between the two cluster scales of 
“reliable–unreliable” and the major scales of other SD scales. The major scale of 
“reliable–unreliable”, whose proportion is 31.4%, relates to “composed–
discomposed” and “silent–noisy”. The second cluster scale relates to “powerful–
weak” and “unobstructed–obstructed”. Those two feelings related to reliability 
have totally different contexts. The major cluster scale of “expensive–cheap” re-
lates to both cluster scales of “reliable–unreliable”. Only the third cluster scale 
relate to one of the scales of reliable. Thus, the major cluster scale of “expensive–
cheap” is a complex scale that contains two different feelings of reliable sound. 

Table 16.2 Correlation coefficients between SD cluster scales of “expensive–cheap” and re-
lated major scales  

Expensive Composed 
(82.9%) 

Silent 
(77.1%) 

Reliable 
 (31.4%) 

Reliable  
(28.6%) 

Major scale (45.7%) 0.88 0.74  0.86  0.72  
Second cluster scale 
(11.4%) 0.60 0.62  0.53  0.14  

Third cluster scale (8.6%) 0.75 0.83  0.69  –0.06  

Table 16.3 Correlation coefficients between SD cluster scales of “reliable–unreliable” and 
related major scales  

Reliable Composed 
(82.9%) 

Silent 
(77.1%) 

Powerful 
(85.7%) 

Unobstructed 
(11.4%) 

Major scale (31.4%) 0.95 0.90 –0.14 0.44 

Second cluster scale (28.6%) 0.39 0.22 0.76 0.76 

16.5.10 Finding Kansei Factors 

The target SD scale “expensive–cheap” is a complex scale. To extract independent 
factors that are used to evaluate the sound quality of a product, we conducted a 
factor analysis using the SD cluster scales obtained from the results of the second 
sensory test.  

Figure 16.12 shows the factor loadings of the first factor. The top three cluster 
scales of “expensive–cheap” all positively relate to the first factor. Only the major 
scale of “reliable–unreliable (31.4%)” relates to the first factor. Major scales re-
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lated to it, such as “silent–noisy”, “composed–discomposed”, and “agreeable–
annoying”, positively relate to the first factor.  

Meanwhile, the second factor positively relates to the second cluster scale of “re-
liable–unreliable (28.6%)” and its related major scales such as “powerful–weak” 
and “unobstructed–obstructed”, as shown in Figure 16.13. The major scale of “ex-
pensive–cheap (45.7%)” relates to both factors, so that the factors are individual 
scales that can explain the complex feelings related to a sound’s expensiveness.  

Factor loading
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silent(77.1%)

 
Figure 16.12 Factor loading of first factor (contribution ratio = 57.8%)  
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Figure 16.13 Factor loading of second factor (contribution ratio = 24.5%)  
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To formalize the factors, we conducted multi-regression analysis using the 
SQMs as explanatory variables. Table 16.4 shows the results of the analysis for 
the first factor. Both the regression coefficient and correlation coefficient of loud-
ness are dominant. Loudness negatively relates to the factor. “Silent–noisy” has 
the highest factor loading, so that the value of the first factor increases when the 
sound is silent.  

The fact that the first factor is related to loudness is adequate for conventional 
works that aim to reduce the loudness of the product sound. This factor represents 
a simple and clear goal when designing sound. 

There is, however, a technical and cost limitation to reducing loudness. We fo-
cused on the second factor to design a sound without reducing loudness. The result 
of MRA using the second factor and SQMs shows that sharpness negatively re-
lates to the factor, so that high-frequency sounds do not get higher scores for the 
factor. Loudness positively related to the factor, which means that reducing loud-
ness reduces the evaluation score of the second factor. The first and second factors 
have a trade-off in terms of loudness. A measurable indicator, “tone-to-noise ra-
tio” (TNR) [26], is newly introduced to explain the feelings of reliable and power-

Table 16.4 Result of multiple regression analysis using the first factor and SQM (R = 0.87**)  

SQM Standardized regression 
coefficient p Partial correlation 

coefficient Correlation coefficient

Loudness –0.88  0.00  –0.87  –0.89  
Sharpness –0.15  0.27  –0.24  –0.66  
Roughness –0.07  0.40  –0.18  0.23  
F.S. –0.20  0.09  –0.35  –0.07  
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Category score  

Figure 16.14 Results of quantification theory 1 using the second factor as an objective variable 
(R = 0.9**)  
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ful, which highly relate to the second factor. The TNR is the difference between 
the tone and the sound pressure level of the noise in a critical band centered 
around the tone. Most vacuum cleaners have a peak tone around 500 Hz because 
of the frequency of the motor. We applied quantification theory using the TNR 
and SQMs as explanatory variables. Figure 16.14 shows the category scores, 
which represent the weights of each category of a feature. From the result, a sound 
having a perceivable TNR around 500 Hz gets high scores for the second factor. 
Thus we found that a perceivable motor sound is important to increase the second 
factor. This is a new criterion because conventional approaches have aimed at 
reducing TNR and loudness. 
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Chapter 17  
Emotion in Engineering Design Teams 

Neeraj Sonalkar1, Malte Jung2, Ade Mabogunje3 

17.1 Introduction 

Knowledge that is relevant to the practice of engineering can be categorized into 
three domains. First is the knowledge of the natural world that we fashion into 
engineering artifacts. This includes knowledge domains such as physics, chemis-
try, biology, and thermodynamics. Second is the knowledge of processes that we 
may use to transform the natural world into engineered artifacts. These include 
various engineering design methods, production processes, and mathematical 
methods. The third is the knowledge of the humans creating and using the engi-
neering artifacts. This involves understanding and improving how engineers per-
ceive, think, and act individually or collectively, such as in teams or organizations, 
when they are engaged in the daily practice of engineering; and also understanding 
how the users of these artifacts perceive and interact with them in the course of 
their life cycle. This domain uses and synthesizes knowledge from other fields 
such as psychology, group work, cognitive science, sociology, and anthropology 
that focus on the human as a subject of study. However, it differs in one key re-
spect from these fields in that its focus on the human is rooted in an engineering 
value system that seeks to understand in order to re-create artifacts and situations 
for the better. The study of emotion is an important part of the domain of humans 
creating and using engineering artifacts. 
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At the Center for Design Research at Stanford University, we are predomi-
nantly engaged in understanding how engineers design new artifacts and how we 
can help them in designing more effectively. As such, we deal with the domain of 
humans creating engineering artifacts. In this chapter, we will explore the role 
of emotions in the activity of designing new engineering artifacts. We begin with 
a discussion on emotion in the context of engineering design teams, followed by 
a brief overview of perspectives in emotion research. We then present two re-
search studies which examine the influence of emotion in two situations, namely 
group ideation and group conflict, which are common to engineering design teams. 

17.2 Why Study Emotion in Engineering Design? 

The context of our work is creative collaboration amongst engineering designers 
leading to new product development and eventually product and service innova-
tion in the market place. While engineering has often been defined as the applica-
tion of mathematics and science to the needs of the society, a definition that nomi-
nally has nothing to do with emotions, research on the process of design, in other 
words – how design happens – reveals quite the opposite. 

Engineering designers increasingly work in multidisciplinary teams on complex 
and functional tasks whose outcome while uncertain in terms of the reception in 
the market place is expected to be creative (Figure 17.1). 

individual

team complex
functional creative (product)

uncertain (response)

TASK OUTCOMEINPUT

 

Figure 17.1 Engineers work on complex and functional tasks that require abstract and concep-
tual ideas to be translated into concrete and physical products, effects, and services for humans. 
This work is highly contextual and dependent on emotional cues. A systematic understanding of 
engineering cannot be done without a basic understanding of the emotional dynamics of their 
work situation 

Within this six-element context of their work the only element that is devoid of 
emotion is the functional task, which essentially relies on mathematical and scien-
tific knowledge. All other elements involve the implicit or explicit use of emo-
tions. This could be, amongst other emotions, the look and feel of the tangible 
product or service experience (aesthetic), the interpersonal conflict resulting from 
an unresolved disagreement or perceived humiliation, the excitement over a par-
ticular product concept, the fear associated with the danger of product failure, or 
the shame associated with the utterance of a wild idea. Some of these effects 
would have had less of an impact if engineering designers did not have to work in 
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teams, if the fraction of time during which they are engaged in purely functional 
tasks was large, or if they were not responsible for coming up with imaginative 
ideas. Indeed, according to Crispin Hales, engineering designers working in indus-
try spend almost 50% of their time and effort attending to tasks that are more so-
cial in nature, and more associated with the other five elements where emotions 
predominate [1]. Needless to say, any attempt to improve the performance of en-
gineering designers through systematic study must pay attention to their emotions. 

Given our interest in creativity for which human imagination is the source, we 
see a direct relation to emotion as expressed by the following simultaneous rela-
tions: 

• Imagination Æ Emotion Æ Action (e.g., verbal expression of an idea). 
• Outcome  Emotion  Reaction (e.g., non-verbal expression of disinterest by 

team). 

The outcome will include the possibility that the idea is not written in the meet-
ing minutes or public whiteboard used for brainstorming. Also the speaker may 
feel embarrassed and may no longer wish to contribute to the discussion. In this 
way, a designer’s emotional state allows us to account not only for his or her sub-
jective appraisal of a situation but also for their perception and motivation. When 
we study engineering in this way, we are able create in a more systematic manner 
an alignment between people, tasks, and situations that increases the chances for 
creative breakthroughs. 

17.3 Perspectives in Emotion Research 

Imagine three engineers grouped around a table. They are all part of a team and 
are engaged in a discussion about what they should have accomplished as a final 
project deliverable (see Table 17.1). 

If we are attuned only to speech, this is all we can observe. However, once we 
start attending to emotional cues, a very different quality of the interaction emer-
ges (see Table 17.2). 

Table 17.1 Interaction segment with verbal content only 

Speaker Content 
Sarah: So… what should we have done for the final presentation? 
Becky: So I think this was this conversation that we started while we were walking here, 

right? 
Sarah: Yeah. 
Tom: Well, do we want to start with what the ideal thing is and then start taking away 

from there? 
Becky: Ok 
Sarah: We all know what the ideal thing is. 
Becky: We all know what the ideal thing is, it works, it’s beautiful, like… 
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Table 17.2 Interaction segment with verbal content and emotion expression 

Speaker Content Emotion 
Sarah: So … what should we have done for the final 

presentation? 
 
[Neutral] 

Becky: So I think this was this conversation that we 
started while we were walking here, right? 

 
[Neutral] 

Sarah: Yeah. [Neutral] 
Tom: Well, do we want to start with what the ideal 

thing is and then start taking away from there? 
[there is a dragging quality in his 
voice and gestures that expresses 
disinterest in what is being said 
and disengagement] 

Becky: Ok [Ok; sounds uninterested and there 
is an expression of contempt on 
her face] 

Sarah: We all know what the ideal thing is. [Neutral] 
Becky: We all know what the ideal thing is, it works, 

it’s beautiful, like … 
[laughs nervously and there is a 
frustrated tone in her voice] 

Tom:  [rolls his eyes] 

The few seconds of dialog pictured here provide a context for our research. Se-
veral past studies have studied internal emotion-related mechanisms, such as the 
effects of emotional states on individual creativity or decision-making [2, 3, 4]. 
Little has been done to explore the moment-to-moment role of emotions in crea-
tive interactions. For the research described in this chapter we therefore focus on 
how emotions shape the flow of an interaction and how the quality of that interac-
tion influences the emergence of outcomes. For example, how does Becky’s ex-
pression of contempt in the example above influence the engagement of her team-
mates? How will it influence whether Peter and Sarah will listen and build on the 
ideas she might propose next? As these questions are in the service of developing 
understanding our research, at the same time, is undertaken in the service of an 
interest in change. We want to imagine and develop better ways of interacting in 
an engineering team. For example, can we imagine different reactions by Becky to 
Tom’s proposal that might have led to a more constructive discussion? 

Interactions such as the one between Becky, Peter, and Tom are subject to a 
wide range of emotion-related phenomena. Peter’s bad mood over the last week as 
well as Becky’s stress due to an upcoming project deadline both can be assumed 
to have impacted the interaction above. If we want to study the emotion-related 
phenomena that are particularly relevant to the moment-to-moment dynamics of 
an interaction it makes sense to distinguish emotions from a broader range of emo-
tion-related phenomena. One way to achieve this is to define emotion as a specific 
event in time. Ekman defines emotions to be less than 4 s in duration [5]. This 
distinguishes it from other phenomena like mood or stress that sustain over longer 
durations of time. However, this still does not help us answer the basic question 
“what exactly do we mean by emotion?”. 



17 Emotion in Engineering Design Teams 315 

17.3.1 Assigning the Label “Emotion” 

Reviewing emotion research over the past 40 years, we realized that there are 
different perspectives regarding which phenomena the labels emotion and affect 
can be assigned to. A useful way to anchor ourselves is through the signs and 
signals that we can detect and experience. These can be broken down into three 
major categories: 

1. internal physiology or biology; 
2. subjective experience or feelings; 
3. externally displayed behaviors. 

The debate then centers on which phenomena to include within the label emo-
tion and how then, what we mean by emotion, comes about. 

In terms of assigning labels, we are maintaining two different perspectives in 
our research.  

The first perspective by Tomkins as described by Nathanson [6] assigns the 
label “affect” to biological signals (Figure 17.2). Feeling is the consciousness of 
these signals. It is a sensation that can be checked against previous experiences 
and labeled. It is personal and biographical because every person has a distinct 
set of previous sensations from which to draw when interpreting and labeling his 
or her feelings. Emotion is the triggering of memories by feelings and the projec-
tion or display of a feeling. For example, Tom’s eye roll response may have been 
a display of a feeling of contempt triggered by memories. Unlike feelings, the 
display of emotion can be either genuine or feigned [6].  

AFFECT

FEELING

EMOTION

CONSCIOUS

SUB-CONSCIOUS

 

Figure 17.2 Emotion as an emergent phenomena distinguished by its level of awareness and 
display 

The other perspective we maintain is influenced by the work of Scherer and 
Gross. According to this viewpoint the term “affect” is assigned to a super cate-
gory referring to all kinds of motivational phenomena [7, 8]. Emotion is a sub-
category of affect referring to clearly delineated, intensive patterns of affective 
processes such as the frustration expressed and probably experienced by Becky in 
the scenario above. Emotion then is a label assigned to certain combinations of 
physiology, feeling and behavior [9]. Among other sub-categories of affect we can 
then make distinctions between stress responses, moods such as depression or 
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euphoria, and other motivational impulses such as those related to eating, sex, 
aggression, or pain [7] (see Figure 17.3).  

 

Figure 17.3 Distinction of emotion from other affective phenomena as laid out by Gross [7] 

17.3.2 How Does an Emotion Come About? 

From a process viewpoint emotion can decomposed into major functional ele-
ments and their causal interrelations. The decomposition of an emotion from 
a process perspective is particularly helpful in thinking about when and how to 
change emotion dynamics in interactions. To date many different emotion process 
models exist. LeDoux has written an excellent overview about different models 
and how they emerged throughout history [10].  

Corresponding to the two perspectives in labeling, we can describe two differ-
ent perspectives on how emotions come about. The perspective on emotion as 
a result of feelings triggered by memories [6] considers the physiological signal or 
affect as the beginning of the process that leads to an emotional response. The 
consciousness of affect leads to feelings which when situated in the context of past 
memories lead to an emotional response (Figure 17.4). As mentioned earlier, this 
perspective stresses the biological and biographical elements in the emergence of 
emotions. 

Situation Affect Feeling Emotion Response

 

Figure 17.4 An adapted version of Tomkin’s stratified model. The dotted lines indicate that the 
process of emotional responding need not follow a linear sequence 

The other perspective corresponds to the modal model of emotion proposed by 
Gross [7]. The modal model of emotion defines emotion as a person-situation 
interaction that compels attention, has particular meaning to an individual, and 
gives rise to a coordinated yet flexible multi-system response to the ongoing per-
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son-situation interaction [7]. It decomposes the process out of which an emotion 
emerges into situation, attention, appraisal, and response and differentiates be-
tween different intervention strategies dependent on the point where the interven-
tion is made (Figure 17.5). The modal model thus assigns meaning in the forma-
tion of emotion to the individual. 

 

Figure 17.5 The modal model of emotion with specific emotion regulation strategies. Redrawn 
from [7] 

17.3.3 Distinguishing Between Different Emotions 

Even within the category of emotion there are a number of labels that vary by 
culture and context to distinguish between different emotional patterns. How these 
distinctions should be drawn is a matter of longstanding debate between propo-
nents of what can be called natural kinds perspectives and proponents of core 
affect perspectives. The natural kinds perspective asserts that there are a limited 
number of emotion categories that are inherent in nature, and they are discovered 
rather than socially constructed. They are given by nature, and rely on distinct 
neuro-biological mechanisms. Under a natural-kinds perspectives as proposed by 
Tomkins or Izard, emotions are typically categorized into six [11, 12] to nine [13] 
“basic emotions” and a number of blends or schemas [12] that refer to the situated 
occurrence and experience of these basic emotions. Examples of typically listed 
“basic emotions” are interest, joy/happiness, anger, disgust, and fear. The core 
affect perspective, on the other hand, asserts that there are no emotion-specific 
mechanisms but rather a core affect system as a mechanism capable of generating 
all kinds of emotion-related phenomena [14]. Under a “core affect” perspective, 
emotions are often categorized dimensionally along characteristics such as valence 
and arousal [15]. 

17.3.4 Emotion in the Context of Current Studies 

Table 17.3 shows that it is important to be aware that many different conceptuali-
zations of emotion exist. Rather than pointing out a particular conceptualization as 
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the right one we think that each perspective adds particular value dependent on the 
specific research questions.  

In the context of the research studies described here, we define emotion as a 
person-situation interaction that compels the attention of and is meaningful to a 
trained observer within a particular cultural context. We draw distinctions between 
emotions from a social functionalist perspective [16]. From this perspective it has 
been useful for us to categorize emotion-patterns based on the effects they have in 
social interactions. This perspective particularly puts behavioral aspects of emo-
tions such as gestures, body posture, facial muscle movement, voice tone, and 
speech in the foreground. The definition used here is particularly helpful in study-
ing not only what happens from an emotion perspective when engineers interact 
but is also helpful in imagining and developing more effective interaction patterns. 

Table 17.3 Simplified overview of emotion perspectives 

Question Alternative 1 Alternative 2 Alternative 3 
What phenomena do 
we assign the label 
affect? 

Physiology only. 
Tomkins as described 
in Nathanson [6] 

An aggregation of 
different motivational 
phenomena including 
emotion, stress, 
mood, and impulse 
(Gross [7]) 

 

What phenomena do 
we assign the label 
emotion? 

Tomkins argues that 
emotion is the trigger-
ing of memories by 
feelings and the 
projection or display 
of a feeling (Nathan-
son [6])  

A combination of 
physiology, feelings, 
and displayed behav-
ior. This combination 
is true for other 
phenomena besides 
emotion [7]. Emotion 
is that which lasts for 
less than 4 s [5] 

 

How do emotions come 
about? 

Biologically and 
biographically deter-
mined [6] 

The process involves 
a cognitive mecha-
nism of attention and 
appraisal. Modal 
model of emotion [7] 

 

How do we distinguish 
between different 
emotions? 

There exist six to nine 
basic emotions that 
are biologically 
hardwired [11, 12, 
13] (natural kinds 
perspective) 

Emotions are catego-
rized based on the 
effect they have in 
social interactions 
(socio-functionalist 
perspective [16]) 

Emotions are catego-
rized dimensionally 
along characteristics 
such as valence and 
arousal (core affects 
perspective) 

17.3.5 Measuring Emotion 

A wide array of instruments are available that are useful in investigating particular 
emotion-related phenomena in the dimensions of physiology, subjective experi-
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ence, and behavior. Subjective experience, for example, can be assessed in dis-
crete intervals using the Positive and Negative Affect Schedule (PANAS) [17], or 
continuously using the affect rating dial method [18]. With the Facial Affect Cod-
ing System (FACS) [19] and the Specific Affect Coding System (SPAFF) [20, 21] 
powerful assessment tools have been developed to codify facial muscle movement 
relevant to display behavior (FACS) or complex behavior patterns including, voice 
tone, gestures, speech, and facial movement (SPAFF). Physiology is often as-
sessed through heart rate, blood pressure, or skin conductivity [22]. In the studies 
described below we are measuring behavior in interpersonal interactions in teams 
using a version of SPAFF adapted for design team situations. 

17.4 Research Study 1 – The Role of Emotion in Group 
Ideation in Engineering Design Teams 

Any conversation or interaction that involves the discussion of ideas between two 
or more individuals in a design team can be considered an instance of group idea-
tion. This can range from informal “water-cooler” discussions to more formal 
design review and ideation meetings. These interpersonal interactions are not 
devoid of emotions. The emotions expressed and felt during ideation interactions 
may influence the ideas generated by the design team.  

In order to study the effect of emotions during interpersonal interaction on the 
ideas developed, we video-taped nine design teams discussing ideas for a product 
concept in an engineering design project course at Stanford University. These 
tapes were analyzed to study the quality of interpersonal interactions and how they 
affect the quality ideas that are being discussed. We used a modified version of 
SPAFF developed by Gottman [21] to manually code the emotions expressed 
during the ideation interactions in the team. From a preliminary analysis of the 
video tapes, we can infer the following:  

1. Emotional quality of interaction varies across time within a team.  
The emotional quality of an interaction is determined by the emotions ex-
pressed by individuals participating in the interaction during the course of the 
interaction. We identified seven different emotion codes based on the modified 
version of SPAFF coding scheme. These emotion codes were pushy, frustra-
tion, tension, neutral, validation, play/humor, and excitement. The emotion 
codes are described briefly in Table 17.4. 

 Arranging these emotions on a negative to positive scale over time, we could 
plot the emotional variation within a design team. As an example, Figure 17.6 
show an emotional variation graph for Team A over a duration of 40 min. 

 We can see from Figure 17.6 that Team A had moments of positive and nega-
tive emotions. The next question is whether the emotions are related to the 
quality of ideas discussed in these moments.  
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Table 17.4 Emotion code descriptions used in the study 

Emotion code Description Examples 
Pushy This emotion code describes behavior that pushes a 

particular agenda onto others. It is generally recog-
nized through use of non-conditional terms in lan-
guage like “obviously”, “absolutely”, etc. It is also 
recognized though the tone of voice that is forceful 
and even at times aggressive. Body posture associ-
ated with the code is erect and rigid 

“For sure, we are lacking 
post-its” 

Frustration Frustration is a code that denotes constrained anger. 
The anger will appear constrained or out of the 
obvious awareness of the speaker. Voice cues in-
clude the lowering of the voice and speaking in an 
even, staccato rhythm, as if to communicate to the 
partner that the speaker is at the end of her rope 

“I always wanted to buy 
the chair, but you guys 
were against it” (spoken 
in a staccato rhythm) 

Tension Tension communicates anxiety, worry, and nerv-
ousness. Indicators include nervous gestures, fidget-
ing, stuttering speech, and incomplete or unfinished 
statements 

“Well, I uh... it’s just that 
whenever... I mean, 
umm, when I wa... want 
to uh... want to go out I 
feel that I... it’s like I 
always have to ask” 
(speech disturbance) 

Neutral Neutral code represents the dividing line between 
positive and negative codes. Indicators include 
relaxed quality with even pitch and volume of voice 

“Shall we begin?” (asked 
in an even volume) 

Validation Validation communicates sincere understanding and 
acceptance. Indicators include head nods, verbal 
sounds of acceptance like yes, yeah, ok, paraphras-
ing, and finishing each other’s sentences 

“Yes! It is projector 
screen floss” 

Play/humor Play and humor have been grouped together in this 
code. Indicators include shared laughter, and playful 
actions accompanied by smile or laughter 

Playful interaction over a 
whiteboard marker 

Excitement Expression of passionate interest in person, idea or 
activity. Indicators include expression of joy, de-
light, high volume, pitch exclamations, and shouts 

“When your boss is 
angry the room shakes!” 
(spoken in a high-pitched 
tone with laughter) 

time 

excitement 
Play/humor 
validation 

neutral
tension

frustration
pushy

+ve

-ve  

Figure 17.6 Emotional variations over 40-minute duration in Team A. Excitement, play/humor, 
and validation codes indicate positive emotions; tension, frustration, and pushy codes indicate 
negative emotions 
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2. Positive emotions more than negative emotions are associated with interactions 
where ideational responses are emergent and spontaneous.  

 The video segments of the nine ideation session were decomposed into interac-
tion segments based on topical continuity of individual responses. If an indi-
vidual initiates a new topic through a verbal or non-verbal action, then that in-
dicates the start of a distinct interaction segment. If others respond to it and 
their responses are linked to each other topically, then their interaction could be 
categorized as one interaction segment. When we analyzed the interaction seg-
ments in a team ideation session, we realized that: 
1. not all of them were related to product ideas;  
2. they had different qualities depending on how a response was linked to pre-

vious actions. For example, in question answer interactions, the responses 
were directly constrained or even demanded by the previous action, the 
question. In some idea proposal interactions, the responses to an action were 
more emergent and spontaneous. By emergent response, we mean that the 
response was not fully determined by the previous actions. Emergence is an 
event in complex systems that cannot be predicted in advance, but can be 
found to be emerging from an interaction of several dynamic elements [23, 
24]. By spontaneous responses, we mean the responses that were observed 
to be qualitatively without premeditation. 

 The ideation interactions with emergent and spontaneous responses were asso-
ciated with positive emotions like validation, play/humor, and at times even ex-
citement. Table 17.5 contains a brief section illustrating the emotional cues in 
an emergent, spontaneous interaction segment. 
Positive emotions, thus, seem to be closely linked to the spontaneous emer-

gence of ideas in an engineering design team. While further studies are necessary 
to understand and model the role emotions play in creative interactions, we can 
propose a few hypotheses on how emotions factor into group creativity. Emotions 
could play a two-fold role in group ideation: 
1. Positive emotions could act as indicators of personal resonance with an idea. 

We have observed in our video data that the occurrence of positive emotions, 
especially excitement, is associated with remarks on personal significance of 
the idea being discussed. In other instances, positive emotions are associated 
with the shared imagination of a scenario being discussed. In the latter case, 
positive emotions tend to be shared while in the first case, they may be limited 
to an individual. 

2. Positive emotional expression about an idea may facilitate the development of 
the idea. Prior research on group creativity that focuses on the process of crea-
tive collaboration [25] shows that group creativity depends on accepting what 
is presented and extending it further into imagination. The key is to not let the 
present action constrain the future possibilities, and yet the future emergent 
possibilities should build on what is accepted in the present. In this delicate 
balance, emotions could play the role of creating resonance with a presented 
idea while motivating further engagement with the idea. 
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Table 17.5 Emotional cues in a spontaneous ideation segment 

Speaker Content Emotional 
expression 

Gesture Tone of 
voice 

Facial expres-
sion 

A What about like, people 
need lighting that inspires 
them, but how do you 
know when they need to be 
inspired? What if we had 
watch, right, that senses 
your vital signs and it’s 
like… ok, Brendan’s fal-
ling asleep and is hungry, 
something like that… 

Neutral Waving 
hands 

Neutral Smiling  

B It senses your heart rate… Neutral None Neutral Not visible on 
camera 

A And it like… Neutral None Neutral  Smiling 
B Shocks you! Play/humor Waves his 

hands  
Playful Not visible on 

camera 
A Shocks you Play/humor Mimics B’s 

gesture 
Playful Smiling 

C (laughing) Humor Not visible 
on camera 

Genuine 
laughter 

Not visible on 
camera 

D Oh, yeah, you know like... Validation Standing up 
and moving 
towards A 
and B 

Interested Not visible on 
camera 

A It all of a sudden like, plays 
some pumped up music 
like 

Play/humor Rocking on 
his feet 

Neutral Smiling 

B (makes a guitar jamming 
sound) 

Play/humor Bobbing his 
head 

Playful Not visible on 
camera 

A Jam, truck jam, or some-
thing 

Neutral Moving to 
face D 

Neutral Smiling 

17.5 Research Study 2 – Team Conflict in Engineering 
Design Teams 

Conflict in an engineering team can have adverse consequences for the product 
being developed like inhibition of ideas, skewed decision-making priorities, de-
layed product completion and even failure in the marketplace. Team conflict is 
an important topic of research that has been studied in the past [26, 27]. Jehn 
[27] proposed that intragroup conflict could be categorized into task conflict and 
relationship conflict. Task conflict is defined as “disagreements among group 
members about the content of the tasks being performed, including differences in 
viewpoints, ideas, and opinions” [27]. Relationship conflict is defined as “inter-
personal incompatibilities among group members, which typically includes ten-
sion, animosity, and annoyance among members within a group” [27]. It is cur-
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rently held that task conflict is beneficial and relationship conflict is detrimental to 
team performance [27]. However most of the studies pertain to the content of 
conflict and not to the process of how it unfolds over time. When we study what is 
happening moment-to-moment in a team conflict situation, we need to pay atten-
tion to the role of emotions expressed by the team members. 

We can examine a sample of team conflict that we recorded on video as part of 
a study on disagreement in engineering design teams in order to illustrate how 
emotions form an important dimension of conflict that can be separated from the 
content of a disagreement. 

Figure 17.7 A disagreement conversation with verbal content and emotion expression 

In the example in Figure 17.7 the quality of the interaction is characterized by 
negative emotions such as frustration, domineering, and contempt. In a social 
context these emotions often have the function of alienating people from each 
other. The very same content however could be delivered with a different set of 
emotions. Peter could deliver his statement “a second chair” without the lecturing 
and somewhat condescending tone in his voice and instead say the same words 
expressing interest. Following the flow of emotions during conflict situations turns 
the spotlight away from what a team is disagreeing about (whether it be relation-
ship-related issues or task-related issues) and towards how a team is engaging in 
a particular disagreement. 

Furthermore, building on the model of marital conflict proposed by Gottman 
[28], we can propose a model of conflict for engineering design teams that incor-
porates the role of emotion as a mediator of good or bad team conflict.  

Gottman [28] proposed a relationship between the flow of emotional expres-
sions that are exchanged during an interaction, the way this flow of emotions is 
perceived, and the physiological responses. The emotion flow can consist of posi-
tive emotions like interest, validation, and humor, or negative emotions like con-
tempt, belligerence, and domineering. Based on the ratio of positive to negative 
emotions expressed in a flow over time, the perception of the partner changes 
from a state of well-being to a state of distress. If more positive emotions are ex-
pressed, the state remains in well-being. If the ratio of positive to negative emo-
tions falls below 1, then the state shifts to a state of distress. Once a shift has oc-
curred in perception, further expression of negative emotions by the other partner 
is attributed to the person rather than to the situation thus precipitating a down-
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ward spiral in the relationship. While being in a state of well-being negative emo-
tions are generally attributed to the situation and not the person. If there are ne-
gative emotions one might think, “Maybe he or she is just having a bad day.”. 
However, while being in a state of distress, those same negative emotions are 
attributed to the person. One might then think, “He or she is just that kind of a per-
son who does this.”.  

We propose that in a team conflict situation as well, the amount of positive to 
negative emotions expressed during a disagreement discussion influences how 
team members perceive each other. We call a disagreement discussion over a task 
related to the design project a task conflict. If in a task conflict, greater amount of 
positive emotions are expressed, then it is a positive task conflict which enables 
the team to remain in a state of well-being. If in a task conflict, greater amount of 
negative emotions are expressed, then it is a negative task conflict. With repeated 
occurrences, negative task conflict can lead to state of distress, in which team 
members make personal attributions that are stable over time. This state of conflict 
where team members attribute negative emotions to each other’s personalities is 
similar to the relationship conflict defined in literature [27] as being detrimental to 
the team. Thus, emotional expression could be the mediator of good team conflict 
(task conflict with participants in a state of well-being) or bad team conflict (rela-
tionship conflict with participants in a state of distress).  

Understanding the role of emotion in team conflict enables us to recognize 
when to intervene in team disagreement situations. Currently, we are engaged in 
developing this model of team conflict further and designing facilitation tools that 
can be used by engineering design teams to resolve negative team conflict. 

17.6 The Cultural Context of Emotion 

The emotional categories we mention in these research studies are labels that we 
assign to behavior. The coding of observable behavior into meaningful categories 
is with reference to the culture in which the situation of study occurs. The two 
studies described here occurred in a European-American cultural context and were 
analyzed in the same cultural context. Hence we should note that the categories 
are salient from a European-American cultural perspective. If we were to conduct 
studies in a different cultural context say East-Asian or African, the behaviors and 
their interpretation by both the participants in the study and the researchers could 
be different. 

17.7 Looking Forward 

Now that we can detect and categorize behavior into different emotions, what can 
we do with it? One alternative is to train engineers to recognize and understand the 
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different emotional categories and how emotions play into their activity of design-
ing. This may enable them to be more aware of emotions as they occur in practice 
and respond to them appropriately. Another alternative is to give real-time feed-
back to engineering design teams about the condition of their team interaction 
based on emotional expression as a variable of measurement. This could be achie-
ved through technological tools that could detect emotions and display feedback, 
or through human observation and coaching. The paradigm of coaching in engi-
neering design is useful for providing an informal knowledge channel to the de-
sign team [29]. Emotion as an indicator for team performance could be beneficial 
to a coach in guiding a team effectively.  

17.8 Conclusion 

Schön [30] describes the world of the practitioner as dealing with messy realities 
that the technical rationality of academic researchers too often abstracts away from 
their studies. Emotion often resides in the part that is abstracted away. However, 
we have seen in this chapter that we do have tools and methods to study emotion 
and to gain a deeper understanding of engineering practice. We therefore foresee a 
future in which the study of emotion is an integral part of engineering knowledge 
and practice much like thermodynamics, mathematics, and manufacturing. 
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Chapter 18  
Measurement of Wakuwaku Feeling 
of Interactive Systems Using Biological Signals 

Michiko Ohkura1, Masahide Hamano, Hiroyuki Watanabe, and Tetsuro Aoto 

Abstract To evaluate the kansei values of interactive systems, subjective evalua-
tion methods such as questionnaires are commonly used, even though they have 
some drawbacks such as linguistic ambiguity and interfusion of experimenter 
and/or participant intention to the results. We began our research to objectively 
evaluate interactive systems by quantifying sensations using biological signals to 
redeem the above questionnaire drawbacks. We utilize biological signals to esti-
mate participants’ feelings of relaxation, comfort, and excitement, which are con-
sidered positive sensations. However, relaxation and comfort are considered static 
compared with dynamic feelings such as excitement. We focus on a positive and 
dynamic feeling called “wakuwaku” in this chapter, and construct various systems 
to evaluate the kansei values used to derive wakuwaku feelings using biological 
signals, in order to clarify the relationship between the wakuwaku feeling and 
biological signals. In addition, we derive a kansei model of interactive systems 
using biological signals to objectively evaluate their wakuwaku degree. 

18.1 Introduction 

Recently, the kansei value has become very important in manufacturing in Japan. 
Following function, reliability, and cost, the kansei has been determined as the 
fourth value axis of industrial products by the Japanese Ministry of Economy, Trade 
and Industry (METI). According to METI, it is important not only to offer new 
functions and competitive prices but also to create a new value to strengthen Japan’s 
industrial competitiveness. Focusing on kansei as a new value axis, METI launched 
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the “Kansei Value Creation Initiative” in 2007 [1, 2] and held a kansei value crea-
tion fair called the “Kansei-Japan Design Exhibition” at Les Arts Decoratifs (Mu-
seum of Decorative Arts) at the Palais du Louvre, Paris, in December 2008. 
Launched as an event of the “Kansei Value Creation Year”, the exhibition had more 
than 10,000 visitors during its ten-day run and was received favorably [3]. 

To evaluate the kansei values of interactive systems, subjective evaluation me-
thods such as questionnaires are commonly used, even though they suffer from the 
following drawbacks: 

• linguistic ambiguity; 
• interfusion of experimenter and/or participant intention into the results; 
• interruption of the system’s stream of information input/output. 

Solving these problems is crucial in order to evaluate the degree of interest in 
and/or excitement of a constructed interactive system, and to identify the moment 
of excitement. Evaluating the kansei value of an interactive system by using only 
subjective evaluation methods such as questionnaires is almost impossible. 

We began our research into objectively evaluating interactive systems by quan-
tifying sensations using biological signals that offer the following merits, and can 
be used to redeem the above questionnaire drawbacks: 

• can be measured using physical quantities; 
• avoids influence from the intentions of experimenter and participants; 
• can be measured continuously. 

Many previous researches have measured mental sensations using biological 
signals. Some researchers have used biological signals to measure mental stress or 
simulator sickness [4–7], which are considered negative sensations. On the other 
hand, some research have looked at relaxation or comfort [8, 9]. We have previ-
ously utilized EEG alpha waves to estimate participant feelings of relaxation [10]. 
Relaxation and comfort are considered to be positive sensations. 

In this chapter, we focus on a feeling called “wakuwaku”, which is a Japanese 
word for the positive sensation caused when someone feels something exciting or 
captivating. The word means “thrilling” or “exhilarating” in English. A wakuwaku 
feeling is also considered a positive sensation, as are relaxation and comfort. Ho-
wever, a big difference exists between those sensations; a wakuwaku feeling is 
considered dynamic, especially compared to the static sensations of relaxation and 
comfort. Little previous research exists on positive and dynamic sensations such 
as the wakuwaku feeling. 

The purposes of this chapter include the following: 

• to clarify the relationship between the dynamic, positive feeling of the waku-
waku sensation and biological signals; 

• to derive a kansei model of interactive systems using biological signals to ob-
jectively evaluate their wakuwaku degree. 
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Based on Russel’s circumplex model [11], we propose a two-dimensional 
model called the wakuwaku model by the following procedures: 
1. evaluation of the wakuwaku sensation by studying indexes; 
2. construction of examples of interactive systems; 
3. evaluation of the constructed systems; 
4. derivation of the model. 

18.2 Indexes of the Wakuwaku Model 

Our survey for wakuwaku experiences included the following items: 
1. How would you describe your wakuwaku experience? 
2. Why do you think you felt wakuwaku? 
3. How else would you describe your feeling except wakuwaku? 
From the questionnaire answers of 176 student participants in their twenties, we 
extracted keywords related to the wakuwaku sensation, such as excitement, pleas-
ure, happiness, enjoyment, astonishment, and fright. Since the most commonly 
related keyword to wakuwaku was excitement, we employed “exciting” as the 
horizontal axis to construct a two-dimensional model called the wakuwaku model. 
Although other candidates such as happiness and fright were also considered, we 
chose “enjoyable” as the vertical axis (Figure 18.1). 

Exciting Not exciting 

Enjoyable 

Gloomy 

Wakuwaku zone Wakuwaku degree

 

Figure 18.1 Wakuwaku model  

18.3 Evaluation Experiment 

18.3.1 Construction of Evaluation Systems 

We constructed various systems based on a whack-a-mole game to evaluate their 
degrees of wakuwaku. After setting parameters and their factors (Table 18.1), 
eight types of systems were constructed (Table 18.2). 
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Table 18.1 Parameters and their factors  

Parameters Factor 1 Factor 2 
Input device Hammer Keypad 
Sound (BGM and effects) With Without 
Target Mole Ball 

Table 18.2 Constructed systems  

System Input device Sound Target 
A Keypad With Mole 
B Keypad With Ball 
C Keypad Without Mole 
D Keypad Without Ball 
E Hammer With Mole 
F Hammer With  Ball 
G Hammer Without  Mole 
H Hammer Without  Ball  

Figure 18.2 shows the system diagram for the interactive systems. For a wide 
viewing angle and high resolution, a 100-inch screen with rear projection was 
employed as the system’s visual output device. The auditory output device was a 
pair of speakers. The input device was a hammer device or a keypad. Figure 18.3 
shows the hammer, and Figure 18.4 shows a mole and a ball for the target. A PC 
was employed for the system display. The game took place as follows: 

1. The experimenter explains the game (Figure 18.5 (a)). 
2. After the game begins, players try to hit the targets with the input device (ham-

mer or keypad) to increase their scores (Figure 18.5 (b)). 
3. After a particular number of targets appear, the speed with which the target 

appears increases. 
4. After another particular number of targets appear, the game is finished, and the 

results are displayed (Figure 18.5 (c)). 
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Figure 18.2 System diagram  

 

Figure 18.3 Hammer (left: hammer part, right: input part)  

 

Figure 18.4 Targets (left: mole, right: ball)  
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Figure 18.5 Screen shots: (a) explanation, (b) start of the game, and (c) results 

18.3.2 Experiment to Evaluate the Systems 

A questionnaire and biological signals were employed to evaluate the wakuwaku 
degrees of the constructed systems. We employed two types of questionnaire: 
five-scale evaluation and free description. For the former, 30 items were employed 
such as “enjoyable”, “exciting”, and “interesting”. The free description question-
naire contained the following questions: 

• When did you feel excited during the game? 
• When did you feel enjoyment during the game? 
• What do you consider the game’s exciting aspects? 

(a) 

(b) 

(c) 
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• What are its good points? 
• What are its bad points? 

The following biological signals were measured: galvanic skin reflex (GSR), 
heart rate, and breathing rate. GSR, which is affected by states of emotion, was 
used as a physiological index to detect emotions such as anxiety and mental stress. 
Heart rate is changed not only by physical exercise but also by mental factors such 
as anxiety and stress. In addition, breathing rates and patterns can also be used as 
indexes of stress and anxiety. Specific sensors for each biological signal described 
above, BIOPAC measurement equipment (BIOPAC Systems, Inc.), and a PC were 
used to measure these biological signals. 

The experimental procedure was as follows: 

1. Participants sat on chairs. 
2. The experimenter explained the experiment. 
3. Participants wore electrodes. 
4. Participants remained quiet for 30 s. 
5. Participants played one of eight possible games. 
6. Participants answered questionnaires. 
7. Steps 5 and 6 were repeated four times. 

The participants played four out of eight games per day and completed all eight 
games over two days. The biological signals were constantly measured during the 
experiments. 

18.3.3 Experimental Results 

Experiments were performed with eight male students in their twenties who served 
as volunteers. Figure 18.6 shows a scene of the experiment. The orders of the eight 
games were counter-balanced. 

 

Figure 18.6 Experiment in progress  
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From the questionnaire results, averages scores for all 30 items were calculated. 
Figure 18.7 shows the result of “enjoyable” as an example of the averaged scores. 
These questionnaire results show that the existence of sound and the mole images 
of the target effectively increased the “enjoyable” scores. On the other hand, dif-
ferences between the hammer and the keypad as input devices were not obvious. 

Next, we did a three-factor analysis of the variance, with input device, sound, 
and image of target as factors. Table 18.3 shows the results for “enjoyable”. Sound 
and target have significant main effects at a 1% level. Three-factor analysis results 
for the other items closely resembled this result. 

The following results were confirmed: 

• the degree of wakuwaku depends on both sound and target; 
• the degree of wakuwaku is independent of the input device. 

From the results of the free descriptions, the most common moments of ex-
citement were as follows: 

• when the mole’s speed increased; 
• when its movement got faster; 
• when participants heard the sound effects. 

The first two statements show the effectiveness of the speed change of the mole 
movement for increasing participant excitement. In addition, the third shows the 
effectiveness of sound for increasing excitement. 
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Figure 18.7 Questionnaire results (for “enjoyable”)  

Table 18.3 Analysis of variance (for “enjoyable”)  

Factor Sum of squared deviation DOF Mean square F-value P-value 
Input device  1.00  1  1.00  1.10 0.30** 
Sound 27.56  1 27.56 30.41 0.00** 
Target  9.00  1  9.00  9.93 0.00** 
Error 54.38 60  0.91   
Total 91.94 63    
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Like the free description results for the moment of enjoyment during the game, 
some participants cited the moment of hitting the moles, which shows that the 
hammer effectively promotes enjoyment. In addition, participants listed the fol-
lowing as the game’s most popular good points: 

• sound effectively increases the feeling of enjoyment; 
• hitting the moles with a hammer is fun. 

These answers suggest that the hammer as an input device, the existence of 
BGM and the sound effects, and the mole as a target all effectively increase the 
game’s wakuwaku feeling – as we intended. 

The effectiveness of the sound and the mole as a target were confirmed both by 
the five-scale evaluation and the free description. However, the effectiveness of 
the hammer as an input device was confirmed only by free description and not by 
the five-scale evaluation, as mentioned above. To solve this contradiction, the 
answers for the final free description question were very helpful because they 
provided a list of some of the bad points of the game. 

These answers suggest the difficulty of using the hammer, which explains the 
contradiction between the five-scale evaluation and the free description, where the 
feeling of the enjoyment at the moment of using the hammer may be reduced by 
the difficulties of its continuous operation. This assumption might indicate a limi-
tation of the five-scale evaluation. 

18.3.4 Derivation of Wakuwaku Model 

Based on our previous experiments [11–14], we selected the following physiologi-
cal indexes for the model: 

• average GSR; 
• average heart rate; 
• variance of heart rate; 
• average R-R interval; 
• variance of R-R interval; 
• number of breaths; 
• average breath magnitude; 
• variance of breath magnitude. 

Because the temporal change of GSR moves in one direction, the averaged 
GSR value reflects the magnitude and repetition of its temporal change. The aver-
aged heart rate and its variance are defined as the average number of heart beats 
per minute and its variance, respectively. The average R-R interval and its vari-
ance are defined as the average interval time between the R-waves of the ECG and 
its variance, respectively. These indexes are known as the indexes for stress, un-
easiness, or relaxation, and are used to measure dynamic feelings [11–14]. 
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The number of breaths and the variance of breath are defined as breaths per mi-
nute and its variance, respectively. The breath magnitude is defined as the differ-
ence of the maximum and minimum values in one indrawn breath. As already 
mentioned, our wakuwaku model consists of “exciting” and “enjoyable” axes. We 
derived equations to explain both axes using a neural network as follows: 

• input: all the physiological indexes listed above were calculated from when the 
speed of the target appearance increased at the end; 

• output: averaged score of “exciting” for each system; 
• method: clipping; 
• hidden layer: one; 
• sample data for learning: 60%. 

Table 18.4 shows the neural network results for “exciting”. We expressed the 
“exciting” axis as follows: 

 exciting = 0.55 * average breath + 0.45 * average heart rate. (18.1) 

In the same manner (see Table 18.5), the “enjoyable” axis was expressed as fol-
lows: 

 enjoyable = 0.71 * average heart rate + 0.45 * variance of breath. (18.2) 

Table 18.4 Results of neural network (for “exciting”) 

Psychological indexes Relative importance 
Average breaths 0.546 233 
Average heart rate 0.445 581 
Variance of heart rate 0.382 679 
Average GSR 0.305 76 
Number of breaths 0.288 106 
Variance of breath 0.186 697 

Table 18.5 Results of neural network (for “enjoyable”) 

Psychological indexes Relative importance 
Average heart rate 0.709 154 
Variance of breath 0.450 969 
Average breaths 0.350 584 
Average R-R interval 0.333 264 
Number of breaths 0.266 689 
Variance of heart rate 0.252 472 

18.3.5 Confirmation of Wakuwaku Model 

Using the two derived equations, our wakuwaku model was applied to the eight 
systems. Figure 18.8 shows the results for each system, where the values of the 
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horizontal axis were calculated from Equation 18.1, and the values of the vertical 
axis were calculated from Equation 18.2. 

System E, where the input device is a hammer, sound exists, and the targets are 
moles, has the highest scores both for “exciting” and “enjoyable”. On the other 
hand, system D has the lowest score, where the input device is a keypad, sound 
doesn’t exist, and the targets are balls: 

 E > G > F > H > A > B > C > D, (18.3) 

where the first four systems use a hammer as an input device. 
From this result, the system with the most wakuwaku has the following combi-

nation of parameters: 

• input device: hammer; 
• sound: yes; 
• target: mole. 

The system with the least wakuwaku has the following combination of parame-
ters: 

• input device: keypad; 
• sound: no; 
• target: ball. 

These results are the same as the five-scale evaluation results shown in Fig-
ure 18.7.  

However, Figure 18.8 shows that the effect of a different input device is stron-
ger than the effects of sound and different target images, which is completely 
different from the five-scale evaluation results (Figure 18.7). On the other hand, 
these results agree with the free description that shows that using the hammer 
effectively increased participant enjoyment. This fact suggests the appropriateness 
of our proposed model. 

 

Figure 18.8 Results of wakuwaku model  
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Deriving a two-dimensional wakuwaku model based on biological signals us-
ing neural networks, we can reasonably explain the varieties of the wakuwaku 
degree of eight constructed systems (Figure 18.8). Moreover, the limitation of the 
five-scale evaluation as a questionnaire was overcome by employing this model, 
suggesting its effectiveness based on biological signals to qualify the degree of the 
wakuwaku feeling of the interactive systems. 

18.4 Experiment 2 

This section introduces another experiment to measure the wakuwaku feeling 
using biological signals. 

18.4.1 System Construction 

We constructed various systems based on a treasure chest game to evaluate the 
degrees of wakuwaku feeling. Compared with the previous experiment, these 
constructed systems have various complicated components to promote the waku-
waku feeling, such as the appearances of figures, their combination, and the ac-
tions of the combined figures. The parameters of these systems were the design of 
the boxes and the sound, the BGM and effects, as shown in Table 18.6. The three 
box designs are shown in Figure 18.9. The constructed systems are shown in Ta-
ble 18.7. 

Table 18.6 System parameters 

Parameters Factor 1 Factor 2 
Box design Designs1 White 
Sound (BGM and effects) With sound Without sound 

1Shown in Figure 18.9 

Figure 18.9 Three types of boxes  
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Table 18.7 Constructed systems 

System Box design Sound 
A Decorated With 
B Decorated Without  
C White With  
D White Without  

The procedures of the game were as follows: 

1. Confirm the figures in the boxes (Figure 18.10 (a)). 
2. Choose one of the boxes (Figure 18.10 (b)). 
3. Watch the figure in the chosen box (Figure 18.10 (c)). 
4. Repeat the above procedures (Figure 18.10 (d)). 
5. Watch the combinations of the two figures (Figure 18.10 (e)). 
6. Watch the combined figure (Figure 18.10 (f)). 

 

Figure 18.10 System flow  

These procedures were designed to promote wakuwaku feelings when expect-
ing a figure’s appearance from the chosen box and when combining two figures. 
Questionnaires and biological signals were employed to evaluate the degree of 
wakuwaku feeling of each system. 

Figure 18.11 shows the system diagram. The input device was a keypad, and 
the output devices were a 17-inch LCD display and a pair of speakers. Biological 
signals were measured by sensors and BIOPAC measurement equipment. Two 
PCs were employed for system display and to measure the biological signals. 
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Figure 18.11 System setup 

18.4.2 Experiment to Evaluate the Systems 

18.4.2.1 Experimental Method 

The participants randomly played the four games shown in Table 18.7 and an-
swered questionnaires about each system. The questionnaire about the wakuwaku 
feeling consisted of 23 items of paired seven-point evaluations such as “fun–
boring,” and five items of unpaired five-scale evaluation, such as “pounding.” For 
the paired seven-point evaluation items, 4 indicates neutral, 7 the best, and 1 the 
worst. For the unpaired five-point evaluation items, 5 indicates the best and 1 the 
worst. In addition, participants were asked some free description questions after 
playing the final game. 

The following biological signals were measured constantly during the experi-
ments to detect the degree of wakuwaku feeling: galvanic skin reflex (GSR), elec-
trocardiogram (ECG), and breathing rate.  

18.4.2.2 Experimental Results 

Experiments were performed with 12 male students in their twenties who served 
as volunteers. From the results of the analysis of variance for each questionnaire 
item with parameters in Table 18.6, the main effect of sound was found to be sig-
nificant for almost all questionnaire items, including “exciting” and “enjoyable.” 
On the other hand, the main effect of the box design was not significant for almost 
all items. Table 18.8 shows the result of the analysis of variance for “enjoyable.” 
In the free description answers, some participants pointed out that the BGM and 
the sound effects were good points of the system, suggesting that sound is effec-
tive for creating wakuwaku feelings. 
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For the biological signals, we selected the same physiological indexes as the 
previous experiment described above. Since we designed the game flow with 
various events to promote wakuwaku feelings, we chose the following three mo-
ments for analysis: 

• moment I: when the first box opened; 
• moment II: when the second box opened; 
• moment III: just after combining the two figures. 

The first and second moments were in the first half of the game, while the third 
moment was in the second part. Using a paired difference test, the heart rate at 
each moment of the first and the second choices of boxes was found to be signifi-
cantly different between the systems with different box designs. On the other hand, 
the heart rate at moments I and II was not significantly different between the sys-
tems with and without sound. However, the averages of GSR at moment III were 
significantly different only between the systems with and without sound. Ta-
ble 18.9 summarizes the results of all tests. 

Table 18.8 Analysis of variance (enjoyable) 

Factor Sum of squared deviation DOF Mean square F-value P-value 
Sound  20.02 1 20.02 14.47 0.00** 
Box design 0.19 1 0.19 0.14 0.71     
Error 62.27 45   1.38   
Total 82.48 47    

Table 18.9 Results of difference tests 

Physiological index Parameter Moment I Moment II Moment III 
Averages of GSR Box design – – – 
Averages of GSR Sound – – * 
Heart rate Box design ** ** – 
Heart rate Sound – – – 
R-R Interval Box design ** ** – 
R-R Interval Sound – – – 

–: Not significant, *: significant at 5% level, **: significant at 1% level 

18.4.3 Discussion 

The above experimental results suggest that heart rate and GSR averages may 
show the wakuwaku feeling of the users of interactive systems. Moreover, the 
heart rate results are related to the system’s former part, and the results of the GSR 
averages are related to its latter part. Since the questionnaire results agreed with 
the results of the GSR averages and disagreed with the heart rate results, they 
might reflect the wakuwaku feeling of the latter part of the systems. The question-
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naires may reflect the wakuwaku feeling of the system’s last part because that is 
the only part the participants can remember. 

18.5 Conclusion 

To evaluate the kansei values of interactive systems, we utilized biological signals 
for objective evaluations. We evaluated wakuwaku, which is a positive and dy-
namic feeling in Japanese, of interactive systems using biological signals and 
proposed a two-dimensional model that followed these procedures: 

• reviewed indexes to evaluate wakuwaku sensations; 
• constructed several systems; 
• conducted evaluation experiments of the constructed systems; 
• derived a wakuwaku model using a neural network. 

We designed and constructed eight different systems based on a whack-a-mole 
game for various wakuwaku degrees. From the experimental results, we derived 
two equations with biological indexes as parameters to form the wakuwaku model. 
The results of the model showed that the derived wakuwaku model based on bio-
logical signals reasonably explained the wakuwaku degree of the constructed 
systems. 

We conclude that our proposed model can play a role in the evaluation of the 
kansei values of interactive systems from the aspects of positive and dynamic 
sensations by qualifying biological signals. 

In addition, we performed another experiment to measure the degree of waku-
waku feeling by constructing systems based on a treasure chest game. From analy-
sis of the experimental results, we obtained the following useful knowledge: 

• the degree of wakuwaku feeling may vary depending on such parameters as 
object design and sound effects; 

• the degree of wakuwaku feeling may be measured by biological signals such as 
GSR and ECG. 

The measurement of such positive and dynamic feelings as wakuwaku derived 
by interactive systems is considered an evaluation of the kansei value of the inter-
active systems. Thus, these works above are the first step in objectively evaluating 
the kansei value of interactive systems by measuring biological signals. Future 
work will include more detailed research. 

Acknowledgments This research was partly supported by the Shibaura Institute of Technology 
Research Promotion Funds. We thank the students of the Shibaura Institute of Technology who 
served as volunteers. 



18 Measurement of Wakuwaku Feeling of Interactive Systems Using Biological Signals 343 

References 

1. Ministry of Economy, Trade and Industry, Japan (METI): “Kansei” initiative – suggestion of 
the fourth value axis.   
http://www.meti.go.jp/english/information/downloadfiles/PressRelease/080620KANSEI.pdf 
(2008).  Accessed June 20, 2008 

2. Araki J.: Kansei and value creation initiative. J. Jpn. Soc. Kansei Eng. 7:417–419 (in Japa-
nese) (2007) 

3. METI.: Announcement of “Kansei Value Creation Museum”.  
http://www.meti.go.jp/english/press/data/20090119_02.html (2009). Accessed January 19, 
2009 

4. Hirao N. et al.: Assessment of mental stress during a cooperative work using stress detection 
method triggered by physiological data. ITE Tech. Rep. 21:67–72 (in Japanese) (1997) 

5. Shimono F. et al.: Method for assessment of mental stress during high-tension and monoto-
nous tasks using heart rate, respiration and blood pressure. Jpn. J. Ergon. 34(3):107–115 (in 
Japanese) (1998) 

6. Hioki K. et al.: Physiological evaluation of mental workload in time pressure. Trans. Inst. 
Electr. Eng. Jpn. C 127:1000–1006 (in Japanese) (2007) 

7. Ishii Y. et al.: Study on mental stress using near-infrared spectroscopy, electroencephalogra-
phy, and peripheral arterial tonometry. In: Proceedings of the 30th Annual International Con-
ference of the IEEE Engineering in Medicine and Biology Society, EMBS 2008, Vancouver, 
BC, pp. 4992–4995 (2008) 

8. Omori M. et al.: Relation between psychological and physiological responses on color stimu-
lus. J. Color Sci. Assoc. Jpn. 26(2):50–63 (in Japanese) (2002) 

9. Kawashima T.: Development of active rocking chair with changing swing according to 
heartbeat fluctuation. JSME Int. J. Ser. C 49:814–820 (2006) 

10. Ohkura M., Oishi M.: An alpha-wave-based motion control system for a mechanical pet. 
Kansei Eng. Int. 6(2):29–34 (2006) 

11. Aoki Y. et al.: Assessment of relief level of living space using immersive space simula-
tor(report 4) – examination of physiological indices to detect “uneasiness”. In: VRSJ 11th 
Annual Conference (CD-ROM), vol. 11, art. 2B1-4 (in Japanese) (2006) 

12. Ohkura M. et al.: Evaluation of comfortable spaces for women using virtual environment –
objective evaluation by biological signals. Kansei Eng. Int. 8(1):67–72 (2009) 

13. Aoto T., Ohkura M.: Study on usage of biological signal to evaluate kansei of a system. In: 
Proceedings of the 9th Annual Conference of JSKE 2007 (CD-ROM), art. H-27 (in Japa-
nese) (2007) 

14. Aoto T., Ohkura M.: Study on usage of biological signal to evaluate kansei of a system. In: 
Proceedings of KEER2007 (CD-ROM), art. L-9 (2007) 



345 

Chapter 19  
Footwear Fitting Design 

Tsuyoshi Nishiwaki1 

Abstract The fitting is one of the most important properties of footwear. The 
fitting property mainly depends on the upper material and structure. This indicates 
that an investigation of the deformation of the footwear upper is required in de-
signing the fitting property. In this chapter a new quantitative evaluation method 
of the fitting property is introduced. This evaluation method is based on the differ-
ence of strain distributions in foot and upper. First, the strain distribution on a bare 
foot is measured under the heel up condition using a non-contact typed three-
dimensional strain measuring system. The secondary upper strain distribution is 
also measured by the same method. Based on the difference between the two, the 
fitting parameter is quantitatively defined. Through the above measurements it 
was found that the strain distributions on a bare foot are not uniform and are dif-
ferent on the medial and lateral sides. Considering these barefoot results, as an 
example of practical footwear design, a new upper structure is also introduced. 

19.1 Introduction 

Footwear is an essential component of sports activities as well as in daily life. 
According to the purpose for which they are intended, items of footwear must 
have various structures. Running shoes mainly have EVA(ethylene-vinyl acetate) 
foam soles and PE(poly-ethylene) mesh uppers. Sprint spikes have hard plastic 
plate soles with metal pins and artificial leather uppers. These footwear structures 
depend on the individual properties required. In running shoes, shock attenuation, 
excessive motion control, and breathability are very important properties for com-
fortable long-term running and the prevention of running injuries. In sprint shoes, 
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motion control and grip properties are the most important in order to produce an 
effective propulsion kicking force. Compared with casual shoes, the property 
requirements in sports shoes have been clarified through study, which means mo-
tion analysis in sports scenes and case analysis for the various sports injuries. In 
sports shoes, the most popular footwear are running shoes, which are predomi-
nantly used in long-term running with relatively low speeds.  

In this chapter, running shoe construction and the properties required for this 
are first introduced and the importance of fitting is discussed. Second, the conven-
tional optical measurement technique which is effective for measuring shoe upper 
deformation is described and a new fitting quantitative evaluation method based 
on the measurement technique is introduced. Finally as an example of practical 
design, some running shoes with excellent fitting are introduced. 

19.1.1 Running Shoe Construction 

Figure 19.1 shows a lateral side view of a standard running shoe with the parts 
named. The general running shoe can be divided into two major parts, sole and 
upper. Moreover, the sole can be divided into two portions, midsole and outersole. 
The midsole and outersole have important functions which produce high shock 
attenuation and grip on surfaces, respectively. To meet these functional and dura-

Upper

Sole

Trusstic

Outersole

Sockliner

Footbed

Gel
Forefoot gel

Heel counter

Toe reinforcement

Outersole

TongueShoe lace
Eyelet

Midsole

Gel cap

 

Figure 19.1 Running shoe construction with names of parts 
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bility requirements, the midsole is made from ethylene vinyl acetate foam (EVA 
foam) [1–3]. In order to improve the shock attenuation, high-damping materials 
such as gel are often inserted into the midsole. In the midfoot area, plastic rein-
forcement called a trusstic is inserted. This reinforcement is effective for control-
ling excessive foot joint deformation [4–7]. In the outer soles, butadiene rubber 
blended with natural rubber is dominant. To reduce the weight of the shoe, rubber 
foam is also used. The upper contains a number of separate parts, such as toe rein-
forcement, eyelet stays, heel counter, and so on. Polyethylene mesh, artificial 
leather, and local resin reinforcements are also applied. Runners can control the 
tightness of the shoe by changing the shoelace binding through eyelets. The heel 
counter is a resin device inserted at the back of the upper, in order to control ex-
cessive heel motion during the stance phase in running. 

19.1.2 Property Requirements  

A running shoe has three main important roles: 

• injury prevention; 
• enhancement of the runner’s performance; 
• maintenance of the in-shoe condition.  

In order to satisfy these roles, eight important functions for running shoes are 
defined, and these are listed in Table 19.1. On the whole these properties are very 
important in the design of high-performance running shoes. However, the priori-
ties of these eight properties depend on running conditions, which means the skill 
of runners, running speed, surface condition, and so on. As an example, high cush-
ioning, to effectively absorb the ground reaction force during the contact phase in 
running, is very important for preventing running injuries. High cushioning is 
caused by large midsole deformation, which is due to large deformation, large 
strain energy changes in thermal energy. This thermal energy is the factor that 

Table 19.1 Eight major properties required in running shoes 

Property Function Main design target 
Flexibility Curvature matching in kicking phase Mid and outer sole in forefoot area 
Stability Control of excessive foot motions Midsole 
Cushioning Shock attenuation in heel contact 

phase 
Midsole 

Breathability Control of in-shoe temperature and 
humidity 

Upper 

Light weight Reduction in shoe weight Whole 
Durability Increasing usable period Outer sole and upper toe area 
Grip Prevention from fall accidents  Outer sole 
Fitting Production of foot comfort Upper 
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produces shock attenuation. However, the large deformation has a negative impact 
on high-speed running. In the design process of shoes for high-speed running, 
such as marathons and road relay races, designers must provide a smooth guidance 
from heel contact to toe off. However, the large midsole deformation interrupts the 
smooth guidance. Therefore, marathon shoes have a thinner midsole than running 
shoes. It is said that cushioning isn’t too important for highly skilled runners like 
marathon runners, but is more important for less skilled runners like joggers. The-
refore, the importance of cushioning depends on the runner’s skills. Similarly, 
stability which controls excessive foot motion also depends on runner’s skills. On 
the other hand, durability and fitting are important properties for every runner.  

19.1.3 Running Shoe Design Flow 

In this section, the general design flow for sports shoes is explained. Figure 19.2 
shows the flowchart. At first, motion analysis for the target product is carried out 
using various instruments, such as motion capture, high-speed video, force plat-
forms (ground reaction force measurement system), accelerometry, electromyog-

Design by 
Computer simulation

Proto type test

OK

Commercialization

If not effective
back to

Selection of 
requirement properties

 

Figure 19.2 Footwear design flowchart 
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raphy, and so on. Through this motion analysis, runners’ responses can be widely 
investigated and the required properties selected. In the case of running shoes, the 
most important properties are stability, forefoot flexibility, cushioning, and fitting. 
Then the sole and upper materials are designed or selected from conventional 
materials in order to optimally produce the properties required. 

Based on the material properties decided, numerical simulations such as the fi-
nite-element method are performed, and the shoe materials and structure are de-
cided accordingly. Prototype shoes are practically fabricated in the factory and the 
required properties are evaluated. Here the evaluation methods should be quantita-
tive, because performing only sensual tests cannot communicate improvement 
points to the designers. Namely, the establishment of quantitative evaluation 
method for shoe function is a key part of designing better shoes. Moreover, a va-
lidity check of the evaluation method is also important. However, wearing tests 
are essential, because there is a limit to the quantitative engineered evaluation 
method in the laboratory – shoes made for the Japanese don’t always work in 
America, Australia, and so on. Once the validities of the new shoes’ properties are 
confirmed, they are shipped to the market.  

In these required properties, quantitative evaluation methods for cushioning [1], 
stability [8, 9], and flexibility [10] have been already reported. In the next section, 
the meaning and design of the key property of fitting will be discussed. 

19.2 Fitting 

For anything which touches a human body, e. g., glasses, clothes, socks, hat, chair, 
bed, shoes, the fitting property is one of the most significant properties in the ob-
ject’s design. In running shoes, systematic research into the fitting property has 
not been reported. The main reason for this can be seen by asking yourself, “What 
is the fitting?”. If we ask about the fitting of running shoes, we are surprised at the 
variety of the answers. Some runners focus on foot arch support as an index of 
fitting, whilst others focus on the holding function around the heel. The indices of 
shoe fitting evaluations are infinitely variable – it is impossible to consider them 
all in the shoe fitting design process. In order to improve the fitting property in 
current running shoes, a new solid fitting index and quantitative evaluation tech-
niques should be established. 

It has been considered that the conventional fitting design technique is equiva-
lent with last design. Here, the last is an aluminum and/or plastic foot shape which 
is used in the shoe fabrication process to keep a good silhouette. Figure 19.3 
shows some examples of last geometries. To correspond to various runners with 
different foot shapes, shoes with different length and width are produced. It is very 
important for each runner to select the shoe that closely matches his or her foot 
shape. Recently, the design of personal lasts has been an expanding market, as 
shown in Figure 19.4. In this design, the runner’s foot geometry is first measured 
by a laser scanning system. Based on the geometry scanned, a personal last is 
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automatically produced. However, this is not a perfect solution. As shown in Fig-
ure 19.5, a large deformation in not only the sole but also the upper can be ob-
served, especially under the heel rise condition. Upper deformation, i. e., wrinkling, 
has a negative influence on the fitting properties because runners feel local pres-
sure due to line contacts between the boot and upper. This means that upper de-
formation caused by running motion must be considered when designing running 
shoes to have a better fitting property. 

 

Figure 19.3 Examples of last geometry. To correspond to various runners with different foot 
shapes, shoe manufactures prepare lasts of various shapes. Starting from the left: oblique type, 
racing wide, racing regular, super wide, regular, and ladies wide 

 

Figure 19.4 Fabrication process of a personal last. Based on the surface data in the CAD sys-
tem, a personal last can be produced 

 

Figure 19.5 Example of deformation of running shoe upper just before toe off. Some wrinkles 
can be observed in this magnified photo 
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Therefore, it is clear that measurement of the upper deformation will be an im-
portant factor in running shoe fitting design. As already mentioned, most of the 
upper is fabricated from a textile such as PE double-russell knitted mesh with high 
breathability. However, the measurement as well as predictions of the textile struc-
tural behavior is difficult to achieve. To be precise, a textile can be considered to 
be a hybrid material composed of fiber and air. As the friction between the com-
ponents is very low, textile deformation is very large under small external loading. 
At the same time, most textiles have severe anisotropic and nonlinear properties. 
Conventional measurement techniques such as the strain gauge method and com-
puter simulation such as the finite-element method have a poor predictive per-
formance for this measurement. In the next section, a method that uses optical 
instruments to measure the strain distribution in the whole view field on the knit 
structure, which is effective for running shoe fitting design, will be described.  

19.3 Optical Measuring Instrument 

19.3.1 Current Technique 

For the measurement of the strain distribution in shoe uppers, a non-contact and 
full-field typed instrument is required. In other words, point-by-point measure-
ment such as using a strain gauge is not adequate. To satisfy the above conditions. 
an optical measurement system has been proposed. For example, interferometries 
using moiré technique, holography, speckle pattern, and photo geometry are well 
known [11, 12]. Electronic Speckle Pattern Interferometry (ESPI), which has ex-
cellent accuracy and resolution, is a powerful tool for the measurement of material 
surface deformation. However, the strain range that can be measured is limited to 
only a small percentage, which, when compared with the practical deformation of 
shoe uppers, is too small to be useful. On the other hand, the grid method is better 
adapted for the measurement of large deformations. Moreover, this method can be 
used at high temperatures, especially those associated with the rapidly changing 
strain field around the crack tip in a structure. It is well known that a very large 
strain field is caused at the crack tip under various external loadings. The biggest 
disadvantage of this method is that the grid must be precisely drawn on the meas-
urement target surface. In the case of running shoes uppers, the grid drawing is 
very hard work.  

19.3.2 New Technique 

19.3.2.1 Fundamental Principles 

Against the background of the issues about current optimal measurement tech-
niques, some new techniques have been developed. One typical example is Ara-
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mis® (GOMmbH, Braunschweig, Germany [13]). Aramis® is a non-contact strain 
distribution measuring system based on image-processing technology, and has the 
dual advantages of easy handling in the ESPI and the capacity to respond to large 
deformations in the grid method.  

The fundamental principle of Aramis® is based on the fact that the distribution 
of grayscale values in a rectangular area, a so-called facet, in the non-deformed 
state corresponds to the distribution of grayscale values of the same area in the 
deformed state, as shown in Figure 19.6 (a) and (b), respectively. The surface of 
the measurement target must exhibit a pattern in order to unambiguously match 
the pixels of the recorded images. A pixel in the reference image can thus be 
matched to the corresponding pixel in the destination image. This pattern can be 
created by alternate spraying with black and white ink.  

yt

xtx

y

 
(a)              (b) 

Figure 19.6 Facets in the non-deformed and deformed state: (a) before, and (b) after deforma-
tion. From the comparison of grayscale patterns between (a) and (b), the system can recognize 
that these are in the same position 

target target
 

(a)                  (b) 

Figure 19.7 CCD camera configuration examples: (a) two-dimensional measurement, and (b) 
three-dimensional measurement     
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Figure 19.7 shows the CCD camera configurations. In two-dimensional strain 
distribution measurement, one CCD camera is used. In three-dimensional meas-
urement, which considers out-of-plane deformation, two CCD cameras are needed. 

The facet is a minimum unit in strain calculation. Namely, one facet is equiva-
lent to one element in the finite-element method. The strain is calculated from the 
displacement between facets on non-deformed and deformed targets, as shown in 
Figure 19.6 (a) and (b), respectively. The most important point is how to match 
these two facets with the same position in the global system. The accuracy of this 
matching in real applications lies between 0.1 and 0.01 pixels. Considering conti-
nuity through so-called multi-facet matching, facets in non-deformed and de-
formed targets can be easily matched [14]. 

19.3.2.2 Measurement Example 

In order to explain the above measurement procedure and check its accuracy, 
a simple example is introduced. The target specimen shown in Figure 19.8 is a dog 
bone shaped EVA foam sheet with 15 mm width and 2 mm thickness. Considering 
the large deformation, the specimen has a central hole with a diameter of 6 mm. 
Crosses in this figure indicate square facet corners. In this case, one dimension of 
each facet is 17 pixels. By using an Instron® testing machine with computer con-
trol (4204 type Instron, MA, USA), the specimen is stretched until 20% tensile 
strain is reached. To check the accuracy, finite-element analysis is carried out. 
Figure 19.9 shows comparisons of y-directional and xy-shear strain distributions 
obtained from Aramis® and FEM. It can be confirmed that both have almost the 
same distributions. Higher normal and shear strain components are demonstrated 
in the vicinity of the center hole in not only Aramis® but also in the FEM results. 
From these comparisons it can be confirmed that Aramis® can calculate the strain 
distribution with satisfactory accuracy under high strain conditions.  

 

Figure 19.8 Test specimen sprayed and close-up picture at the vicinity of central hole. This is a 
tiff format file 
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              Aramis                  FEM                                 Aramis                       FEM 
               (a)  (b) 

Figure 19.9 Comparisons of longitudinal normal and in-plane shear strain distributions in 
Aramis and FEM: (a) y-directional normal strain, and (b) xy-shear strain 

19.4 Evaluation Method of Shoes Fitting 

As already mentioned, conventional design of the fitting property is equivalent to 
the geometrical design of a shoe last. This design can only correspond to the fit-
ting when standing. Therefore, some wrinkles as shown in Figure 19.5 will be 
caused when running, and this is considered to be an unavoidable problem. More-
over, the fitting property is dependent on runners’ individual feeling. In order to 
produce running shoes with a better fitting property, a new evaluation index and a 
method of quantitatively evaluating it must be established. As a new index of the 
fitting property, we have focused on the reduction of wrinkles. It is clear that the 
wrinkles have a negative influence on the fitting property, because line contacts on 
the foot due to the upper wrinkles are associated with a feeling of discomfort. 
These wrinkles are mainly caused by the difference in foot and upper deforma-
tions. In this section, a new quantitative evaluation method for the fitting property 
is introduced which focuses on the reduction of wrinkles in running [15]. 

19.4.1 Definition of Measurement Areas 

In order to reduce wrinkles, deformation matching between the bare foot and up-
per must be considered. In the case where both match, the strain distributions 
should also match. Namely, the strain components of two points on the bare foot 
and upper with the same coordinate should be compared. First, a volunteer’s left 
foot and a test shoe (Figure 19.10) upper are sprayed with black and white inks. 
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As already mentioned, this gray pattern is absolutely necessary to the strain meas-
urement using the Aramis® system. As shown in Figure 19.5, the wrinkles tend to 
occur in both the lateral and medial sides. In other words, the toe and heel areas do 
not wrinkle in running.  

 
 (a) (b) 

Figure 19.10 Test shoes used: (a) lateral side view, and (b) medial side view. This is a com-
mercial running shoe 

To compare both strain distributions, the quadrilateral measurement area whose 
corners are lateral malleolus (A in Figure 19.11 (a)), calcaneus (B in Figure 19.11 
(a)), fifth metatarsal head (C in Figure 19.11 (a)), and side surface (D in Fig-
ure 19.11 (a)) on the subject’s foot is defined. Next, the measurement area con-
structed by four points, A, B', C', and D', is also defined on the shoe upper as 
shown in Figure 19.11 (c). Here two measurement areas, ABCD and AB'C'D', 
have the same geometry and area. By using these area definitions it is possible to 
compare the strain values at the same coordinates in the measurement area. The 
same procedures are also carried out on the medial side. 

BB
CC

DD

AA

BB
CC

DD

AA

 
 (a) (b) 

AA

AA

B’B’ C’C’

D’D’

B’B’
C’C’
D’D’

 
 (c) (d) 

Figure 19.11 Target area definitions: (a) target area on barefoot lateral side, (b) target area on 
barefoot medial side, (c) target area on upper lateral side, and (b) target area on upper medial side 



356 T. Nishiwaki 

19.4.2 Measurement 

Figures 19.12 and 13 show the measurement condition and CCD camera configu-
ration. In this system, the barefoot and upper strain distributions under 45 mm heel 
up conditions are measured on both the lateral and medial sides. In the barefoot 
measurement, it is defined that the foot flat condition has a strain field of zero. In 
the upper measurement, it is defined that the foot flat condition without shoelace 
binding has a strain field of zero. Here, a 45 mm heel up condition corresponds to 
the heel rise phase when most upper wrinkles are observed.   

 
 (a)  (b) 

Figure 19.12 Photograph of CCD camera configuration: (a) foot flat condition, and (b) heel rise 
condition 

 

Figure 19.13 Measurement conditions 

19.4.3 Measurement Results  

The normal strain distributions of the x and y components in the measurement area 
on the bare foot are shown in Figure 19.14 (a) and (b), respectively. Here, the x 
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and y directions denote the foot longitudinal and height directions, respectively. 
Figure 19.14 (c) and (d) show the strain distributions on the upper obtained from 
the conventional running shoes illustrated in Figure 19.10. Comparing the barefoot 
strain distributions with those on the upper, we can see large differences in both 
the x and y strain components. It is supposed that these different distributions 
cause the upper wrinkles.  

For production of running shoes with better fitting, these difference should be 
reduced. At the same time, these difference can be an index for the evaluation of 
shoes fitting properties.  

Figure 19.14 Comparison of normal strain distributions in lateral side: (a) normal x-strain on 
bare foot, (b) normal y-strain on bare foot, (c) normal x-strain on upper, and (d) normal y-strain 
on upper 

19.4.4 Fitting Quantitative Evaluation Method 

This section describes a quantitative evaluation method of the differences between 
the strain components at the same coordinate points on the bare foot and upper. As 
two identical measurement areas were individually defined, we can easily search 
the same coordinate points on foot and upper. It was defined that the fitting pa-
rameter (FP), which can be an index of shoe fitting, could be calculated from the 
following equation: 
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Here, N is the total number of comparable points, i, in measuring areas ABCD and 
AB'C'D', and (εx)i and (εx0)i are the normal strain components at point i on the 
shoe upper and foot in the x-direction. According to this formula, FP is the non-
dimensional value which is the weighted strain difference between the bare foot 
and shoe upper on the same coordinate. Shoes with large FP, which means there is 
a large strain difference between the bare foot and upper, produce poor following 
properties to the bare foot when running. Namely, a large FP indicates a large 
difference between the barefoot and upper deformation states and a poor fitting 
property. On the other hand, a small FP indicates a better fitting property. The FPs 
obtained from the test shoes in Figure 19.10 are shown in Figure 19.15. The total 
point numbers used in the comparison, N in Equation 19.1, are 423 on the lateral 
side and 392 on the medial side. From this result, it can be seen that these running 
shoes have a better fitting property on the medial side than on the lateral side.  
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Figure 19.15 FP comparison between medial and lateral side obtained 

19.4.5 Validity Checking 

In order to check the validity of the FP value, FPs of five kinds of shoes with dif-
ferent upper structure and material (Figure 19.16) are calculated, and compared 
with the sensual testing results for fitting. Five subjects wore the above shoes and 
ranked the five shoes in turn. It was found that all subjects indicated the same 
ranking order, with type-5 shoes having the best fitting and type-2 with the worst. 
In all shoes, the FP on the lateral side is always larger than that on the medial side. 
In other words, all shoes have a poorer fitting property on the lateral side. Fig-
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ure 19.17 shows the comparison results with the FP values calculated on the lat-
eral side. Both results have the same tendency. This indicates that the FP calcu-
lated using the above method can be an important index to the quantitative fitting 
evaluation. 

 

Figure 19.16 Test shoes with different upper material and structures. Shoes are numbered type-
1 to 5, beginning at the top 
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Figure 19.17 Comparison between lateral FP and sensual testing results. Bar chart denotes 
FP and plot denotes sensual testing results. In both results, smaller values mean better fitting 
property 
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19.5 Design Examples 

In this section, a practical fitting design is introduced. By using the above meas-
urement method, a number of barefoot strain distributions were measured. It was 
reconfirmed that the strain distributions on both the lateral and medial sides were 
quite different and not uniform. As shown in Figure 19.5, wrinkles in the vicinity 
of the metatarsophalangeal joint are caused on the conventional running shoe 
upper in running. As already mentioned, the upper material are mainly knitted 
fabric, which has non-zero tensile and zero compressive moduli. From these phe-
nomena, it was found that the main reason for the wrinkles which reduce the fit-
ting property was derived from the conventional unified one-piece upper. Fig-
ure 19.18 shows the major principal barefoot strain distributions on both sides. 
From these strain distributions, the existence of the borderlines between large and 
small strain fields on both the medial and lateral sides could be confirmed. In the 
case where there is an interruption in the strain continuity on the upper in the lon-
gitudinal direction, wrinkles can be eliminated and the upper fitting can be im-
proved. In order to interrupt it, stretchy sheet materials are inserted in both sides. It 
is important to note that the insertion position should correspond to the borderline 
positions between the small and large strain areas shown in Figure 19.18. Fig-
ure 19.19 has an expansion view of a new upper with stretch material. In the fig-
ure, dotted bold lines denote the stitching lines. By seaming them each other, this 
two-dimensional expansion view changes to a three-dimensional upper. Fig-
ure 19.20 shows the finished product fabricated from the expansion.  

The upper is mainly divided into two pieces and these pieces are connected 
with stretch material at the borderline positions. Vertical lines in the stretch mate-
rial are resin reinforcements. As already mentioned, running shoes have many 
function requirements – not just fitting. Judging from other function evaluations, it 
is confirmed that only inserting stretch materials has a negative effect on stability. 
Stretch materials have a role in interrupting the strain continuity in the longitudi-
nal direction. In order to simultaneously satisfy the requirements of high stability 
and better fitting property, an anisotropic stretch material, with high and low elas-

Maximum principal strain
LargeSmall

 
 (a)  (b) 

Figure 19.18 The results of the barefoot distribution in running: (a) medial side, and (b) lateral 
side. Lines denote the borderline positions in both the sides 
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tic moduli in the vertical and longitudinal directions respectively, is inserted. In 
the practical wearing test, many runners from all over the world confirm the wrin-
kle reduction and the better fitting property. From FP comparison results with that 
of conventional shoes, it was found that the FP calculated from these new running 
shoes fell by 25 and 50% on the medial and lateral sides, respectively. 

Stretch material

Stretch material

 

Figure 19.19 Development view of the upper with better fitting 

 
 (a)  (b) 

Figure 19.20 New product with improvement of the fitting property: (a) medial side view, and 
(b) lateral side view 

19.6 Summary 

As an example of footwear fitting design, the design process in running shoes was 
introduced. In the past, the fitting property in footwear has been subjectively eva-
luated using wearing tests. However, it is impossible to continue to improve the 
fitting in footwear just using wearing tests, because footwear designers cannot find 
out the direction the fitting needs to be improved.  
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In this chapter a quantitative evaluation technique based on the difference be-
tween barefoot and upper strain distributions was introduced using a new optimal 
strain measurement system. After checking the validity of a new index, the fitting 
parameter, a practical design example of a new product with better fitting was 
also introduced.  

Figure 19.21 shows a pair of commercially supplied running shoes from 1965. 
Since then sports shoes have had a slow but large evolution year by year. Many 
new materials have been developed and new measurement techniques and evalua-
tion methods for the function requirements have been also developed. You can 
easily see the big difference between the two running shoes shown in Fig-
ures 19.19 and 19.20. However, the biggest problem remaining is the fitting de-
sign. The design technique introduced still has problems to be worked out; how-
ever, it is a big step in the evolution of footwear fitting design.  

 

Figure 19.21 Running shoes developed in 1965 
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Chapter 20  
Psychological Teamology, 
Emotional Engineering, and the Myers–Briggs 
Type Indicator (MBTI) 

Douglass J. Wilde1 

Abstract This chapter summarizes the author’s Teamology: The Construction 
and Organization of Effective Teams, and also describes later advances that sim-
plify and clarify the theory. First, it develops the personality theory of psychiatrist 
C.G. Jung, which theorizes that people solve problems by eight mental processes 
called “function-attitudes” or “cognitive modes”. Then it discusses how to deter-
mine these preferred modes for each person in a group to be formed into teams. 
Next, ways are suggested of using this modal information to construct teams cov-
ering as many of the eight modes as possible. Finally, a novel graphical way is 
displayed that organizes each team to focus on every mode while reducing dupli-
cation of effort.  

20.1 Introduction 

This chapter was originally intended to be exclusively about psychological tea-
mology: the construction and organization of effective teams [1]. The word “psy-
chological” is inserted here because by itself the word “teamology” is often used, 
especially in England, to describe team-building exercises rather than team con-
struction and organization. After Teamology was published, it was soon realized 
that using data from the Myers–Briggs Type Indicator (MBTI) [2] to form teams 
was more effective than merely using the MBTI categories (Extraversion, Intro-
version, Sensing, iNtuition, Thinking, Feeling, Judgment, and Perception) because 
twice as many Jungian cognitive mode preferences [3] can thereby be identified. 
Also the occasional attitude error [4] of categorical type dynamics can be avoided. 
This should be of great importance, not only to the many certified type profession-
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als trained in this incomplete and sometimes incorrect method of analysis, but also 
to the many more school counselors and educators who use the MBTI for teaching 
and student career guidance. 

Therefore, while a book is in preparation to cover the subject more clearly, this 
chapter, which was originally on teams, has been supplemented with the results 
described above. The new findings appear as elegant simplifications of the earlier 
teamology formulas. 

Engineers who would not flinch at the elementary arithmetic used here are un-
likely to be interested in the application to personality psychology, except in the 
context of teamology as a bridge to the new discipline of emotional engineering. 
They may, however, find themselves in demand with their human resource de-
partments or university counseling centers to help them double the power of the 
MBTI in these endeavors. 

The chapter begins with a brief outline of the personality theory of renowned 
Swiss psychiatrist Carl Gustav Jung because it underlies teamology’s psychologi-
cal approach. Jung theorized that people solve problems by eight mental processes 
called function-attitudes [5] or cognitive modes [6]. For brevity they will be called 
“modes” here. Then how to determine the modes preferred by each person in 
a group to be formed into teams will be discussed. Next, ways will be suggested 
for using this modal information to construct teams covering as many of the eight 
modes as possible. Finally, a novel graphical way to organize each team to focus 
on every mode while reducing duplication of effort will be discussed. 

20.2 Underlying Psychological Theory 

Psychological teamology depends on scores for Jung’s cognitive modes calculated 
from each potential team member’s response to a forced-choice questionnaire like 
the MBTI or the abbreviated version given on p. 10 of [1]. The underlying vari-
ables were formulated mainly by C.G. Jung, one important pair being proposed 
later by Myers and Briggs [7]. Here is a brief outline of Jung’s three postulates 
which led to the MBTI instrument. Surprisingly perhaps, the second of these has 
never before been expressed constructively in a form suitable for quantitative 
interpretation using MBTI data.  

Jung’s first contribution was the well-known formulation of the pair extra-
version–introversion (E-I in MBTI notation). Whereas extraverted actions and 
decisions are determined by objective external conditions [3] (p. 333), intro-
verted consciousness selects the subjective determinants as the decisive ones [3] 
(pp. 373–374). A sample E-I item on the teamology questionnaire is “You are 
more: (e) talkative (or) (i) quiet”. 

His second postulate was that (E-I) varies according to whether information is 
being collected, a situation known as “perception”, or a decision is to be made 
with the information, a situation known as “judgment”. This concept has never 
before been applied quantitatively to the MBTI instrument, but it did generate 



20 Psychological Teamology, Emotional Engineering, and the Myers–Briggs Type Indicator 367 

a second MB variable pair judgment–perception (J-P) contributed by Myers and 
Briggs [7]. Both variable pairs are called attitudes. A sample J-P item on the tea-
mology questionnaire is “You are more: (j) methodical (or) (i) improvisational”. 

This second postulate implicitly defines a different attitude pair for each of the 
two situations – information collection or decision-making. Define then extra-
verted (introverted) judgment (Ej-Ij) and extraverted (introverted) perception (Ep-
Ip) to be these new attitude pairs. If e, i, j, and p are respectively the E, I, J, and P 
scores, these new attitudes turn out to be the following simple averages:  

Ej = (e  + j)/2; Ij = –Ej = (i  + p)/2, 

Ep = (e  + p)/2; Ip = –Ep = (i  + j)/2. (20.1) 

The rank of these four equations is only two because those for introversion are 
not independent, being the negatives of those for extraversion. The equations de-
fine the simplest possible linear approximation matching the MBTI maximum 
scores to those for the new attitudes. For example, maximum MBTI scores of 30 
for both e and j would produce the same score of 30 for the maximum value of 
extraverted judgment Ej. Smaller values are interpolated linearly. These new atti-
tudes deserve names: control for Ej, evaluation for Ij, exploration for Ep, and 
focus for Ip. Collectively they will be described as “decoupled” because, unlike 
the original “coupled” variables E-I and J-P, which simultaneously influence both 
perception and judgment, the Ej-Ij pair applies only to judgment modes; the Ep-Ip 
pair only to perception modes. 

Jung’s third postulate has two parts, one for information collection and the 
other for decision-making. Each situation can be carried out in two ways, called 
psychological functions in both cases. The two perception functions (S-N) are 
named Sensing and iNtuition; the judgment functions (J-P) are Thinking and Feel-
ing. A sample S-N item on the teamology questionnaire is “You are more: (s) 
hands-on (or) (n) theoretical”; a (T-F) sample is “You are more: (t) truthful”. 

20.3 Cognitive Modes 

From these three postulates come the four pairs of MBTI variables, of which the 
coupled attitudes E-I and J-P will be replaced in the sequel by the decoupled atti-
tudes Ej-Ij and Ep-Ip. This replacement will be done to simplify the final expres-
sions for the cognitive mode scores used to form and organize teams. 

The cognitive modes themselves were formulated by Jung as combinations of 
a decoupled attitude and a function, both of course applying to the same situation, 
perception or judgment. This then gives the eight modal combinations shown in 
Table 20.1. Descriptive keywords have been added to aid understanding, and more 
detailed descriptions appear in Table 20.2. Each cell of Table 20.1 also has for-
mulas for the associated mode scores computed from the psychological instru-
ment used. As an example, consider the following teamology questionnaire  
values: E1, P3, N5, T1. The Extraverted Sensing score Se is to be calculated 
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for these values. The upper equation in the Extraverted Sensing cell is 
Se = (e + p) + 2s = (1  + 3)  + 2(–5) – –6 < 0. This upper equation, as for all upper 
equations, is for computational convenience designed to generate only integers, 
the input scores themselves being entirely integer. The negative result signals that 
this particular mode is not preferred. It does indicate indirectly that the mode In-
troverted iNtuition Ni diagonally opposite is preferred with a positive score of 6. 
This is true because every variable for Ni is opposite to its corresponding Se vari-
able and must therefore have the opposite sign. 

Table 20.1 Cognitive modes with transformation formulas and keywords: (a) information 
collection (perception) modes, and (b) decision-making (judgment) modes 
(a) (b)  
Extraverted 
Sensing 
 
Se = (e  + p) + 2s 
 
%Se  
= (%Ep + %S)/2 
 
EXPERIMENT 

Extraverted 
iNtuition 
 
Ne = (e  + p) + 2n 
 
%Ne  
= (%Ep + %N)/2 
 
IDEATION 

– Extraverted 
Thinking 
 
Te = (e  + j) + 2t 
 
%Te  
= (%Ej + %T)/2 
 
ORGANIZATION 

Extraverted 
Feeling 
 
Fe = (e  + j) + 2f 
 
%Fe  
= (%Ej + %F)/2 
 
COMMUNITY 

Introverted 
Sensing 
 
Si = (i  + j) + 2s 
 
%Si  
= (%Ip + %S)/2 
 
KNOWLEDGE 

Introverted 
iNtuition 
 
Ni = (i  + j) + 2n 
 
%Ni  
= (%Ip + %N)/2 
 
IMAGINATION 

– Introverted 
Thinking 
 
Ti = (i  + p) + 2t 
 
%Ti  
= (%Ij + %T)/2 
 
ANALYSIS 

Introverted 
Feeling 
 
Fi = (i  + p) + 2f 
 
%Fi  
= (%Ij + %F)/2 
 
EVALUATION 

Table 20.2 Cognitive mode descriptions: (a) information collection (perception) modes, and (b) 
decision-making (judgment) modes 
(a) (b) 

Extraverted 
Sensing 
Discovers new ideas 
and phenomena by 
direct experience 
 
EXPERIMENT 

Extraverted 
iNtuition 
Rearranges known 
concepts into novel 
systems 
 
IDEATION 

– Extraverted 
Thinking 
Efficiently manages 
resources, decisive, 
imposes structure 
 
ORGANIZATION 

Extraverted 
Feeling 
Expressive, tactful 
builder of group 
morale 
 
COMMUNITY 

Introverted 
Sensing 
Physically self-
aware, values prac-
tice and known 
technique 
 
KNOWLEDGE 

Introverted 
iNtuition 
Prophetic, guided by 
inner fantasies and 
visions 
 
 
IMAGINATION 

– Introverted 
Thinking 
Logically improves 
rational performance 
 
 
 
ANALYSIS 

Introverted 
Feeling 
Uses personal 
values to distinguish 
good from bad 
 
 
EVALUATION 
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It is reasonable to ask if the score of 6 is high enough to reflect a real interest in 
the mode. To answer this, consider that experience with the MBTI predicts that 
retesting will rarely change any score more than 20% of its maximum, which for 
the teamology instrument is a single unit. Notice that the score formula takes on 
the value 4 when all pertinent questionnaire variables assume this minimum value 
1: Se = e + p + 2(n) = 1 + 1 + 2 = 4. Thus scores of 4 or more can be considered sig-
nificant in the sense that retaking the instrument would not be expected to change 
the sign of the mode score. This calculation suggests therefore that the person 
to whom the scores belong would be comfortable in the Ni Imagination mode on 
a team, but definitely not in the Se Experiment mode. 

The results of computing the three other modes possible are displayed in Ta-
ble 20.3. Two other modes Ne and Ti turn out to have positive scores; the last Te 
(as well as Fi) cancel out to zero, indicating an unclear preference that could well 
change upon retesting. Thus on a team the subject of the instrument could be used 
in any or all of three modes. It is important to note that the type dynamic method 
of interpreting the MBTI would never predict more than two, in this case Ne and 
Ti. The other mode Ni would be completely overlooked!  

Table 20.3 Mode Map with example integer and relative scores. Modes with slight and/or 
negative scores are shown in gray. Relative scores are in parentheses 

Extraverted 
Sensing 
 
 
EXPERIMENT 

Extraverted 
iNtuition 
14 (70%) 
 
IDEATION 

– Extraverted 
Thinking 
(0)  
 
ORGANIZATION 

Extraverted 
Feeling 
 
 
COMMUNITY 

Introverted 
Sensing 
 
KNOWLEDGE 

Introverted 
iNtuition 
 6 (30%) 
IMAGINATION 

– Introverted 
Thinking 
4 (20%) 
ANALYSIS 

Introverted 
Feeling 
0  
EVALUATION 

20.3.1 Relative Scores and Coupled Attitudes  

The top line formulas generate numbers that differ from one instrument to another. 
To have universal formulas applicable to all instruments, which is useful when 
some in a personnel pool have used different instruments, let x* be the maximum 
value of any variable x, and define the relative value %x by %x = 100%(x/x*). 
Then for a typical top line formula in which all variables have a common maxi-
mum for Se, the mode maximum will be four times the common maximum: 
Se* = 4e* = 4p* = 4s*, 4 being the sum of the formula coefficients. It follows that 
%Se* = 100%(Se/Se*) = 100% [(e/e*  + p/p*) + 2s/s*]/4 = [(%e  + %p)/2  + %s]/2. 
But by Equation 20.1, (%e  + %p)/2 = Ep, extraverted perception. Hence, 
%Se = (%Ep  + %S)/2 as on the lower line of the Extraverted Sensing cell of Ta-
ble 1. The other lower line formulas are derivable in the same way. For the exam-
ple, the typical variable maximum is 5 and the mode maximum is 4(5) = 20, so the 
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relative mode scores are those shown in parentheses in Table 20.3. Relative scores 
20% and higher are considered significant. 

Equations 20.1 are more significant than merely changes of variable for abbre-
viation. They stealthily prove that the expressions indeed partition the attitudes 
into one pair Ep-Ip working only for perception and another Ej-Ij applying only to 
judgment, as in Jung’s second postulate. The top line equations are themselves 
proven in Chap. 2 of [1].  

20.3.2 Graphical Interpretation 

A principal advantage of using relative scores is that they are easily graphed, as 
demonstrated in Figure 20.1 [8]. The graph may be considered a superposition of 
two coordinate systems, a rectangular one for the attitudes and functions, and a 
diagonal one for the cognitive modes, The linear approximation is exact at the 
corners and at the origins, interpolating linearly in between. Notice that, unlike the 
customary Cartesian system in which one variable runs from left to right and the 
other from bottom to top, this composite system has its coordinate axes running 
radially from the origins so that all coordinates have positive values, a concession 
to the psychological community. The variable identifications such as e thus be-
have like algebraic signs. The small squares at 20% surrounding the origins mark 
the lower limits of significance. As will be illustrated later, this graphical repre-
sentation is helpful mainly for visualizing the organization of an existing team 
rather than for constructing teams in the first place, a task better performed by 
guided individual choice or on a spreadsheet, as will be discussed next. 

Se Ep Ne Te Ej Fe

S N

70%Ne

T F

30%N
20%T i

Si Ip Ni Ti Ij Fi
(a) (b)  

Figure 20.1 Graphical representation of the cognitive modes: (a) perception modes, and (b) 
judgment modes. Example: 40%Ep & 100%N give 70%Ne & 30%Ni. 20%Ij & 20%T give 
20%Ti & 0%Fi. (Rectangular and diagonal axes run from 0% at origin to 100%) 
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20.4 Team Construction 

Once the cognitive mode scores have been determined for everyone in a personnel 
pool, teams can be formed, either by a “team-meister” such as a faculty member or 
superintendent, or more casually by the members themselves. The goal is to have, 
for every cognitive mode, someone on every team with a significant preference for 
that mode. This prescription seems to be supported by the ongoing studies on raw 
MBTI scores [9]. This may not be possible in practice if some modes are “scarce”, 
in the sense that few prefer them. When this happens, team construction must be 
content to use the largest scores available, even if they are slight or even negative. 

Constructing a set of teams from cognitive mode scores is a little too compli-
cated for summary here; for details see in Chap. 3 of [1]. Instead, a simpler con-
struction strategy will be presented that is useful for beginning team-meisters 
willing to settle for marked but not maximum improvement in effectiveness of 
a set of teams. Experience has shown that it is too difficult to cover all eight 
modes with only three people, so for this discussion it will be assumed that all 
teams have at least four members. If the total number p in the personnel pool is not 
an exact multiple of four, then the total number of teams t will be the largest inte-
ger less than p/4. If, for instance, p = 41, there would be t = 10 teams since 
p/4 = 10.25. This would require p – 4t = 41 – 40 = 1 quintet to supplement the re-
maining 10 – 1 = 9 quartets. 

An easy way to ensure improved performance for every team is to have some-
one with a significant extraverted intuition Ne “Ideation” score on every team. 
A team-meister can accomplish this simply by designating the people with the 
t top Ne scores as team “seeds”, one per team, around whom each team is formed. 
The seeds are not to be considered team “leaders” in any way; they are merely 
expected by example to help the entire team generate a wealth of alternatives “out-
side the box” for evaluation by all together. This mode Ne was selected because it 
is closely related to the Institute for Personality Assessment’s (IPAR) “creativity 
index”, which is discussed on pp. 214–215 of [7]. This simple seeding of Stanford 
Design’s teams with Ideation types by itself doubled the fraction of its teams win-
ning Lincoln Foundation design awards during a five-year test period. 

A further intervention is to identify the top t extraverted feeling Fe “Commu-
nity” people and make sure every team has one. This seems to make each team 
more unified in the sense that the Fe communitarian naturally seeks to harmonize 
the diverse personalities and reduce conflict. This combination of the Fe and Ne 
modes echoes changes resulting from two-week creativity workshops for engi-
neering design faculty conducted by Stanford design professors Bernard Roth, 
Rolf Faste, and the author [10]. A three-year test at Stanford of teams with both an 
Fe communitarian and an Ne ideator produced a tripling of the fraction of prize-
winners from one-quarter to three quarters. Incidentally, whenever a top ideator is 
also a top communitarian, a second Fe person is not needed on the team. Such 
a combined ideator-communitarian can then have three choices instead of the 
usual two when seeking to complete the quartet. 
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20.5 Team Organization  

When a team is formed, it is wise to convene a half hour meeting to organize the 
team psychologically, that is, in terms of the Jungian mode information. This is 
true whether or not the team has been constructed for maximum diversity, as in 
Chap. 3 of [1]. The fourth chapter indeed discusses such a meeting using the mode 
scores of an example student team known as “Trio Four”. This team has psycho-
logical gaps because it is what remains of a diversified foursome after one of the 
members has left. Table 20.4 shows a mode map for Trio Four with the mode 
scores for each member expressed as relative (%) scores instead of the raw scores 
in the book. This will lend itself to the graphical display and analysis to follow. 

Figure 20.2 is a graphical representation of the situation, with the mode arrows 
not shown. Notice that the ranges of the two maps is different, the usual 100% 
for perception (Figure 20.2 (a)) and only 20% for judgment (Figure 20.2 (b)), 
where all modes are slight. The dots labeled B, I, and F for the three members 
show visually that none of the three show any interest in either introverted sens-

Table 20.4 Trio four-mode map with relative scores 

Se 
I 25% 

Ne 
F 35% 
I  5% 
B 0% 

– Te 
 
B 5% 
I 0% 

Fe 
I 10% 
B 5% 
F 5% 

Si 
B 0% 

Ni 
B 10% 
F 5% 

– Ti Fi 
F 15% 
I  0% 

Se                    Ep                    Ne      Te                     Ej                      Fe 
I                  F                                           B            I             

S                                                        N    T                                                         F 

B                                                                                      F 

i                          Ip                       Ni        Ti                         Ij                         Fi 
(a) (b)   

Figure 20.2 Graphical representation of trio four organization: (a) perception modes (range 
100%), and (b) judgment modes (range 20%)
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ing Si (Knowledge) or introverted thinking Ti (Analysis), so the team’s problem 
is to decide how to cover these important modes. 

The solid arcs indicate that B can take responsibility naturally for Ni Imagina-
tion and Te Organization, F can cover Ne Ideation and Fi Evaluation, while I can 
do Se Experiment and Fe Community. The dashed arcs shows how the members 
“reach” into adjacent modes to fill the gaps. Specifically, B extends herself into 
halves of modes Si and Ti; F also into the other half of Ti; while I covers the Si 
half not taken by B.  

These half modes correspond to actual “roles” – activities to be performed by 
the team members. Figure 20.3 displays the 16 “team roles”, discussed in more 
detail with short descriptions in Chap. 4 of [1]. Of particular interest in the example 
here are the roles Inspector and Specialist reached by B. One would suspect that 
without B’s assumption of these responsibilities, the team could suffer from care-
less failures to meet specifications. I’s extra role is that of Investigator, the one 
who looks up the patent literature and catalogs to prevent the “reinvention of the 
wheel”. F reaches into the Reviewer role, most often employed to edit any reports. 

The other 12 roles come more naturally to the members. It is helpful to list 
them for each member. Thus B is expected to cover the three perception roles 
Vision, Strategy, and Inspection, and two judgment roles, Coordination and Meth-
odology. F looks at perception roles Entrepreneur and Innovator while covering 
both Evaluation roles Need-finder and Critiquer. I then fills the three perception 
roles Tester, Prototyper, and Investigator, as well as the three judgment roles Or-
ganizer, Methodologist, and Specialist. 

Figure 20.4 displays these role assignments graphically. A similar diagram 
(Figure 4.1 on p. 50 of [1]) differs slightly from Figure 20.4 here. This merely 
means that, because some of the interests are so slight, the two organization plans 
are about equally effective. Anyway, it’s up to the team to decide as a group how 
to distribute the responsibilities. 

(a) (b)
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Figure 20.3 Team role keywords: (a) perception modes, and (b) judgment modes 
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Figure 20.4 Trio four-role pattern: (a) perception roles, and (b) judgment roles 

20.6 Conclusions  

This chapter has not only reviewed the book Teamology, it has updated the under-
lying theory transforming the questionnaire data into the cognitive mode scores 
used to construct and organize effective teams from a pool of personnel. This new 
theory for the first time decouples the two coupled Jungian attitude pairs E-I and 
J-P into two equivalent decoupled attitude pairs Ep-Ip for perception (information 
collection), and Ej-Ij for judgment (decision-making). This development simpli-
fies later formulas for the cognitive modes so that all calculations only involve 
simple averages of sums and differences. These procedures effectively double the 
amount of personality information extracted from the questionnaire compared to 
the traditional MBTI categorical analysis method known as “type dynamics”. A 
further update of Teamology is the introduction and demonstration of graphical 
procedures. All this is useful not just for engineers and managers constructing 
teams, it can also be used by human resource departments for doubling the effec-
tiveness of their MBTI personality questionnaires in other applications. 
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Chapter 21  
Designing Emotional and Creative Motion 

Toshiharu Taura1 and Yukari Nagai 

Abstract We propose a method for designing emotional and creative motion that 
extends beyond images currently generated by human imagination and resonate 
with the deep feelings that reside within us. We discuss design from two perspec-
tives: (1) the motion of natural objects are reflected in the sources of emotional 
motion, and (2) creative and emotional motion, which resonates more with human 
feelings than natural objects do, is generated by extending beyond the motion of 
natural objects. We also focus on another perspective of the method for designing 
such motion, that is, whether or not the motion can be generated using the tradi-
tional method. On the basis of these discussions, we develop a method that in-
volves “analogy to natural objects” and “emphatic blending of motions”. We have 
developed this method by focusing on rhythmic features, and we will illustrate an 
example of designing an emotional and creative motion using the proposed method. 

21.1 Introduction 

21.1.1 Emotion and Design 

The most significant ambition in design is to create objects that resonate with the 
deep feelings felt by humans. Needless to say, we (humans) are deeply impressed 
when we come across natural scenery that is delicate or magnificent or wonderful. 
We learn such emotional experiences when we “feel the beauty of nature”. How-
ever, nature is not the only thing that resonates with human feelings. In fact, we 
gather emotional experiences not only from nature but also from artifacts. Music is 
a good example – humans are sometimes deeply impressed when listening to mu-
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sic. Thus, we can say that music, which is created by humans, stimulates human 
feelings. Perhaps it is the musical instruments that effectively trigger human feel-
ing with their music. Musical instruments are man-made tools, and it is difficult to 
play music without musical instruments. Both the creation and usage of musical 
instruments facilitates music’s capability of resonating with human feelings. There 
are many other artifacts that resonate with human feelings – paintings, movies, etc. 
– and we collectively identify them as “art”. True art has the power to provide 
special symbols that stimulates emotional experiences within humans [1]. Human 
feelings (emotions) must be taken into account if we aim to design a truly desired 
artifact. Moreover, it is necessary to develop a method for designing the truly 
desired artifact. This method should address the following question: “How can we 
create an artifact that resonates with human feeling in the same way as musical 
instruments?”. In other words, our goal is to create artifacts that resonate with 
human feeling and stimulate human emotion.  

21.1.2 Designing the Emotional and Creative Motion  

In recent years, design has mainly targeted shapes; thus, most designs provide the 
shapes and forms of objects. Further, as mentioned in the previous subsection, 
music has been another subject of design. In this study, we challenge further de-
veloping the subject of designing the motions. There are numerous types of mo-
tion created by humans, for example, the behaviors of vehicles or robots [2], and 
animation and dance. Interestingly, the motions of animation are constructed from 
static pictures. Animation looks dynamic, but is actually motion that is stimulated 
on the basis of visual mechanism [3]. Thus, each animation can be separated into 
a time-sequential sheet that represents each static image; it is difficult to reproduce 
a complete image of a motion. Sequential sheets are not adequate tools for design-
ing an animation that portrays an entire motion, since the dynamic features of 
motion cannot be described easily and must be recognized by reading between the 
lines. An entire image of the motion is stored only in the human mind. We still do 
not have a good instrument to describe and design motions, unlike, for example, 
music which is designed using musical instruments. In addition, we cannot com-
pose the motion, in contrast to music which can be composed using music scores, 
nor can we play an instrument of motion in the same way that we play musical 
instruments.  

To consider the issue of how we can create or design motions, we can take a 
hint from dance. A dancer probably imagines the complete motion of the dance 
and composes the dance by moving his/her body. However, this method limits the 
imagination of motion to one’s individual body. To overcome this limitation, 
dance directors use choreography, which is based on an expert knowledge of 
dance. “Choreography” implies “dance-writing” – the art of designing sequences 
of movements, with each movement formed by various motions. Consider, the 
famous choreographer, Maurice Béjart, who created an advanced style of ballet [4]. 
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He developed upon traditional ballet by integrating modern dance styles and adap-
ting other dances to ballet. For instance, he studied Japanese Kabuki and mixed 
blended the motions of Kabuki actors with those of western ballet. By employing 
such methods, he created a partial combination of many forms or motions that he 
borrowed from different sources, such as foreign dances, children’s actions, and 
movie scenes. Béjart might not have been able to imagine all the motions nor 
design novel motions without the use of the body. Nonetheless, the human body 
strongly constrains the development of the design of motions. If we design a me-
thod and instruments that allow us to operate the motions more freely, we can 
perhaps design novel motions that are more creative and beyond human imagina-
tion. In addition, we further expect that these novel motions can more strongly 
resonate with human feelings. 

Nowadays, it is possible to create, record, and replay motions using computers. 
Thus, we can computationally design new motions that humans cannot easily 
imagine.  

Therefore, paying attention to computational methodology, we aim to develop 
a method for designing emotional and creative motions that extend beyond the 
images currently generated by human imagination and that resonate with the deep 
feelings that reside within us. 

21.2 Method of Designing Emotional and Creative Motion 

To design emotional and creative motion that resonates with deep feelings, we 
determined on the following strategies. First, the motion of natural objects are 
reflected in the sources of emotional motion, since humans have evolved in the 
natural environment and are thought to have images of nature imprinted in their 
minds. Second, emotional and creative motion, which resonates with deep feelings 
more than natural objects do, is generated by extending beyond the motion of 
natural objects. From these two perspectives, we develop a method that involves 
an “analogy to natural objects” and “emphatic blending of motions”. Furthermore, 
we focus on another perspective of our method, that is, whether or not such mo-
tion can be generated using traditional methods, such as composing conventional 
time-sequential pictures. 

21.2.1 Analogy to Natural Objects 

Analogy (property mapping) is known to play a very important role in creative 
design [5, 6]. Analogy is considered to be a method for concept creation and in-
volves the transfer of certain features from an existing concept (base concept) to 
another. For example, the “Swan chair”, a famous example in the field of design, 
was imaged using analogy [7]. On the other hand, the importance of learning from 
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nature has long been recognized, and attempts have been made by researchers like 
Vogel et al. [8] to learn from nature for the purpose of product development. Sys-
tems in the natural world and their functionality are seen as rich sources of inspira-
tion for the generation of ideas. For learning from nature, in addition to an effec-
tive design method, we focus on the feeling of nature that is expected to dwell 
deep within the human mind. Based on these considerations, we develop “analogy 
to natural objects” as the source for designing emotional motion. 

21.2.2 Emphatic Blending of Motions 

In studies on cognitive linguistics, Fauconnier analyzed how conceptual integra-
tion creates mental products and how mapping and blending systems are deployed 
between mental spaces [9]. 

From the perspective of mental space theory, he showed that conceptual inte-
gration operates on two input mental spaces to yield a third space that is called 
“the blend”. The blend inherits partial structures from the input spaces and has 
emergent structures of its own. Concept blending is considered to develop a more 
novel concept as compared to analogy because a concept developed by the former 
process does not belong to the domain of the input concepts (base concepts), while 
analogy cannot extend beyond the domain of the base concept [10]. 

Therefore, we develop a method to blend the motions generated by analogy 
from natural objects so that a more creative motion can be designed. 

Furthermore, we try to emphasize the rhythmic feature of motion in the process 
of blending such that the generated motion can extend even further beyond the 
simple blended motion of natural objects. 

21.2.3 Outline of Proposed Method 

An outline of the proposed method to design emotional and creative motion is 
shown in Figure 21.1. 

Natural object 1
Analogy

Analogy
Natural object 2

Motion 1

Motion

Rhythmic features Blended Emotional motion

Motion 2
 

Figure 21.1 Outline of the proposed method 
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21.3 Detailed Method and Example 

The method addressed in the previous subsection was developed by Tsujimoto 
et al. [11]. The outline of their study is shown as follows. In the developed 
method, it was assumed that the design target has a linked-pole structure. This 
assumption was made on the basis of the following two points. First, it is possible 
to represent all natural objects with interesting motions as skeletal structures using 
computer graphics (CG). Second, this linked-pole structure is the most fundamen-
tal structure and can be extended to other structures such as the meatball and poly-
gon structures. 

In this method, the motion was captured as a sequence of pictures, and smooth 
images were obtained from each picture using Hermitian interpolation. 

21.3.1 Designing Emotional and Creative Motion 
by Focusing on Rhythmic Features 

Wavelet analysis and genetic algorithms were used to transfer rhythmic motion 
features to design targets in order to emphasis the rhythmic features of the motion. 

21.3.1.1 Wavelet Analysis 

The main purpose of using wavelets is to enable the analysis of signals on the 
basis of their magnitude. Wavelets are functions that satisfy certain mathematical 
conditions and are used to represent data or other functions. In wavelet analysis, 
the scale that one uses for viewing data is important. Wavelet algorithms process 
data at different scales or resolutions. Using wavelet analysis, we can observe the 
data in detail and analyze discontinuities in the changes. The analysis was per-
formed using a contracted high-frequency version of the prototype wavelet. The 
wavelet analysis procedure involves the adoption of a wavelet prototype function 
called an “analyzing wavelet” or “mother wavelet” [12]. In this study, Daubechies 
wavelets was used as the wavelet-prototype functions. Since the original signal or 
function can be represented in terms of a wavelet expansion (using a linear combi-
nation of the wavelet functions), data operations can be performed using only the 
corresponding wavelet’s coefficients. Moreover, if the best wavelets that can be 
adapted to the data are chosen or if the coefficients below a threshold are trun-
cated, the amount of data can be reduced. This “sparse coding” makes wavelets an 
excellent tool in the field of data compression. 
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21.3.1.2 Genetic Algorithm 

In general, an algorithm starts with a set of solutions called a population [13]. The 
solutions from one population are used to form a new population. This is done to 
ensure that the new population will be better than the old one. The selection of 
solutions to form new offspring is based on their fitness. This process is repeated 
until a particular condition is satisfied. The genetic algorithm (GA) transforms 
a population of individual behaviors into a new generation using crossover and 
mutation. In this method, each individual in the population represents a possible 
behavior. The individuals in the population are usually fixed-length character 
strings patterned after chromosome strings. Crossover and mutation are defined as 
follows: 

• crossover: the act of swapping gene values between two potential solutions, 
simulating the “mating” of the two solutions; 

• mutation: the act of randomly altering the value of a gene in a potential solu-
tion.  

It is necessary to be able to evaluate how “good” a potential solution is relative 
to the other potential solutions. The “fitness function” is responsible for performing 
this evaluation and returning a “fitness value” that indicates whether the solution is 
an optimal one. The fitness values are then used in a process of natural selection to 
choose the potential solutions that will continue onto the next generation. 

21.3.1.3 Obtaining Rhythmic Features 

First, the standardized changes in the angles of joints corresponding to the design 
target were analyzed using Daubechies wavelets, and the results were stored in a 
database. 

Next, in order to introduce rhythmic features in the designed motion, GA was 
used. It is necessary to decide on the makeup of the chromosomes, which includes 
the number of genes and what those genes represent. In this study, a chromosome 
represents the time series of the angles of a joint. A gene to represent an angle was 
defined in a frame (Figure 21.2). 

In this study, it was assumed that the degree of correlation between the rhythms 
of natural objects and those of the design target represents a measure of the fitness 
of the GA. In a GA, the system analyzes the standardized changes in the angles of 
joints in the design target using Daubechies wavelets and then evaluates the corre-
lation. This method can facilitate the design of motions that contain rhythmic 
features, even if the motions are not similar. The procedure for obtaining rhythmic 
features is shown in Figure 21.2. 
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Figure 21.2 Process for obtaining rhythmic features 

21.3.2 Example of Designing an Emotional and Creative Motion 
Using the Proposed Method 

A new emotional and creative motion was designed for a robot arm. The structure 
of the robot arm is shown in Figure 21.3. In this example, the motions of frogs and 
snakes were used as the base objects for the analogy. 

Figure 21.4 shows some frames from the sequence of motions produced by a 
frog and a snake. 
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Figure 21.3 Structure of a design target 

 

Figure 21.4 Sequential frames of the motions of a frog and a snake 

The extracted rhythmic features are shown in Figures 21.5 and 21.6. 
The designed motion is shown in Figure 21.7. The features of the frog’s motion 

are recognized from the instantaneous movement of the arm, while those of the 
snake’s motion are recognized in the steady-rhythmic movement of the arm. On 
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the other hand, the generated motion is recognized as extending beyond the mo-
tion of a frog and a snake. Furthermore, it is assumed that the generated motion 
cannot be produced using traditional methods, since it is very rhythmic. 

 

Figure 21.5 Rhythmic features of a frog’s motion 

 

Figure 21.6 Rhythmic features of a snake’s motion 
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Figure 21.7 Designed Motion 

21.4 Summary and Conclusions 

In this paper, we discuss a notion for designing emotional and creative motion. We 
determined that emotional and creative motion is expected to extend beyond the 
images produced by human imagination and resonates with the deep feelings re-
siding within us. The study also pointed out that emotional experiences arise from 
not only nature but also artifacts and discussed the issue of designing emotional 
and creative motion from two perspectives: (1) the motion of natural objects are 
reflected in the sources of emotional motion, and (2) creative and emotional mo-
tion, which resonates more with human feelings than do natural objects, is gener-
ated by extending beyond the motion of natural objects. On the basis of these 
discussions, we developed a method that involves “analogy to natural objects” and 
“emphatic blending of motions”. We developed this method by focusing on 
rhythmic features and provided an example of designing an emotional and creative 
motion using the proposed method. 
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