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Preface

This book is intended to describe a systematic overview of the latest physical princi-
ples of fusion and plasma confinement. Students who learned the basics of quantum
and analytical mechanics in university are introduced to the subject and may be
interested in it as a future job option. Researchers in other fields may find common-
alities and differences in the structure of the scientific principle of magnetic plasma
confinement, which has been systematized through the 50 years of fusion research
since its inception in 1958 (see Figure 0.1).

Academic fields have been developed in two ways. One is the case where object
of purely intellectual curiosity exists and the field is formed to study it. Another
is the case where a goal (such as to create a faster airplane, or predict the path of
a typhoon) exists and the field is developed to resolve inherent physical issues in it.
The relationship between physics and fusion falls into the latter category.

Figure 0.1 Opening ceremony of 22nd IAEA Fusion Energy Conference celebrating 50 years of
fusion research on October 13, 2008, at Palais de Nations, Geneva
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vi Preface

In any case, triggered by an interesting phenomenon, the physical area (field stud-
ies) has formed and traces the history of reduction as fundamental physics applica-
ble to other areas. While new physics can be developed through the development
of mathematics such as non-Euclidean geometry in relativistic theory, new mathe-
matics may evolve from new physics such as the theory of distribution, which has
developed through the need for the delta function in quantum mechanics.

Physics in the twentieth century has been developed with symmetry as the key-
word. Meanwhile, the twenty-first century may be called the era of complexity sci-
ence, such as life, weather, and social phenomenon, in which governing laws are
entangled in complex processes. The ITER plasma, whose structure is formed au-
tonomously through fusion burning, is a new material encapsulated by symmetry
and complexity (see Figure 0.2).

The author spent 25 years, the latter half of the 50-year history of fusion, in the
world’s largest fusion project JT-60. “Plasma physics and fusion” is a “field study”
and is systematized through world-fusion research. This “field study” is greatly ad-
vanced through interaction with “Fundamental disciplines.”

Chapter 1 describes “Fusion” by considering why so much hydrogen fuel was
born at the time the universe was created, what is going on in the center of the Sun,
and by introducing the beginning of human efforts to realize the “Sun on Earth” and
“plasma” as objects of study. In Chapter 2, we introduce the equation governing the
“micro world” where fusion occurs. Also, the properties of players in the “ Sun on

Figure 0.2 Hierarchical structure between areas of physics and fundamental disciplines (physics
and mathematics)
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Earth” – deuterium, tritium, neutron, and helium are introduced and finally “Fusion
cross section” is derived from the theory of nuclear reactions.

Chapters 3 to 9 are devoted to the principle of magnetic plasma confinement.
In Chapter 3, the topological requirements of why the magnetic bottle should be
a torus are discussed in relation to Poincaré theorem using the Euler index. This
is followed by the introduction of “coordinates,” “field line dynamics,” “magnetic
surface,” “flux coordinates,” and “ergodicity,” before describing 2-dimensional and
3-dimensional equilibrium using the machinery of analytical mechanics. Special
emphasis is placed on the equivalence of integrability/symmetry in analytical me-
chanics and the existence of the magnetic surface.

In Chapter 4, particle orbit dynamics on the magnetic surface are discussed using
the Lagrange–Hamilton formulation, noting the new variational principle, Little-
john’s variational principle, to satisfy the Liouville theorem in guiding center phase
space, as was established in the 1980s; in contrast to the guiding center equation by
Alfven, which does not conserve phase space volume. This variational principle is
applied to guiding center motion in the flux coordinates and adiabatic invariants are
introduced.

In Chapter 5, fundamentals of plasma kinetic theory are described. To clarify
the difference between dynamics and kinetics, the conflict faced by L. Boltzmann’s
Stosszahl Ansatz on the time-reversibility of Newton’s equation of motion and time-
irreversibility of kinetic equations is discussed in comparison with Poincaré’s recur-
rence theorem. A similar but different problem appears in plasma physics. “Contin-
uous spectrum and phase mixing” is discussed, which produces “Landau damping”
from the time-reversible kinetic equation, the Vlasov equation. Coulomb collision
in plasma is surveyed as collective phenomena. Finally, modern Gyro Kinetic the-
ory is introduced which is cutting-edge research studying high temperature plasma
turbulence.

In Chapter 6, the main subject is “stability.” After a general introduction to sta-
bility, the energy principle and stability criteria using the Euler–Lagrange equation
are given to describe plasma instabilities such as Kink and Ballooning from the lin-
earized magnetohydrodynamics (MHD) equation with an Hermitian linear operator.
Dissipation at a rational surface produces “Tearing” – an instability associated with
magnetic reconnection. The linearized MHD operator becomes non-Hermitian with
equilibrium flow, which is a cutting-edge topic in confined plasma research.

In Chapter 7, the eikonal equation for plasma wave propagation and von Laue
form of wave energy are introduced. Then drift waves and Alfven resonance are
considered: these are important in practical magnetic confinement research. Fur-
thermore, the Hasegawa-Mima equation is introduced describing the nonlinear in-
teraction among drift waves as a starting point of cutting-edge plasma turbulence
research.

In Chapter 8, collisional transport of toroidal plasma in the collisionless regime
is discussed. In collisionless plasma, a “self-generated current” or “bootstrap cur-
rent” is produced by the pressure gradient, which is essential for the efficient steady
operation of a tokamak fusion reactor. Neoclassical viscous force is produced by
the distortion of velocity distribution function in the collisionless regime. A gen-
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eralized version of Ohm’s law includes bootstrap current expressed in terms of the
thermodynamic forces. Cross-field neoclassical transport is also given.

In Chapter 9, the cutting-edge subject of turbulent transport in confined plasma is
discussed. While introducing the basic concepts of dynamical systems, a basic pic-
ture of plasma confinement is shown. Heat diffusion in low mode confinement can
be described by “Self-organized criticality (SOC),” which is an important concept
in complexity science, while the Transport Barrier (TB) is a local relaxation of SOC
driven by the flow shear to break the turbulent cell.

In Chapter 10, the characteristics of fusion as an energy source and its research
status are briefly described.

The author would like to express his appreciations to former director Masafumi
Azumi, Dr. Shinji Tokuda, Prof. Kazunobu Nagasaki, and Prof. Zensho Yoshida for
their encouragements and inspiring comments. The author is indebted his career to
past Prof. Masaaki Sonoda, past Prof. Nobuyuki Inoue, and Prof. Taijiro Uchida.
Finally but not least, many thanks to my wife Takako for her patience to allow me
to spend time for the book.

Mito City, December 2010 Mitsuru Kikuchi
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Chapter 1
Sun on Earth: Endless Energy from Hydrogen

The Big Bang created the universe 13.7 billion years ago. The universe is brimming
with hydrogen, and the beautiful night sky is formed by hydrogen fusion. Here, the
fusion is a nuclear reaction creating nuclei such as helium through reactions between
light nuclei such as hydrogen.

The Sun is hot dense plasma confined by the gravity of its huge mass, bringing
huge energy to the planetary system in the form of solar light produced by massive
fusion reactions. All life on our planet depends on solar energy.

A large number of scientists in the latter half of the twentieth century challenged
to the dream of creating a Sun on Earth to produce energy from fusion. To do this,
we aimed to build ITER creating an energy-producing machine, a Sun on Earth, as
well as helping to understand the physics.

A fusion reaction requires a temperature of a few hundred million degrees. Deu-
terium and tritium fuel take the “plasma state” – the fourth state of matter. Plasma
exists in various forms around us. It is necessary to understand and control plasma
to develop a usable form of fusion energy.

Figure 1.1 The ITER and the Sun. The Earth is blessed from fusion energy of the Sun on orbital
path of 150 million km away. ITER, the Sun on the Earth, will realize 10 times the Sun’s central
temperature using a magnetic force smaller in size by 100 million

M. Kikuchi, Frontiers in Fusion Research. © Springer 2011 1



2 1 Sun on Earth: Endless Energy from Hydrogen

1.1 Big Bang: the Mother of Fusion Fuel

A total of 75% of the main elements of the material, except dark matter, in the
universe is said to be hydrogen. The stars are formed by the abundant hydrogen. The
night sky is full of light produced by fusion reactions in stars. Why are stars made of
hydrogen? The structure of the universe we live in is governed by the gravitational
field equations of general relativity derived by the German-born physicist Albert
Einstein (1879–1955) in 1915 [1–5].

R�� � 1

2
g��R D 8�G

c4
T�� : (1.1)

HereR�� , g�� ,R, T�� ,G, are the Ricci tensor, metric tensor (infinitesimal distance
is given by ds2 D g��dx�dx�), Rich scalar, energy and momentum tensor, and
the gravitational constant, respectively. Gravity produces curved space where the
parallel axiom of Euclidean geometry does not hold. Let a be cosmic scale, then the
following Friedman equation is obtained from Einstein’s gravitational equation,

1

2

�
da

dt

�2

� GM.a/

a
D �1

2
Kc2 : (1.2)

Friedmann was a Russian physicist who derived this equation in 1922. Here, G is
the gravity constant, M.a/ the mass in the cosmic scale, c is the speed of light, and
K is a constant. K > 0 corresponds to the case of a closed universe with negative
total energy. K D 0 corresponds to the case of a flat universe, while K < 0 if the
universe is open and has positive total energy. In any case, Equation 1.1 implies an
expanding universe. The beginning of the universe is called the “Big Bang” [6]. The
temperature of the initial universe T is uniquely determined as a function of time t
if we adopt the Friedmann equation as follows,

T Œk� D 1:5 � 1010

g1=4
p
t .s/

: (1.3)

Here g is the ultra relativistic correction factor (g D 1:68 (T < 6 billion de-
grees), g D 5:38 (6 billion degrees < T < 1 trillion degrees)). Immediately af-
ter the Big Bang, the ratio of protons and neutrons obeyed the Boltzmann relation
nn=np D exp.�Qn=kT ) since transition and back transition between proton and
neutron could occur through a weak interaction, as pointed out by Japanese physi-
cist Chyushiro Hayashi. Here, Qn is the mass difference of a neutron and proton,
1.3 MeV (equivalent temperature of 15 billion degrees). The numbers of neutrons
and protons are almost same if kT � Qn and the number of neutrons decreases as
the temperature goes down. One second after the Big Bang, the temperature of the
universe fell to 10 billion degrees (� 0:86 MeV) and the ratio of protons to neutrons
fell to nn=np D 0:223. The ratio of protons to neutrons is fixed (nn=np D 0:157) if
the temperature is lowered to about 8 billion degrees, below which weak interactions
do not work and the neutron ˇ decays to a proton with a half-life of 12 min.

If protons and neutrons are in the high temperature state, deuterium can be
formed by the reaction, n C p ! D C ”, but deuterium is resolved at tempera-
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Figure 1.2 Relative abun-
dance of protons, neutrons,
4He, 2H(D), 3He, 3H, and so
forth after the Big Bang ver-
sus time (top-horizontal axis)
and temperature (bottom-
horizontal axis) [7]

tures higher than the hydrogen binding energy (2.23 MeV: see Section 2.2). This is
the temperature corresponding to 26 billion degrees. Below this temperature, the re-
action between protons and neutrons can take place to form deuterium, in principle,
but high-energy photons filled the early universe destroying deuterium immediately.
Protons and neutrons are kept separate until these high-energy photons diminish.
Two minutes after the Big Bang, the temperature dropped to 0.1 billion degrees
and the number of high-energy photons was reduced. Then the population of deu-
terium increased as seen in Figure 1.2. Helium nuclei are formed through deuterium
reactions, D C D ! 3He C n, 3He C D ! 4He C p. Almost all the remaining
neutrons form 4He and the mass fraction of 4He is given by mHe D 2nn=.nn C np/

D 0:25.
Formation of elements in the universe had almost finished a few minutes after

the beginning of the universe, the Big Bang, through the production of helium. The
observed abundance ratio of helium and hydrogen in the universe almost equals the
ratio predicted by Big Bang cosmology. If the binding energy of deuterium were
much larger, the dissociation of deuterium may not have happened and the much
earlier formation of helium may have led to formation of heavier elements in the
initial Big Bang. Stars might not twinkle in the night sky and all life on Earth nur-
tured by the energy of the Sun might not exist.

Salon: General Relativity and Non-Euclidean Geometry

Einstein (Figure 1.3 (a)), when building his general theory of relativity to in-
clude accelerated motion from the theory of special relativity valid only for
uniform motion, discovered the need for non-Euclidean geometry where the
Euclidean parallel axiom is not viable [8]. In a uniformly rotating disk, contrac-
tion of circumference is expected and the ratio of the circumference to radius is
no longer considered to be 2� .
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The free-fall frame against gravity becomes the inertial frame without grav-
ity. The straight motion of light in the inertial frame (assumption in the theory of
special relativity) implies the curved motion of light in the original frame. The
same result is obtained for the accelerated frame. Einstein proposed that the
straight motion of light is curved by the local gravitational bending of space-
time.

Non-Euclidean geometry started from Gauss, Bolyai, and Lobachevskii and
led to a general Riemannian geometry developed by the German mathematician
Bernhard Riemann (1826–1866; Figure 1.3 (b)) [9]. He gave the distance ds in
curved space as ds2 D g��dx�dx� (�, � D 0; 1; 2; 3). g�� is termed the metric
tensor. In curved space, curvature can be defined by choosing two coordinates
x� and x� (Figure 1.4 (a)). The Riemann curvature tensor Rij�� is defined as

the difference of a vector V i circulating the differential area dx�dx� as ıV i D
Ri j��V

j dx�dx� [5]. The occurrence of the vector difference after circulating
on a curved surface is easily understood considering the vector circulation on
a sphere (see Figure 1.4 (b)).

Figure 1.3 (a) Albert Einstein who built a general theory of relativity and (b) Bernhard Rie-
mann who invented Riemann geometry to deal with curved space-time

(a) (b)

Figure 1.4 (a) Defining coordinates in curved space. (b) Change of vector after circulation
on sphere
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Note: General Relativity [3–5]

Einstein’s equation for general relativity can be expressed in a variational prin-
ciple using the following action integral (see Section 4.1 for introduction to
variational principle).

ı.Sg C Sm/ D 0 (1.4)

Sg D �.c3=16�G/
Z
R

p�gd4x ; Sm D c�1
Z
L

p�gd4x :

Here, G is a gravitational constant and scalar curvature R is defined as R D
gijRij where the Ricci tensor Rij is defined as Rij D Rmnmj using Riemann’s

curvature tensor Rij�� introduced in the salon. The value of g, defined as g D
detŒgij � is negative and

p�g is the inverse of the Jacobian.L is a Lagrangian of
energy and momentum of matter, which is related to the energy and momentum
tensor Tij as follows,

Tij D 2p�g
�
@.L

p�g/
@gij

� @

@xk

@.L
p�g/

.@gij =@xk/

�
: (1.5)

The variation of Sg.ıSg/ can be expressed using a variation of metric ıgij .
Here it is important to note that the gravitational field originates from the curv-
ing of space (manifold), which changes the metric. Metric gij is determined so
that action integral becomes extremal. Using the relationship R D gijRij , the
variation for ıS 0

g D .16�G=c3/ıSg is given as follows,

ıS 0
g D ı

Z
gikRik

p�gd4x (1.6)

D
Z h

Rik
p�gıgik CRikg

ikı
p�g C gik

p�gıRik
i

d4x :

The differential ıg D ı.detŒgij �/ is a summation of ıgij multiplied by its
minor determinant. Since gij (component of inverse of Œgij �) is the minor de-
terminant divided by the determinant g, we have ıg D ggij ıgij D �ggij ıgij .
Therefore, Equation 1.6 becomes,

ıS 0
g D

Z ��
Rij � 1

2
gijR

�
ıgij C gij ıRij

�p�gd4x : (1.7)

The second term in the integrant is shown to be zero by converting it to
a surface integral [3]. Thus we obtain following variational form for general
relativity.

ı.Sm C Sg/ D � c3

16�G

Z �
Rij � 1

2
gijR � 8�G

c4
Tij

�
ıgij

p�gd4x : (1.8)
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This gives the Einstein equation (1.1). This is beautiful in a sense that even
the structure of the universe can be derived from the variational principle. How-
ever, Einstein as the creator of Equation 1.1, reached it through trial and error.
He converted the Poisson equation for weak gravitational field �� D 4�G� to
�g00 D .8�G=c4/T00 using g00 D 1 C 2�=c2 (see note in Section 1.2) and
T00 D �c2. He conjectured that the governing equation of general relativity will
be a balance between the 2nd order covariant gravitational tensor Xij and the
energy and momentum tensor (8�G=c4/Tij .Xij D .8�G=c4/Tij /. Since the
divergence of Tij is zero, Xij should be divergence free. The Ricci tensor Rij
is not divergence free, but he found that Rij � gijR=2 is divergence free.

1.2 Sun: Gravitationally Confined Fusion Reactor

The Sun, bestowing light and energy for our life, is one of 200 billion stars in the
Milky Way galaxy. It is 110 times the radius of the Earth (RSun D 70 �104 km), and
320,000 times the mass of the Earth (MSun D 2 � 1030 kg). It is a giant hydrogen
ball (Figure 1.5). The release of energy from the Sun’s surface (luminosity) is L D
3:86 � 1026 W. The Sun, formed 4.5 billion years ago (see the salon), released the
following gravitational energy from the centralization of mass,

Eg D GM 2

RSun
D 3:8 � 1041 J ; (1.9)

where the gravitation constant is given as G D 6:67 � 10�11 m3=kg s2. This corres-
ponds to an average kinetic energy � 1 keV for an ion or an electron (equivalent

Figure 1.5 The Sun, producing energy from fusion of hydrogen confined by the strong gravita-
tional force and its density and temperature distribution in the center
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temperature of 7.7 million degrees). The estimated central temperature of the Sun is
15 million degrees, a similar temperature to that initially achieved from gravitational
energy. In such a temperature, atoms are split to nuclei and electrons, and are called
“plasma.” In other words, the Sun is a giant ball of dense plasma, whose central
density is 150 g=cm3 and half the mass of the Sun is centered within one-fourth of
its radius. In 1905, Einstein published the special theory of relativity, and showed
that the energy (E) and mass (m) have the same origin and their relationship shows
that mass is frozen energy,

E D mc2 : (1.10)

In the Sun and the stars, mass is being converted into energy according to Ein-
stein’s equation. In the center of the Sun, the collision of two protons (hydrogen
nuclei) do not produce unstable 2He, but one proton emits a positron through the
weak interaction to be converted to a neutron, leading to the formation of deuterium
by releasing 0.42 MeV of energy.

p C p ! D C eC C 	e C 0:42 MeV : (1.11)

Here, p, D, eC, and 	e are hydrogen, deuterium, a positron and an electron neutrino,
respectively. This first proton reaction is similar to those that occurred in the early
universe. The time constant of � 10 billion years is quite slow with its low tem-
perature for the formation of deuterium. A positron immediately couples with an
electron to emit energy of 1.02 MeV. The deuterium fuses with another proton to
form 3He,

p C D ! 3
2He C ” C 5:49 MeV : (1.12)

Here, ” and 3
2He are gamma rays and helium-3 (isotope of helium), respectively. In

addition, helium-4 is generated from two helium-3 atoms,

3
2He C 3

2He ! 4
2He C p C 12:86 MeV : (1.13)

In the end, helium-4 is born from four hydrogen,

4p C 2e� ! 4
2He C 26:72 MeV : (1.14)

Except for the 0.26 MeV carried by neutrinos, 26:46 MeV=4 D 6:55 MeV is
the energy production per hydrogen. The universe has a huge amount of hydro-
gen produced at the Big Bang and hydrogen fusion makes the night sky twinkle.
The combustion rate of hydrogen at the center of the Sun is related to luminosity
L=6:55 MeV D 3:7 � 1038=s, that is, 620 million tons of hydrogen per second.
Approximately 4.4 million tons of mass is converted into energy per second. This
implies that 6% of the total hydrogen is converted to helium in 4.5 billion years. One
gram of hydrogen produces 6:4 � 1011 J, equivalent to energy released by 15 tons of
oil (75 drums).
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Figure 1.6 (a) H. Bethe and
(b) A. S. Eddington who made
major contributions to physics
of the Sun

For stars with higher temperatures (typically 14–30 Mdegrees for stars larger than
the Sun), another fusion mechanism, called the “CNO” cycle, becomes dominant.
This was discovered by German-born US physicist H. Bethe (1906–2005) who re-
ceived the Nobel Prize in physics in 1967 (see Figure 1.6 (a)).

Energy generated at the center of the Sun reaches the surface through convec-
tion and radiation. The central part of the Sun is called the “core” where fusion
reactions occur. In the middle part (0:2a–0:7a; a: radius of the Sun) is called the
“radiation transport region” where energy is transported through radiation. The sur-
face area (0:7a–1a) is called the “convective layer” where convective cells (Bénard
cells) are the dominant energy transport process. The surface of the Sun is about
5 800 degrees and radiates energy through the black-body spectrum. There are the
“chromosphere,” “colona,” and “prominence” outside of the surface.

Salon: History of the Age and the Energy Source of the Sun

In the nineteenth century, the source of solar energy was not known. To begin
with, nobody knew the Sun had burned for several billion years. Knowing the
age of the Sun was important in knowing the source of energy. The age of
the Solar System was determined by the ratio of radioactive daughter nuclides
in meteorites. It was estimated from the accumulation of daughter elements
from radioactive decay from dissolved meteorites using the long half-life of
potassium 40 ! argon 40 (half-life of 1.19 billion years). Most measurement
of the meteorites shows an age of 4.55 billion years. The Sun is considered to
have formed then.

In 1920, the British astronomer Sir A. S. Eddington (1882–1944; Fig-
ure 1.2 (b)) suggested that solar energy may be caused by the fusion of hy-
drogen into helium. In 1929, American astronomer H. N. Russell (1877–1957)
examined the spectrum of the Sun to show the atoms in the Sun consisted of
90% hydrogen and 9% by helium. The source of solar energy is nothing but
hydrogen fusion [10].
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Note: Special Relativity

As you see in later in Section 4.2, the action integral of the variational principle
relevant for special relativity must be invariant for the Lorentz transformation.
The action form satisfying this condition is an integration of the world interval s
.ds � .c2dt2 � dx � dx/1=2/ since s is invariant for the Lorentz transformation.
The action integral for free particle motion is then given as follows,

S D �ma0c

2Z
1

ds D �ma0c
2

t2Z
t1

d
 ; (1.15)

where 
 D s=c is called “proper time” and is a time in a rest frame (time coordi-
nate at dx=dt D 0) of the object. This action integral has a marked similarity to
Fermat’s variational principle for light propagation (see Chapter 4). Substituting

 D t Œ1 � .dx=dt � dx=dt/=c2�1=2 into Equation 1.15, we obtain

S D
t2Z
t1

L dt ; (1.16)

L D �ma0c
2
p

1 � .dx=c dt/2 : (1.17)

Here ma0 is usually called “rest mass.” The momentum of the free particle
p is defined as p D @L=@ Px ( Px D v).

p D ma0v=
p

1 � v2=c2 : (1.18)

Energy (or Hamiltonian) is derived from the formula E D p � x � L as
follows,

E D ma0c
2=
p

1 � v2=c2 : (1.19)

Equation 1.19 indicates that the free particle has energy even if v D 0 at
some inertial frame and is a famous formula by Albert Einstein (Equation 1.10).
If a particle with v D 0 set in gravitational potential .�.x// in x direction, it
is no longer in an inertial frame. But it enters an inertial frame in a free-fall
frame under �. If we assume the velocity under � is much smaller than c, we
can use a non-relativistic formula for L as L � �ma0c

2 C ma0v
2=2 � ma0�.

Also, we can assume t 0 D t . Under the gravitational field, dx02 � dx2 � 2�dt2.
In free fall frame (ct; x0; y; z), the special theory of relativity applies and ds2 D
c2dt2 � dx02 � dy2 � dz2, called “Minkowski Space.” This can be expressed in
initial frame (ct; x; y; z) as

ds2 D c2.1 C 2�=c2/dt2 � dx2 � dy2 � dz2 : (1.20)

This means the metric g00 is no more at unity and g00 D 1 C 2�=c2 (dx0 D
c dt) under the weak gravitational potential.
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1.3 Fusion: Challenge to the Sun on Earth

The question of energy development using fusion reactions was raised in the
early twentieth century in response to the development of the theory of relativ-
ity and quantum mechanics. German physicist W. Heisenberg (1901–1976; Fig-
ure 1.7 (a)) who developed quantum mechanics in the early twentieth century
recorded discussions with Danish physicist Niels Bohr (1885–1962; Figure 1.7 (b))
and Lord Rutherford (1871–1937) in his book Physics and Beyond (1935–1937,
Chapter 13) [11] as follows,

Heisenberg: “May I now put a question to you? Do you think it likely that with
more powerful accelerators we may one day be able to use nuclear energy for tech-
nical purposes – for instance, for the artificial creation of new chemical elements in
appreciable quantities – or to utilize the energy of nuclear bonds much as we exploit
the energy of chemical bonds during combustions? –.”

Niels: “Of course, things would be quite different if we could raise a piece of
matter to so high a temperature that the energy of the individual particles became
great enough to overcome the repulsive forces between the atomic nuclei, and if, at
the same time, we could keep the density high enough to ensure that collisions did
not become too rare. But, this calls for temperatures of something like a thousand
million degrees, and long before we reached such temperatures the vessels in which
we enclosed our experimental substances would have be evaporated.”

Lord Rutherford: “In any case, no one has seriously suggested that energy can
be derived from nuclear processes. For though the fusion of a proton or neutron
with an atomic nucleus does release energy, a much greater amount is needed to
produce the fusion in the first place, for instance, by the acceleration of a very large
number of protons, most of which will miss their target. The largest portion of this
energy is in any case dissipated in the form of Brownian movement. As far as the
liberation of energy is concerned, experiments with atomic nuclei may therefore be
called a sheer waste. All who speak of the technical exploitation of nuclear energy
are talking moonshine.”

Figure 1.7 (a) W. Heisenberg
(In 1960, Institut für Plasma-
physik GmbH (IPP) was
founded by a partnership of
the Max Planck Society and
Prof. Dr. Werner Heisenberg.)
and (b) N. Bohr
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In 1942, inventor of the fission reactor Italian physicist Enrico Fermi (1901–1954),
while having a lunch at the Columbia Faculty Club, suggested to Edward Teller
(1908–2003) (inventor of the hydrogen bomb in US) the possibility of burning deu-
terium to develop a large source of energy. Based on his suggestion, Teller made
various calculations and found that fusion between deuterium (D) and tritium (T)
is a possibility [12]. Tritium and deuterium react at relatively low energy, creating
helium and a neutron. Helium has a higher binding energy, we can generate a huge
amount of energy as will be shown in Chapter 2.

D C T ! 4He .3:52 MeV/C n .14:06 MeV/ : (1.21)

The most promising magnetic fusion configuration, “tokamak” was initiated in
the Soviet Union as recorded in Robin Harman’s book [13], “It was New Year’s Eve
in 1950. Kurchatov asked his deputy what the theorists thought of Sakharov’s new
idea. – Golovin said that Sakharov has alerted us to solve a second, no less far-
reaching problem of the twentieth century – how to produce inexhaustible energy
by burning ocean water! That’s a problem man could give his whole life to solve!
Kurchatov reportedly remarked. A huge operation will have to be initiated. A prob-
lem for peace! Huge! Fascinating! We’ll start the new-year not with a weapon but
with the Magnetic Thermonuclear Reactor and do a real job on it.” Thus the Soviet
Union began tokamak research.

Table 1.1 shows a comparison of parameters of the ITER and the Sun. The con-
finement of high temperature plasma to produce fusion energy is not an easy task,
but then about 46 years later in 1996, the reactor-relevant plasma test device JT-60
in Japan succeeded in producing ultra-hot plasma at 520 million degrees, a tem-
perature that Bohr had predicted would evaporate the vessel containing such a high
temperature substance. The JET of the European Union and the TFTR of the United
States produced fusion power of 10–16 MW through the D–T reaction. The ITER
project is an international project to construct tokamak-type fusion “experimental
reactor” proposed at the summit out of the Soviet Communist Party General Sec-
retary Mikhail Gorbachev and US President Reagan in Geneva in November 1985
at the end of the Cold War. The first stage activity of this project, conceptual de-

Table 1.1 Comparison of parameters of the Sun and ITER. There are lots of difference in param-
eters but both uses fusion of light nuclei

Quantity ITER Sun Ratio

Diameter 16.4 m 140 � 104 km � 1=108

Central temp 200 Mdeg 15 Mdeg 10
Central density � 1020=m3 � 1032=m3 1012

Central press. � 5 atm � 1012 atm � 1011

Power density � 0:6 MW/m3 � 0:3 W/m3 � 2 � 106

Reaction DT reaction pp reaction
Plasma mass 0.35 g 2 � 1030 kg 1=6 � 1033

Burn time const 200 s 1010 years 1015



12 1 Sun on Earth: Endless Energy from Hydrogen

sign activities (CDA), was started on April 3, 1988, and ran for three years among
four parties, the US, Europe, the Soviet Union, and Japan. From June 1992, the sec-
ond stage activity, engineering design activities (EDA), ran for six years and was
extended for three years. After the battle to host ITER, Cadarache in France was
chosen as the ITER construction site. The dream of Sakharov to realize the Sun on
Earth has been postponed to the twenty-first century.

1.4 Plasma: Fourth State of Matter

The term “plasma” used for fusion, in which ions and electrons are moving in-
dependently, comes from the Greek language. It was first used as an academic
term, “protoplasma” for jelly-like cells (protoplasm), by Czech biologist J. Purkynĕ
(1787–1869). In the medical field, plasma means blood plasma or serum. In 1927,
Irving Langmuir (1881–1957; Figure 1.8 (a)) named for nearly neutral ionized gas
plasma [14]. Since then, research on this matter is called “plasma physics.”

The ionized gas, plasma, has a different nature to the states solid, liquid and gas.
Sir W. Crookes (1832–1919) (who studied low-pressure glow discharge) described
plasma as the “fourth state of matter” (see Figure 1.8 (b)). Philosophers of ancient
Greece, Empedocles (495–435 BC) proposed that the world was made of earth,
water, air, and fire, which may correspond to solid, liquid, gas, and weakly ion-
ized plasma. Surprisingly, this idea may catch the essence. The discharge physics
of Crookes was extended by Michael Faraday (1791–1867) with the discovery of
the glow discharge in 1835, and discovery of electrons by Sir J. J. Thomson (1856–
1940) in 1897, followed by the studies of the electrical discharge process by Sir
J. Townsend (1868–1957), von Engel, and Penning, known as “gaseous electronics
engineering.”

Figure 1.8 (a) I. Langmuir and (b) four states of matter (solid, liquid, gas, plasma). Plasma is
electrically neutral as a whole with almost equal numbers of electrons and ions
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Meanwhile, in the field of astrophysics, the basis of plasma physics and magne-
tohydrodynamics were established through the work of Indian physicist M. N. Saha
(1893–1956) on the theory of ionization equilibrium concerning the degree of ion-
ization of the solar atmosphere in 1920; British physicist S. Chapman (1888–1970),
who clarified the origin of the Aurora and the geomagnetic storm; Pakistani physi-
cist S. Chandrasekhar (1910–1995), who studied black holes and magnetohydrody-
namics in astrophysics and won the Nobel Prize in Physics in 1983; US astrophysi-
cist Lyman Spitzer Jr. (1914–1997), who developed the theory of fusion plasma,
created the Stellarator concept and proposed space telescopes; and Swedish physi-
cist Hannes Alfven (1908–1995), who developed magnetohydrodynamical concepts
such as Alfven waves and was awarded the Nobel Prize in Physics in 1970.

Plasma exists at various temperatures and densities as shown in Figure 1.9. Ex-
amples of plasmas on earth include natural lightning, fire, and the beautiful Aurora
seen at the poles, while 99.9% of visible matter in the universe is in the plasma
state. At the center of the Sun, hydrogen density is 9 � 1025=cm3 (1,000 times solid

Figure 1.9 Various plasmas at different temperatures and densities. Standard gas (atmospheric
pressure, absolute temperature of about 273 K) contains 2:7 � 1025 molecules=m3. Solid hydrogen
contains 4:8 � 1028 atoms=m3
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density, 150 g=cm3), the temperature is 15 million degrees, and the pressure reaches
400 billion atmospheric pressure. In the solar corona, the density is 106–109=cm3,
the temperature is more than 1 million degrees. Typical solar wind parameters are
densities of 1–10=cm3 and temperatures of 0.1–0.5 million degrees.

The parameters of the ionosphere 80–500 km above ground are densities of
103–6=cm3 and temperatures of about 1,000 degrees. In this case, only some of
the atoms and molecules are ionized forming weakly ionized plasma. The den-
sity of weakly ionized plasma in a candle flame is 108–10=cm3 and the tempera-
ture is several thousand degrees. From the Saha equation, the degree of ioniza-
tion ˛ D nC=.nC C n0/ for the ionization equilibrium of a neutral atom and ion
(X � XC C e) is given below [15]:

˛ D �

�C 1
; � D

s
3 � 1027

n0.m�3/
T.eV/3=4 exp

�
� Vi

2kT

�
: (1.22)

For humans to get fusion energy, an engineering scheme has to be developed so
that high-temperature plasma can be confined in a limited area under a magnetic
field, while plasma is thermally shielded from the vessel, and heat from fusion has
to be extracted. Therefore, properties of the plasma must be understood to control
the plasma.
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Chapter 2
Hydrogen Fusion: Light Nuclei and Theory
of Fusion Reactions

Deuterium, tritium, neutron, and helium are the main players in the reaction (D C
T ! He C n C 17:6 MeV; see Figure 2.1) to realize the Sun on Earth. In the mi-
croworld of atoms and nuclei, particles exhibit wave characteristics, and nuclear
properties and reaction mechanics are governed by the Schrödinger wave equation.

These players have interesting properties. An encounter between deuterium and
tritium results in the formation of a compound nucleus through the tunnel effect at
a fractional energy of 500 keV Coulomb barrier potential. The compound nucleus
has a high reaction probability near 80 keV due to the resonance phenomenon. In
this way, nature gives humans a chance to use this reaction.

Figure 2.1 The fusion reaction

2.1 Fusion: Fusion of Little Nuts

The fusion that we are currently trying to achieve in ITER is the reaction of deu-
terium and tritium. This is different from the hydrogen fusion that takes place slowly
in the Sun. “Nucleus” is a Latin word meaning “little nuts” [1]. Deuterium and tri-
tium form a “compound nucleus” (a concept originating from N. Bohr), 5He (he-
lium), when they get close enough to each other for the nuclear force to operate
beyond the Coulomb barrier when the distance r is less than 3 fermi if we use nu-

M. Kikuchi, Frontiers in Fusion Research. © Springer 2011 15
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Figure 2.2 Schematic dia-
gram of the DT fusion reac-
tion via a compound nucleus

Figure 2.3 Potential and
wave function structure in the
fusion reaction of deuterium
and tritium

clear radius formula Rc D 1:1A1=3 fermi (1 fermi D 10�15 m; A is mass number)
as seen in Figure 2.2.

The kinetic energy of the incident nuclei is distributed to nuclei in the compound
nucleus. And, the neutron and helium, which have large energies, will, by chance,
escape from compound nucleus.

D C T ! 5
2H�

e ! 4
2He C n : (2.1)

Let Umax be the barrier height for charged particles, Umax D e2=.4�"0r/ D
0:48 MeV for r D 3 fermi as seen in Figure 2.3. Fusion will occur if the relative
energy of deuterium and tritium is larger than 0:48 MeV, but it is difficult to raise
the temperature to this level (3.7 billion degrees).

However, thanks to the wave nature of particles, fusion can occur at low energy
(several 10 keV) by penetrating the Coulomb barrier. This is called the tunnel effect.
Scattering and penetration of the particle beam can be investigated by solving the
Schrödinger equation under the Coulomb field (the potential V D e2=.4�"0r))
(see note). This Schrödinger equation was first derived by Austrian physicist Erwin
Schrödinger (1887–1961) who was awarded the 1933 Nobel Prize in physics.

In the Sections 2.2–2.5, deuterium, tritium, helium, and neutron will be described
as the fuel and products of the fusion reaction.
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Note: Schrödinger’s Wave Equation [2]

In the world of atoms (radius of 10�10 m D 1 Ångstrom (Å)) and nuclei (ra-
dius of 10�15 m D 1 fermi), the motion of matter exhibits a “particle nature”
and “wave nature.” In 1905, Einstein, explained the photoelectric effect through
the concept of “photons” (light quantization) with energy in proportion to fre-
quency.

E D „! : (2.2)

Here, „ is Planck’s constant, which was introduced by German physicist
Max Planck (1858–1947) to describe black-body radiation. The wave nature of
the particle (“matter–wave”) is given by the French physicist de Broglie (1892–
1987) with the following matter–wave relation:

p D „k : (2.3)

From the relation of light quantization and matter–wave, the Austrian physi-
cist E. Schrödinger (Figure 2.4) derived a wave equation to describe the dynam-
ics of the atomic world in 1926. In general, “wave” amplitude is expressed as
 D exp.ik�x�i!t/, and relationships .@=@x/ D ik and .@=@t/ D �i! 
hold. In other words, the wave number k and angular frequency ! correspond
to differential operators .@=@x/ and .@=@t/, respectively.

ik D @=@x (2.4)

�i! D @=@t : (2.5)

Let the matter of the atomic world have energy E and momentum p. As-
suming the energy conservation law of Newtonian mechanics based on macro-
scopic world p2=2m C V.x/ D E applies similarly to the microscopic world
of matter–wave, the microscopic energy conservation law can be obtained by
using the Equations 2.2 and 2.3 as follows

„2k2=2mC V.x/ D „! : (2.6)

Substituting wave number and angular frequency from Equations 2.4 and 2.5
into Equation 2.6 results in the following equation of the differential operator
consistent with the energy conservation law,

�.„2=2m/@2=@x2 C V.x/ D i„ @=@t : (2.7)

Application of differential operator relation (2.7) to the wave amplitude  
from left leads to the following Schrödinger’s wave equation.��.„2=2m/@2=@x2 C V.x/

�
 D i„.@=@t/ : (2.8)

Stationary solution of the wave amplitude is obtained by solving the eigen
value problem by setting  D u exp.�iEt=„/.��.„2=2m/@2=@x2 C V.x/

�
u D Eu : (2.9)
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In classical mechanics including the theory of relativity, the variables that
appear in physics, represents numerical values, and there is a one-to-one corre-
spondence between the variable and the number. Physical quantity is, in prin-
ciple, measurable and can be regarded as a numerical value. However, this re-
lationship is broken in quantum theory, physical quantity is not the physical
number but becomes an “operator”, which itself does not correspond to the
measurement. Following this idea, momentum p becomes a differential opera-
tor �i„ @=@x, energyE becomes the differential operator i„ @=@t .

Figure 2.4 Erwin Schrödinger who created the Schrödinger equation governing the dynamics
of microscopic worlds

2.2 Deuterium: Nucleus Loosely Bound by a Neutron and Proton

The deuterium nucleus consists of one proton and one neutron. Among the com-
binations of the two nuclei, p-p, n-n and p-n, the only possible bound state is p-n,
which is deuterium [3]. Deuterium was discovered in 1932 by American chemist
H. C. Urey (1893–1981; Figure 2.5 (a)) [4], who showed that 1 of every 7,000
hydrogen atoms is deuterium. Urey was awarded the 1934 Nobel Prize in Chem-
istry.

The bound state of a proton and a neutron to form deuterium can be treated
as a two-body problem of the nuclear force between a neutron and proton. Then,
its state can be solved using the Schrödinger wave equation (2.9) if the potential
field V.r/ is given. The nuclear force between the neutron and proton is the meson
exchange force (see the note) and is represented by a central force given by the
potential V as a function of the distance between nucleons r only. This nuclear
force is termed a “strong interaction” and has a range of quite a short distance.
While long range interaction is explained by the exchange of massless photons,
strong interaction is explained by the exchange of mesons with an intermediate mass
between that of protons and electrons. Here, the potential is approximated by the
graph given in Figure 2.6 for simplicity.
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Figure 2.5 (a) H. Urey and (b) M. Oliphant who discovered deuterium and tritium, respectively
(Courtesy of the Australian National University)

Figure 2.6 Potential model and wave function as a function of distance r from the center of
gravity of the neutron and proton in the deuterium nucleus. For deuterium, c D 0:4 fermi, b D
1:337 fermi, rd D 2:1 fermi, U0 D 73 MeV,Eb D 2:225 MeV [3].

Scattering experiments suggest a minimum distance c � 0:4 fermi between
a proton and neutron. Therefore, the wave function is zero at r < c (region I in Fig-
ure 2.6) (existing probability is zero). The potential outside (region II) is negative
since the attractive nuclear force works. The wave function (ru) in region II is a sine
function A sinK.r � c/ (A and K are constants). The wave function in region III
(where the nuclear force does not work) is Be��r (B , � are constants) considering
the boundary condition of ru D 0 at r D 1. The width b of region II, and poten-
tial U0 can be determined by the condition of the smooth connection of wave func-
tion at the boundary of region II and III then matching the condition to the measured
binding energy and nucleus radius rd of deuterium, leading to b D 1:337 fermi,
U0 D 73 MeV, respectively. Here, the physical relation between wave function in
region III and the binding energy Eb is interesting. The decay rate � of the wave
function is related to the binding energy as � � E0:5

b , which implies radial decay
of the wave function is weak with a probability that two nucleons will stay in re-
gion III (� jru0j2 � e�2�r from Born relation) and becomes larger if Eb is small.
In other words, the two nucleons are not strongly bound and are easily separated.
Conversely, if the binding energy Eb is large, the wave function decays rapidly in
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region III, resulting in a low probability that the nucleons will separate . The binding
energy of deuteriumEb D 2:225 MeV is small and the wave function decays slowly
in the r direction, while the wave function in III decays rapidly for helium-4 since
Eb D 28:3 MeV.

Now, let us considerU caused by the attractive nuclear force. A nucleus confined
in a small space (a few fermi) via Yukawa’s meson nuclear exchange force, will have
a very large wave numberK D .mr.U0 �Eb//

0:5=„ D 1=1:09 fermi), which implies
large kinetic energy of the nucleon (E D p2=2mr � K2„2=2mr � 50 MeV: mr is
reduced mass). This means that the nucleon is moving around at breakneck speed
in the nuclear potential. To keep this nucleon confined, U0 must be several tens of
MeV.

Heavy water (chemical symbol D2O, chemically bonded two deuterium and one
oxygen) exists at about 158 ppm (ppm: part per million) in seawater, and � 140 ppm
in the freshwater. There is approximately about 5 � 1013 ton of deuterium on the
planet since the volume of seawater is 1:8�1018 m3. Since the amount of combustion
of deuterium in a 1 GW level fusion reactor is about 73 kg per year, there exists 70
billion years of resource even if one assumes 10,000 nuclear fusion reactors. Heavy
water can be manufactured by electrolysis. Commercially, the GS [GS: Girdler–
Spevack] method is used to produce heavy water from fresh water using an isotopic
exchange method. Specifically, hydrogen is exchanged in a countercurrent between
H2S (hydrogen sulfide) and H2O (water). At room temperature, deuterium is ex-
changed with hydrogen in the water (H2O C HDS ! HDO C H2S) and at high tem-
perature (100 ıC or more), deuterium is exchanged with hydrogen in the hydrogen
sulfide (HDO C H2S ! H2O C HDS). Thus heavy water production is mediated by
hydrogen sulfide. The energy consumed in the manufacturing process is quite small.

Note: Yukawa’s Meson Theory [3, 5]

To form a “little nut” by binding neutrons and protons, a new force, the “nu-
clear force,” was needed; this is different from gravity or electromagnetic forces,
which were known in the nineteenth century. The first answer to this question
was given by Japanese physicist, Hideki Yukawa (1907–1981; Figure 2.7). This
force is called a “strong interaction.” In the Coulomb interaction, the particle
produces a “field” in the space and the force is formed by the interaction of the
field with another particle in the space. From a quantum mechanical perspec-
tive, it seemed to Yukawa that emission and absorption of massless photons
between particles produces this long-range Coulomb force, the so-called “ex-
change force.” To explain the short-range nuclear force, Yukawa considered it to
be an exchange force associated with a finite mass particle or “field with mass.”

The wave equation of the electric field Œ@2=@x2 � @2=.c2@t2/�U D 0 can be
obtained by applying quantization rules for the momentum p ! �i„ @=@x and
energy E ! i„ @=@t to the photon momentum equation �p2 C .E=c/2 D 0.
Then, the “field equation” with rest mass m has to be obtained by applying the
quantization rules to the relativistic momentum balance equation of the particle,
�p2 �m2c2 C .E=c/2 D 0 as follows,
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�
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�m2c2 � „2 1
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@t2

�
U D 0 : (2.10)

The static solution of this equation is called the Yukawa potential U D
ge��r=r . The fundamental difference to the long range Coulomb field by pho-
ton exchange force is that this nuclear force decays quickly with radius at
r > r0 � 1=� D „=mc due to finite mass. Yukawa predicted the mass of
the exchange particle to be 200 times the electron mass considering a 2 fermi
range of interaction of nuclear force. This is � meson. The � meson was dis-
covered by the British physicist C. Powell (1903–1969) in cosmic rays, and was
found to be 273 times the mass of the electron. For this achievement, Yukawa
and Powell received the 1949 and 1950 Nobel Prize in Physics, respectively.

Figure 2.7 Hideki Yukawa who explained strong force by the exchange force of me-
son (Courtesy of Yukawa Archival Library, Yukawa Hall, Yukawa Institute for Theoretical
Physics, Kyoto University)

2.3 Tritium: Nucleus Emitting an Electron and Neutrino

Hydrogen with mass number 3 is called tritium. The word “tritium” comes from
the Greek word meaning “third.” The nucleus of tritium consists of one proton and
two neutrons. Tritium rarely exists in nature, and is made only in the atmosphere by
cosmic rays. This element decays into helium-3 by emitting a high-energy electron
beam (see Figure 2.8). This is called beta decay and has a half-life of 12.26 years.
Tritium was first produced in the laboratory by Australian physicist M. Oliphant
(1901–2000; Figure 2.5 (b)) in 1934 by colliding deuterium [6]

Tritium as fuel of DT fusion is generated by the nuclear reaction of neutron with
lithium. The DT fusion produces neutrons and these neutrons can be used to generate
tritium by the reaction with lithium (Figure 2.9). Therefore, high temperature plas-
ma is covered with a device called a “blanket” containing lithium to generate tritium.

Lithium has two isotopes (6Li and 7Li) and the abundance of 6Li and 7Li in nat-
ural Li is 7.4 and 92.4%, respectively. Tritium is created by neutron absorption. The
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Figure 2.8 Beta decay of
tritium into 3He, an electron,
and a neutrino

Figure 2.9 Reaction cross-
section versus neutron en-
ergy for 6Li(n; ˛)T and
7Li(n; n0; ˛)T reactions

6Li reaction 6Li C n ! 3T C 4He C 4.8 MeV is an exothermic reaction, while the
7Li reaction 7Li C n ! 3T C 4He C n0 �2:5 MeV is an endothermic reaction. The
cross-section of the 6Li reaction is of the 1=v type and it readily reacts at low energy.
Meanwhile, the 7Li reaction is called the “threshold reaction” whose cross-section
becomes nonzero above a critical energy. The reaction rate for 6Li is much larger
than that from 7Li. Therefore, a net energy production occurs in the blanket. There is
233 billion tons of lithium in seawater and the resources can be thought of as infinite
if low-cost technologies for the recovery of lithium from seawater are established.

• Lithium resources (reserve base): 9.4 million tons (3.7 million tons of reserves)
• Resources in the sea: 233 billion tons
• Annual production: 21 thousand tons/year (1996) (low demand)

Salon: Beta Decay and Neutrinos

A strange thing happens in the beta decay. While the sum of the mass and ki-
netic energy is conserved in other nuclear reactions, it seems that the sum of the
energy and mass are not conserved for beta decay. In other words, the beta-rays
do not have energy equivalent to the mass lost by the beta decay. It is a famous
story that Prof. Bohr, one of founders of the quantum mechanics, almost gave up
the energy conservation law. This issue troubled physicists for a long time, but
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in 1931, Swiss physicist W. Pauli (1900–1958) proposed the theory that an elec-
trically neutral particle is emitted by the beta decay. It was named “neutrino”
(meaning “little neutron” in Italian) by E. Fermi. Based on this theory, Fermi
constructed a theory of beta decay, considering that during beta decay, a neu-
tron is converted to a proton, electron, and neutrino in the nucleus. By assuming
the existence of the neutrino, energy, momentum, and angular momentum are
conserved. The existence of this neutrino was confirmed, 25 years after Pauli
proposed it, by the proton–neutrino reaction in a water tank by F. Reines and
C. L. Cowan in 1956. Given the existence of the neutrino, the beta decay of tri-
tium is given as 3H ! 3He C e� C 	 C18:6 keV. The mass lost by the beta
decay of tritium �MN can be calculated using the fact that mass of a beta-ray
M.ˇ/ is the electron mass M.e/

�MN D MN.
3H/� .MN.

3He/CM.ˇ// (2.11)

D Ma.
3H/ �Ma.

3He/ D 2 � 10�5u D 18:6 keV.D E0/ :

Here, MN and Ma are the masses of the nucleus and atom, respectively. The
maximum and average energy of beta-rays emitted from tritium are 18.6 keV
and 5.7 keV, respectively. The difference between lost mass (mass defect) and
beta-ray energy is the energy of the neutrino. Whether a neutrino has a mass
is a long-discussed question in physics. Beta decay of tritium, has been used
to determine the maximum value of the neutrino mass due to its low elec-
tron kinetic energy. In 1995, A. I. Belesev [7] showed that neutrino mass to
be m� < 4:35 eV. In 1998, the existence of neutrino mass was confirmed by
the observation of neutrino oscillation between µ neutrino and 
 neutrino [8].
Decay phenomena such as beta decay are generally very long compared to the
duration of a nuclear reaction, which implies the interaction to be a weak force
rather than a strong force binding the protons and neutrons in the nucleus. Re-
cently, studies of neutrinos are expanding as the field Neutrino Astrophysics.

2.4 Neutron: Elementary Particles with No Charge

The neutron was discovered by the British physicist J. Chadwick (1891–1974) in
1932. A particle with a mass similar to a proton and no charge was considered to
explain the nuclear spin by Rutherford around 1920, and was named “neutron” by
the American chemist W. D. Harkins in 1921. Neutrons have no net charge, but their
center has a slightly positive charge distribution, which is cancelled by a slightly
negative charge distribution in the periphery. The mass is distributed within a radius
of about 0.8 fermi.

A neutron is slightly heavier than a proton and the difference is about twice the
electron mass (1.29 MeV). Neutron alone cannot exist stably, and decay to a proton
emitting an electron and neutrino with a half-life of about 12 min (n ! p C e C
	). The mass of the neutron is greater than the sum of the masses of a proton and
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Figure 2.10 A neutron is heavier than a proton by two electron masses. (a) It is difficult for a pro-
ton to react due to the Coulomb potential. (b) A neutron can easily get into the nuclear potential
inside the nucleus at low energy. In the potential well, particle energy becomes higher due to the
attractive strong force and its wave number becomes much larger than the wave number in free
space

an electron, and the mass difference leads to the energy release. This reaction was
confirmed in 1948 by observations of the electrical bending of protons and electrons
from the beta decay of a strong neutron beam in a large cylindrical tank.

Natural decay of isolated particles always seems to end with a decrease in mass.
Since the mass of neutron is larger than that of a proton by about double the electron
mass, a neutron easily decays to a proton while it is difficult for a proton to decay to
a neutron. Whether proton decay occurs has become an important research subject
in physics, which led to the construction of “KAMIOKANDE” in the Kamioka mine
to detect the proton decay.

Tritium, which has two neutrons and one proton, is subject to beta decay, while
a nucleus having nearly the same number of protons and neutrons can exist stably
without beta decay. Why is that?

If the state after beta decay is a higher energy state than the initial state, beta
decay will not occur naturally. Since the proton has a charge, conversion of a neutron
to proton in the nucleus may produce extra Coulomb energy and beta decay will not
occur in such a case. Conversely, Coulomb energy will not increase in beta decay of
a free neutron and beta decay will occur. The neutron in the nucleus can thus exist
stably and becomes a proton or neutron by exchanging � meson.

Figure 2.10 (a) shows schematics of charged particle collision in the Coulomb
potential. A low energy particle is repelled and does not reach the nucleus. Fusion is
a reaction between charged particles, and the charged particles must be close enough
to be affected by the nuclear force beyond the Coulomb barrier. This requires the
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charged particles to have high energy, which leads to the requirement of production
and control of plasma at a few hundred million degrees.

Figure 2.10 (b) shows schematics of neutron collision without Coulomb poten-
tial. In this case, neutrons at room temperature can enter into the nucleus. Fission
utilizes this property to produce energy from uranium by the absorption of neutrons.
In this sense, fission is much easier than fusion. The ease of the fission reaction led
to the success of Fermi in producing the first chain reaction in 1942. Problem asso-
ciated with fission energy exists in different aspect as discussed in Chapter 10.

Salon: Interaction of Fusion Neutron with Material

Neutrons at almost room temperature (� 300 K) cause a fission reaction in
a thermal fission reactor, while about 1 MeV (3 � 107 times thermal neutron)
per neutron is produced in the fast reactor. When high-energy neutrons dive
into the material, its atoms may be dislocated due to collision with neutrons.
This is called the neutron irradiation damage. In the past, swelling and blis-
tering happened in fast reactors, but we now have radiation resistant materials
improved by adjusting the composition of materials. A fusion neutron has an
energy of 14 MeV, ten times that of a fast reactor, which may lead to the greater
complexity of neutron irradiation damage

Thanks to the experiences with materials in fission, reduced activation fer-
ritic steel (RAF), SiC/SiC composite materials, and vanadium alloys are being
developed as materials to withstand a powerful fusion neutron. These materials
are being developed with a target, 150–200 dpa (150–200 times dislocation of
material atoms). Among them, RAF is considered to be a primary candidate
material for DEMO (DEMOnstration Power Plant) reactors. Research to lower
the ductile to brittle transition temperature (DBTT), reduce creep deformation
at high temperature, and study transmutation He effects by 14 MeV neutrons is
continuing.

2.5 Helium: Stabilized Element with a Magic Number

Helium is an element with two protons and two neutrons, and its mass number is
four. The origin of the name of helium is the Greek word “helios” meaning the Sun.
When a solar eclipse was observed in India on August 18, 1868, British astronomer
J. N. Lockyer (1836–1920), who launched the prominent scientific journal Nature,
observed the solar corona and discovered a new emission spectrum. He thought that
the emission came from unknown element, which he called as “helium.” As shown
in Figure 2.11, the binding energy (mass defect) of 4He is extremely large compared
to that of hydrogen and lithium.

This characteristic cannot be explained by Weizsaecker–Bethe’s nuclear “liquid
drop model” in which energies from surface tension and Coulomb repulsion, etc.,
are taken into account. Such a large binding energy for a particular nucleus is ex-
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Figure 2.11 Mass defect per
nucleon for low mass number
elements

Figure 2.12 Potential struc-
ture and energy states of
nucleons (neutron and pro-
ton) for 4He. A closed-shell
structure is formed by the
proton and neutron occupy-
ing the same two orbits (spin
angular momentum of C1=2
and �1=2) in the ground
state S orbit (orbital angular
momentum D 0)

plained by the nuclear “shell model,” where neutrons and protons form energy lev-
els under the average nuclear potential and become stable when a particular energy
level is filled up. Helium is composed of two protons and two neutrons, forming
spherically symmetric potential. The potential shape for a neutron is different from
that for a proton as shown in Figure 2.12 since only nuclear potential operates on
neutrons while Coulomb potential is superimposed for protons.

Under these potentials, protons and neutrons can take discrete energy states, in-
dependently. This energy level can be obtained by solving the Schrödinger’s wave
equation. In the case where the potential is proportional to the square of the distance
(harmonic oscillator: V.r/ D cr2), the solution for such a potential is well-known
as u D R.r/Y.�; �/, where Y.�; �/ represents the spherical harmonics and R.r/
is the function including Laguerre polynomials. The energy level is expressed by
En D �U0 C .n1 C .3=2/„!/ .„! D .2U0„2=mR2

c/
1=2), where n1 D 2.n� 1/C l

where n is the principal quantum number and l the azimuthal quantum number, re-
spectively. Ground state (lowest energy level) is E0 D �U0 C .3=2/„! for n1 D 0
(n D 1; l D 0). For the non-zero azimuthal quantum number l , the nucleon has its
angular momentum around the center of the nucleus (orbital angular momentum:
L D rmv D l„). The number of nucleons to the l state is the number of degenerate
states of the level (2l C 1) and is 1 for the ground state.
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In the nucleus, there is a spin of the nucleon itself in addition to their angular
momentum to the center of the nucleus. The value of the spin for neutrons and
protons is also quantized and the spin angular momentum associated with rotation
of the nucleon itself is 1/2. The states of the spin are clockwise and counterclockwise
rotations with respective values of C1=2 and �1=2.

In helium, two nucleons sit in the ground state (principal quantum number
n D 0), defined for neutrons and protons independently. In the ground state of 4He,
each nucleon takes the orbit with the orbital angular momentum 0 (called the 1S or-
bit). It is mysterious in some sense that protons and neutrons form an independent
energy state. Although protons and neutrons form the nucleus via meson exchange,
they behave as if there is no relationship between them. The recent nuclear experi-
ment shows that they are not completely independent.

4He is the first one in the closed-shell state and “2” is the smallest “magic number
(2; 8; 20; : : :)”. This leads to large binding energy for 4He. Thus, the 4He nucleus is
particularly stable and abundant in the universe created by the Big Bang.

Salon: Production and Uses of Helium

Commercially available helium gas is refined from natural gas from wells, while
you might get the helium gas from the atmosphere. Natural gas fields in Algeria
and the United States contain high concentrations of helium (1–7%). Lunar rock
contains a large amount of helium blown in from the Sun as the solar wind and
3He is expected to be a raw material for fusion for the use of bases on the Moon.
Helium is a light (1=7 of air or less) and stable (not burning) gas and is used
for balloons and airships. However, helium atoms are small, and permeate glass
and rubber. This is the reason why balloons inflated with helium gas deflate. In
addition, the cryogenic liquid helium is used as a coolant to achieve ultra low
temperatures (below �269 ıC) for magnetic fusion devices and linear motor
vehicles using superconducting magnets. In fusion reactors, such as the Sun
on Earth, hydrogen isotopes are fused to produce this stable helium and the
lost mass is converted to energy. In future magnetic fusion reactors, energetic
helium will be created in the hot plasma and the superconducting magnet of the
magnetic fusion reactor will be cooled by cold helium.

2.6 Fusion Cross-section: Tunneling Effect and Resonance

In previous sections, we reached a certain degree of understanding about the na-
ture of deuterium, tritium, neutron, and helium, which are fuel and products for the
fusion reactions we are currently investigating. Now, we will talk about the wave
dynamics and the cross-section of fusion reactions following Mott and Massey [9].
The classical orbit in Coulomb scattering is given by the hyperbolic curve, r D
r0=.1 � ˛ cos�/ (in the center of mass coordinate) shown in Figure 2.13.



28 2 Hydrogen Fusion: Light Nuclei and Theory of Fusion Reactions

Figure 2.13 Particle orbit in Coulomb potential .r D r0=.1 � ˛ cos�// r0 D b2=b0, and ˛ D
.1 C .b=b0/

2/1=2

Note: Particle Motion in Central Field [10]

If the potential energy between two particles depends only on distance, the force
field is called the central force field and is given as F D �.dU=dr/r=r . In the
center of the mass system, angular momentumM D r � p is conserved. Since
M is constant, r stays on a plane perpendicular to M . In the polar coordinates
(r; �), the Lagrangian is given as,

L D m.Pr2 C r2 P�2/ � U.r/ : (2.12)

Since L is independent of �, canonical momentum conjugates to �, M D
p� D mr2 P� is conserved. Substituting this relation into the energy conservation
relation E D m.Pr2 C r2 P�2/C U.r/, we obtain

dr

dt
D
p

2.E � U.r//=m�M 2=.m2r2/ : (2.13)

In the case of repulsive Coulomb potential U.r/ D eiej=.4�"0r/, the parti-
cle orbit is given by following hyperbolic curve.

r D r0

1 � ˛ cos�
(2.14)

where

r0 D M 2

mr.eiej =4�"0/
; ˛ D

s
1 C 2EM 2

mr.eiej =4�"0/2
: (2.15)

SinceM D bmru and E D mru
2=2 (b is impact parameter in Figure 2.13, u

is particle speed at infinity), we can convert these parameters as follows,

r0 D b2

b0
; ˛ D

s
1 C b2

b2
0

(2.16)
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where,

b0 D eiej

4�"0mru2
: (2.17)

The wave front of the incident wave should be perpendicular to this hyperbolic
curve. Let k be the de Broglie wave number, the wave front satisfying this criteria is,

z C b0 ln k.r � z/ D const: (2.18)

where b0 D eiej=.4�"0mru
2/ D 7:2 � 10�10ZiZj =Er (eV) (m), called the Landau

parameter. The incident wave is already distorted at infinite distance before encoun-
tering the nucleus since the Coulomb field operates to infinity. So, the incident wave
is given by expŒikfz C b0 ln k.r � z/g�.

For a non-relativistic collision Er D p2=2mr D „2k2=2mr, and the Schrödin-
ger’s wave equation (2.9) becomes Œ@2=@x2 C .k2 � ˇ=r/� D 0, where ˇ D
mreiej =2�"0„2. Substituting  D exp.ikz/F.x/, F should have the form F D
F.r�z/. Then, the wave equation becomes d2F=d2C.1�ik/dF=d�.ˇ=2/F D
0 for  D r � z. Taylor expanding F (F D P

an
n (a0 D 1)) and substituting into

the wave equation gives an and F is found to be the hyper geometric function F as
follows,

 D exp.��˛=2/� .1 C i˛/eikzF.�i˛; 1I ik/ : (2.19)

Here ˛ D ˇ=2k, F.a; bI z/ � P
� .aC n/� .b/zn=� .a/=� .b/=� .nC 1/ is a hy-

pergeometric function, � is the gamma function. Permeability of the Coulomb bar-
rier P is then given from wave function at the origin as,

P.E=Ec/ D
p
Ec =E

exp
p
Ec =E � 1

(2.20)

Ec D mre
4

8"2
0„2

D 0:98Ar .MeV/ : (2.21)

Here, mr is the reduced mass .mamb=.ma C mb// between particles a and b,
Ar is a mass number of the reduced mass, "0 is the vacuum permittivity
(D 8:854 � 1012 F=m), and „ is Planck’s constant. Figure 2.13 shows permeabil-
ity of the Coulomb barrier P against E=Ec. The critical energy Ec given by Equa-
tion 2.21. For the T(d,n)4He reaction, it is 1.18 MeV, while numerically fittingEc to
reproduce the measured fusion cross-section is 1.27 MeV showing good agreement.

A particle with reduced mass jumping into the nuclear potential, will have higher
kinetic energy than the original one (de Broglie wavelength shorter than the orig-
inal de Broglie wavelength). Such big changes in wave number will cause a reso-
nant interaction within the nucleus. For the DT fusion reaction, resonance energy
and resonance width are Er D 78:65 keV and � D 146 keV, respectively (Fig-
ure 2.15). The probability amplitude of a material wave is large since the compound
nucleus 5He has an energy level corresponding to a certain boundary condition.
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Figure 2.14 Energy de-
pendence of the Coulomb
barrier permeability. The
Coulomb barrier perme-
ability P is well-behaved
(P ! 1) in the high en-
ergy limit (E=Ec � 1)
while the formula given
by Gamov P.E=Ec/ D
.E=Ec/

�1=2 exp.�.E=Ec/
�1=2/

[11] is valid only at low
energy

Figure 2.15 Normalized
resonance function for DT
reaction in laboratory frame

The compound nucleus is unstable and will decay at a decay time constant. The
decay time constant 
 and the resonance width � have the relationship � 
 D „,
the decay time is calculated as 
 D 4:5 � 10�21 s since � D 146 keV. This time
is much longer (100 times) than the transit time of a nucleon with Fermi energy,

F D 2R=vF D 4:4 � 10�23 s.

The fusion cross-section, considering the above, is given as,

�r D � -�2P.E=Ec/
�i�f

.E �Er/2 C � 2=4
: (2.22)

Here, -�2 D „2.2ME/�1, and the second factor comes from the Breit–Wigner
formula of resonance cross-section [12], here �i � k � 1=E0:5. In fact, the mea-
sured values of the fusion cross-section are given in a form of Equation 2.22 [13].

�r D �0
Ecl

El Œexp
p
Ecl=El � 1�

"
1

1 C 4.El � Erl/2=�
2
l

C ˛

#
: (2.23)

Here, �0 D 23:79 b, Ecl D 2:11 MeV, Erl D 78:65 keV, �l D 146 keV,
˛ D 0:0081 for the T(d,n)4H reaction [12]. Figure 2.16 shows DT cross-section
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Figure 2.16 DT-fusion cross-
sections in laboratory frame
(in b (barn D 10�28 m2))

of nuclear fusion reactions (in the laboratory system) illustrating the dependence
on deuterium energy. Deuterium energy in the laboratory frame El is related to
the energy in the center of mass frame E as E D mt=.md C mt/El and thus
Ec D 0:6Ecl D 1:27 MeV.

Recently Li et al. [14] gave more clear analysis of fusion cross section. Using
the Landau’s analysis of resonant scattering of charged particles [12], they derived
different form of fusion cross section using the optical potential (D Ur C iUi ) for
D + T reaction as follows,

�r D �

k2�2

�4wi

w2
r C .wi � ��2/

2 (2.24)

where �2 D .exp..Ec=E/1=2/ � 1/=2� and w D wr C iwi D cot.ı0/=�
2 where

ı0 is phase shift due to nuclear potential. Using approximate expression w D C1 C
C2E` C iC3, fusion cross-section in laboratory frame is given as follows,

�r .E`/ D �„2

2mdE`�2

�4C3

.C1 C C2E`/2 C .C4 � ��2/2
: (2.25)

For DT fusion, C1 D �0:5405, C2 D 0:005546, C3 D �0:3909 gives good agree-
ment with measured fusion cross-section.
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Chapter 3
Confinement Bottle: Topology of Closed
Magnetic Field and Force Equilibrium

In the natural fusion reactor, the Sun, dense hot plasma is confined by a gravita-
tional field. Characteristic of this force is that it is a central force field and acts in
the direction of field line. For this reason, the confinement bottle has the topology of
a sphere (Figure 3.1 (a)). In the man-made fusion reactor, high temperature plasma
is confined by trapping charged particles with the Lorentz force in a magnetic field
to sustain reaction in a small dimension of 100 millionth of that of the Sun. Char-
acteristic of this force is that it acts in a direction perpendicular to the field line.
For this reason, the confinement bottle has the topology of a torus (Figure 3.1 (b)).
In this chapter, force equilibrium is treated to confine high temperature plasma in
the topology of a torus. Practically, the magnetic field line dynamics is treated us-
ing the methodology of analytical mechanics and symmetry involved in the force
equilibrium is discussed.

Figure 3.1 (a) Sphere and (b)
torus

3.1 Field: Magnetic Field and Closed Magnetic Configuration

Danish physicist H. C. Oersted (1777–1851), during the years 1819–1820, discov-
ered that a compass needle directs to a fixed point by some force when it is placed
near a wire carrying a current from a battery invented by Italian physicist A. Volta
(1745–1827) (Figure 3.2 (a)). This power is called the magnetic force. British physi-
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cist Michael Faraday (1791–1867) gave a novel interpretation of this phenomenon,
suggesting that the space around the wire is in a special state by driving the cur-
rent, instead of the explanation that a remote force works between the current and
compass needle. The key here is the way of thinking “the space itself would be dif-
ferent.” “Field” as a nature of the space was a concept that attracted Einstein’s atten-
tion. “Vacuum” as state of nothing originated from Greek philosopher Democritus
(460–370 BC). The vacuum can have a different state with a “magnetic field” and
this state can have energy.

This magnetic field has a direction, and various phenomena can be explained if
we assume that a virtual line, “magnetic line of force,” exists along the direction of
the magnetic N-pole as shown in Figure 3.2 (a). Magnetic field lines form a circle
when circular coils are arranged in a donut shape as shown in Figure 3.2 (b). The
donut-shaped space, the torus can be arranged inside the coil. Longitudinal current
in the torus produces the magnetic field lines linked to the torus as shown in Fig-
ure 3.2 (c). A tokamak-type magnetic configuration which is said to be closest to the
fusion reactor, is shown in Figure 3.2 (d), a superposition of the magnetic field lines
shown in (b) and (c). The equation describing the magnetic field lines is dx=Bx D
dy=By D dz=Bz orB � dx D 0. This equation is equivalent to the condition of the
extremum of the path integral called the “action integral” (variational principle) as
will be described in Section 3.4. In this case, the action integral is expressed by the
path integral of the vector potentialA (proof will be given in Section 3.4).

ı

Z
A � dx D 0 : (3.1)

Faraday, in 1821, found that force acts on the current in the magnetic field
(F D J �B, where F is force, J the current,B the magnetic field. Orientation is
determined by Fleming’s left-hand rule). Consider a charged particle with charge q
(Coulombs) and velocityv (m=s) moving in a magnetic field B (Tesla), the current
is given by qv and the force acting on the charged particle is F D qv �B. This is
called the Lorentz force. Ions and electrons in the magnetic field have a circular mo-
tion (Larmor motion) with a radius defined by the balance between the centrifugal
and Lorentz forces. On the other hand, they move in a straight line in the direction
of the magnetic field. A combination of these two motions appears to be helical
(Figure 3.2 (d)). It is difficult for the charged particles to escape perpendicular to the
magnetic field. The method of confining hot plasma using this principle is called
“magnetic confinement.” Magnetic confinement becomes efficient if the field line is
closed since charged particles move freely along the field.

The study of the structure of closed magnetic field lines to confine the hot plasma
is called the theory of plasma equilibrium. Famous examples are the axisymmetric
magnetic configuration called the tokamak invented by A. Sakharov (1921–1989)
of Kurchatov Institute in the former Soviet Union [1] (Figure 3.2 (d)) and the stel-
larator (helical in general) invented by Lyman Spitzer Jr. (1914–1997) of Princeton
University in the USA [2] (Figure 3.3).

In both configurations, there exists some region where field lines are closed and
do not intersect with material walls and the high temperature plasma is confined.
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Figure 3.2 (a) When the current flows, a magnetic field is generated around the current. (b) Ar-
ranging circular coils around the torus and energizing the coil produces a magnetic field in the
toroidal direction. (c) The toroidal plasma current produces a magnetic field linking the torus.
(d) A combination of (b) and (c) creates twisted magnetic field lines and is called a tokamak

Figure 3.3 (a) Schematic view of helical device LHD showing how twisted magnetic field lines
are formed without a toroidal plasma current using helical coils and (b) a typical example of flux
surface shape in LHD [3]

Its shape is torus. It is difficult to create a closed magnetic field structure other
than the torus. For closed surfaces other than the torus, a null-field point will exist
according to the fixed-point theorem of mathematics. Important characteristic of the
closed magnetic configuration is that a toroidal magnetic field line densely covers
a constant pressure toroidal surface. A simple closed line cannot confine the plasma
with a pressure difference. The closed surface should be formed by the magnetic
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field line and torus-shaped plasma has to be confined in it. Thus the problem of
covering the surface with a magnetic field line becomes important. If the magnetic
field line trajectory is on the surface, it is called “integrable.”

Note: Integrable System [4–6]

“Integrable” is a term in classical mechanics, having its origin in the many-body-
problem of celestial mechanics, and is plainly explained in Diacu and Homes [4].
French mathematician J. Liouville (1809–1882; Figure 3.4) gave its mathemat-
ical definition. For an equation of motion for particles in dynamical systems to
be solvable or integrable, it is key to find some kind of symmetry (in dynamical
systems, to find an ignorable coordinate). An N degrees of freedom system of
Newtonian mechanics follows the Hamilton equation, and phase space flow is
known as an incompressible flow. N D 1, i.e., a one degree of freedom Hamil-
ton system (x; vx) is always integrable since the Hamiltonian of the system is
always conserved. The system moves alongH.x; vx/ D constant contour.

Motion of N D 2, i.e., a two degrees of freedom Hamilton system (x; y; vx ;
vy ) is described as dynamics in 4D phase space (position q D .x; y/ and
momentum p D .px; py/). Its solution is limited on the hyper-surface of
H.q;p/ D constant D E (3-dimensional manifold with constant energy). If an
additional first integral ˚.q;p/ D constant exists, the flow line of phase space
motion is on the curved surface (2-dimensional manifold) limited byH.q;p/ D
constant and ˚.q;p/ D constant. Such a case is called an “integrable system.”
Known 2-dimensional integrable systems are a 2-dimensional Kepler problem,
2-dimensional harmonic oscillator, and the movement of the mass point in the
2-dimensional central force field. If we cut this surface (2-dimensional mani-
fold) in a plane (for example, the x D 0 plane), the flow line becomes a line
in the plane. On the other hand, flow lines cut in a plane have a 2-dimensional
spread for the non-integrable system.

Figure 3.4 J. Liouville who studied the mathematical nature of integrable systems. He de-
rived the famous theorem, the “Liouville-Arnold theorem” [5]. He is more famous for his
theorem, the “Liouville theorem,” in phase space dynamics, which is given in Chapter 5
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3.2 Topology: Closed Surface Without a Fixed Point

Considering the confinement of hot plasma in a region of 3-dimensional space, the
boundary must be a closed surface. Figure 3.5 shows the characteristics of the flow
on a torus and a sphere as typical closed surfaces. In the torus, there is no point
where flow field vector becomes zero (called a “fixed point”) as shown in Fig-
ure 3.5 (a) and (b). On the other hand, the flow field on the sphere necessarily has
a fixed point, as shown in (c) and (d). Since the hot plasma will leak from the fixed
point where the magnetic field is zero, the sphere cannot be used for magnetic con-
finement.

We can provide a little more familiar example of this nature, “when the wind is
blowing on the Earth, there is always somewhere to rest.” This is commonly true for
the Earth, rugby balls and coffee in a cup.

Mathematically speaking, all surfaces “homeomorphic” to a sphere will have
fixed points. This means that the sphere and torus have different topologies. The
surface property of a sphere and torus does not change even if they are bent or
stretched. A geometrical property, which is not changed by continuous deforma-
tions, is called the “topology” of the object. It should not vary during continuous
deformations of bending and stretching.

French mathematician Henri Poincaré (1854–1912) proved the theorem:
“A closed surface that can be covered with a vector field without a fixed point is
restricted to a torus.” This is called the “Poincaré theorem” [7–10]. The Poincaré
theorem is important for high temperature plasma confinement. Consider the bound-
ary surface of the magnetic confinement, the plasma will leak from the zero point
of magnetic field vector. To confine the hot plasma, the surface must be covered
by a non-zero magnetic field. This is why we use toroidal geometry for magnetic
confinement.

The people of ancient Greece aware that the regular polyhedrons are limited
to regular (4) tetrahedron, regular (6) hexahedron, regular (8) octahedron, regular
(12) dodecahedron, and regular (20) icosahedron. Let the number of vertices of
a polyhedron be p, the number of sides q, and the number of the polygon r , the
Swiss mathematician L. Euler (1707–1783) found the relation p � q C r D 2 for

Figure 3.5 Topological properties of torus and sphere. (a) and (b) flow in the torus surface, where
flow field without a fixed point can be formed. Flows in (a) and (b) are said to be commutable. (c)
and (d) flow fields in a sphere always have a null-vector point (fixed point: ı)
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Figure 3.6 (a) Elimination of a triangular prism from a sphere produces a torus and fixed points
can be eliminated. The number of vertices is the same as the sphere, the three sides (the sides of
the triangular prism) increases by for each face. (b) A regular point and its enclosed loop (dashed
circle). (c) Vector field touches a side from inside the triangle i. (d) Vector field through the vertex
of the triangle

any regular polyhedron. For example, in a regular tetrahedron, the number of ver-
tices p D 4, of sides q D 6, of polygon r D 4, gives the indexK D p� qC r D 2.
This relationship holds not only for regular polyhedrons but also for polyhedrons
homeomorphic to a sphere, and is called “Euler’s polyhedron theorem.”

K D p � q C r (3.2)

is the “Euler index.” The relationship always holds irrespective of any division of
the sphere by triangles.

Then, what will happen to the Euler index if the torus is covered with trian-
gles? Drill the sphere from top to bottom to eliminate the triangular prism as in
Figure 3.6 (a) it becomes homeomorphic to the torus. Then, the following relations
hold between p, q, and r of the sphere and p0, q0, and r 0 of the drilled-sphere,

p0 D p ; q0 D q C 3 ; r 0 D r � 2 C 3 : (3.3)

Thus, p0 C q0 C r 0 D p � q C r � 2 D 0. In other words, the Euler index of the
torus is 0.

Poincaré showed that Euler index is related to the characteristics of the vector
fields on the close surface. Poincaré defined the “index” of the vector field. The
non-zero point shown in Figure 3.6 (b) is called the “regular point.” The index value
defined by Poincaré becomes zero for a regular point. Here, the index is defined by
k D .I �E/=2 C 1, I is the number of vector lines from the inside in contact with
a sufficiently small loop around the point (dashed line in Figure 3.6 (b)), E is the
number of vector lines from the outside. For regular point, I D 0 and E D 2. So
the index k D 0. The small loop in Figure 3.6 (b) can be continuously deformed
to an infinitely small triangle. In this case, I D 0 and E D 2. On the other hand,
the index at the singular point takes a non-zero value. The index of the flow sur-
face is defined by the sum of the flow index of all points in the surface. Since the
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index of the regular point is zero, the index of the surface flow is the sum of the
index of the singular points in the plane. The index of a closed surface becomes
a sum of the index of each polygon when the surface is divided to several polygons
(additivity).

Consider the flow contacting the side of a polygon in Figure 3.6 (c)), this flow
has a positive contribution to the index of polygon i, which includes this flow but
has a negative contribution to the index of polygon e. In the end, the flow tangent to
the side does not contribute to the index of the closed surface (this discussion holds
only for closed surfaces). So, the contribution to the index of the flow comes only
from vertices of the polygon. Consider the vertex A associated with N sides, we
see N polygons share the vertex A. The number of vector fields contacting A from
outside isN �2 as can be seen in Figure 3.6 (d)). Now, the number of contacts from
inside is 0. Thus, total number of contacts of the entire closed surface (external –
internal) is the sum of (N �2) for all vertices. By taking the sum for all the vertices,P
.E � I / D P

vertices .N � 2/ D .
P

vertices N/� 2p D 2q� 2p. Here, we use that
sum of N for all vertices are twice the number of sides. Now, the sum of the flow
index for the entire closed surface

P
k D �P.E�I /=2CPpolygon 1 D p�qCr .

Here,

K D p � q C r (3.4)

is the Euler index, and flow index of the closed surface is equal to the Euler index.
The Euler index is equal to the sum of the index of the closed surface, we can
say that the necessary and sufficient condition that a flow without a fixed point
can exist in a closed surface is that the Euler index of the closed surface is 0 and
the surface is a torus. It is known that orientable 2-dimensional closed surfaces are
limited to the sphere S2, torus T2, and n-holed torus

P
n (n D 2; 3; : : :). Poincaré’s

theorem tells us that the torus has a special nature as a 2-dimensional closed sur-
face [11, 12].

Salon: L. Euler and H. Poincaré

Leonhard Euler (Figure 3.7 (a)) was a famous mathematician and physicist born
in Swiss. He made a huge contribution to mathematics and physics. He solved
the “Königsberg bridge problem” in 1736, starting graph theory as related to
topology. He gave the so-called Euler identity ei�C1 D 0, which was described
as “the most remarkable formula” by R. Feynman.

Henri Poincaré (Figure 3.7 (b)) was a famous French mathematician and
physicist. His works appear in this book as “Poincaré theorem on topology”
and also “Poincaré recurrence theorem” in Chapter 5. He also created a graphi-
cal method to analyze dynamical systems in which he discovered a phenomenon
now called “Chaos.” He is also famous for the “Poincaré conjecture,” recently
solved by Russian mathematician G. Perelman [12].
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Figure 3.7 (a) L. Euler and (b) H. Poincaré

3.3 Coordinates: Analytical Geometry of the Torus

Torus topology can be described without using “coordinates” as in Euclidean ge-
ometry. However, coordinates should be introduced to understand the physics of
the torus, quantitatively. French philosopher René Descartes (1596–1650; Fig-
ure 3.8 (a)) published Discourse on Method in 1637, and in its appendix “Geom-
etry,” described how to assign numbers, called “Descartes coordinates,” to a geo-
metric shape. Descartes made the greatest contribution to the science by appointing
numbers to all points in the plane by introducing x � y coordinates (Figure 3.8 (b)).

Efforts to provide the most appropriate coordinates for the torus produced “Hama-
da coordinates” as a typical example (Section 3.6). Here, we consider general curvi-
linear coordinates, where space is expressed by 3-dimensional curvilinear coordi-
nates [13,14]. If we express the most fundamental Cartesian coordinates as (x; y; z)
and, the position vector is given by x D xex C yey C zez . Let the general curvi-
linear coordinates (u1, u2, u3) be given by the relations, u1 D u1 (x; y; z), u2 D u2

(x; y; z), u3 D u3 (x; y; z) (see Figure 3.9). The following relation is satisfied be-
tween the gradient vector rui and the tangent vector @x=@uj , and is called the
“orthogonal relation.”

Here

rui � @x
@uj

D @ui

@uj
D ıij ; (3.5)

rui D
�
@ui

@x

�
ex C

�
@ui

@y

�
ey C

�
@ui

@z

�
ez ; (3.6)

@x

@uj
D @x

@uj
ex C @y

@uj
ey C @z

@uj
ez : (3.7)
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Figure 3.8 (a) René
Descartes who introduced
(b) “coordinates” in geometry.
His most famous philosophi-
cal quotation is “cogito, ergo
sum”

Figure 3.9 General curvilinear coordinate system in a torus. r u1 is a gradient vector normal
to u1 surface. @x=@u2 and @x=@u3 are tangent vector on the u1 surface and are perpendicular
to r u1

For example, the tangent vector @x=@u2 is a differentiation under u1 and u3 D
constants, so it is tangent to u3 D constant line on u1 surface (see Figure 3.9).
Naturally, @x=@u2 is orthogonal to ru1 (and ru3), which is perpendicular to the
u1 (and u3) plane. A similar relation holds for @x=@u3. Then, a useful expression
ru1 D J�1 (@x=@u2 � @x=@u3) is obtained (#1). Here, J is called the Jacobian
(#2). Similar relation @x=@u1 D Jru2 � ru3 are also obtained. Including a sim-
ilar relationship for u2 and u3 yields, the following relations and are called “dual
relations.” Let .i; j; k/ D .1; 2; 3/; .2; 3; 1/; .3; 1; 2/ (#3),

rui D 1

J

�
@x

@uj
� @x

@uk

�
(3.8)

@x

@ui
D Jruj � ruk (3.9)

here,

J � @x

@u1
�
�
@x

@u2
� @x

@u3

�
.Jacobian/ (3.10)
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Orthogonal and dual relations are fundamental to the geometry of general curvilin-
ear coordinates. Other formulas can be obtained from them. Any vector field (e.g.,
magnetic field) can be expanded using the gradient and tangent vectors in general
curvilinear coordinate system by using orthogonal relation

B D
X
i

B i
@x

@ui
.Contravariant form/ (3.11)

B D
X
i

Birui .Covariant form/ (3.12)

B i D B � rui (3.13)

Bi D B � @x
@ui

: (3.14)

Here, B i is called contravariant component and Bi is called covariant component.
Consider the trajectory of the magnetic lines of force in a general curvilin-

ear coordinate system. Let s be the position coordinate along the magnetic field
lines, the magnetic field orbit is given by dx=ds D b (b D B=jBj). Since
dx=ds D P

.@x=@uj /duj =ds, the inner product between dx=ds D b and rui
and the orthogonal relation leads to,

dui=ds D b � rui : (3.15)

Since fruj g is not an orthogonal system in the general curvilinear coordinate
system, the inner product of a vector is expressed as A �B D P

AiB
i D P

AiBi
using the orthogonal relation. Applying vector rotations r � rui D 0 and rBi DP
@Bi=@u

jruj to Equation 3.12, the following relation for the rotation of a vector
is obtained using the dual relation (Equation 3.9) (summation runs for (i; j; k): right-
handed),

r �B D
X
iD1;3

X
jD1;3

@Bi

@uj
ruj � rui D J�1

X
kD1;3

�
@Bj

@ui
� @Bi

@uj

�
@x

@uk
: (3.16)

Applying the dual relation (Equation 3.9) to the vector expansion (Equation 3.11),
the divergence of the vector is obtained taking r � .ra � rb/ D 0 into account,

r �B D r �
X
i

B i
@x

@ui
D J�1

X
i

@JB i

@ui
: (3.17)

Here, r �B D r �PB i@x=@ui D r �PJB iruj � ruk D P
.@JB i=@ui /Œrui �

ruj � ruk�. The relation between covariant componentBi and contravariant com-
ponent Bj , Bi D P

gijB
j is obtained by substituting Equation 3.11 into Equa-

tion 3.14, where gij D .@x=@ui / � .@x=@uj / (#4). Substitution of Equation 3.13 to
Equation 3.12 gives B i D P

gijBj , where gij D rui � ruj . Matrix [gij ] is the
inverse matrix of [gjk] as seen from Bi D P

gijB
j D P

gijg
jkBk D P

ıikBk .
The formulas for line, surface and volume integrals are given by,Z

B � dx D
Z
B � .@x=@ui /dui (3.18)
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Z
B � da D

Z
B � rukJ duiduj (3.19)

Z
f dV D

Z
fJ du1du2du3 : (3.20)

Here, dx D .@x=@ui /dui for line integral, da D .@x=@ui /�.@x=@uj /duiduj D
rukJ duiduj for surface integral, dV D J du1du2du3 for the volume integral are
considered.

#1: Expand ru1 as ru1 D a1.@x=@u
2/ � .@x=@u3/C a2.@x=@u

3/ � .@x=@u1/C
a3.@x=@u

1/�.@x=@u2/ and take the inner product with �@x=@u1, �@x=@u2, �@x=@u3.
#2: Jacobian J is originally defined to measure the volume of the coordinate system.
The volume between (u1, u2, u3) and (u1 C du1, u2 C du2, u3 C du3) is given by
dV D Œ.@x=@u1/du1� � Œ.@x=@u2/du2� � Œ@x=@u3du3� D J du1du2du3 consistent
with its definition.
#3: .i; j; k/ D .1; 2; 3/; .2; 3; 1/; .3; 1; 2/ is called right-handed.
#4: Metric tensor is originally defined to measure the distance of two points in
the space. Infinitesimally small distance between two points is given by dx DP
.@x=@ui /dui . So, .dx/2 D P

gij duiduj consistent with the original definition
of the metric gij .

3.4 Field Line Dynamics: Hamilton Dynamics
of the Magnetic Field

A magnetic field is a vector field without source and sink, and therefore is incom-
pressible as a flow field (r � B D 0). For the incompressible flow, the volume of
the fluid element is conserved along with the flow. The dynamic system is similar to
incompressible flow in that the phase space flow is incompressible. From this simi-
larity, the theory of magnetic field lines flow can be constructed using the Hamilton
form in analytical mechanics (Note 1) [6, 15].

Let  be the toroidal angle of the torus and � the poloidal angle (choice of  and
� is arbitrary). In general, the magnetic vector potential A.r � A D B/ is given
by A D �r� �  r C rG (G is the gauge transformation part) (#1), then, the
magnetic field B can be expressed by following symplectic form.

B D r� � r� � r � r : (3.21)

It is easy to show this expression satisfies r � B D 0. Let us choose our coor-
dinates (�, � , ) and find the orbit of the magnetic field along the toroidal angle .
Using Equations 3.15 and 3.21, the following are obtained:

d�

d
D B � r�
B � r D @ 

@�
;

d�

d
D B � r�
B � r D �@ 

@�
:

(3.22)
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This seems to be a Hamilton equation in the dynamical system if we regard  as
the Hamiltonian, � as the canonical coordinate, � as the canonical angular momen-
tum, and  as time. Thus, the magnetic field line has the same mathematical structure
as the Hamilton system. This property is derived from the incompressibility of the
magnetic field. In canonical Equation 3.22,  is, in general, not only a function of
� (i.e.,  D  (�; �; )), so the magnetic field lines are not necessarily integrable
and its structure can be complex. Integrability in a dynamical system has a close
relation with the existence of magnetic surfaces in magnetic confinement and chaos
is closely related to the disruption of plasma.

In analytical mechanics, the variational principle is formulated using Hamilton’s
action integral S D s Œp �dx=dt�H�dt leading to the Hamilton equation (Note 2). If
we use relations p ! �, dx=dt ! d�=d, H !  introduced for Equation 3.22,
we reach S D s Œ�d�=d �  �d D s Œ�r� �  r� � dx D s A � dx (gauge
part of vector potential rG does not contribute to the integral since it becomes the
difference in boundary values after integration, that is zero). Thus, the variational
principle to give the magnetic field line orbit is,

ıS D ı

Z
A � dx D 0 : (3.23)

Actually, since

ıS.�; �/ D
Z ��

d�

d
� @ 

@�

�
ı� �

�
d�

d
C @ 

@�

�
ı� C d.�ı�/

d

�
d : (3.24)

ı s A � dx D 0 gives Equation 3.22 (total derivative, 3rd term of right-hand side is
zero after integration since boundary value is fixed in the variational principle). This
coordinate system (�, � , ) is termed the “magnetic coordinates.”

#1: Any vectorA can be expressed as A D AuruCA�r� CA	r in the general
curvilinear coordinates (u; �; ). If we define a scalarG byG D s Au du (@G=@u D
Au) and consider rG D @G=@uruC @G=@�r� C @G=@r,A can be expressed
asA D rGC.A� �@G=@�/r�C.A	 �@G=@/r. If we define � D A� �@G=@�
and  D �A	 C @G=@, we reach general expression for the vector potentialA D
�r� �  r C rG.

Note 1: Hamilton Equations in Dynamical Systems [15]

British physicist Isaac Newton (1642–1727) showed in Principia (1687, 1723)
that the motion of the object can be described by Newton’s equations of motion,
dpi=dt D @V=@xi , dxi=dt D pi=m. Then about 100 years later, another British
physicist, W. Hamilton (1805–1865) in 1835 derived the following equation
from Newton’s equation, now known as the Hamilton equation.

dxi=dt D @H=@pi

dpi=dt D �@H=@xi (3.25)

Here, H is the Hamiltonian, the sum of the kinetic energy T and the potential
energy V (H D T C V ). pi and xi are called the canonical momentum and
canonical coordinate, respectively.
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Note 2: Variational Principle in Hamilton Form (see Section 4.1)

Lagrangian functionL is defined byL D T �V . Define generalized momentum
pi by pi � @L=@ Pqi and the Hamiltonian byH.q;p; t/ D P

pi Pqi �L.q; Pq; t/,
the variational principle is expanded from position space (q) to phase space
(q;p), where the action integral S is defined under independent variables qi
and pi ,

S.q;p/ D
t2Z
t1

hX
pi Pqi �H.q;p; t/

i
dt : (3.26)

Taking its variation leads to ıS D s P
Œıpifdqi=dt�@H=@pi g�ıqifdpi=dt

C@H=@qi g�dt . Since variation ıpi and ıqi are independent, the following
Hamiltonian equation is obtained.

dqj
dt

D @H

@pj
;

dpj
dt

D � @H
@qj

: (3.27)

One should be aware that there is other variational principle, where only
position coordinate q is an independent variable.

3.5 Magnetic Surface: Integrable Magnetic Field
and Hidden Symmetry

In plasma force equilibrium, the plasma’s expansion force (rP ) is balanced with
the Lorentz force (J � B). Here, J is the current flowing in the plasma, B is the
magnetic field, P is the pressure of the plasma. This is the basic principle of the
magnetic confinement fusion.

J �B D rP : (3.28)

From this equation, we obtain,

B � rP D 0 ; (3.29)

J � rP D 0 : (3.30)

In other words, the magnetic field lies on a constant pressure surface (P D constant)
in force equilibrium. This constant pressure surface is called the “magnetic surface.”
Similarly, current field also lies on a constant pressure surface. The magnetic surface
is a surface formed by independent vectorsB and J . It is a special state that the field
line orbit always lies on a surface. We choose coordinates (u1, u2, u3) such that
u1 D u is the label of magnetic surface, and u2 (D �) and u3 (D ) are arbitrary
poloidal and toroidal angles, respectively. In the (u; �; ) coordinates, the magnetic
field is expressed by the linear combination of tangent vectors, @x=@� and @x=@.
Using the dual relation (@x=@ui D Jruj � ruk),

B D b2r � ruC b3ru � r� : (3.31)
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Substituting this into r � B D 0 and using vector formula r � .ra � rb/ D 0, we
obtain @b2=@� C @b3=@ D 0, which leads to the existence of a “stream function” h
for the flow B on the magnetic surface.

b2 D �@h
@
; b3 D @h

@�
: (3.32)

On the other hand, b2 and b3 are periodic function of (� , ), so the flow function h
is given by

h.u; �; / D h2.u/� C h3.u/ C Qh.u; �; / : (3.33)

Here, Qh.u; �; / is a periodic function of � and . Define � D Qh.u; �; /=h2.u/

and introduce new variable �m D � C �, we obtain h.u; �m; / D h2.u/�m C
h3.u/. Flow coefficients h2.u/ and h3.u/ are related to the toroidal magnetic flux
2��.u/ D s B � da	 , and the poloidal magnetic flux 2� .u/ D � s B � da� as
follows:

d 

du
D �h3.u/ ;

d�

du
D h2.u/ : (3.34)

Then,

B D r� � r�m � r � r D r� � r.�m � =q/ : (3.35)

Here, q D d�.u/=d .u/ is called a safety factor. The first expression of Equa-
tion 3.35 coincides with Equation 3.21, but there is an essential difference in that �
and  are functions only of the magnetic surface label u. ˛ D �m �=q is called the
“surface potential.” The expression B D r� � r˛ is called “Clebsch form.” The
coordinate u is equivalent to the toroidal magnetic flux � and (u; �m; ) is called the
flux coordinates. In the flux coordinates (u; �m; ), the magnetic field lines on the
magnetic surface become a straight line in the (�m ) coordinates, whose gradient is
given by

d�m

d
D B � r�m

B � r D 1

q. /
: (3.36)

This gradient can be regarded as the “oscillation frequency” of angle variable �m

when we regard  as the “time” variable. In fact, the magnetic field in the force
equilibrium is given by Equation 3.35 and the vector potential A is given by A D
�r�m �  r. The action integral S to give the magnetic field line trajectory is
given by

S D
Z
A � dx D

Z
Œ� d�m �  d� : (3.37)

The integrant of this action integral has a form of action-angle variables in clas-
sical mechanics (J dq � H.J /dt) where � and �m play the roles of “action” and
“angle,” respectively. Similar to previous section,  and  play the roles of the
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Figure 3.10 (a) Definition of the magnetic surface and fluxes of toroidal plasma and (b) the geo-
metric meaning of the Clebsch expression of the magnetic field

Hamiltonian and time, respectively. In classical mechanics as the time t advances,
dH=dJ gives the “oscillation frequency of the motion” if the system have periodic
motion in � direction. In magnetic field line dynamics, the oscillation frequency of
the motion is d =d� D 1=q [16]. The system Lagrangian L is given in the flux
coordinates (�; �m; ) from Equation 3.37 by

L D �
d�m

d
�  .�/ : (3.38)

The coordinate �m becomes a cyclic coordinate. The Hamiltonian  and canonical
momentum � conjugate to �m, and the surface function ˛ is conserved along the
magnetic lines of force (independent of “time”).

d 

d
D B � r 
B � r D 0 (3.39)

d�

d
D B � r�
B � r D 0 (3.40)

d˛

d
D B � r˛
B � r D 0 : (3.41)

Geometrically, the magnetic fieldB is perpendicular to gradients of both � and ˛
(B � r� D 0, B � r˛ D 0) as seen from Figure 3.10 (b). The magnetic field line
trajectory lies on constant � surface. The conserved quantity along the trajectory is
called the “first integral” in the dynamical system, and we call such a case integrable
if the first integral exists.

In the derivation of the flux coordinate system, no geometrical symmetry is as-
sumed for the torus plasma. But if we assume the existence of force equilibrium,
double periodicity of the torus leads to “hidden symmetry” and hence becomes in-
tegrable. In analytical mechanics and the gauge field theory of elementary particles,
classic methodology to find the conservation law from a cyclic coordinate is ex-
tended to “Noether’s theorem” (see Section 4.1) which is independent of the choice
of coordinates [17].
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Salon: Hidden Symmetry in Algebraic Equation [18, 19]

It is well known that an nth .n � 5) order algebraic equation does not have
a general solution as proved by Norwegian mathematician N. H. Abel (1802–
1829). If there is a solution through root of power and arithmetic operations,
there should be symmetry against the exchange of solutions as investigated by
French mathematician J. L. Lagrange (1736–1813). This hidden symmetry in
the algebraic equation led to the foundation of group theory by French mathe-
matician Evariste Galois (1811–1832). By using group theory, he identified the
solvable condition of 5th order algebraic equations.

3.6 Flux Coordinates: Hamada and Boozer Coordinates

The flux coordinates in Section 3.5 impose only one constraint �m D � C � to
the two arbitrary angle variables � and . So, there is one more arbitrary factor to
add to the angle variables. In fact, Equation 3.35 is invariant under the coordinate
transformation �m1 D �m C �.�; �m; / and 1 D  C q.�/�.�; �m; / for arbitrary
function �.�; �m; /. Thus freedom remains for the combination (�m; ). Using this
arbitrariness, Hamada and Boozer coordinates are defined in this section.

Discussion of the flow functions in Section 3.5 can be extended to the current
density vector as well as the magnetic field. Using flux coordinates (u; �; ) with
u as a label of the magnetic surface, B and J tangent to the magnetic surface can
be expressed by the tangent vectors on u plane, @x=@� and @x=@. Using the dual
relation (@x=@ui D Jruj � ruk), B and J are given by

a D a2r � ruC a3ru � r� .a D B;J / : (3.42)

For the equilibrium state, the current density J is incompressible as well as the
magnetic field, r �a D 0 (a D B;J ). From the vector formula r � .�a/ D �r �aC
a � r� and r � .rF � rG/ D 0, we obtain @a2=@� C @a3=@ D 0. So flow field a
has the stream function h on a magnetic surface,

a2 D @h

@
; a3 D @h

@�
: (3.43)

Since a2 and a3 are periodic functions of (�; ), stream functions for the magnetic
field (h D b) and current density (h D j ) are given by

b.u; �; / D b2.u/� C b3.u/ C Qb.u; �; /
j.u; �; / D j2.u/� C j3.u/ C Qj .u; �; / : (3.44)

Here Qb.u; �; �/, Qj .u; �; �/ are periodic functions of � and . Coordinate transfor-
mations to remove them are given by �h D � C �1 and h D C 1 where �1 and 1
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are given by

�1 D
Qbj3 � Qj b3

b2j3 � b3j2
; 1 D � Qbj2 C Qj b2

b2j3 � b3j2
: (3.45)

The flux coordinates thus obtained (u; �h; h) are called (in a broad sense)
Hamada coordinates. Coefficients of the stream functions of the magnetic field
and current density, b2.u/, b3.u/, j2.u/, j3.u/ are related to the toroidal magnetic
flux within the magnetic surface 2��.u/ D s B � da	 , poloidal flux 2� .u/ D
� s B � da� , the toroidal current flux 2�f .u/ D s J � da	 , and the poloidal current
flux 2�g.u/ D s J � da� by the relationships  0.u/ D �b3.u/, �0.u/ D b2.u/,
g0.u/ D j3.u/, f 0.u/ D j2.u/ as follows,

B D r� � r.�h � h=q/ ; (3.46)

J D rf � r.�h � h=qJ / : (3.47)

Here, q D d�=d .u/ and qJ D �df .u/=dg.u/. B and J have to be lin-
early independent to enable coordinate transformation to the Hamada coordinates,
b2j3 � b3j2 ¤ 0 (q ¤ qJ ). Defining surface functions by ˛ D �h � h=q and
˛J D �h�h=qJ ,B and J can be expressed byB D r��r˛ and J D rf �r˛J ,
which leads toB �r˛ D 0 and J �r˛J D 0. Both magnetic field and current density
are given by straight lines in Hamada coordinates. This Hamada coordinates were
derived by a Japanese physicist, Shigeo Hamada, (1931–2001; Figure 3.11 (a)) in
1962 [20]. Hamada called it the natural coordinate system and they are now called
“Hamada coordinates.” Consider the expression of magnetic field and current den-
sity in the flux coordinates (�; �m; ). Using Equation 3.44,B and J are given by,

B D r� � r�m C q�1r � r� (3.48)

�0J D �@h
@

r � r� C @h

@�m
r� � r�m (3.49)

h D f 0.�/�m C g0.�/ C �.�; �m; / : (3.50)

Here, we replace the notation to j2 D f 0.�/, j3 D g0.�/ and Qj D � to match
notation of Boozer [13]. Substituting Equations 3.48, 3.49 and rP D dP=d� r�
into Equation 3.28, we obtain a relation of stream function @h=@C q�1 @h=@�m D
��0J dP=d�. Taking flux surface average .2�/�2 s dd�m and using the relation
dV=d� D s J d�md (volume enclosed by � is given by V D s J d�d�md), we
obtain g0.�/ C f 0.�/=q D ��0V

0.�/P 0.�/. Taking difference of two equations,
we obtain �

@

@
C 1

q

@

@�m

�
� D �0

�
dV

d�
� .2�/2J

�
dP

d�
: (3.51)

Case for � D 0 corresponds to Hamada coordinates. Therefore, Jacobian of Hamada
coordinates is given by J D .2�/�2dV=d� and is a flux function. If we change
coordinate � to v D V=4�2, Jacobian of Hamada coordinates is given by J D 1.

From Equation 3.49,B satisfying r �B D �0J is given by,

B D g.�/r C f .�/r�m � �.�; �m; /r� C rF.�; �m; / : (3.52)
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Figure 3.11 (a) Shigeo
Hamada who invented
Hamada coordinates (with
kind permision of Nihon Uni-
versity) and (b) Alan Boozer
who invented Boozer coordi-
nates (with kind permission
of Prof. Boozer)

Here,F is the magnetic scalar potential satisfying r�B D 0. The case where � D 0
in Equation 3.51 corresponds to the Hamada coordinates. US physicist A. Boozer
(Figure 3.11 (b)) found another set of flux coordinates in 1981 [21]. In the Boozer
coordinates, the gauge term rF in Equation 3.51 is eliminated by the transforma-
tion. Here, we show that such a coordinate transformation exists by using the re-
maining freedom of coordinate transformation. Boozer coordinates are given by the
coordinate transformation .�b; b/ D .�m C �; C q.�/�/ and Equation 3.52 reads,

B D g.�/rb C f .�/r�b C ˇ�r�; B D r� � r˛ ; (3.53)

�.�; �m; / D F.�; �m; /

g.�/q.�/C f .�/
; ˛ D �b � b=q ; (3.54)

ˇ� D �.�; �m; /.q.�/g
0.�/C f 0.�//� �.�; �m; / : (3.55)

Two-way expressions of B in Equation 3.53 is especially useful to simplify the
particle orbit equation (see Chapter 4). The magnetic field in Boozer coordinates
(�; �b; b) can be transformed into the following form,

B D r�C ˇr� ; B D r� � r˛ ; (3.56)

� D g.�/b C f .�/�b ; ˇ D ˇ� � g0.�/b � f 0.�/�b : (3.57)

Corresponding to this form, (�; ˛; �) are called Boozer–Grad coordinates and
are one of the variants of Clebsch coordinates (coordinates using the two Euler po-
tentials � and ˛ are called Clebsch coordinates). It is important to note that B is
expressed in two ways (covariant form and Clebsch form) in two Boozer coordi-
nates.

3.7 Ergodicity: A Field Line Densely Covers the Torus

Figure 3.12 shows the magnetic surface of the torus plasma in the cylindrical coor-
dinate system (R; ;Z). We use the flux coordinate system (�; �m; ) in which B
is expressed by B D r� � r.�m � =q/ and its trajectory along toroidal direction
d�m=d D 1=q.�/ is a straight line with a gradient 1=q. We choose the toroidal
angle of cylindrical coordinates for  of flux coordinates.
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Figure 3.12 The definition
of magnetic field and current
density fluxes in a torus

Figure 3.13 Locus of
the magnetic field in the
flux coordinates (�; �m; 	 )
and the mapping series of
g0.	0; �0/; g1; g2; : : :

Consider the magnetic field starting from the point on the magnetic surface
.; �/ D .0; �0/, poloidal rotation angle per one toroidal rotation is given by
�� D 2�=q and field line returns to the point � D 2�=q C �0 at  D 0. If
� � 2� , 2� is subtracted so that � is within Œ0; 2�/. Repeating this procedure, the
sequence of points g�0; g

2�0; g
3�0; g

4�0; : : : ; g
j �0 are drawn on the  D 0 plane.

The poloidal angle of the sequence of points fgj �0g is given by �j D 2�j=q C �0.
This mapping to some plane ( D 0 in this case) is called “Poincaré mapping.” Let
real semi open set � D Œ0; 2�/, this mapping is the mapping from � to � itself
(g W � ! �, g�0 D �0 C 2�=q for �0 2 �). Now, when q is a rational number,
i.e., integers m and n exist to satisfy q D m=n, rotation by mapping gm is given
by �m D 2�m=q C �0 D 2n� C �0 and returns to the original position .0; �0/

(“identity mapping”). See Figure 3.13.
However, if q is an irrational number, it can be proved by using “reduction to

absurdity (reductio ad absurdum),” originating from Aristotle (384–322 BC), that
the magnetic field line will not return to the original point after any toroidal circula-
tions. In fact, if we assume that it returns to the original position, it contradicts the
assumption of an irrational number, and it goes around the torus infinitely. Then, it
can be shown by Poincaré mapping that the sequence of points fgj �0g will densely
cover the poloidal circumference. The magnetic field line is a 1-dimensional line.
The line is a 1-dimensional set and the width of the line is zero according to Eu-
clid’s definition. If we place two lines side by side, there will still be a gap between
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them and we cannot form a continuous surface. However, we can reduce the gap
infinitely. Then, we can form a magnetic field line originating from .0; �0/ passes
at any closest distance of any position of the torus.

Considering the magnetic field lines on the torus surface, the magnetic field is
said to “densely cover the torus” if there always exists a field line in any neighbor-
hood (closer distance if we set arbitrary " > 0) of any point on the torus. In general,
the set A (set of points of a magnetic field line, in this case) is said to densely cover
the set B (torus magnetic surface, in this case) if there exists a point of the set A at
any neighborhood of any point in set B .

The fact that the magnetic field densely covers the torus when q is irrational can
be proved by using reduction to absurdity [5]. Consider an arbitrary poloidal angle
�0 at  D 0 and its neighborhoodU . Since mapping points fgi�0g continue indefi-
nitely (do not return to any previous point), the mapping series fgiU g also continues
indefinitely. If there is no intersection among mapping series, the poloidal length of
the mapping series becomes infinity and contradicts a finite poloidal circumference.
Therefore, this mapping series of the neighborhood should have a common set. This
means that there are integers k � 1 and l � 1 (k > l) such that gkU \ glU ¤ Ø,
then gk�lU \ U ¤ Ø, and � D gk�l�0 should be in the neighborhood of �0. Since
the choice of 0 is arbitrary, there is a field line point .0; g

k�l�0/ in the neigh-
borhood of arbitrary point .0; �0/. “Densely covered” is also termed “ergodically
covered.” This stems from the “ergodic hypothesis” in the phase space to derive the
“principle of equal weight” by L. Boltzmann.

In the force equilibrium of the plasma, the safety factor q continuously changes
with different magnetic surfaces, and the range of q is a real closed interval. In this
real closed interval, the number of irrational number is uncountable infinity. On the
other hand, the number of the rational number is countable infinity, and the so-called
“measure” is zero (see the salon).

Salon: Wonder of Infinity [22]

The German mathematician Georg Cantor (1845–1918; Figure 3.14), a famous
founder of set theory, investigated the “number” or “number line” which relates
the point in a line to a number. For example, the number of natural numbers
is infinity, but they can be counted as 1; 2; 3; : : : and are said to be countable
infinity (“denumerable”). Counting infinity is different from counting the finite
number. In 1874, Cantor showed that a set of rational numbers has the same
number as a set of natural numbers using a “diagonal argument” (the “same
number,” to be precise, means there is one-to-one mapping between a set of
natural numbers and a set of rational numbers). Natural numbers are discrete
and rational numbers are dense on the number line. Rational numbers always
exist in any neighborhood of any point in the number line (a set of real num-
bers), by which the set of rational numbers is said to be dense everywhere in the
set of real numbers. It is the nature of infinity that such different sets of rational
and natural numbers have “equal numbers.”
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In 1874, Cantor also showed that real numbers are uncountable using “re-
duction to absurdity” In fact, assuming real numbers of set Œ0; 1� are countable,
he expressed a real number by an infinite decimal, arranged in a series in a ver-
tical column with numbering (1; 2; 3; : : : ; n) from the top. Then, he picked up
each digit at n decimal places to form a new number (the diagonal number) and
added 1 to each digit of the new number. It is easy to prove that this number is
not included in the series since it differs at least at the n decimal place, which is
a contradiction (absurdity). The “infinity” of real numbers is in a higher order
than the “infinity” of rational and natural numbers [23].

Real number R has a one-to-one correspondence with a number line, and
a non-negative real number, “length,” can be defined. R2 and R3 have one-to-
one correspondences with plane and space, respectively. And the corresponding
nonnegative real numbers “area” and “volume” can be defined. A set of rational
numbers is denumerable and its “length” is zero even if it densely covers the
number line. Such length, area, and volume are generalized to a concept of
“measure” [23]. This is a nonnegative real number set to meet the complete
additivity.

Figure 3.14 G. Cantor is a founder of set theory who investigated the nature of “infinity” in
depth

3.8 Apparent Symmetry: Force Equilibrium
of Axisymmetric Torus

Let us consider the axisymmetric torus, which is a major object of present fusion
research. In the cylindrical coordinate system, (R; ;Z), the  is a cyclic coordinate
and @=@ D 0 (Figure 3.15). If we define a flux function by using the  component
of the vector potential A as  D RA	 .R;Z/, BR and BZ in the poloidal cross
section are given as follows:

RBR D �@ 
@Z

;

RBZ D @ 

@R
:

(3.58)
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Figure 3.15 Locus of the
magnetic field in cylindrical
coordinates (R; 	;Z)

Equation 3.58 satisfies the basic nature of B, the incompressibility condition
r �B D 0 ..1=R/@.RBR/=@RC @BZ=@Z D 0/ (r �B D 0 ! Bp D r � r ).
Also, B � r D 0 can be checked easily. Then the magnetic field trajectory is on
the  D constant surface. In terms of terminology in dynamical system, the system
has a first integral and the orbit is “integrable.” The constant  surface is called
a “magnetic surface,” or “magnetic surface  .” In terms of Hamilton dynamics in
Section 3.4, the system is independent of “time”  and the Hamiltonian  becomes
an invariant.

Axisymmetry guarantees that BR and BZ can be expressed by the first inte-
gral, but it does not impose any constraint on the toroidal magnetic field B	 . The
constraint on B	 comes from the equilibrium condition J � B D rP . In fact,
B � rP D 0 reads @. ; P /=@.R;Z/ D 0 and P D P. / is derived. Then,
J � rP D 0 reads @.RB	P/=@.R;Z/ D 0 and RB	 D F.P / D F. / is de-
rived. Such functions of flux function  only are called a magnetic “flux function.”
From the above, the following relationships can be obtained:

B D r � r C Fr ; (3.59)

J D ��1
0

�rF � r C�� r� : (3.60)

Here, �� D R@=@R.R�1@=@R/C @2=@R2 is called the “Grad–Shafranov operator.”
F. / plays the role of stream function for Jp D ���1

0 r � rF . Substituting
Equations 3.59 and 3.60 into J �B D rP yields,

�� D ��0R
2P 0. / � FF 0. / : (3.61)

This nonlinear elliptic partial differential equation is called the “Grad–Shafranov
equation” [24, 25]. The functional form of P. / and F. / cannot be determined
by the force equilibrium (determined by the transport equations of current and tem-
perature/density). In general, the Grad–Shafranov equation is solved numerically by
giving the functional form of P. / and F. /. The Grad-Shafranov equation can
be derived using the variational principle ıS D 0 [25].

S D
Z
L. ; R;  Z ; R/ dR dZ : (3.62)
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Here,  R D @ =@R and  Z D @ =@Z. The Lagrangian L is given by,

L D R

 
B2
p

2�0
� B2

	

2�0
� P

!
(3.63)

where, Bp D jr j=R and Bz D F. /=R. The Euler–Lagrange equation derived
from variational principle ıS D 0 is

@L

@ 
� @

@R

@L

@ R
� @

@Z

@L

@ Z
D 0 : (3.64)

And the Equation 3.61 can be obtained.B2
p=2�0 plays the role of the kinetic energy

of the Lagrangian, and B2
	
=2�0 CP plays the role of the effective potential energy.

It may be natural to question why the roles of the toroidal and poloidal magnetic
field energies are different? In this variational principle, the toroidal magnetic field
and pressure are already given by B	 D F. /=R and P D P. / and the problem
is reduced to obtain a solution of “motion” of  .

The “flux surface average” of a physical quantity hAi is defined by the volume
integral in an infinitesimal small shell in ( ; C d ). Using dV D J d d� d,

hAi D
R  Cd 
 

AJ d d� dR  Cd 
 

J d d� d
D
R 2�

0
A d�

Bp �r�R 2�
0

d�
Bp �r�

: (3.65)

Here, J D 1=.r � r / � r� D 1=Bp � r� is used. The flux surface average
annihilates the differential operator B � r D J�1@=@� . The differential equation
along the magnetic field appears frequently in the magnetic confinement theory and
was named the “magnetic differential equation” by the famous MHD stability theo-
retician W. Newcomb.

B � rh D S : (3.66)

Here, h and S are single-valued. In a closed magnetic configuration, integrability
of the magnetic field sets a constraint on h and S , called the “solvable condition.”
Equation 3.66 in the flux coordinates (�; �; ) becomes

.qr � r� � r � r/
�
@h

@ 
r C @h

@�
r� C @h

@
r
�

D S : (3.67)

UsingB � r D 0, axisymmetric condition @h=@ D 0, and J�1 D r � r� �
r D B � r� D Bp � r� ,

@h

@�
D S

Bp � r� : (3.68)

Since h is single-valued, it must be the same value at � D 0 and 2� . Integration
of Equation 3.67 for � gives the following “solvable condition.”

2�Z
0

S

Bp � r� d� D 0 : (3.69)
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This means hSi D 0 and application of the flux surface averaging operator to the
differential operatorB � r D J�1@=@� gives hB � ri � 0. This is the origin of the
naming of the annihilator of B � r D J�1@=@� .

Note: Symmetry and Invariant of the Dynamical System [15]

For the case where the system has symmetry and some position coordinate qs
is not included in Lagrangian L.qi ; Pqi / (means @L=@qs D 0, but assume Pqs
is included in L since qs is not a dynamical variable if both are not included).
Then, the Lagrange equation (see Section 4.1)

d

dt

�
@L

@ Pqs
�

� @L

@qs
D 0 (3.70)

reads

d

dt

�
@L

@ Pqs
�

D 0 : (3.71)

Thus, generalized momentumps D @L=@ Pqs is conserved (invariant). Such a co-
ordinate is called a “cyclic” coordinate. In the system of rotational symmetry
(axisymmetric system),  is not included in L and the generalized angular mo-
mentum p	 D @L=@ P is conserved. Symmetry in dynamical systems is closely
related to the existence of the invariant (integrability).

3.9 3-dimensional Force Equilibrium:
Search for Hidden Symmetry

A typical example of force equilibrium without apparent geometrical symmetry is
the stellarator concept originated by Spitzer [2], see Figure 3.16. The 3-dimensional
equilibrium may not have global equilibrium in some cases, in contrast to the toka-
mak equilibrium. There are few mathematical theories of 3-dimensional equilibrium
except for KAM theory, which treats slight symmetry breaking. The variational prin-
ciple may be useful to examine 3-dimensional equilibrium since it is independent
of the coordinate system. In 1958, H. Grad derived a variational principle (ıS = 0)
equivalent to the plasma equilibrium condition J �B D rP by defining the action
integral S with a variable toB and P satisfying r �B D 0 andB �rP D 0 [24,27].

S.B; P / D
Z
v

L dV D
Z
v

�
B2

2�0
� P

�
dV ; (3.72)

ıS.B; P / D
Z
v

�
1

�0
B � ıB � ıP

�
dV ;

where V is the plasma volume andB �n D 0 at the plasma surface. The Lagrangian
L D B2=2�0 �P is the difference between magnetic pressure and plasma pressure,
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Figure 3.16 Typical 3-dimensional toroidal equilibrium configurations with periodic symmetry.
(a) Heliotron-J (by kind permission of IAE Kyoto University) with 4-fold symmetry, (b) Wendel-
stein 7-X (by courtesy of the Max Planck Institute for plasma physics) with 5-fold symmetry and
(c) HSX (with kind permission by Prof. D. Anderson, Wisconsin University) with 4-fold symmetry

implying magnetic field energy is “kinetic energy,” plasma pressure is “potential
energy.” The magnetic field satisfying B � rP D 0 and r �B D 0 are given by,

B D rP � r! : (3.73)

Here, the flow function ! is expected to be a multi-valued function containing
angle variables from the discussion of surface function in Section 3.5. Under this
strong constraint of B on the constant pressure surface, action integral S becomes
a function of ! and P . Using Equation 3.73,

B � ıB D .r! �B/ � rıP C .B � rP/ � rı! : (3.74)

Applying vector formula r � .�a/ D �r � a C a � r� to Equation 3.74 and
transforming r � .ıPr! � B C ı!B � rP/ into surface integral by the Gauss’s
theorem and set zero by the boundary conditions ı D ı! D 0, the remaining term
of volume integral of B � ıB is given by,

B � ıB D � Œr � .r! �B/� ıP � Œr � .B � rP/� ı! : (3.75)

Then the following form of ıS is obtained by using the vector formula r � .a �
b/ D b � r � a � a � r � b,

ıS.!; P / D
Z
Œ.J � r! � 1/ıP � J � rPı!� dV : (3.76)

Then,

J � r! D 1 ; (3.77)

J � rP D 0 (3.78)

are obtained as the Euler equations to extremize S . Since J �B�rP D .J �r!�
1/rP �.J �rP/r! D 0, the variational principle ıS D 0 is equivalent to J �B D
rP . As is clear from the proof of the above, the plasma pressure P plays a role of
“potential energy” and strongly constrains the magnetic field (B � rP D 0). Mag-
netic energy plays the role of “kinetic energy” and the variational principle becomes
an extremal problem on the stream function ! under the strong constraint of P .
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If a small displacement ıx of the plasma induces a pressure change ıP and the
change in the stream function ı!, we obtain ıP D �ıx � rP and ı! D �ıx � r!.
The variational principle, Equation 3.76, can be rewritten in the following form
given by Kruskal–Krusrud [28]:

ıS.!; P / D �
Z
ıx � ŒJ �B � rP � dV : (3.79)

From r � J D 0 and J � rP D 0, J is given by,

J D rP � r!J : (3.80)

Here, !J is a flow function for J . Using B � rP D 0, we see J �B D .rP �
r!J / �B D �.B � r!J /rP to reach,

B � r!J D �1 : (3.81)

Substituting Equations 3.73 and 3.80 into the force equilibrium J � B D rP ,
we obtain the following equation, equivalent to Equation 3.78,

.r!J � r!/ � rP D 1 : (3.82)

“3-dimensional force equilibrium” with no apparent geometric symmetry, must
have a coordinate transformation from the flux coordinates with hidden symmetry
to the real coordinate system (such as cylindrical coordinate system). The equilib-
rium problem is understood as finding “inverse mapping” x D x.u; �; / from the
flux coordinates (u; �; ) to the cylindrical coordinates (R; ;Z). The variational
principle has merit in the simplicity of its coordinate-independent formulation as
an extremal problem of a single scalar function rather than vector differential equa-
tions.

Such a variational principle for 3-dimensional plasma equilibrium is imple-
mented in Hirshman’s VMEC code [28]. Introducing the virtual time “t” into Equa-
tion 3.79 and changing ıS to dS=dt , we have,

dS

dt
D �

Z
ŒJ �B � rP � � @ıx

@t
dV : (3.83)

This is an evolution of the equation from the state of F D J � B � rP ¤ 0
to the state of F D 0 with virtual displacement ıx. Applying Cauchy-Schwartz
inequality, j s A�B duj2 	 s jAj2 du s jBj2 du to Equation 3.83, we have

ˇ̌
ˇ̌Z ŒJ �B � rP � � @ıx

@t
dV

ˇ̌
ˇ̌2 	

Z
jJ �B � rP j2 dV

Z ˇ̌
ˇ̌@ıx
@t

ˇ̌
ˇ̌2 dV : (3.84)

Here, the equality holds only when @ıx=@t D c.J �B� rP/ is satisfied (c can
be set 1 since ıx is the virtual displacement). Convergence of this equation can be
accelerated by adding the second order time derivative (second order Richardson
scheme). By setting unknown constants in the coordinate transformation equation
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from flux coordinates fui g D .�; �m; / to cylindrical coordinates (R; ;Z), we
treat this problem as an extremal problem of .ıS/2. The toroidal angular variable 
in the flux coordinate is chosen to be same as that of the cylindrical coordinates.
Poloidal angle � is determined by the condition of fast convergence of the Fourier
expansion in the plasma surface, the unknown functions are x D .R; �;Z/. As-
suming FR; F
; FZ are virtual forces which are zero in equilibrium, each Fourier
component Fmnj (j D R; �;Z) should be zero in equilibrium. However, equilib-
rium with separatrix cannot be reconstructed if we expand in Fourier series. Mini-
mization of the action integral is possible numerically, but it must be noted that this
does not mean that the 3-dimensional equilibrium is obtained [30].
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Chapter 4
Charged Particle Motion:
Lagrange–Hamilton Orbit Dynamics

The motion of light and objects in nature follows an orbit in which the path integral
of the “action” becomes extremal. Fermat’s well-known optics principle tells us that
light draws an orbit such that the time required becomes minimum between fixed
point A and B. For example, Snell’s law describing refraction of light in media with
different refractive indexes can be derived from Fermat’s principle (Figure 4.1).
Nature is governed beautifully by the variational principle.

The variational principle for the object motion is expressed by Hamilton’s prin-
ciple. The complex charged particle motion, a combination of Larmor and drift mo-
tions in the confinement magnetic field, can be simplified using the above variational
principle.

Figure 4.1 Relationship between Snell’s law and Fermat’s principle

4.1 Variational Principle: Hamilton’s Principle

Many natural phenomena follow the “action principle” [1–3]. The most famous ex-
ample is “Fermat’s principle” in geometric optics derived by the French mathemati-

M. Kikuchi, Frontiers in Fusion Research. © Springer 2011 61
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Figure 4.2 (a) P. Fermat and
(b) W. Hamilton

cian P. Fermat (1601–1665; Figure 4.2 (a)): “Light chooses the path that it can travel
in the minimum time.” This principle gives an image of “preestablished harmony”
as if the light knew the path to travel before it reaches the final point. This principle
implies more meaning to “time” than just being different from spatial coordinates
through its direction from past, present, and future (time arrow).

The action principle holds for object motion as well as light motion. The motion
of a charged particle in plasma follows the principle devised by Hamilton (1805–
1865; Figure 4.2 (b)), in that it chooses a path x.t/ such that following action inte-
gral defined by the Lagrangian functionL.x; dx=dt; t/ D T �V (T : kinetic energy,
V : potential energy) take the extreme,

S.x/ D
t2Z
t1

dt L.x.t/; Px.t/; t/ : (4.1)

Hamilton’s principle: If the orbit from P1 at t1 to P2 at t2 is realized by the
equation of motion, this orbit is extremal to the action integral SŒx� among
various curves between two points .P1; t1/, .P2; t2/.

The above variational principle does not regard Px D dx=dt as an independent vari-
able, and is called the variational principle in Lagrange form. Using generalized
coordinates qi instead of x and ı Pqi D dıqi=dt (see Figure 4.3 (a)) the variation of
action integral ıS becomes,

ıS D
t2Z
t1

dt
X
i

�
d

dt

�
@L

@ Pqi
�

� @L

@qi

�
ıqi : (4.2)

Thus, the following Euler–Lagrange equation (Lagrange equation of motion)
must be satisfied for the path qi .t/ to extremize action integral S [1].

d

dt

�
@L

@ Pqi
�

� @L

@qi
D 0 ; .i D 1; : : : ; n/ (4.3)
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Figure 4.3 Action integrals of (a) Lagrange form in position space and (b) Hamilton forms in
phase space. System chooses orbit where action integral takes extremal among possible various
paths

For a given equation of motion, Lagrangian function does not always exist (for
example, no Lagrangian function exists for m d2r=dt2 D a.r � Pr/). Also, the La-
grangian for a given equation of motion is not unique since addition of total deriva-
tive dG.q; t/=dt to L.q; Pq; t/, namely L C dG=dt also gives the same equation of
motion. In fact,

S D
t2Z
t1

dt

�
L.q; Pq; t/C dG.q; t/

dt

�
D

t2Z
t1

L.q; Pq; t/dt CG.q.t2/; t2/�G.q.t1/; t1/ :
(4.4)

Considering ıq.t1/ D ıq.t2/ D 0, ıS.L/ D ıS.L C dG=dt/ easily follows.
Under the variational principle in Lagrange form, initial values of generalized coor-
dinates qi and generalized speeds Pqi are both specified to define the motion, but Pqi is
treated as the time derivative of qi by definition and is not an independent variable,
thus ı Pqi is to be converted to ıqi through partial integration.

There is another variational principle in Hamilton form, which is different from
the variational principle in Lagrange form above. The Hamiltonian is defined by
H.q;p; t/ D P

pi Pqi � L.q; Pq; t/, where generalized momentum is defined by
pi � @L=@ Pqi . Extending the variational principle from position space to phase
space (q;p) and treating qi and pi as independent variables (see Figure 4.3 (b)).
Then the action integral is,

S.x;p/ D
t2Z
t1

hX
pi Pqi �H.q;p; t/

i
dt : (4.5)

Taking the variation, the following equation is obtained.

ıS.p; q; t/ D
t2Z
t1

X
i

��
Pqi � @H

@pi

�
ıpi �

�
Ppi C @H

@qi

�
ıqi

�
dt : (4.6)
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Unlike the variation on the Lagrangian, variations ıpi and ıqi are independent. So,
the following Hamilton equation is obtained.

dqj
dt

D @H

@pj
;

dpj
dt

D � @H
@qj

: (4.7)

The variational principle in the Hamilton form treats ıpi as independent variation
as well as ıqi , in contrast to the case for ı Pqi . Both ıqi and ıpi are independent with
equal capacity. By extending the independent variables from n to 2n, the equation
of motion becomes the first order differential equation.

Note: Noether’s theorem

As mentioned in Chapter 3, it is important to find the constants of motion in
a dynamical system. A general method to find the constant of motion was de-
rived by a German mathematician A. E. Noether (1882–1935; Figure 4.4). Con-
sider the following transformation of canonical variable with infinitesimal pa-
rameters "

q0
i D qi C "Si .q; Pq; t/ : (4.8)

If the change in Lagrangian ıL D L.q 0; Pq0; t/ � L.q; Pq; t/ satisfies ıL D
" dW.q; t/=dt (W is gauge term and L essentially unchanged, the constant of
motion is

I D
nX
iD1

@L.q; Pq; t/
@ Pqi Si �W.q; t/ : (4.9)

Proof: ıL D P
.@L=@qiıqi C @L=@ Pqiı Pqi / D P

Œdf@L=@ Pqiıqi g=dt �
fd.@L=@ Pqi /=dt �@L=@qi gıqi �. Since the second term of right-hand side is zero
from Equation 4.3, substitution of Equation 4.8 gives

P
Œdf.@L=@qi /Sig=dt D

dW=dt , and Equation 4.9 holds.

Figure 4.4 Emmy Noether
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4.2 Lagrange–Hamilton Mechanics:
Motion in an Electromagnetic Field

The motion of a charged particle in an electromagnetic field follows Hamilton’s
Principle and the action integral is given as the time integral of the Lagrangian
which is extreme under the boundary conditions ıx.t1/ D ıx.t2/ D 0.

SŒx.t/� D
t2Z
t1

La.x; Px; t/ dt (4.10)

La.x; Px; t/ D 1

2
ma Px2 C eaA.x; t/ � Px � ea˚.x; t/ : (4.11)

Here, velocity dependent generalized potential V D e˚.x; t/ � ev � A.x; t/
is used in the Lagrangian. ˚ is the electrostatic potential. Lagrange’s equation of
motion is given by [3],

d

dt

@La

@ Px � @La

@x
D 0 : (4.12)

Then, we calculate,

@La

@ Px D ma Px C eaA ;

@La

@x
D �ea @˚

@x
C ea

@.A � Px/
@x

(4.13)

and using r.A � v/ D v � rA C v � r � A (r is the derivative under constant
v D Px D dx=dt ; r D @=@x is the partial derivative in Equation 4.12). So,

@La

@x
D �ea @˚

@x
C ea. Px � r/A C ea Px � .r �A/ : (4.14)

Substituting of Equation 4.14 into Equation 4.12 and considering dA=dt D
@A=@tCv �rA andE D �r˚�@A=@t , we obtain the following Lorentz equation.

ma
d2x

dt2
D eaŒE C v �B� : (4.15)

When the Maxwell and Lorentz equations are combined they have a “Gauge in-
variance” under the gauge transformationA ! A C rG, ˚ ! ˚ � @G=@t for ar-
bitrary function G.x; t/. Substituting this gauge transformation into Equation 4.11,
the Lagrangian becomesLC dG=dt , which means that the equation of motion does
not change from that discussed in Section 4.1.

As described in the Note of Section 3.8, symmetry is key for integrability. This
is also true for charged particle motion. Generally speaking, generalized momen-
tum pj is conserved when the Lagrangian L has a translational symmetry on co-
ordinate qj . Tokamak is an axisymmetric system and the toroidal angle  becomes
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a cyclic coordinate. So, p	 is conserved.

p	 D @L

@ P D ma R
2 P C ea RA	 D constant : (4.16)

Charges in particle motion can be written in the Hamilton form. Generalized
momentum and the Hamiltonian H are defined by p D @La=@x, H D p � x �
L.x;x; t/ and are given by using Equations 4.14 and 4.11 as follows,

p D mavC eaA ; (4.17)

H.p;x; t/ D 1

2
ma Px2 C ea˚.x; t/ D 1

2ma
.p � eaA/2 C ea˚.x; t/ : (4.18)

The first term of Equation 4.17 is the momentum of mass and the second term is
the momentum of electromagnetic field. In Hamilton form,p and x are independent
variables. The Hamilton equation for charged particle motion is given as follows,

dx

dt
D @H

@p
;

dp

dt
D �@H

@x
:

(4.19)

This equation is equivalent to Equations 4.12 and 4.15.

Note: Relativistic dynamics of charged particles [3]

We must use the relativistic expression of the Hamiltonian and Lagrangian when
charged particle velocity approaches to the speed of light and relativistic effects
becomes important.

Free particle action must be invariant for all inertial systems (invariance for
Lorentz transformation). The action form satisfying this necessary condition is
an integration of the world interval s (ds � .c2 dt2 � dx2 � dy2 � dz2/1=2/,
S D C s ds. From the condition to match the first term of Equation 4.11,
C D �ma0c is obtained. Free particle action S D �ma0c s ds is given by,

SFree Particle D �ma0c

2Z
1

ds D �ma0c
2

t2Z
t1

r
1 � v2

c2
dt : (4.20)

The action describing the interaction of the particles and the field does not
change since Maxwell’s equation is invariant under Lorentz transformation.
However, the generalized potential is interpreted as a path integral of covari-
ant components of 4-dimensional potential fA�g D .˚;�A/ on the world line.

SField�Particle D �ea
2Z

1

A�dx� D �
t2Z
t1

ea˚ dt C
t2Z
t1

eaA � dx : (4.21)
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Here, the second term on the right-hand side of Equation 4.21 agrees with
action Equation 3.23. From the above, the relativistic Lagrangian is given by
the following equation.

La.x; v; t/ D �ma0c
2

r
1 �

�v
c

	2 C ea.v �A �˚/ : (4.22)

Relativistic generalized momentum p.D @L=@v/ is given by,

p D ma0vp
1 � .v=c/2

C eaA : (4.23)

HamiltonianH.D v � @L=@v �L/ is given by,

H.p; q; t/ D ma0c
2p

1 � .v=c/2
C ea˚.x; t/ : (4.24)

Using the relation (H � ea˚/2 D m2
a0c

2 C .p � eaA/2,

H.p; q; t/ D
p
ma0c4 C c2.p � eaA/2 C ea˚.x; t/ : (4.25)

So far, only two actions of the free particle and the interaction of the particle
and field have been considered. In addition to these actions, the action of the
field itself SField exists. As long as we are concerned with the motion of charged
particles in an electromagnetic field, this term is not required, but SField is es-
sential for the dynamics of the electromagnetic field. Since the superposition
principle holds for an electromagnetic field, field action should be a quadratic
form of the field (electric field and magnetic field). Then, the following form of
SField is obtained,

SField D
t2Z
t1

"
"0E

2

2
� B2

2�0

#
dV dt : (4.26)

4.3 Littlejohn’s Variational Principle:
Orbital Dynamics of the Guiding Center

Charged particle orbit in an electromagnetic field is the superposition of the fast
(� 1 GHz) gyro-motion (�.t/) and the slow (� 100 KHz) drift motion of the guid-
ing center .r.t//. In plasma confinement, the behavior of the average slow drift
motion is important and its equation of motion, called the guiding center equation,
plays an important role. Here, we assume that time variation of the field is negligible.
The guiding center equation first derived by H. Alfven [4] has an important draw-
back that it does not satisfy Liouville theorem that all Hamilton systems conserve
phase space volume. A guiding center equation satisfying Liouville theorem can be
obtained by the variational principle using the gyro-averaged (average gyro motion)
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Figure 4.5 Guiding cen-
ter variables (r.t/: guiding
center; b: unit vector in the
direction of B; ex;ey : unit
vectors in gyro plane)

Lagrangian from Equation 4.11 for the non-relativistic case. As mentioned in Sec-
tion 4.1, there are Hamilton and Lagrange forms in the variational principle. Little-
john [5] extended the Hamilton form to the non-canonical variables z D z.q;p; t/

in phase space. This is Littlejohn’s variational principle. Let non-canonical phase
space variable z D .x; v/, the Lagrangian is given by,

L.x; v; t/ D .eaA Cmav/ � Px �H.x; v; t/ ; (4.27)

H.x; v; t/ D 1

2
mav

2 C ea˚.x; t/ :

Here, v becomes Px as a result, but they are treated as different quantities. As
shown in Figure 4.5, x.t/ is the position of charged particles, r.t/ is the position of
the guiding center, �.t/ D �Œex cos � C ey sin �� is the component of gyro motion,
� D v?=˝ is the gyro radius, ex and ey are unit vectors which form an orthogo-
nal set with the unit vector of the magnetic field .b � .ex � ey/ D 1/. We obtain
x.t/ D r.t/C �.t/ and v D vkb� v?c (c D �ex sin � C ey cos �). Then we eval-
uate gyro average from the right-hand side of Equation 4.27. Here, the independent
variables of L are (r ; vk; v?; �). Considering A � Px ' ŒA.r/C .@A=@x/� cos � C
.@A=@y/� sin �� � Pr C � P�.�ex sin � C ey cos �/�, we obtain,

hA � Pxi D A.r/ � Pr C 1

2
�2 P�

�
@Ay

@x
� @Ax

@y

�
D A.r/ � Pr C 1

2
B�2 P� : (4.28)

Since hv � Pxi D h.vkb�v?.�ex sin �Cey cos �//. PrC� P�.�ex sin �Cey cos �//i
D vkb � Pr � v?� P� , gyro-averaged Lagrangian L is given by,

L.r ; Pr; v==; �; P�; t/ D eaA
�.r ; v==; t/ � Pr � ma

ea
� P� �H.r ; vk; �; t/ ; (4.29)

A� D A C .ma=ea/vkb ; � D mav
2?

2B
; (4.30)

H.r; v==; �; t/ D 1

2
mav

2
== C �B.r/C ea˚.r ; t/ : (4.31)

Here, the variables of L are changed from (r; vk; v?; �) to (r; vk; �; �), where
� D mav

2?=B is the magnetic moment. Also,A� D AC .ma=ea/vkb is the modi-
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fied vector potential of Morozov–Solovev [6] andH is the Hamiltonian of the guid-
ing center. The variational principle to give the guiding center motion is given by

ıS D ı

Z
L dt D 0 : (4.32)

Since the LagrangianL does not contain gyro phase � , Euler–Lagrange equation
for � reads d=dt.@L=@ P�/ D 0 and the conservation of magnetic moment d�=dt D 0
is obtained. In addition, since L does not contain Pvk, the Euler–Lagrange equation
for vk reads @L=@vk D 0 and vk D b � Pr is obtained. Also, L is free from P�, the
Euler–Lagrange equation for� reads @L=@� D 0 and P� D �˝ is obtained. Finally,
the Euler–Lagrange equation for the guiding center r is obtained as follows,

d

dt

�
@L

@ Pr
�

� @L

@r
D 0 ; (4.33)

L.r ; Pr ; vk; �; P�; t/ D eaA
�.r; v==; t/ � Pr �H.r ; vk; �; t/ ;

where the second term of right-hand side of Equation 4.29 is dropped since that is
constant for variable r . This Lagrangian is called the Taylor Lagrangian.

Considering @L=@ Pr D eaA C mavkb; d=dt D @=@t C Pr � r, and r.A � C / D
C � rA C C � r �A for a constant vector C , we see,

@L

@r
D ea. Pr � rA� C Pr � r �A�/ � �rB � ear˚ ; (4.34)

d

dt

@L

@ Pr D ma
dvk
dt
bC ea

�
@A

@t
C Pr � rA

�
Cmavk

�
@b

@t
C Pr � rb

�
: (4.35)

From Pr �rA� D Pr �rAC.mavk=ea/ Pr �rb, the following guiding center equation
of motion is obtained.

ma
dvk
dt
b D ea Pr �B� C eaE

� � �rB ; (4.36)

B� D r �A� D B C .mavk=ea/r � b ; (4.37)

E� D �@A
�

@t
� r˚ D E � .mavk=ea/

@b

@t
: (4.38)

From Equation 4.36 �B� and Equation 4.36 �b, the following guiding center
equation is obtained

dvk
dt

D � 1

B�
k
B� � .�rB � eaE�/ (4.39)

dr

dt
D 1

B�
k

�
vkB� C b � ..�=ea/rB �E�/

�
(4.40)

where

B�
k D b �B� D B C .ma vk=ea/b � r � b : (4.41)
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When the system is time independent, energy is conserved and vk becomes space-
dependent, andmavkrvk D �r.�B C ea˚/ is obtained from Equation 4.31. Sub-
stituting this into Equation 4.39 gives,

dr

dt
D vk
b �B� r �

�
A C mavk

ea
b

�
: (4.42)

Morozov–Solovev equation [6]

Under the approximation b �B� D B , we have,

dr

dt
D vk
B

r � .A C �kB/ (4.43)

where

�k D mavk
eaB

: (4.44)

4.4 Orbital Dynamics: Hamilton Orbit Dynamics
in Flux Coordinates

If the plasma is in force equilibrium (J�B D rP ), we have to develop orbit theory
in flux coordinates. The use of Boozer–Grad coordinates (�; ˛; �) and Boozer coor-
dinates (�; �; ) described in Section 3.7 is efficient to analyze particle orbit because
field is given by both co- and contra-variant forms [7]. First, let us derive the orbit
equation under a static field using the Morosov–Solovev approximate expression.

dr

dt
D vk
B

r � .A C �kB/ : (4.45)

In the Boozer–Grad coordinates (�; ˛; �), B D r� � r˛ D r � .�r˛/ (A D
�r˛ except gauge term) as well as B D r�C ˇr�.

dr

dt
D vk
B

r � ��r˛ C �kr�C �kˇr�� (4.46)

D vk
B

�
r� � r˛

�
1 � @�kˇ

@˛

�
C r˛ � r�@�k

@˛
C r� � r�

�
@�kˇ
@�

� @�k
@�

��
:

Considering the orthogonal relation rui � @x=@uj D ıij (Equation 3.5), the
Jacobian of the Boozer–Grad coordinates J D 1=r� � r˛ � r� D 1=B2, and
following vector relation,

dr

dt
D @r

@�

d�

dt
C @r

@˛

d˛

dt
C @r

@�

d�

dt
: (4.47)
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We obtain the following orbit equations in the Boozer–Grad coordinates (�; ˛; �).

d�

dt
D dr

dt
� r� D vkB

@�k
@˛

; (4.48)

d˛

dt
D dr

dt
� r˛ D vkB

�
@�kˇ
@�

� @�k
@�

�
; (4.49)

d�

dt
D dr

dt
� r� D vkB

�
1 � @�kˇ

@˛

�
: (4.50)

Here, the evolution of �k can be obtained either from Equation 4.51 under con-
stant H and � or from Equation 4.52 as follows,

H D .e2
aB

2=2ma/�2
k C �B C ea˚ ; (4.51)

d�k
dt

D dr

dt
� r�k D vkB

�
@�k
@�

� �k
�
@̌

@�

@�k
@˛

� @̌

@˛

@�k
@�

��
: (4.52)

A more accurate orbit equation satisfying the Liouville theorem can be obtained
from Equation 4.33. Eliminating the second term in the right-hand side of Equa-
tion 4.29, which is independent of the guiding center motion, we have the following
Taylor Lagrangian [8],

L.r; Pr/ D eaA � Pr C .ma=2/. Pr � b/2 � �B.r/� ea˚.r ; t/ : (4.53)

This Taylor Lagrangian in Boozer–Grad coordinates is expressed as follows,

L D ea� P̨ C ma

2B2
. P�C ˇ P�/2 � �B � ea˚ (4.54)

where we use

eaA.r; t/ � Pr D ea�r˛ � @r
@˛

P̨ D ea� P̨ ;
b � Pr D 1

B

�
r� � @r

@�
P�C ˇr� � @r

@�
P�
	

D . P�C ˇ P�/=B :
(4.55)

Using (4.55), canonical momentum P˛ D @L=@ P̨ and P� D @L=@ P� conjugate
to ˛ and �, and the HamiltonianH is obtained as follows,

P˛ D ea� ; (4.56)

P� D ma

B2
. P�C ˇ P�/ D ea�k ; (4.57)

H D B2

2ma
P 2
� C �B C ea˚ : (4.58)

The Hamilton equation is given by,

d˛

dt
D @H

@P˛
;

dP˛
dt

D �@H
@˛

; (4.59)

d�

dt
D @H

@P�
;

dP�
dt

D �@H
@�

: (4.60)



72 4 Charged Particle Motion: Lagrange–Hamilton Orbit Dynamics

The above Hamilton equations have independent variables P˛ , P�, ˛, � and P˛
and P� agrees with � and �k, respectively except numerical constants from Equa-
tions 4.56 and 4.57. So, the following orbit equations for �, �k, ˛ and � are obtained,

d˛

dt
D @H

ea@�
D ˚ 0.�/C

 
�

ea
C ea�

2
kB

ma

!
@B

@�
; (4.61)

d�

dt
D @H

ea@�k
D ea�kB2

ma
; (4.62)

d�

dt
D � @H

ea@˛
D �

 
�

ea
C ea�

2
kB

ma

!
@B

@˛
; (4.63)

d�k
dt

D � @H

ea@�
D �

 
�

ea
C ea�

2
kB

ma

!
@B

@�
: (4.64)

Similar, but more complicated, orbit equations can be obtained for Boozer coor-
dinates (�; �; ) [9, 10].

Canonical Momentum and Hamiltonian in the Magnetic Coordinates

Even in a non-integrable magnetic field, canonical formulation is possible using the
magnetic coordinates (�, � , ) introduced in Section 3.4. The Taylor Lagrangian L
in magnetic coordinates is given by,

L D ea.� P� �  P/C ma

2B2
.B� P� C B� P� C B	 P/2 � �B � ea˚ : (4.65)

Canonical momentum P� D @L=@ P� , P	 D @L=@ P conjugate to � ,  and the
HamiltonianH are given by

P� D ea.� C �kB� / ; (4.66)

P	 D ea.� C �kB	 / ; (4.67)

H D e2
a

2ma
�2

kB
2 C �B C ea˚ : (4.68)

Here, following relations are satisfied,

�k D ma vk
eaB

D ma

eaB2
.B� P� C B� P� C B	 P/ ; (4.69)

B D B�r� C B�r� C B	r : (4.70)
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4.5 Periodicity and Invariants: Magnetic Moment
and Longitudinal Adiabatic Invariant

As in analytical mechanics, the adiabatic invariant is conserved in the case of peri-
odic motion. Adiabatic invariant J is given by,

J D
I
p � dq : (4.71)

Here, the integration is performed around the closed orbit C.t/ of the periodic
motion. In fact, using the following Hamilton equations of motion,

dq

dt
D @H

@p
;

dp

dt
D �@H

@q
(4.72)

and setting s as parameter along the orbit, the time derivative of J is given by [11],

dJ

dt
D
I �

dp

dt

dq

ds
C p

d

ds

�
dq

dt

��
ds D

I �
�@H
@q

dq

ds
C p

d

ds

�
@H

@p

��
ds

D
I

d

ds

�
p
@H

@p
�H

�
ds D

�
p
@H

@p
�H

�B
A

D 0 : (4.73)

Position A agrees with B for periodic motion and J is conserved. This property
of conservation of the adiabatic invariant originates from the fact that the motion is
described by the Hamiltonian.

Conservation of magnetic moment:The adiabatic invariant associated with gyro
motion as the periodic motion of charged particles is given by considering Equa-
tion 4.17

J D
I
p dq D

I
Œmav? C eaA?� dq? D 2�mav?� � eaB��2 D �.2�ma=ea/ :

(4.74)

Here, the closed integral ofA is rewritten to flux using the Stokes theorem. Conser-
vation of J leads to the conservation of the magnetic moment � D mav

2
?=2B as

given in Section 4.3.
Motion along the magnetic field has some limitation due to conservation of the

magnetic moment (see Figure 4.6). The magnetic field strength B changes periodi-
cally along the magnetic field in toroidal configuration. Parallel velocity is given by
vk D .2.E��B/=ma/0:5 and vk D 0 at B D E=�. A particle cannot move to a lo-
cation where B is higher than E=�, and is reflected. The reflected particle moves
in the opposite direction and is reflected again at the position satisfying B D E=�.
This effect is called the “magnetic mirror effect” and the particles contained in the
weak magnetic field strength are “trapped particles.”
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Figure 4.6 Magnetic field
strength and parallel velocity
vk as a function of length
along magnetic field l==. Adi-
abatic invariant J is shaded
area in (l==; vk) plane

Longitudinal adiabatic invariant: Since trapped particle exhibits periodic motion
along the magnetic field, new invariant, called longitudinal adiabatic invariant ap-
pears.

J D
I
p � dq D

I
pkdlk D

I
ma.vk � eaAk/dlk D ma

I
vkdlk : (4.75)

Here, the termAk disappears due to periodicity, while the term vk remains since it
changes sign after reflection. For Boozer–Grad coordinates (�; ˛; �), Equation 4.75
reads,

J.H;�; �; ˛/ D ma

I
vkdlk D

I
p� d� D ea

I
�k d� : (4.76)

From Equation 4.31, vk is given by,

mavk D ˙p2ma.H � �B � ea˚/ : (4.77)

So, we have @vk=@H D 1=mavk. With this, an important relation of the global
motion of the trapped particle orbit (sometimes called “Banana Orbit” due to its
shape) is obtained from the partial derivatives of J with respect to H , � and ˛. The
partial derivative of J with respect to H is bounce period 
b of the trapped particle
orbit. In fact,

@J

@H
D
I
@mavk
@H

dlk D
I

dlk
vk

D 
b : (4.78)

Secondly, since d�=dt D vkB@�k=@˛ from Equation 4.48, we have

@J

@˛
D ea

I
@�k
@˛

d� D ea

I
d�=dt

vkB
B dlk D ea

I
.d�=dt/ dt D ea�� : (4.79)

Namely, trapped particles move radially by �� D .@J=@˛/=ea in every circulating
motion of trapped particle orbit. Thirdly, since d˛=dt D vkB.@̌ �k=@� � @�k=@�/
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from Equation 4.49, we have

@J

@�
D ea

I
@�k
@�

d� D ea

I �
@̌ �k
@�

d�� d˛=dt

vkB
B dlk

�

D �ea
I
.d˛=dt/ dt D �ea�˛ : (4.80)

Namely, trapped particles move in ˛ direction by �˛ D .@J=@�/=ea in every cir-
culating motion of trapped particle orbit. This motion is called “Precession mo-
tion.” This precession motion in � and ˛ directions is given below from Equations
4.78–4.80.

d�

dt
D 1

ea

@J=@˛

@J=@H
;

d˛

dt
D � 1

ea

@J=@�

@J=@H
:

(4.81)

Using Equation 4.81, we can prove the conservation of longitudinal adiabatic
invariant again.

dJ

dt
D @J

@�

d�

dt
C @J

@˛

d˛

dt
D 1

ea

�
@J

@�

@J

@˛
� @J

@˛

@J

@�

�

@J

@H
D 0 : (4.82)

Note: Chaotic Motion and Confinement in Dipole Field [14, 15]

The simplest form of magnetic field is the dipole field ( D M sin2 �=r with
polar coordinates (r; �; )) since there is no monopole for a magnetic field. In
this case, there are three invariants in the particle motion, namely, magnetic mo-
ment J1 D �, longitudinal adiabatic invariant J2 D J which gives bounce mo-
tion in the vertical direction, and J3 D e if the gyro radius is small enough.
However, conservation may be broken down if the gyro radius is comparable
with special scale length. Especially if the bounce motion resonates with cy-
clotron motion, charged particle motion becomes chaotic.

Laboratory dipole experiments with a levitated superconducting ring show
the formation of a stable electron vortex [15].

4.6 Coordinate Invariance: Non-canonical
Variational Principle and Lie Transformation

One of the benefits of the variational principle is that it is applicable for any co-
ordinates. The equation of motion with new coordinates can be obtained simply
by rewriting the Lagrangian with the new coordinates and taking the variation with
respect to the new coordinates. This is because the Lagrangian is a scalar. This prop-
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erty is called coordinate invariance. As we discussed in Section 4.3, non-canonical
coordinates are useful for examining the dynamics of the charged particle orbit in
plasma. Here, we describe the variational principle in non-canonical coordinates.
The coordinate invariance is also a property of the differential form, which was
invented by the French mathematician Elie J. Cartan (1869–1951) to describe the
differential equation in a coordinate-independent form and has commonality with
the variational principle. Dropping s from the action S D s L dt , L dt is called
a “differential 1 form” and we write it as L dt D � . Below, we discuss expres-
sion of the differential form [16]. The Lagrangian L is given in a canonical form as
L D p � Pq �H.q;p; t/ (in the differential 1 form � D p � dq �H dt). This can be
expressed in arbitrary 6D coordinates z D z.p; q/ as follows,

L.z; Pz; t/ D
6X
iD1

�i Pzi � h : (4.83)

Equation 4.83 becomes � D �� dz� D �i dzi � h dt in differential form (Poincaré–
Cartan fundamental 1 form). Here, we take the sum on � D 0, 6 (z0 D t , �0 D �h),
i D 1, 6 (Einstein’s rule). Except for the independence of variables, z can be non-
canonical variables of position and velocity in general. Assuming the relationship
between the new coordinates with canonical variables is given by q D q.z; t/,
p.z; t/, �i and h are given as follows,

�i .z; t/ D p � @q
@zi

; (4.84)

h.z; t/ D H.q.z; t/;p.z; t/; t/ � p � @q
@t
: (4.85)

Since ıL D ı.�i .dzi=dt/ � h/ D Œ.@�j =@z
i � @�i=@z

j /.dzj =dt/ � .@h=@zi C
@�i=@t/�ız

iCd.�iızj /=dt , the Euler–Lagrange equation to satisfy ıS D 0 becomes
!ij .dzj =dt/ D @h=@zi C @�i=@t , where !ij D @�j =@z

i � @�i=@z
j . From the

definition of �i (Equation 4.84), we obtain !ij D Œzi ; zj � � .@p=@zi / � .@q=@zj /�
.@p=@zj / � .@q=@zi ). Here, Œzi ; zj � is called the Lagrange brackets [1]. Known in
analytical mechanics, the inverse matrix of !ij , �ij is given by �ij D fzi ; zj g �
.@zi=@q/ � .@zj =@p/� .@zi=@p/ � .@zj =@q/ [1]. Here, fzi ; zj g is called the Poisson
bracket. Then, the equation of motion in non-canonical coordinates zi is given by
dzi=dt D �ij .@h=@z

j C @�j =@t/. If �j does not explicitly depend on t , @�j =@t D
0 and we obtain dzi=dt D �ij @h=@z

j D fzi ; zj g@h=@zj and can be written as
follows,

dzi

dt
D fzi ; hg : (4.86)

When the non-canonical coordinates z D fz�g D ft; zig are transformed to
other non-canonical coordinates Nz D fNz�g D ft; Nzi g Lagrangian differential 1 form
is given by � D ��dz� D ��d Nz� (�; � D 0; : : : ; 6). The transformation law of �
due to the coordinate transformation is given by,

�� D @z�

@Nz� �� : (4.87)
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Figure 4.7 Sophus Lie who developed Lie group and Lie algebra

Norwegian mathematician M. S. Lie (1842–1899; Figure 4.7) formulated the Lie
transform, which is useful for obtaining the orbit of charged particles when a small
perturbation is applied to the plasma as given in the note.

Note: Lie Transformation [13]

Consider the coordinate transformation from z D fz�g to a new coordinates
Nz D fNz�g, given by @Nz�.z; "/=@" D g�.Nz/ (n1), where " is a smallness pa-
rameter (here, z0 D Nz0 D t is invariant (g0 � 0)). An important point here is
g� does not depend on " explicitly and is called the Lie transform. The vector
fg�g is called the generation vector of transformation. If we define the inverse
as z� D z�.Nz; "/, the identity relation z�.Nz�.z; "/; "/ D z� is obtained. Dif-
ferentiating with respect to " and considering Equation n1, the relation to be
satisfied by z�.Nz; "/ is obtained as @z�.Nz; "/=@" D �g�.Nz/@z�.Nz; "/=@Nz� (n2).

Lie transform of scalar function: We study " dependence of scalar functions
brought by the Lie transform. Let s.z/ be a scalar function defined in the coor-
dinates fz�g, and S.Nz; "/ be that in fNz�g coordinates to satisfy S.Nz; "/ D s.z/.
Here, explicit " dependence of S comes from the " dependence of the co-
ordinate transformation. Differentiation of S.Nz.z; "/; "/ D s.z/ by " gives
@S.Nz; "/=@" D �g�.Nz/@S.Nz; "/=@Nz� (n3). Define an operator by L D gm@=ym

with arbitrary coordinate ym. Here ym can be zm or Nz�. Then, Equation n3
becomes @S.y; "/=@" D �LS.y ; "/. Consider the Taylor expansion of S.y; "/
noting that @nS.y; "/=@"nj"D0 D .�L/nS.y; 0/ and S.y; 0/ D s.y/, we obtain
S.y; "/ D exp.�"L/s.y/ (n4). Equation n4 can be extended if s has " depen-
dence. Let s.z; "/ D s0.z/C"s1.z/C."2=2/s2.z/C: : : and continue similar dis-
cussion for Sn.Nz; "/ D sn.z.Nz; "//, then we obtain Sn.y; "/ D exp.�"L/sn.y/
is obtained and finally S.y; "/ D exp.�"L/s.y ; "/ (n5).

Lie transform of differential form: We start by writing Equation 4.87 for the
Lie transform as ��.Nz; "/ D .@z�.Nz; "/=@Nz�/��.z.Nz; "// (n6). Similar to the
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scalar case, we assume that � is independent of ". Differentiating Equation n6
by " and noting Equation n2 and the circulation law (@��=@z
/.@z
=@Nz�/ D
@��=@Nz� , we have

@��.Nz; "/=@"
D �

n
@=@Nz�

h
g
.Nz/@z�.Nz; "/=@Nz


io
��.z.Nz; "//

� g
.Nz/.@z�.Nz; "/=@Nz�/@��.z.Nz; "/=@Nz
/
D �@=@Nz�

h
g
.@z�=@Nz
/��

i

� g

h
.@z�=@Nz�/.@��=@Nz
/ � .@z�=@Nz
/.@��=@Nz�/

i

D �@=@Nz�
h
g
�


i
� g


h
@=@Nz
 ..@z�=@Nz�/��/ � @=@Nz�

�
.@z�=@Nz
/��

	i
:

So,

@��.Nz; "/=@" D �g
.Nz/
h
@��.Nz; "/=@Nz
 � @�
.Nz; "/=@Nz�

i
� @ Œg�.Nz/��.Nz; "/� =@Nz� :

Since the second term of the right-hand side of this equation is a gauge term,
we consider it in the end. This equation is written only with Nz so the following
equation holds for arbitrary coordinate y,

@��.y ; "/=@" D �g
.y/
h
@��.y; "/=@y


 � @�
.y; "/=@y
�
i
: (4.88)

Defining the operator for any differential form ! as .L!� D g
.@!�=@y

 �

@!
=@y
�/, we obtain @��.Nz; "/=@" D �L��. Like scalars, we consider the

Taylor expansion, we obtain � .y ; "/ D exp.�"L/�.y; "/ (n7) as in Equa-
tion n5. To execute multiple Lie transforms, we set Tn."/ D exp.�"nLn/
.Ln!/� D g
n.@!�=@y


 � @!
=@y
�/ (n8) and define the transformation

T D : : :T3T2T1. Then the transformation law for the Lagrange differential
1 form is obtained considering the gauge term dS as follows,

� D T � C dS : (4.89)

4.7 Lie Perturbation Theory: Gyro Center Orbit Dynamics

Littlejohn [12] and Cary [13] introduced Lie perturbation theory to the guiding cen-
ter orbit theory and Brizard and Hahm [17] applied it to the orbit theory in the
fluctuating fields for application to the gyrokinetic theory. The guiding center or-
bit equation derived in Section 4.3 is applicable if the field is stationary. But, it
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has a weak point that it is not valid if fluctuations exist with wavelength around
the gyro radius of the plasma (k?�i D O.1/). With such low-frequency fluctua-
tion in plasma (!=˝i 
 kk=k? D O."/), even the magnetic moment derived in
Section 4.5 is no longer a conserved quantity. However, if the fluctuation level is
small .e Q̊ =Te D O."//, it is possible to find new coordinates where the magnetic
moment is conserved. Here, we treat the case of electrostatic perturbation ı' with
equilibrium electrostatic potential ˚ D 0 [18]. Set " as a smallness parameter char-
acterizing fluctuation in the plasma, the Lagrangian differential 1 form L dt in the
coordinates z D fz�g D ft; zi g is given by,

L dt D � D �i .z; "/dzi .Nz; "/� h.z; "/dt : (4.90)

Our target is to transform this without " dependence in new coordinates Nz D
fNz�g D ft; Nzi g.

L dt D � D �i .Nz/d Nzi �H.Nz/dt C dS.Nz/ : (4.91)

Here, we expand the transformation law of differential 1 form associated with Lie
transform � D T � C dS introduced in the previous section’s note noting that
T D : : : exp.�"2L2/ exp.�"L1/ D 1 � "L1 C "2..1=2/L2

1 �L2/C : : : Relations in
each order of " can be derived as follows,

"0 order W �0 D dS0 C �0 ; (4.92)

"1 order W �1 D dS1 �L1�0 C �1 ; (4.93)

"2 order W �2 D dS2 �L2�0 C �2 � L1�1 C .1=2/L2
1�0 : (4.94)

Although we choose � without " dependence, " expansion � D �0 C �1 C �2 : : :

is assumed to show such a solution exists. Lagrangian differential 1 form � in an
electromagnetic field is obtained by using Equation 4.27 and z D .t;x; v/ as

�.t;x; v/ D .eaA.x; t/Cmv/ � dx � �
mav

2=2 C ea'.x; t/
�

dt : (4.95)

Zero, first, and second order Lagrangian differential 1 forms for the guiding cen-
ter �0, �1, and �2 for a electrostatic perturbation are obtained from Equation 4.29 as
follows,

�0.t; r; vk; �; �/ D .eaA Cmavkb/ � dr � .ma=ea/�d� (4.96)

� Œma v
2
k=2 C �B.r/� dt ;

�1 D �ea'.r C �; t/ dt (4.97)

�2 D 0 : (4.98)

Since �1 has only t component (�1t D �h1 D �ea'; �1i D 0 (i D 1; 6)), we
would like to absorb the perturbation only by �1t with �1i D 0 .i D 1; 6/. Taking
the i component of Equation 4.93 we obtain

0 D 0 � .L1�0/i C .dS1/i : (4.99)
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Note Equation n8 from the note in Section 4.6 gives .L1�0/i D g
j
1 .@�0i=@z

j �
@�0j =@z

i / D !ijg
j
1 and substitution to Equation 4.99 gives !ijg

j
1 D @S1=@z

i .
Similar to the case of Equation 4.94 from Equation 4.86, the generation vector gi1 is
obtained as follows,

gi1 D fS1; z
i g : (4.100)

Substituting �1t D �H1, �1t D �ea', .L1�0/t D g
j
1 .@�00=@z

j � @�0j =@z
0/ D

�fS1; z
j g@h0=@z

j D �fS1; h0g (note @�0j =@t D 0) into the t component of Equa-
tion 4.93

�H1 D �ea' C fS1; h0g C @S1

@t

�
H1 D h1 � dS1

dt

�
: (4.101)

Here, we seek the solution �1t D �H1 that has no gyro phase dependence. Let
gyro angle � average expressed as hi and take a gyro angle average of (4.101). The
second and third terms of the right-hand side are 0 and we obtain hH1i D H1 D
hea'i. Defining ea Q' D ea.'�h'i/ and substituting it into Equation 4.99, we obtain
an equation to determine S1 as 0 D �ea Q' C fS1; h0g C @S1=@t D �ea Q' C dS1=dt .
The main term of the Poisson brackets is fS1; hg � ˝a@S1=@� , @S1=@t � !=˝a D
O."/ and we obtain the following equation,

S1 D �ea
Z
' dt 
 � ea

˝a

Z
'd� : (4.102)

As for the second order in ", the following relation is obtained from the i com-
ponent of Equation 4.94 as follows,

�2i D .dS2/i � .L2�0/i C �2i � .L1�1/i C .1=2/.L1ŒdS1 C �1 � �1�/i : (4.103)

Considering L1dS1 � 0, �2i D �1i D �2i D �1i D 0 (i D 1; 6), we obtain and

gi2 D fS2; z
i g : (4.104)

Similarly, the t component of the "2 relation in Equation 4.94 gives the following
results, noting �1t D �ea', �2t D �h2 D 0,

�2t D .dS2/t � .L2�0/t C �2t � .L1�1/t C .1=2/ .L1ŒdS1 C �1 � �1�/t :

(4.105)

Namely,

�H2 D @S2

@t
C fS2; h0g C 0 C 1

2
fS1; h1g C 1

2
fS1;H1g : (4.106)

Thus, to seek a solution that �2t D �H2 has no gyro angle dependence, we take
a gyro angle average of Equation 4.106, noting that H1 has no gyro angle depen-
dence,

H2 D hH2i D �1

2
hfS1; h1gi : (4.107)
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As described above, the Lie transformed Hamiltonian H D H0 C H1 C H2 is
determined while the coordinate system after Lie transform Nz D fNz�g D ft; Nzig is
given by,

Nz� D z� C "
@Nz�
@"

ˇ̌
ˇ̌
"D0

CO."2/ D z� C "g.z�/CO."2/ ; (4.108)

Nz� D z� C "fS1; z
�g CO."2/ : (4.109)
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Chapter 5
Plasma Kinetic Theory:
Collective Equation in Phase Space

The motion of a large number of charged particles in plasma could be determined
completely if the initial conditions are known since an individual particle follows
Newton’s equations of motion. The flow of the probability distribution function of
the system in 6N phase space consisting of the position and momentum of N par-
ticles shows incompressibility (Liouville theorem). This property leads to an im-
portant theorem of the isolated dynamical system “Poincare’s recurrence theorem,”
which guarantees that the system will return to be arbitrarily close to the initial
state. The kinetics equation represented by the Boltzmann equation is derived from
reversible mechanics equations, but is often irreversible. In the Boltzmann equa-
tion, a statistical assumption “Stosszahl Ansatz” leads to a collision term exhibiting
the arrow of time. Thus, there is a fundamental difference between the reversible
dynamical equation and the kinetic equation.

In the kinetic equation for high temperature plasma, a strange phenomenon
(called Landau damping) occurs where the oscillating electric field damps with time
even when collisions are negligible through the mechanism of “phase mixing” in the
velocity space, since the operator of the kinetic equation v � @f=@x has a continuous
spectrum. In this chapter, the basics of plasma kinetic equations including Coulomb
collisions, the drift kinetic equation, and the gyro kinetic equations are introduced
based on the orbit theories described in Chapter 4.

5.1 Phase Space: Liouville Theorem
and Poincaré Recurrence Theorem

Plasma consists of many electrons and ions and the state of plasma motion is de-
termined by their position and velocity. Once the initial values are determined, they
are uniquely governed by the dynamical equation. The information necessary for
each ion/electron is the position (x; y; z) and speed (vx; vy ; vz). Then, to specify
the state of, for example, 1023 particles, a set of 6 � 1023 variables is necessary. This
set of variables is regarded as “space” called “phase space” and the trajectory in

M. Kikuchi, Frontiers in Fusion Research. © Springer 2011 83
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the phase space is considered. Visualization of a four or higher dimensional space
is not possible, but it is easier to imagine the motion of one point in the 6 � 1023

dimensional virtual space (phase space) than to imagine the motion of 1023 par-
ticles in 3-dimensional space [1]. When N particles move according to Newton’s
equations of motion, the point representing the system state draws the trajectory
according to the following Hamilton equation in the 6N -dimensional phase space
Z D .q3N ;p3N / (called � space in statistical mechanics).

dqj
dt

D @H

@pj
;

.j D 1; 3N/
dpj
dt

D � @H
@qj

:

(5.1)

According to the above considerations, the system state is determined as a sin-
gle point in the phase space, according to Newton’s equation, if the initial values
are given. US physicist J. W. Gibbs (1839–1903) who constructed statistical me-
chanics [2] introduced the concept of “ensemble” (he considered that a measurable
macroscopic state includes a large number of microscopic states and this set is called
an “ensemble”). To define the probability of the system in a microscopic state in the
ensemble, he introduced a probability density D. In other words, the description of
the system was changed from a “deterministic view” to a non-deterministic “prob-
abilistic view.” The macroscopically identical system is assumed to have a smooth
distribution in phase space and the distribution is given by the probability distri-
bution function. By this “smoothness,” the possibility of the direction of time is
introduced. Combining the continuity equation in phase space and the Hamilton
equation, the phase space flow of the probability density is shown to be incompress-
ible. Arbitrary volume element ˝ in the phase space changes its shape with time
but conserves its volume. Phase space flow v of the probability density D in the
6N -dimensional phase space satisfies r � v D 0. In fact, using Equation 5.1,

r � v D
3NX
jD1

�
@ Ppj
@pj

C @ Pqj
@qj

�
D

3NX
jD1

�
@

@pj
.� @H
@qj

/C @

@qj

@H

@pj

�
D 0 : (5.2)

Substituting r � v D 0 into the continuity equation in 6N -dimensional phase space
@D=@t C r � .Dv/ D 0, we obtain dD=dt D @D=@t C v � rD D 0.

dD

dt
D @D

@t
C

3NX
jD1

�
@D

@qj

@H

@pj
� @D

@pj

@H

@qj

�
D@D

@t
C fD;H g D 0 : (5.3)

Here, fD;H g is called the Poisson bracket. The total derivative, dD=dt is the time
derivative of probability density along the 6N -dimensional phase space flow, so
probability density is conserved along the phase space flow. This is called the Liou-
ville theorem [3]. Incompressibility of the phase space flow leads to an interesting
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Figure 5.1 Phase space mo-
tion of dynamical system.
System state is expressed by
a point in the phase space.
Starting from initial point q0,
q is always on the equi-energy
surface

zi, pzi 

yi, pyi 

xi, pxi 

q0

q'
Ω'

Ω0
q

Ω

Equi-energy surface

Figure 5.2 Water convection
in a water tank. Initial volume
element V0 move as time
goes V1, : : :, V8. The incom-
pressibility of water means all
volumes are same

property of the “Poincaré recurrence theorem” [4] that an isolated dynamical system
will return to be arbitrarily close to the starting point as time passes. This theorem
plays an important role in the paradoxical discussion in deriving the laws of thermo-
dynamics with an arrow of time from the time reversible dynamical equation [5].

Total energy is conserved in the isolated dynamical system consisting of N par-
ticles. The 6N -dimensional phase space trajectory is shown in Figure 5.1 on the
equi-energy surface. The Poincaré recurrence theorem claims that the system will
return to an arbitrary close point from the initial point q0 on the phase space (arbi-
trary neighborhood of q0).

The Poincaré recurrence theorem is proved using reduction to absurdity. That
is, contradiction occurs if the state does not return to be arbitrary close from the
starting point. The motion on the phase space “behaves like a incompressible fluid,”
so the concept of the proof can be explained by using water as typical example of an
incompressible fluid [6]. Figure 5.2 shows water convection in a finite volume water
tank. The water occupying region V0 at initial time t0 moves to the new region V1

at time t1. The shape of V1 may be different from that of V0 but has same volume.
Let V2, V3, : : : be regions at later time t2, t3, . . . If they never overlap, the volume
of water becomes infinite and contradicts the initial assumption of the finite volume
water tank. This shows that the initial assumption was wrong.

This Poincaré recurrence theorem predicts that in Figure 5.3 all gas molecules
are in a left box (Figure 5.3 (a)) will expand to the full box after opening the shutter
(Figure 5.3 (b)), but that a state arbitrary close to (Figure 5.3 (a)) can be realized
some day (Figure 5.3 (c)).



86 5 Plasma Kinetic Theory: Collective Equation in Phase Space

Figure 5.3 Molecular diffusion and prediction from the recurrence theorem

Note: The Poincaré Recurrence Theorem [7]

A mathematically more accurate definition and proof of the Poincaré theorem
are given in Arnold [7].

Poincaré recurrence theorem: Let S be a bounded region in phase space and
g a volume (measure) conserving one-to-one mapping from S to S.gS D S/.
Then, in any neighborhood V of an arbitrary point in S , there is a point q that
returns to the neighborhood V , q 2 V . Namely, there exists n > 0 such that
gnq 2 V .

Proof: Consider an infinite series of the mapping of neighborhood V; gV; g2V ,
: : :, gnV , : : :. Since g is volume (measure) conserving mapping, these mappings
have the same volume. If they do not intersect, volume (measure) of S becomes
infinite. This is inconsistent with the assumption that S is a bounded region.
Therefore, there is an intersection among mappings. Let gkV and gmV (k >
m � 0) intersect, this means gkV \ gmV ¤ ;. Here \ and ; represent the
intersection and empty sets, respectively. Then, we obtain g.k�m/V \ V ¤ ;.
Therefore, selecting q from the intersection, we have q 2 V and g.k�m/q 2 V
and n D k �m.

5.2 Dynamics and Kinetics: Individual Reversible
and Collective Non-reversible Equations

The concept of the “velocity distribution function” was introduced by British physi-
cist J. C. Maxwell (1831–1879; Figure 5.4 (a)) in 1860 [8]. Instead of specifying the
status of all the particles in a deterministic dynamical equation, the smooth func-
tion f is defined so that f .x; v; t/dxdv is the number of particles in position inter-
val x � xCdx and velocity interval v � vCdv. This smooth distribution function
is constructed from the original discrete distribution function through some statis-
tical operation. The deterministic reversible equation is converted to an irreversible
collective equation. The exact velocity distribution function F , considering plasma
is a group of discrete particles, is given in the following form by using a delta func-
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Figure 5.4 (a) James Clark
Maxwell who invented the
concept of velocity distribu-
tion function and (b) Ludwig
Boltzmann who invented the
Boltzmann equation and de-
rived H-theorem to explain
macroscopic irreversibility
from microscopic law

tion, and it follows the “Klimontovich equation” in which particle density is con-
served along the phase space z D .x; v/ (called � space in statistical mechanics)
trajectory [9].

F.x; v; t/ D
NX
iD1

ı.x � xi .t//ı.v � vi .t// ; (5.4)

dF

dt
D @F

@t
C v � @F

@x
C a � @F

@v
D 0 : (5.5)

Here, the acceleration a D .e=m/.E C v � B/ includes the force of the aver-
age electromagnetic field and the Coulomb collisions between charged particles.
Taking the ensemble average of F to get a smooth velocity distribution function
f D hF iensemble and we obtain the following “collision term” [10],

C.f / D Na � @f
@v

�
�
a � @F

@v

�
ensemble

(5.6)

Also, the Boltzmann-type transport equation is obtained.

df

dt
D @f

@t
C v � @f

@x
C Na � @f

@v
D C.f / (5.7)

C.f / D �
*

Qa � @
QF

@v

+
ensemble

: (5.8)

Here, a and F are divided into an average part and a microscopic fluctuating part
(a D NaC Qa; F D f C QF ). We find that the collision term is a correlation of the accel-
eration by the microscopic Coulomb field and the associated velocity space gradient
of the fluctuating distribution function. Acceleration by mean-field is treated deter-
ministically and collision by the microscopic Coulomb field is treated statistically.
The “smoothness” of the distribution function plays an important role in explaining
collisionless damping (Landau damping) by “phase mixing.” The collision term in
the plasma is discussed in Section 5.6. The collision term for molecular gas was



88 5 Plasma Kinetic Theory: Collective Equation in Phase Space

derived by the Austrian physicist L. Boltzmann (1844–1906 Figure 5.4 (b)). He in-
troduced “Stosszahl Ansatz” which states that that there will be no correlation be-
tween position and momentum of two colliding particles [1]. With this assumption,
we can calculate the time variation of particle number into and out from phase space
volume dxdv through collisional short-range force using f as follows,

C.f / D
Z
Œf .v0/f .v0

1/ � f .v/f .v1/� jv1 � vj � d˝dv1 : (5.9)

Here, v and v1 are the velocities before collision and v0 and v0
1 are the velocities

after collision. Also, the first term on the right-hand side is incoming particles to the
velocity interval dv from the inverse collision of particles with v0 and v0

1, and the
second term is outgoing particles from the velocity interval dv from the collision.
The Boltzmann equation is an irreversible equation constructed from reversible dy-
namics (see Salon).

Salon: Reversible Dynamical Equation and Irreversible Kinetic Equation

The Newton equationm d2x=dt2 D F does not change by t ! �t and is sym-
metric to time reversal. On the other hand, phenomena concerning heat are not
time reversible, for example, when hot water gets cold or gas expands to a low-
pressure region. Such phenomena are called irreversible processes. If the heat
is from the microscopic motion of atom and molecule, question arises whether
irreversible thermal phenomena such as the law of entropy increase can be ex-
plained by the reversible dynamical equation.

Boltzmann attacked this problem by applying a dynamical equation to the
microscopic molecule. He constructed an equation (Boltzmann equation 5.7
and 5.9) governing the process whereby a non-equilibrium gas relaxes to equi-
librium by collisions between molecules. The Boltzmann collision term shows
that the Boltzmann H function H D s f � lnf dv decreases monotonically
with time (the Boltzmann H theorem). He used a time-symmetric dynamical
equation for the collision process, but the equation got a time arrow through the
statistical operation of counting the number of colliding particles.

The German physicist E. Zermelo (1871–1953) pointed out that H theorem
contradicts Poincaré recurrence theorem [5]. Boltzmann’s H theorem is a sta-
tistical theorem and the very low probability of recurrence is neglected (or, the
equivalently neglected case which takes a very long time from the determin-
istic dynamical equation). Boltzmann’s equation eliminates the recurrence and
describes evolution to the high probability state. The Japanese Nobel Prize in
Physics winner S. Tomonaga discussed this paradox, which lies between the ki-
netics and dynamics, in detail [11]. This situation is the same for the Coulomb
collision in plasma, andH D s f � lnf dv decreases monotonically with time.

Consider the small size of the realization probability of the Poincaré recur-
rence state from the example of particle diffusion in a box shown in Figure 5.3).
The group of particles in the left box expands to both boxes but will revert to
left box at some time according to the Poincaré recurrence theorem. Then, try to
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evaluate the probability. The probability of having a particle in either box is the
same and is 1=2. Assuming the probability of each particle is independent, the
probability of all particles entering the left box is .1=2/N (N is the number of
particles). IfN D 1023, the chance to realize the state predicted by the Poincaré
recurrence is very small. This means that it take an enormous amount of time to
realize the recurrent state. From the viewpoint of the initial value, there is a set
of initial values, with which particles can return to the left box in a relatively
short timescale (for example, the time reversal solution of diffusion). But, this
has a very low probability among all possible initial values for the particles
spread in the whole box.

Interestingly, it seems apparent that the probability of having a particle in
either box is the same, but it is not self-evident that the probability that exists in
any location in the whole box is the same. This problem is an example in a dy-
namical system called an “ergodic problem” and is explained by “Weyl’s bil-
liards” [12]. The arrow of time in a many-particle system is caused by a macro-
scopic manipulation (for example, the operation of opening the shutter), which
leads to a change in the number of possible motion states, and the system tends
to the state of dominant probability. The key here is that the macro-operation
can increase the number of microscopic states, but rarely reduce it. British as-
tronomer Arthur Eddington (1882–1944) coined the phrase “arrow of time” in
1927. Some physical phenomena are difficult to reverse in time and this phrase
indicated that “time” has direction related to the occurring phenomena. The ar-
row of time is discussed in detail by Davies in [13].

5.3 Vlasov Equation: Invariants, Time-reversal Symmetry
and Continuous Spectrum

“Collision” in terms of changes in the velocity distribution function due to the mi-
croscopic electric field of the Coulomb potential becomes negligible compared with
the average force when the plasma temperature is higher and such a plasma state is
called “collisionless plasma.” In this case, the right-hand side of Equation 5.7 can
be ignored. Russian physicist A. Vlasov (1908–1975; Figure 5.5 (a)) pointed out for
the first time that the collision term can be ignored in high-temperature plasma and
this equation is called Vlasov equation [14].

dfs
dt

D @fs

@t
C v � @fs

@x
C Na � @fs

@v
D 0 : (5.10)

Here,
P Na D .es=ms/.E C v � B/ is the average acceleration excluding the

microscopic Coulomb field. The fs in Vlasov equation is the ensemble-averaged
“smooth” distribution function. Equation 5.10 means that the density fs is con-
served for the observer moving with particle trajectory in phase space z D .x; v/
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Figure 5.5 (a) A. A. Vlasov
who identified Vlasov equa-
tion as basic equation
for collisionless plasma
(with kind permission of
Physics-Uspekhi journal) and
(b) L. D. Landau who found
Landau damping as collision-
less damping mechanism

(density variation along phase space flow, dfs=dt , the Lagrange differential, is zero).
From this property, f .x; v; t/ > 0.t > 0/ if f .x; v; t D 0/ > 0 are met. In other
words, the trajectory of particle motion in phase space (characteristic curve) con-
tours of constant fs . If no sink and source exists in phase space, the particle conser-
vation law in phase space is given by @fs=@t C @=@z � .ufs/ D 0 (u D .v; Na) and
comparison with Vlasov equation leads to .@=@z/ �u D 0. This means that the phase
space flow is incompressible.

In a collision-dominated gas in equilibrium, entropy is conserved in the isolated
system. In collisionless plasma satisfying the Vlasov equation, H defined by H D
s G.fs/dz is a conserved quantity (dH=dt D 0) for arbitrary function G.fs/. In
fact,

dH

dt
D
Z
@G.fs/

@t
dz D �

Z
G0.fs/u�@fs

@z
dz D �

Z
@uG.fs/

@z
dz D 0 : (5.11)

Since G is an arbitrary function, the Vlasov equation has an infinite number of
invariants. If we choose G D fs , it gives the conservation of particles. Also, G D
�fs ln fs gives the conservation of entropy in collisionless plasma. This property of
the Vlasov equation is also called the generalized entropy conservation law [15].

The Vlasov equation has interesting properties, although we need to note that the
equation is valid in the zero-collision limit. One of them is time-reversal symme-
try, the Boltzmann equation does not have such symmetry. If  D .fs ;E ;B/ is
a solution of the Vlasov equation, T .�t/ is also a solution and is called the time-
reversal solution (here, T is the “time reversal operator,” and requires a reversal of
the magnetic field) [16]. In the Boltzmann equation, the distribution function will
converge to an equilibrium solution due to the property of the collision term. On the
other hand, the solution of the Vlasov equation does not necessarily converge to an
equilibrium solution due to its conservation property and time-reversal symmetry. If
 .t/ is the converging solution to equilibrium, the time reversal solution T .�t/
is the solution away from equilibrium.

The Vlasov equation has the structure of a wave equation. In addition to the wave
frequency determined by the dispersion properties of the system, there is a wave
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with frequency !c D k � v continuously changing with particle velocity v at fixed
wave number k, .exp.�ik � vt//, which is called free streaming solution [17].

In fact, if we expand the electrostatic wave solution of the Vlasov equation with-
out magnetic field as fa D Fa0 C fa1 (fa1 � Fa0), the following Poisson equation
and the linearized Vlasov equation are obtained,

@fa1

@t
C v � @fa1

@x
D ea

ma
r' � @fa0

@v
; (5.12)

"0r2' D �ea
1Z

�1
fa1dv : (5.13)

For the case of fa1 D fa1kw exp.ik � x � i!t/ and ' D 'kw exp.ik � x � i!t/, we
obtain

.! � k � v/fa1k! D � ea

ma
'k!k � @fa0

@v
: (5.14)

Here we note that the homogeneous solution of (5.14) is free streaming solu-
tion e.�ik�vt/. Since the general solution of xf .x/ D g.x/ is given by f .x/ D
g.x/P Œx�1� C �ı.x/ (P is a principal value, ı.x/ is the Dirac delta function), we
obtain

fa1k! D
�
� ea

ma
k � @fa0

@v
P

1

! � k � v C �ı.! � k � v/
�
'k! : (5.15)

If we inverse-Fourier transform the delta function term of Equation 5.15, we
obtain a free streaming solution fa1 D expŒ�ik � .x� vt/�. The range of k � v spans
�1 to C1 and the waves have a “continuous spectrum.” In fact, from the Poisson
equation 5.13, we obtain following [17],2

41 C ea

"0k2ma

1Z
�1

P

! � k � vk � @fa0

@v
dv

3
5C ea

"0k2
� D 0 : (5.16)

This equation gives the relationship between two unknowns, ! and � for a given
wave number k. This means that the angular frequency ! is arbitrary for a given k,
namely, the spectrum of eigenvalues is continuous. This property of linear Vlasov
equations originates from the fact that operator A D k � v.df=dt D �iAf / is
a linear operator with a “continuous spectrum” [18, 19]. A non-damping wave can
exist with a real ! and � can be determined using Equation 5.16 which gives the
necessary resonant particles in Equation 5.15. This wave is called the “Van Kam-
pen mode” [16]. A free-streaming solution coupled to Maxwell distribution fa1 D
expŒikut � .u=uth/

2=2� oscillates in the velocity space more violently with time, as
shown in Figure 5.6, and actual physical quantities, such as the electric field calcu-
lated from the velocity integral, tends to zero with time. This “structure extinction”
is called “phase mixing” since it occurs due to the phase overlapping of the wave.
Mathematically, this structure extinction is guaranteed by the “Riemann–Lebesgue
theorem” [16, 20]. Collisionless damping of the electric field caused by the contin-
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Figure 5.6 Maxwell distribu-
tion function .exp.�u2=u2

th//
and the phase mixing of per-
turbed distribution function
f1 D exp.ikut � u2=2u2

th/
(t D 20�=kuth)

uous spectrum of velocity space is called “Landau damping” as described in detail
in Section 5.4 and was developed by L. D. Landau (1908–1968; Figure 5.5 (b)).

5.4 Landau Damping: Irreversible Phenomenon
Caused by Reversible Equation

The Vlasov equation is symmetric to time reversal, and in order to satisfy causality
(cause prior to the results or “arrow of time”), the Laplace transform on time (or
an equivalent method) can be used. This corresponds to analyzing the problem as
an initial value problem by restricting t � 0, in contrast to the “spectral analysis”
detailed in Section 5.3. The electron plasma oscillation is described by considering
that the electric field is determined by the perturbed plasma density according to the
Poisson equation. The linear response of the system is a solution that meets both the
Poisson equation and the Fourier transformed linearized Vlasov equation in space.

@fe1k

@t
C ik � vfe1k D �i

e

me
'kk � @fe0

@v
; (5.17)

"0k
2'k D �e

1Z
�1

fe1kdv : (5.18)

A standard way to solve this equation correctly as an initial value problem is the
Laplace transform in time (integration at t � 0).

fe1k!.v/ D 1

2�

1Z
0

fe1k.v; t/e
i!t dt ; (5.19)

'k! D 1

2�

1Z
0

'k.t/e
i!t dt : (5.20)
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Figure 5.7 Maxwell
distribution function
(exp.�u2=2u2

th/) and the
phase velocity of the wave
that interacts with resonant
particles with almost same
velocity. Integration path in
complex u plane for Landau
problem

The key here is the Laplace transformation, Equations 5.19 and 5.20 are defined
so that Im.!/ D !i (!i is a positive constant) is large enough to ensure the conver-
gence of the integral. Causality is satisfied through this choice. The Fourier-Laplace
transformation of Equations 5.17 and 5.18 are given as follows,

.! � k � v/fe1k!.v/ D ife1k.v; t D 0/C e

me
'k!k � @fe0

@v
; (5.21)

i"0k
2'k! D �e

1Z
�1

fe1k.v; !/dv : (5.22)

Substituting Equation 5.21 into 5.22 and eliminating fe1k.v; t/, we obtain

'k! D � ie

"0k2K.!;k/

1Z
�1

fe1k.v; t D 0/

! � k � v dv ; (5.23)

K.k; !/ D 1 C !2
pe

nek2

Z
k � @fe0=@v

! � k � v dv (5.24)

where !2
pe D e2ne="0me and !pe is called plasma frequency.

The eigen modes are given by K.k; !/ D 0, and this expression is called the
“dispersion equation.” In the integral of the dispersion equation, u � k � v=k D
!=k is a singular point (the denominator of the integral is zero: !=k is the wave
phase speed) and the integration method becomes the issue. Consider the initial
value problem when a wave is excited in the plasma with a real wave number k. If
the wave grows or decays, ! is complex. Therefore, the integral in Equation 5.24
has to be treated as a complex integration in the u plane. Vlasov took the Cauchy
principal value. But Russian Nobel Prize winner L. D. Landau (1908–1968) realized
that it should be treated as an initial value problem. This creates a term to circumvent
singularity (the Landau damping term) [21]. In this case, the integration path of u is
below the singular point since Im.!/ > 0 (see Figure 5.7). Separating the dispersion
functionK into real and imaginary parts with ! D !rCi!i , we obtain the following
equations:

K.k; !/ D Kr.k; !r /C iŒKi .k; !r /C !i
@Kr .k; !r /

@!r
� D 0 ; (5.25)
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!i D � Ki .k; !r /

@Kr .k; !r /=@!r
; (5.26)

Kr.k; !/ D 1 C !2
pe

nek2
P

Z
k � @fe0=@v

!r � k � v dv; Ki .k; !r / D �� !
2
pe

k2

@fe0

@v

ˇ̌
uD!r=k :

(5.27)

P indicates the Cauchy principal value integral. When electrons are Maxwellian and
the wave phase velocity is much larger than the thermal velocity (!r=k � vte), we
obtain Kr.k; !/ D 1 � .!pe=!r/

2 � 3.!pe=!r /4k2�2
D. So,

!r D !pe.1 C 1:5k2�2
D/; !i D �

r
�

8

!pe

k3�3
De

exp

�
�
�

1

2k2�De2 C 3

2

��
:

(5.28)

Since !i < 0, the wave will damp. This damping occurs without any dissipation
of energy due to collision and is “collisionless damping.” Landau was the first to
identify this phenomenon [21] and so this is called “Landau damping”. The physi-
cal mechanism of Landau damping is intuitively simple. First, since the decay rate
comes from the residue at u D !=k, it is caused by the particle having almost the
same speed of wave phase velocity (called the “resonant particle”). These particles
can exchange energy with the wave creating an almost DC electric field, since par-
ticles move with the waves. In Landau damping, the number of particles gaining
energy from the wave is larger than that losing energy to the wave as seen from
the relation !i � df=dv in Equation 5.27. Landau damping can be compared to
surfing. If the surfboard is not on the wave, the wave simply passes and surfboard
cannot gain energy. However, if the speed of the surfboard is the same as the wave,
the board is pushed by the wave, giving it energy.

The Vlasov equation describing collisionless plasma does not have irreversibility
such as that due to the collision term in the Boltzmann equation, but, it has an arrow
of time through the damping of the wave called “Landau damping.” Irreversibility
of the Boltzmann equation was created by the “Stosszahl Ansatz,” while Landau
damping originated from “phase mixing” in the processes described in Section 5.3.
The inverse operator of the linear operator L D ! � k � v is L�1 D P Œ1=.! � k �
v/�C �ı.! � k � v/ (� is an arbitrary constant). If we impose the condition that the
velocity distribution function is “smooth” at t D 0, � needs to take a specific value
� D i� . An inverse Laplace transformation of Equation 5.23 gives,

Ek.t/ D � ek

2�"0k2

1Z
�1

dvfe1k.v; t D 0/

1Ci!iZ
�1Ci!i

exp.�i!t/d!

K.!;k/.! � k � v/ : (5.29)

The free streaming term exp.�ik�vt/ is produced from the pole! D k�v of ! in-
tegration of Equation 5.29, and the density perturbation in velocity space oscillates
more strongly with time. The resulting density perturbation n1 and electric field E
after integration in velocity space will damp with time due to this phase mixing. It
might be thought that this collisionless damping by phase mixing would be incon-
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sistent with the reversibility of the Vlasov equation (similar to the discussion with
Loschmidt’s “reversibility paradox” against the Boltzmann equation). For the solu-
tion fe1k.v; t/, the time reversal solution fe1k.x;�v;�t/ is also a solution of the
Vlasov equation and the density perturbation n1.x; t/ increases exponentially with
time. However, this time reversal solution may have an initial value fe1k.x; v; t1/

and is not smooth since it includes exp.�ik � vt1/. After t1 passes, the density per-
turbation reaches a maximum where fe1k is a smooth function. Then, the density
will decay again with time due to phase mixing [16].

5.5 Coulomb Logarithm: Collective Behavior
in the Coulomb Field

Now, let us consider collisions in the Coulomb field ignored in previous sections.
Since plasma consists of charged particles (ions and electrons), a repulsion force
acts between similarly charged particles and an attractive force acts between dif-
ferently charged particles. Shielding of the electric field occurs in the same way
as Debye shielding in electrolytes. Incidentally, this shielding phenomenon does
not occur in many body systems under gravitational force, which have only attrac-
tive forces. When a potential is formed by density changes in the plasma, elec-
trons and ions will follow a Boltzmann distribution ne D ne0 exp.e�=kT / and
ni D ni0 exp.�eZi�=kT /. Consider the potential around the ion. Assuming the
thermal energy kT is much larger than the potential energy e� (e� � kT ), the
solution of the Poisson equation for � is obtained as follows,

� D e

4�"0r
e�r=
D : (5.30)

Here, ��2
D D ��2

De C P
��2
Di , �

2
De D ."0kT=e

2ne/
0:5.D 7:43 � 103ŒTe .eV/=

ne.m
�3/�0:5 Œm�/, �2

Di D ."0kT=e
2Z2

i ni /
0:5. This shielding effect is called De-

bye shielding and � is the Debye potential. For this relationship to be valid and
statistically meaningful many particles must exist in the potential well (in the De-
bye sphere), n�3

D � 1 must be met. When this condition is met, the collective
shielding effect of the Coulomb field works. This condition can be modified to
kT � e2=4�"0d (d D n�1=3 is inter-electron distance), which means that ki-
netic energy is sufficiently larger than the potential energy between electrons (close
to the ideal gas). Coulomb collisions in the plasma generally occur within the De-
bye radius, but the degree of scattering due to collision varies greatly depending on
the value of the impact parameter. The impact parameter b in the center-of-mass
system in Coulomb scattering is related to the scattering angle � as follows (see
Figure 5.8) [3],

b D b0 cot

�
�

2

�
: (5.31)
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Figure 5.8 Scattering geom-
etry for Coulomb collision.
Scattering angle � is defined
as 	.r ! 1/

Here, b0 D eaeb=.4�e0mabu
2/ D 7:2 � 10�10ZaZb=Er ; .eV/ (m) is the impact

parameter at 90 degrees scattering and is called the Landau parameter. Here,mab D
mamb=.ma C mb/ is reduced mass, u is the relative velocity, Er D mabu

2=2 is
the particle energy in the center-of-mass system. Substituting Equation 5.31 into the
differential cross section �.�/ D b.db=d�/= sin� scattered into differential solid
angle d˝ D 2� sin �d� , we obtain following well-known Rutherford scattering
cross section [3].

�.�/ D b2
0

sin4.�=2/
: (5.32)

The velocity of particle species a, va is given by the velocity of the center of mass
V and the relative velocity uab D va � vb as va D V C mbuab=.ma C mb/

and the change in velocity of particle a is given by �va D .mab=ma/�uab . Since
the relative speed, uab is conserved for the elastic collisions, a change in u can be
obtained as�uab D uab sin �n�2 sin2.�=2/uab using the formula for two isosceles
triangle .sin2.�=2/ D b2

0=.b
2
0 C b2//. Here, n is a unit vector perpendicular to uab .

Considering that the interaction occurs in the Debye area (��2
D) and the particle flux

of species b with velocity vb passing through the Debye area in the time interval�t
is given by ��b D ınb.vb/u�t , the velocity change of species a by a collision
with b is given by,

�va D ��b
mab

ma


DZ
0

�uab2�b db D �4�b2
0��buab

mab

ma


DZ
0

b

b2 C b2
0

db : (5.33)

Here, b D 0 corresponds to head-on collision (� D �) and b D �D corresponds
to the scattering angle �min � b0=�D. The component of �va perpendicular to uab
disappears due to rotational symmetry. The integral term is .1=2/ ln.1C.�D=b0/

2/ �
ln.�D=b0/, and ln� � ln.�D=b0/ is called Coulomb logarithm.

There are some subtleties in Debye shielding as the origin of the Coulomb loga-
rithm. Consider the example of magnetic fusion plasma in Figure 5.9. A huge num-
ber of charged particles are contained in the Debye sphere (n�3

D D 4 � 107), but the
integration of Debye potential in Equation 5.30 gives a charge number for the total
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Figure 5.9 Relation be-
tween impact parameter b
and scattering angle � in the
Coulomb scattering for rel-
ative energy Er D 10 keV
(b0 D 7:2 � 10�14 m). Pa-
rameters are magnetic fusion
parameters (Te D 10 keV,
ne D 1 � 1020 m�3,
d D n�1=3

e D 2 � 10�7 m,

D D 7:4 � 10�5 m)
and laser fusion param-
eters (Te D 10 keV,
ne D 4:8 � 1031 m�3,
d D n�1=3

e D 2:8�10�11 m,

D D 1:1 � 10�10 m)

electron cloud as only 1. This value is much smaller than the fluctuations in the num-
ber of electrons in the sphere ..n�3

De/
1=2 D 6000/. Thus, Van Kampen expressed the

Debye sphere as “somewhat ghost-like existence.” The Coulomb logarithm is a log-
arithmic integral, and the circumstances of collision depend on the particle distance.
For 0 	 b < 3b0 D 2 � 10�13 m (0:2� < � 	 �), the scattering between par-
ticles is large-angle scattering. The logarithmic integral in this regime is 1.15. For
3b0 	 b < �D=3:7 D 2 � 10�5 m, approximation of small-angle scattering is valid
and the Debye shielding effect (e�1=3:7 D 0:76) can also be neglected. The logarith-
mic integral is 18.4 in this region. The logarithmic integral where Debye potential is
effective (ghost region of Van Kampen), has the small value of 1.3, which validates
the rough approximation to cut at Debye length. On the other hand, the two-body
correlation or interaction with other particle cannot be ignored for d.D n�1=3 D
2 � 10�7 m/ < b and the question of the validity of two-body collision remains.
The two-body correlation is assumed to be negligible statistically. A brainstorming
discussion on the Coulomb logarithm in a plasma is given by Van Kampen [16].

Here we discuss the difference between the collision process in plasma and the
molecular collision considered by Boltzmann. In molecular collisions, interaction
occurs only when a molecule reaches the molecular radius (r0 � 10�10 m D 1 Å).
Since the molecular radius r0 is much smaller than the inter-molecule distance n�1=3

(r0 � n�1=3), the two-body correlation is expected to be small. On the other hand,
since Coulomb force is a long-range force, collision time tc is relatively long (tc �
�D=vth D 10�10 s) and is longer than the time taken to approach next target for
collision (tmfp � 1=n1=3vth D 10�13 s). Namely, the relation tc (collision time) �
�t � tmfp (mean free time) valid for molecular collision does not hold in plasmas.
The general collision theory of a many-body system is discussed by Balescu [22].
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5.6 Fokker–Planck Equation:
Statistics of Soft Coulomb Collision

As mentioned in the previous section, the momentum change in Coulomb interac-
tion is quite small and small-angle scattering is dominant except for the small region
of the impact parameter b close to the Landau parameter b0. Small-angle scattering
process is called the Fokker–Planck process and the form of the collision term can
be determined without detailed information about collision dynamics. If we assume
the timescale �t to be much longer than the correlation time of random force tc
(�t � tc), the force can be assumed to be statistically independent of the previ-
ous value. Under this circumstance, the state at t C �t is determined only by the
state at t , independent of past history. This is the “Markov process.” If we define
P.v; �v, �t/ as the probability of a particle changing velocity v by�v in the time
interval �t , the velocity distribution function f .v; t/ is given as follows,

fa.v; t/ D
Z

d�vfa.v��v; t ��t/P.v ��vI�v; �t/ : (5.34)

Here, P.vI�v; �t/ is rapidly decreasing function with j�vj. Then, taking up to
the second terms of the Taylor expansion, the following equation is obtained for
C.fs/ D �fs=�t .

C.fa/ D � @
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�
� h�vi
�t

fa

�
C @2

@v@v
W
� h�v�vi

2�t
fa

�
: (5.35)

This is called the Fokker–Planck collision term. If we take the first coordinate along
uab D va � vb , coefficients of the Fokker–Planck collision term, h�vi=�t and
h�v�vi=2�t are given as follows due to the symmetry around uab axis,

h�vi=�t D
2
4 h�vki=�t

0
0

3
5 ; (5.36)
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4 h�v2
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0 0 h�v2?=2�ti

3
5 :

Substitution of ınb D fb.vb/dvb into Equation 5.33 and integration by vb gives,
�
�va

�t

�
D �

X
b

e2
ae

2
b

ln�

4�m2
a"

2
0

�
1 C ma

mb

�Z
uab

u3
ab

fb.vb/dvb : (5.37)

Here, it should be remembered that the contribution at small b in the integral expres-
sion of Equation 5.33 is not small-angle scattering although it is small. Similarly,
using the relation sin2 � D 2Œ1 � b2

0=.b
2
0 C b2/�b2

0=.b
2
0 C b2/, we obtain,
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uab
fb.vb/dvb ; (5.38)
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fb.vb/dvb : (5.39)

Usually, terms that do not include the Coulomb integral (1=2 of Equations 5.38 and
5.39) are neglected. Then, we obtain�
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; (5.40)
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gab.va/ D
Z
uabfb.vb/dvb : (5.43)

Here, @u�1
ab
=@va D �uab=u3

ab
, @2uab=@va@va D u�3

ab
.u2
ab
I � uabuab/ D U ab are

used, where hab , gab is called the Rosenbluth potential [23]. Substituting these into
Equation 5.35 gives,
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(5.44)

Taking the partial integral for vb integral and using the relation @U ab=@va D
�2uab=u3

ab
, we obtain 2@hab=@va D �.1 Cma=mb/ s .@U ab=@vb/fb.vb/dvb D

.1Cma=mb/ s .U ab@fb=@vb/dvb . Also, @=@va�Œ.@2gab=@va@va/fa.va/� D @=@va�
Œs U abfb.vb/dvbfa.va/� D s U ab Œ�@fb=@vbfa.va/Cfb.vb/@fa=@va�dvb . Sub-
stituting these equations into Equation 5.44 gives,
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This form of collision term is given by Landau in 1936 [5–24]. He obtained this
collision term from the Boltzmann collision term, which is not valid for plasma but
he obtained a correct result. Indeed, the Boltzmann collision term can be applied
outside the collision between molecules as discussed by Balescu in detail [22].

Let us return to the discussion on Debye shielding. As discussed in Section 5.2,
the Coulomb collision term of particle species s, C.fs/ is the ensemble average of
the gradient in the velocity space of the fluctuating part of the discrete distribution
function and acceleration by a microscopic Coulomb field.

C.fa/ D �
*

Qa � @
QFa
@v

+
ensemble

(5.46)



100 5 Plasma Kinetic Theory: Collective Equation in Phase Space

Substitution of Qa D �.es=ms/r� (�: electrostatic potential) into Equation 5.5
gives @ QFs=@t C v � @ QFs=@x D .es=ms/r� � @fs=@v and considering �r2� DP
.es="0/

R QFsdx, we obtain QFs.x; v; t/ D QFs.x � vt; v; 0/ C .es=ms/
R1

0 d
r�
.x�v
; t�
/�@fs=@v from the convolution integral. Substitution into Equation 5.46
gives the Balescu–Lenard collision term in Landau form after some assumptions and
manipulations [10, 25].
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Approximating � D .k2 Ck2
D/=k

2.kD D 1=�D/ (corresponding to Debye poten-
tial), Kab is given by,
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ˇ̌2 D 1

u3
Œu2I � uu�

Z
dk

k

k4ˇ̌
k2 C k2

D

ˇ̌2 : (5.50)

Divergence in the short wave number (long wave length) regime is suppressed by the
Debye shielding. If we take kmax D 1=b0 where b0 is Landau parameter, integration
in wave number gives the Coulomb logarithm ln.�D=b0/. In this approximation the
Balescu–Lenard collision term is consistent with the Landau collision term.

Note: M. N. Rosenbluth and B. B. Kadomtsev

M. N. Rosenbluth (1927–2003; Figure 5.10 (a)) and B. B. Kadomtsev (1928–
1998 Figure 5.10 (b)) were great US and Russian theoreticians in plasma
physics, respectively. They made significant contributions to the development
of plasma physics for fusion research.

(a) (b)

Figure 5.10 (a) M. N. Rosenbluth (Courtesy of the University of Texas at Austin) and
(b) B. B. Kadomtsev (with kind permission of Physics-Uspekhi journal)
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5.7 Gyro-center Kinetic Theory: Drift and Gyro Kinetic Theory

The plasma kinetic equation including the collision is given by,

@f

@t
C v � @f

@x
C .E C v �B/ � @f

@v
D C.f / : (5.51)

Here, C is the collision term. This equation is not appropriate for studying colli-
sional transport or turbulent transport due to drift wave turbulence with the wave-
length near the ion gyro radius �i since this equation includes both the slow drift
motion and fast gyro motion. So, we derive the kinetic equation for the guiding cen-
ter (called drift kinetic equation) using the guiding center equations, Equations 4.39
and 4.40 derived in Section 4.3. We define the guiding center Poisson brackets f; g
as follows,

fX; Y g D ea

ma

�
@X

@�

@Y

@�
� @X

@�

@Y

@�

�
� b

ea B
�
k

� rX � rY (5.52)

C B�

ma B
�
k

�
rX @Y

@vk
� @X

@vk
rY

�
:

Here, X and Y are arbitrary functions of z D .r; vk; �; �/. Our target is to trans-
form this without " dependence into new coordinates Nz D fNz�g D ft; Nzi g as
Ldt D � D �i .Nz/d Nzi � H.Nz/dt C dS.Nz/ (see Equation 4.91). Then using the
Hamiltonian Equation 4.30, the magnetic moment and gyro angle evolution equa-
tion and Equations 4.39 and 4.40 are given as follows,

d�

dt
D f�;H g D 0 ;

d�

dt
D f�;H g ; (5.53)

dvk
dt

D ˚
vk;H

 D � B�

ma B
�
k

rH ; (5.54)

dr

dt
D fr;H g D b

ea B
�
k

� rH C B�

ma B
�
k

@H

@vk
: (5.55)

The drift kinetic equation for guiding center velocity distribution function F to treat
slow drift motion is given as follows by considering @f=@� D 0 and d�=dt D 0.

@F

@t
C Pz � @F

@z
D @F

@t
C fF;H g D @F

@t
C Pr � @F

@r
C Pvk

@F

@vk
D C.F / : (5.56)

Turbulent fluctuation in plasma has been observed at wavelengths near the ion
gyro radius. In order to treat the electromagnetic fluctuation of the order of the ion
gyro radius, the gyro kinetic equation is developed by formulating the motion in
time and varying electromagnetic field. In particular, the polarization drift (see Sec-
tion 7.3) must be considered in the drift wave turbulence. For the set of electrostatic
and vector potential fluctuation, .ı'; ıA/, the perturbation Lagrangian ıL is given
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by

ıL dt D eaı�A � .dr C d�/� eaı�' dt D �ıH dt ; (5.57)

ı�A D ıA.r C �/; ı�' D ı'.r C �/ :

The perturbed Hamiltonian ıH is given by,

ıH D eaı�' � eaı�A � v : (5.58)

Since Equation 5.58 has gyro radius and v? dependences, perturbed Hamilto-
nian depends on gyro phase � . Therefore, the magnetic moment � is no longer
a conserved quantity (f�; ıH g ¤ 0). So, we construct new coordinates z D
.r ; vk; �; �/ ) Nz D . Nr ; Nvk; N�; N�/ where the newly defined magnetic moment be-
comes a conserved quantity, and a mathematical tool called Lie perturbation the-
ory is used. An important point here is the gauge arbitrariness of the Lagrangian
(LC dS=dt) gives the same equation of motion as that of L, see Section 4.1). Us-
ing the perturbation expansion of Hamiltonian NH D NH0 C NH1 C NH2 C : : : .H0 D
Equation 4.31 formula), we obtain following formula similar to Equations (4.100)
and (4.105).

NH1 D ıH � dS1

dt
; NH2 D e2

a

2ma
jı�Aj2 � 1

2
fS1; ıH g � dS2

dt
(5.59)

and are solved by evaluating S1 and S2. Then, the coordinates after transformation
are given by,

Nza D za C fS1; zag C eaı�A � fr C �; zag C : : : (5.60)

Using this new coordinate system with the Hamiltonian obtained in this way, the
gyrokinetic equation is given as follows,

@ NF
@t

C ˚ NF ; NH D NC. NF /
 

or
@ NF
@t

C PNr � @
NF

@ Nr C PNvk
@ NF
@ Nvk

D NC. NF /
!
: (5.61)

The Hamilton equation of motion for gyro-center is given by,

d Nvk
dt

D ˚ Nvk; NH D � B�

ma B
�
k

Nr NH ; (5.62)

d Nr
dt

D ˚ Nr ; NH D b

ea B
�
k

� Nr NH C B�

ma B
�
k

@ NH
@ Nvk

: (5.63)

Details are given in Brizard–Hahm [26] and more plainly in Brizard [27].
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Chapter 6
Magnetohydrodynamic Stability:
Energy Principle, Flow, and Dissipation

It is not easy to discuss general plasma stability since plasma is a nonlinear and dissi-
pative medium. In this chapter, after a survey of the general stability, linear stability,
in particular, ideal magnetohydrodynamic stability with an Hermitian (self-adjoint)
linear operator is discussed. Then, nonlinear tearing forming a magnetic island by
magnetic reconnection caused by the dissipation, and the stability of plasma flow
with a non-Hermitian operator are outlined.

6.1 Stability: Introduction

To confine high-temperature plasma in a torus is topologically reasonable, but it
actually requires careful consideration. Plasma is “soft” matter, and often becomes
unstable when the internal energy is large. In this section, we introduce a general
definition of stability, “stability in the sense of Lyapunov” for the general evolution
equation of the system. The property of the linear operator of the evolution equation
are described as the basis of stability.

The mathematical theory of stability was developed through the investigation
of stability in stellar dynamics by the French mathematician S. D. Poisson (1781–
1840). A complete general mathematical definition of stability was given by the
Russian mathematician A. M. Lyapunov (1857–1918) [1]. Assume that the behavior
of the plasma is given by the following evolution equation.

dX

dt
D N.X/ : (6.1)

Here, it is important to note that time evolution is determined only by the present
value of X . Such a system is called a “dynamical system”. The equilibrium point
X 0.N.X 0/ D 0/ is called “unstable in the sense of Lyapunov” if there is another
solution that rapidly moves away from the first solution over time when a small
change is applied to X . Conversely, Lyapunov stability is given as follows.

M. Kikuchi, Frontiers in Fusion Research. © Springer 2011 105
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Lyapunov stability: If there exists a neighborhood V for any neighborhood U
of X so that orbit starting from inside of V stays within U , X is called stable
in the sense of Lyapunov.

In other words, if the solution of d�X.t/=dt D N.X0 C �/ is always bounded, it
is Lyapunov stable. Linearizing the evolution equation 6.1, we obtain the linearized
equation d�=dt D L�. Here,L D N 0.X 0/ and � D X�X 0. If the steady-state flow
is zero, we have d�=dt D @�=@t , and the equation is led to an eigenvalue problem
L� D �� by setting @=@t D �. A linear operator L can be expressed by a finite
dimensional matrix if the set of solutions of L� D �� is covered by a finite number
of eigen functions. But, in general, an infinite number of eigen functions can exist
and will form a “functional space” [2].

If the matrixL defined in the finite dimensional linear space is “regular” (LL� D
L�L), a complete set of orthogonal eigen functions can be obtained. And the “uni-
tary transformation” U�1LU diagonalizes the matrix L and eigenvalues appear as
diagonal elements. If L is “self-adjoint” (L� D L), the eigenvalues are all real.
A negative eigenvalue means the system is unstable. The eigenvalue problem of lin-
ear operator L defined in the functional space (infinite dimensional linear space) is
different in nature from that in the finite-dimensional linear space. An important dif-
ference is the existence of a “continuous spectrum.” The solution of the eigenvalue
problem in the functional space in general, consists of a discrete eigenvalue (“point
spectrum”) and continuous eigenvalue (“continuous spectrum”) on the segment in
the real axis. In quantum mechanics, the point spectrum appears in bound states,
while the continuous spectrum appears in non-bound states. In plasma physics, the
continuous spectrum appears in the Alfven waves and longitudinal waves in colli-
sionless plasma (Section 5.3) [3].

Linear operators such as the linear Vlasov operator (see Section 5.3) and lin-
ear MHD (magnetohydrodynamic) operator F (see Section 6.2) appear in plasma
physics. These linear operators are infinite dimensional linear operators and cause
special behaviors such as Landau damping and Alfven continuum damping through
the continuous spectrum.

The continuous spectrum has a singular eigen function (such as the Dirac ı func-
tion) not defined in the functional space for the linear operator (“Hilbert space”). Let
us determine the operator to give the continuous spectrum. Consider position oper-
ator Au.x/ D xu.x/, the eigenvalue problem for A is given by xu D �u. From
(x � �/u D 0,we have u D ı.x � �/ (ı is the “Dirac delta function”). Since � can
take any real number, operator A gives a continuous spectrum.

Let A be the linear operator. The eigenvalue problem is to obtain eigenvalue
�.2 C/ and eigenvector u to satisfy Au D �u. Rewriting this equation as .�I �
A/u D 0, the problem becomes finding null points for the linear operator (�I � A)
or singular points of the operator .�I�A/�1. The theory requires a generalization of
the concept of eigenvalue and eigen function for the operator in infinite dimensional
linear space [2, 4].

Magnetohydrodynamic behavior of the plasma can be formulated in the form
of a variational principle using the Lagrangian. If there is no dissipation, the total
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energy of the system (sum of potential energy and kinetic energy) is conserved.
The system is unstable if a negative change occurs in the potential energy leading
the kinetic energy to grow. Conversely, the system is stable if a positive change
occurs in potential energy leading the kinetic energy to decrease. The method used
to investigate the stability of the system through its potential energy in this way is
called the “energy principle” [5].

The linear MHD equation can be expressed as �@2
t � D F Œ��. Here, F is the self-

adjoint operator (Hermitian operator) as discussed in Section 6.2. The eigenvalue
of the Hermitian operator (spectrum) is real. However, if the flow is included in the
steady state, the linear MHD operator includes a non-Hermitian operator and is not
easy to handle (see Section 6.7) [6].

The linear stability of the system is closely related to “bifurcation” in nonlinear
phenomena. If the change of the system is described by a control parameter, bifur-
cation occurs when the eigenvalue of the linearized equation crosses the imaginary
axis.

6.2 Ideal Magnetohydrodynamics: Action Principles
and the Hermitian Operator

The conductivity of high temperature plasma is very similar to that of metals, and
the motion of the magnetic field is strongly restricted. According to Alfven, the mag-
netic field is frozen into the plasma motion. Such plasma is treated in the continuum
approximation, and is called “Ideal Magnetohydrodynamics” (Ideal MHD). As de-
scribed in Goldstein [7], Lagrange mechanics in the continuum is reduced to the
variational principle, whose action integral is given by the time and space integral
of the Lagrangian density L. In ideal MHD [8], L is given by,

L D 1

2
�v2 � P

� � 1
� B2

2�0
: (6.2)

Here, �; v; P;B are the mass density, fluid velocity, plasma pressure, and the mag-
netic field, respectively. The first term of integral is the plasma kinetic energy, the
second term is the plasma energy in the adiabatic approximation, and the third term
is the magnetic energy. Using this Lagrangian, action S is represented by,

S D
t2Z
t1

dt
Z
LdV : (6.3)

Let � be the plasma displacement, variations of �; v; P , and B are given by

ıv D v � r� � � � rvC @�=@t ; (6.4)

ı� D �r � .��/ ; (6.5)

ıP D ��Pr � � � � � rP ; (6.6)

ıB D r � .� �B/ : (6.7)
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Applying these relations, the action integral ıS is given as follows,

ıS D
t2Z
t1

dt
Z

dV

�
ı�
v2

2
C �v � ıv � ıP

� � 1
� B � ıB

�0

�

D
t2Z
t1

dt
Z

dV

�
� r � .��/v

2

2
C �v � .v � r� � � � rvC @�=@t/

C �Pr � � C � � rP
� � 1

� B � r � .� �B/
�0

�
: (6.8)

Partial integration for the displacement vector gives

ıS D �
t2Z
t1

dt
Z

dV ı� �
�
@.�v/

@t
C r � .�vv/C rP � J �B

�
: (6.9)

Therefore, the variational principle ıS D 0 is equivalent to the following equation:

�
@v

@t
C �v � rv D J �B � rP : (6.10)

Here, the continuity equation for mass density @�=@tCr � .�v/ D 0 is used. If there
is no flow (v D 0), plasma is in static force equilibrium. The variational principle in
this case was given by Kruskal–Krusrud in 1958 [9].

S D
Z
L dV D

Z �
B2

2�0
C P

� � 1

�
dV : (6.11)

For this variational principle, substitution of Equations 6.6 and 6.7 into the above
equation gives

ıS D �
Z
� � Œ��1

0 .r �B/ �B � rP � dV : (6.12)

Hence, the variational principle ıS D 0 using Equation 6.11 is equivalent to the
equilibrium condition J �B D rP . In the case of force equilibrium (the first order
term of the action integral with respect to the displacement D 0), the variation ıS is
given by a quadratic form of the displacement. The stability of the equilibrium can
be determined by its sign. Linearization of Equation 6.10 gives the following linear
evolution equation considering �@2�=@t2 D ıJ � B C J � ıB � rıP , and (6.6),
(6.7) and ıJ D r � ıB.

�
@2�

@t2
D F .�/ ; (6.13)

F .�/ D ��1
0 fr � Œr � .� �B/�g �B

C ��1
0 .r �B/ � Œr � .� �B/�C rŒ�Pr � � C � � rP � :
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The linear operator F is characterized by its important Hermitian property (F is
a self-adjoint operator). This property can be proved by a fairly complicated mod-
ification of Equation 6.13 [5], but simple derivation is possible by using the fact
that energy is conserved in an ideal MHD fluid [8]. In fact, the energyE of the ideal
MHD fluid is given by the sum of kinetic and potential energies and is constant from
the equation of motion, Equation 6.10

E D
Z "

1

2
�v2 C P

� � 1
C B2

2�0

#
dV : (6.14)

The total energy can be expressed as a function of �

E D
Z

1

2
�

�
@�

@t

�2

dV CW.�; �/ : (6.15)

Here, W is the quadratic form of displacement � and is actually quite complex. We
proceed without the detailed structure of W and consider up to the second order
expansion of W with respect to �.

W.�; �/ D W0 CW1.�/CW2.�; �/ : (6.16)

Since energy is conserved, dE=dt D 0. In other words,

dE

dt
D
Z
�
@�

@t

@2�

@t2
dV CW1

�
@�

@t

�
CW2

�
@�

@t
; �

�
CW2

�
�;
@�

@t

�
D 0 : (6.17)

Defining � D @�=@t and substituting �@2�=@t2 D F.�/ into Equation 6.17 we
obtain Z

� � F.�/ dV CW1.�/CW2.�; �/CW2.�;�/ D 0 : (6.18)

Since the system is in equilibrium, W1.�/ D 0 for arbitrary �. Also, taking into
account that W2.�;�/ C W2.�;�/ in the left hand of Equation 6.18 is symmetric
with respect to the exchange of � and �, we obtainZ

� � F.�/ dV D
Z
� � F.�/ dV : (6.19)

This property of the linear ideal MHD operator F is called the Hermitian (self-
adjoint). The explicit expression of F as the Hermitian is given by Freidberg [10]
as follows,Z
� � F .�/ dV D �

Z
dV

�
1

�0
.B � r�?/ � .B � r�?/C �P.r � �/..r � �/

C B2

�0
.r � �? C 2�? � �/.r � �? C 2�? � �/

� 4B2

�0
.�? � �/.�? � �/C .�?�? W rr/

�
P C B2

2�0

��
: (6.20)
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6.3 Energy Principle: Potential Energy and Spectrum

The energy conservation law for a small displacement can be given by the integra-
tion of .@�=@t/� (Equation 6.13) over time using the Hermitian property, as follows,

1

2

Z
�

�
@�

@t

�2

dV D 1

2

Z
� � F.�/ dV : (6.21)

Here, ıK D .1=2/ s �.@�=@t/2dV is the change of kinetic energy, ıW D �.1=2/
s � � F.�/ dV is the change of potential energy. Since total energyE D K CW is
conserved, a negative change in potential energy (ıW < 0) gives an increase in the
kinetic energy (ıK > 0) and the system is unstable. Conversely, a positive change
in potential energy (ıW > 0) gives a reduction in kinetic energy (ıK < 0) and
the system is stable. In this way, the stability of the system can be examined by the
potential energy and this method is called the “Energy Principle.” Potential energy
can be given by a quadratic form of � and Furth [11] gave such a form that is easy
to understand as follows,

ıW.�/ D
Z

dV ŒıWSA C ıWMS C ıWSW C ıWIC C ıWKI� ; (6.22)

ıWSA D B2
1=2�0 ; B1 D r � .� �B/ ;

ıWMS D B2.r � �? C 2�? � �/2=2�0 ;

ıWSW D �P.r � �/2=2 ; ıWEX D .�? � rP/.�? � �/=2 ;

ıWKI D �Jkb � .B1? � �?/=2 :

Here, ıWSA is the “bending energy of the magnetic field” and is a source of “shear
Alfven wave.” ıWMS is the “compressing energy of the magnetic field” and is
a source of “magnetosonic waves.” ıWSW is the “compressing energy of the plasma”
and a source of the “sound wave.” All these terms are positive and stabilizing. Mean-
while, ıWIC is the “interchange energy” of plasma pressure in the curved magnetic
field and can take positive or negative value. ıWKI is “kinking energy” of the cur-
rent and can take a positive or negative value. Here, the curvature vector is given by
� D b � rb. If � � rP < 0, the interchange energy is the source of instability.

Using F is Hermitian operator, we can show that the eigenvalue !2 is real. Set-
ting � D � exp.i!t/ in the linear MHD Equation 6.13 and taking the volume inte-
gral of ��� (Equation 6.13), we obtain

!2
Z
� j�j2 dV D �

Z
���F .�/ dV : (6.23)

Taking the difference with complex conjugate of Equation 6.23 and using the Her-
mitian relation s � � F.��/ dV D s �� � F.�/ dV , we obtain

�
!2 � !�2

� Z
� j�j2 dV D 0 : (6.24)

Namely, eigenvalue !2 is real. The case of !2 > 0 shows oscillation without damp-
ing and is stable, while the case of !2 < 0 grows exponentially and is unstable. The



6.3 Energy Principle: Potential Energy and Spectrum 111

transition from the stable to the unstable state occurs at !2 D 0. The locus of the
root moves on a real and imaginary axis in the complex plane.

Considering F is Hermitian, we can prove the orthogonality of the eigen func-
tions weighted by �. Eigen functions �m and �n with different eigenvalues !2

m and
!2
n satisfy ��!2

m�m D F .�m/ and ��!2
n�n D F .�n/. Taking the inner product

with �m and �n and integrating over the volume, we obtain

.!2
m � !2

n/

Z
��m � �ndV D

Z
Œ�m � F.�n/� �n � F.�m/� dV D 0 : (6.25)

If there is only a discrete spectrum, this orthogonality leads to the energy integral
ıW D P

a2
n!

2
n for � D P

an�n. Hence, we may judge the stability by the sign of
the minimum eigenvalue!2

j (j D 1; : : : ; n). However, the existence of a continuous
spectrum in the linear MHD operator causes this argument to break down.

To examine the continuous spectrum case, we describe the general properties of
linear MHD Equation 6.13. Setting !2 D �� Equation 6.13 can be expressed as
follows,

Œ� � F =��� D a : (6.26)

Here, a is either the initial value of the Laplace transform of Equation 6.13 or the
external force which is not considered in Equation 6.13 (for example, the Alfven
mode can be excited with external coils). Then,

� D Œ� � F =���1a : (6.27)

The linear MHD operator has an infinite number of independent eigen functions
and eigenvalues (often it they are not countable and termed a “spectrum”). The
spectrum ofF corresponds to the singular points of .��F =�/�1. If .��F =�/x D 0
has a nontrivial solution, a point spectrum appears. If .� � F =�/�1 exists but is
unbounded, a continuous spectrum will appear (see Note).

In non-uniform plasma, MHD waves such as Alfven waves and slow and fast
magnetosonic waves can have a continuous spectrum. For example, � � F =� D
� � k2

kV
2
A in a cylindrical inhomogeneous plasma and the Alfven wave has a phase

velocity Vp D VA in the direction of a magnetic field. If the density changes in
the direction perpendicular to the magnetic field, the Alfven wave will propagate
with a different phase velocity to its local Alfven velocity for each layer of different
density. The oscillation phase difference between adjacent layers increases and the
arbitrary initial perturbation will decay with time. In non-uniform plasma, damping
of waves occurs due to phase mixing in the radial direction, while Landau damping
occurs by phase mixing in velocity space [3]. Thus this damping is called “conti-
nuum damping.”

Note: Hermitian (self-adjoint) Operator and Spectral Theory [2, 4]

During the construction phase of quantum mechanics, it was necessary to estab-
lish the spectral theory to generalize the concept of the eigenvalue problem. The
operator in quantum mechanics is self-adjoint and J. von Neumann (1903–1957)



112 6 Magnetohydrodynamic Stability: Energy Principle, Flow, and Dissipation

created spectral theory in the functional analysis. However, the theory is limited
to the self-adjoint operator and the general properties of the non-self-adjoint op-
erator are not well understood. Among the operators in the infinite-dimensional
space, the spectral resolution is possible in general only for self-adjoint op-
erators (or unitary operators). Among the various functional spaces, the most
frequently used space (or set) is the Hilbert space dubbed H-space of square
integrable functions ([Chapter VIII of 2]).

For the linear operatorA, the eigenvalue problem is to obtain the eigenvalues
�.2 C/ and eigenvectors u to satisfy Au D �u. This can be rewritten as .�I �
A/u D 0 and the problem is to find a set of null points of the linear operator
(�I �A). In the operator in infinite dimensional linear space, spectrum analysis
is used to investigate singularity of .�I � A/�1. For complex values of �, the
following three classes of the spectrum arise [4].

1. Point spectrum: In the case where .�I � A/�1 does not exist since .�I �
A/u D 0 has a non-trivial u, the corresponding set of � is called a “point
spectrum.”
Example: A D �@2

x , solves the eigenvalue problem .�I � A/u D 0 are
� D f.n�/2; n D 1; 2; : : :g.

2. Continuous spectrum: In this case, the unbounded inverse .�I�A/�1 exists,
the corresponding set of � is called a “continuous spectrum.”
Example: A D x, the solution for .�x/u D 0 is u D ı.x � �/. This Dirac
delta function is not square integrable and does not belong to Hilbert space.

3. Residual spectrum: In the case where inverse .�I � A/�1 exists and is
bounded, the corresponding set of � is called a “residual spectrum.” It is
important to note that if � is in the residual spectrum of A, � is in the point
spectrum of the adjoint operator A�. So, there is no residual spectrum in
Hermitian operator.

Here, a linear operatorA is said to be “bounded” if there exists a constantN
for all u 2 H such that

kAuk 	 N kuk : (6.28)

6.4 Newcomb Equation: Euler–Lagrange Equation
of Ideal MHD

Minimization of the energy integral of the linear ideal MHD equation in cylindrical
plasma and axisymmetric plasma can be reduced to the Euler–Lagrange equation
of the radial coordinate. This is called the “Newcomb equation.” Newcomb [12]
derived the equation for cylindrical plasma and Tokuda [13] derived the equation
for axisymmetric plasma.
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Cylindrical plasma

In the case of cylindrical symmetry, �r , i�� , i�z can be expressed as the real nor-
mal mode exp.im� C ikz/ without loss of generality considering the symmetry in
the cylindrical coordinates (r; �; z). The stability condition can be given for a pair
(m; k). Minimization of energy integral Equation 6.22 for i�� and i�z gives incom-
pressibility of displacement r � � D 0 and v D i.��Bz � �zB� / D 0.�r ; d�r ; =dr/,
and the energy integralW for unit length along z direction is given using � D �r as
follows,

W D �

2�0

aZ
0

"
f

ˇ̌
ˇ̌d�
dr

ˇ̌
ˇ̌2 C g j�j2

#
dr CWa CWv ; (6.29)

g D 1

r

.kBz � .m=r/B�/
2

k2 C .m=r/2
C r.kBz C .m=r/B�/

2 � 2B�
r

d.rB�/

dr

� d

dr

 
k2B2

z � .m=r/2B2
�

k2 C .m=r/2

!
;

f D r.kBz C .m=r/B�/
2

k2 C .m=r/2
;

0

�
�;

d�

dr

�
D r

k2r2 Cm2

�
.krB� �mBz/

d�

dr
� .krB� CmBz/

�

r

�
:

Here, Wa and Wv are the surface terms from the partial integration and the en-
ergy integral in the vacuum, respectively. The Euler–Lagrange equation to minimize
Equation 6.29 is given by the following equation:

d

dr

�
f

d�

dr

�
� g� D 0 : (6.30)

This equation is known as the “Newcomb equation.” A significant feature of the
Newcomb equation is that it becomes singular at the rational surface given by
f .r/ D 0. Since f � 0, the f .d�=dr/2 term in (6.29) is stabilizing. At the ra-
tional surface, the condition of the local solution to be non-oscillatory (oscilla-
tory solution is unstable) gives the “Suydam condition” for local mode stability
.q0.r/=q.r//2 C 8�0P

0.r/=rB2
z > 0 with q D rBz=RBq (the stability condition in

the torus is given by r.d ln q=dr/2=4 C 2�0.dP=dr/.1 � q2/=B2
z > 0 and is usually

satisfied since dP=dr.1�q2/ > 0 in the q > 1 regime, even if dP=dr < 0 is a large
negative value, the “Mercier stability criteria” [14]). The q0.r/=q.r/ term is stabi-
lized by the magnetic shear. Considering the case with multiple singularities in the
plasma (r1; r2; : : :), the Euler–Lagrange solution is separated at the singular point
and the energy integral between adjacent singular points can be minimized indepen-
dently. In this case, the energy integral of the Euler–Lagrange solution between the
singular points r1 and r2 is given by W D .�=2�0/Œf �d�=dr�r2

r1 . For x D r � rs,
the solution near the singular points is given by two eigen solutions x � x�n

1 and
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x�n
2 , where n1 and n2 are solutions of n2 � nC � D 0 .� D �rP 0.r/=.B2

z=2�0/s
2:

s D r.dq=dr/ is the magnetic shear). Assuming n1 < n2, x � x�n
1 is called the

“small solution” and x � x�n
2 is called the “large solution.” Newcomb derived 14

theorems of the Euler–Lagrange solution of Equation 6.30 [12]. Theorem 10 is par-
ticularly important.

Newcomb’s theorem 10: For specific values of m and k, cylindrical plasma is
stable in an independent interval I if and only if (1) Suydam’s condition is
fulfilled at the left endpoint if the point is singular, and (2) the Euler–Lagrange
solutions that are small at the left endpoint never vanish in the interior of I . In
marginal cases, the solution is also small at the right endpoint.

If the numerical integration of this Euler–Lagrange equation using, for example,
the Runge-Kutta method with a boundary condition � D 0, d�=dr D 1 at the left
edge gives a crossing � D 0 within the interval, the plasma is unstable according to
this theorem.

Axisymmetric plasma

In the case of an axisymmetric torus, the energy integral is minimized under
the incompressibility condition r � � D 0 as in the case of cylindrical symme-
try. The magnetic field is expressed by Equation 3.59 in an axisymmetric torus,
and the Grad–Shafranov equation is given in the flux coordinates .r; �; / with
r D Œ2R0 s  

0 .q=F /d �1=2 and Jacobian J D g1=2 D R2r=R0 as follows,

@

@r

�
r

d 

dr
jrr j2

�
C @.rr � r�/

@�

d 

dr
D ��0R

2 dP

d 
� F dF

d 
: (6.31)

By using X D � � rr and V D r� � r.� � =q/ in the flux coordinates (r; �; ),
the energy integralW under r � � D 0 can be expressed in a following form,

Wp D �

2�0

aZ
0

dr

2�Z
0

d�L

�
X;
@X

@�
;
@X

@r
; V;

@V

@�

�
(6.32)

where r D a is the plasma surface. Minimization of the energy integral with respect
to V is easy in the cylindrical plasma. In the axisymmetric case, minimization with
respect to V is a bit more complicated since the energy integral contains the @V=@�
term but the absence of the @V=@r term in the energy integral leads to following
Euler equation [13],

@

@�

�
@L

@.@V=@�/

�
� @L

@V
D 0 : (6.33)

The solvability of Equation 6.33 imposes a condition forL, called the “solvable con-
dition.” By integrating of Equation 6.33, � D 0 � 2� , @L=@.@V=@�/ must have the
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same value at � D 0 and 2� (periodic boundary conditions). The solvable condition
becomes,

2�Z
0

@L

@V
d� D 0 : (6.34)

Fourier expansion of V and X for � is defined as follows,

X.r; �/ D
mD1X
mD�1

Xm.r/ exp.im�/ ; V .r; �/ D �i
mD1X
mD�1

Vm.r/ exp.im�/ :

(6.35)

Substitution of these equations into Equation 6.34 gives linear equations for Vm
and the solution is substituted into Equation 6.32. The integrant L is now given by
X D .: : : ; X�2; X�1, X;X1; X2; : : :/

t (t is transposed) and dX=dr and the Euler–
Lagrange equation is obtained [6–13].

Wp D �2

�0

aZ
0

L

�
X ;

dX

dr

�
dr

d

dr

@L

@.dX=dr/
� @L

@X
D 0 : (6.36)

Since L is given by a quadratic form of X ; dX=dr , the Euler–Lagrange equation
follows the form of the second order ordinary differential equation,

d

dr
f

dX

dr
C g

dX

dr
C hX D 0 : (6.37)

where f ;g, and h are matrices. This is called the “two-dimensional Newcomb
equation.” Diagonal elements of f have .n=m � 1=q/2 dependence similar to the
one-dimensional Newcomb equation and the radius of q D m=n is the singular
point. Small and large solutions exist near the singular point and the Mercier con-
dition is derived as the local stability condition. Once the Mercier condition is met,
a similar method can be applied as Newcomb’s theorem 10 to determine the stabil-
ity. Also, “kink” and “peeling modes*” can be studied using the two-dimensional
Newcomb equation.

6.5 Tension of Magnetic Field: Kink and Tearing

As described in Chapter 3, the magnetic field is bent helically and densely covers
the torus to confine high temperature plasma. As Maxwell’s equations teach us, the

* Peeling mode: Finite edge current can drive external modes localized near the plasma edge.
This mode is called the peeling mode. The peeling mode becomes most unstable when a rational
surface is located just outside the plasma surface. This mode can be coupled to the pressure driven
ballooning mode and is thought to be a cause of ELM (Edge Localized Modes) in tokamak.
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tension of the magnetic field works in the direction of the magnetic field and works
to make the field lines straight. When the field becomes straight, plasma is deformed
helically. This is the generation mechanism of instabilities called the “kink” mode
and “tearing” mode. Kink is the deformation in the limit of zero plasma resistiv-
ity (ideal MHD plasma), while tearing is the deformation allowed by the magnetic
reconnection with the change in magnetic field topology. This reconnection occurs
at the rational surface, which is a singular point of the Newcomb equation of ideal
MHD. There is an “external kink mode” and “internal kink mode” in the kink mode.
The energy integral W D Wp C Wv in the cylindrical plasma approximation (low
beta (beta is the ratio of volume average plasma pressure hP i to magnetic pres-
sure B2=2�0), large aspect ratio, circular cross section tokamak approximation) is
obtained from Equation 6.29 as follows,

Wp D �2B2
	

�0R0
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:

aZ
0

"�
r

d�
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C .m2 � 1/�2�

#�
n

m
� 1

q
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rdr
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; ; (6.38)
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qa
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Here, � D .1C.a=b/2m/=.1�.a=b/2m/, a and b are the plasma minor radius and the
radius of ideally conducting wall, respectively. Although the resistance of the wall is
finite, the wall can be regarded as an ideal wall for timescales shorter than the wall
time constant 
wall. The energy integral inside the plasma is non-negative (Wp � 0),
but the energy integral of the vacuumWv can be negative when .m=n/.1�2=.m�C
1// < qa < m=n. The external kink is unstable for qa < m=n if the energy integral
inside the plasma is small.

An unstable plasma mode with only internal displacement is possible, even if
the surface displacement is zero, �a D 0. This is called the internal kink mode.
If �a D 0, vacuum energy is zero, Wv D 0. Also, if a q D 1 surface exists in the
plasma (q.0/ < 1), internal energy can be zero (Wp D 0) for the non-trivial solution
for m D 1 and d�=dr D 0, that means that the plasma is in neutral stability. This
mode becomes weakly unstable if the poloidal beta value is above � 0:3 if we take
into account the destabilizing effect of pressure by the toroidal effect.

The instability of practical importance is the tearing mode associated with the
reconnection of the magnetic field at the resonant rational surface. This mode is
destabilized by changing the topology of the magnetic field, while it is stable within
the ideal MHD context. The linear growth rate of this mode is given as � � �3=5

but it soon goes into the nonlinear region. The nonlinear regime is the “Rutherford
regime,” derived by P. H. Rutherford [15]. Substituting Ohm’s law E C v � B D
�J into @B=@t D r � E , we can write down the major terms in r direction as
follows,

�Br � B�

r
.m � nq/ivr D �

�0

d2Br

dr2
: (6.40)
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In Equation 6.40, the second term on the left-hand side originates from v � B and
becomes zero at the resonant surface. Then, the resistive diffusion term becomes
important. Conversely, the effect of resistivity is not important except near the res-
onant surface. Defining  D irBr=m, the following magnetic diffusion equation
governs the dynamics near the rational surface,

@ 

@t
D �

�0

@2 

@r2
: (6.41)

Integration of this equation within the “magnetic island” width w gives,

w
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@t
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�0

�
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@r

�
rs C w
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� @ 

@r

�
rs � w

2

	�
: (6.42)

where, rs is a singular radius. Since w and  are related as w D 4.q =q0B� /1=2,

dw

dt
D �

2�0
�0.w/ : (6.43)

Here, �0.w/ D Œd =dr.rs C w=2/ � d =dr.rs � w=2/�= .rs/. According to the
White’s detailed calculation [16], the time evolution of the island width is given
by,

dw

dt
D 1:66

�

�0
.�0.w/� ˛w/ : (6.44)

Here, �0.w/ is the solution ignoring resistive diffusion (external solution) and ˛ is
a constant. The external  can be obtained from the helically perturbed equilibrium
equation from the cylindrical one as shown below. Except for the case  D 0 at
the resonant surface for m D 1,  can be assumed to be constant near the resonant
surface. This is essentially the same as the Newcomb equation. Near the resonant
surface, the derivative diverges logarithmically and this term must be separated for
the accurate evaluation of �0.w/.

1

r

d

dr

�
r

d 

dr

�
� m2

r2
 � �0dJ=dr

B� .1 � nq=m/
 D 0 (6.45)

As seen from Figure 6.1, the perturbed current inside the magnetic island is
anti-parallel to the equilibrium plasma current forming counter-clockwise field lines
around the island for the case of positive “magnetic shear” s > 0 .s D .r=q/dq=dr/.
The formation of magnetic islands reduces the pressure gradient and the reduction
of the “bootstrap current” (see Section 8.5) occurs and accelerates the growth of
magnetic islands. This mode is called the “neoclassical tearing mode” (NTM). On
the other hand, the perturbed current is parallel to the equilibrium plasma current
and reduction of the bootstrap current reduces the magnetic island for s < 0.
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Figure 6.1 Relative magnetic field line flow inside and outside of the resonant surface in equilib-
rium (left) and the formation of magnetic island by the magnetic reconnection shown by red line
(right) for (a) positive magnetic shear s D r dq=dr=q > 0 case and (b) negative magnetic shear
s D r dq=dr=q < 0 case. For the positive shear case, perturbed current, which is antiparallel to
the equilibrium current enhances the formation of a magnetic island and the perturbed field line
encircles the magnetic island in a counter-clockwise direction. For the negative magnetic shear
(s < 0) case, the perturbed current parallel to the equilibrium current enhances the formation of
a magnetic island and the perturbed field line encircles the magnetic island in a clockwise direction

Salon: Harold Furth

Professor Harold Furth (1930–2002; Figure 6.2) was a US fusion physicist and
was Director of Princeton Plasma Physics Laboratory (PPPL) between 1981
and 1990. Before coming to PPPL, he wrote a pioneering paper on resistive
instabilities using matched asymptotic expansion [17].

Figure 6.2 H. P. Furth (1930–2002) (Courtesy of Princeton Plasma Physics Laboratory)
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6.6 Curvature of Magnetic Field: Ballooning
and Quasi-mode Expansion

The local mode without the amplitude variation along B is stabilized by the aver-
age minimum B effect (.q2 � 1/ term in the Mercier condition). But the ballooning
mode can be unstable when the amplitude alongB is larger in the weak magnetic field
regime (outside of the torus). This mode has a long wavelength alongB (�k � Rq),
and short wavelength perpendicular toB. It must satisfy the periodic boundary con-
ditions in both poloidal and toroidal directions. The magnetic field in Clebsch coor-
dinates (r; �; ˛) is given byB D r˛� r (˛ D � q�). The displacement perpen-
dicular to the magnetic field �? is given by using the stream function˚ as follows,

�? D iB � r˚
B2

; (6.46)

˚ D F.r; �/ exp.iS.r; ˛// : (6.47)

We use eikonalS depending on r and ˛ that are perpendicular toB, since ballooning
has a short wavelength perpendicular to B. Here, r � a.�=�a/

1=2 is the radius
defined using the toroidal flux. ˚ is a slowly varying function of r and � . Toroidal
symmetry allows Fourier expansion in the toroidal direction, as iS � �in. Since
˛ D  � q� , a possible form of S is S.r; ˛/ D �n.˛ C ˛0.r//. Considering the
relation S.r; �C2�; / D S.r; �; /C2�q, S will not satisfy the periodic condition
on � . This is expected from the nature of the magnetic field lines on the magnetic
surface mentioned in Section 3.7. Wave number perpendicular to the magnetic field
is given from the following expression,

k? D rS D n
�r˛ C ˛0

0.r/rr
�
: (6.48)

With this wave number, the phase alongB becomes uniform but the wave cannot
be completed within Œ0; 2�� for � and should be extended to ˙1 since B is wound
endlessly around the torus as discussed in Section 3.7. In other words, as in “Rie-
mann surfaces,” the solution must be obtained to infinity by inserting the cut for ev-
ery poloidal circulation. Here, in relation to � 2 Œ0; 2��, y 2 Œ�1;1� is called the
“covering space.” Using the arbitrariness of ˛0.r/, we can construct a solution˚ sat-
isfying the periodic boundary condition of � from the solution in the covering space.
Let ˚.y; r/ D '.y; r/ expŒ�in.˛ C ˛0.r//� as the function defined in the covering
space, where '.y; r/ is the non-periodic square integrable function defined in Œ�1;

1� (' 2 L2). It can be seen that the sum of˚.y; r/ shifted 2�j (j D �1;C1) will
satisfy the periodic condition˚.� C 2�; r/ D ˚.�; r/ (this is called a “quasi-mode
expansion”),

˚.�; r/ D
1X

jD�1
˚0.� C 2�j; r/ D

1X
jD�1

'.� C 2�j; r/einq.���0C2�j/e�in	

D F.�; r/e�in˛ (6.49)

�0 D ˛0.r/

q
:
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When the mode is expressed by Equation 6.49, the major terms of energy integral
ıW (Equation 6.22) are given by,

ıWSA D B2
1

2�0
� .r˛/2

2�0B2
jB � rF j2 (6.50)

ıWEX D .�? � rP/.�? � �/=2 � P 0. /Œ.B � r˛/ � �=B2� jF j2 : (6.51)

The other terms areO.1=n/ and can be ignored in large n approximation [18]. Phys-
ically, ballooning mode stability is determined by the balance between the bending
energy of the magnetic field and the interchange energy of plasma.
Then,

Wp D 1

2�0

Z "
jr˛j2

B2
.B � rF /2 � 2�0P

0. /�wF 2

#
dV : (6.52)

Here �w D .B � r˛/ � �=B2 is negative with bad magnetic curvature and the term
�wP

0F 2 is destabilizing. The Euler–Lagrange equation to minimize the energy in-
tegral is obtained consideringB �r D B �..r /@=@ C.r�/@=@�C.r˛/@=@˛/ D
J�1@=@� as follows,

J�1 @

@�

� jr˛j2

JB2

@F

@�

�
C �0P

0. /�wF D 0 : (6.53)

This equation written in Clebsch coordinates ( ; �; ˛) is the same as Equation 9
of Connor and Taylor [19], who first derived a correct ballooning equation with
orthogonal coordinates ( ; �; ) ( : poloidal fluxRA	 , �: poloidal angle, : toroidal
angle) [20]. Since Equation 6.53 does not include  derivative, we can solve it
without considering the radial structure as given by ˚ D F.�/e�in˛. However, its
meaning is given in the note. Considering Equation 6.53 is a linear equation and
the quasi-mode expansion F D P

j

'.� C 2�j /einq.2�j��0/ D P
j

F1.� C 2�j /,

F1.y/ satisfies the same Euler–Lagrange equation for F but with its domain (�1,
1).

J�1 @

@y

"
jr˛j2

JB2

@F1.y/

@y

#
C �0P

0. /�wF1.y/ D 0 : (6.54)

The stability condition is F1.y/ should not cross zero, as in Newcomb’s theorem 10
and F1.y/ ! 0 at y ! ˙1 for marginal stability.

Note: Radial Structure of Quasi-modes [21]

Zakharov [21] gave a physical explanation showing that the quasi-mode is
a superposition of infinite radially (perpendicular to flux surface) overlapping
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modes (see Figure 6.3). We start from the following Fourier expansion of F ,
since any periodic function of � can be expanded in the Fourier series,

˚ D
1X

kD�1
˚k.q/e

i.mCk/�e�in	 (6.55)

where q D m=n (since we consider the case of n ! 1 limit, we can use
the fact that any irrational number can be given as the limit of a rational num-
ber).

It should be noted that the Fourier spectrum of Equation 6.55 resonates
at a different safety factor (or radial position) q.r/ D .m C k/=n. Namely,
˚k.q/ is a resonant mode at the rational surface q C �q D .m C k/=n.
Since radial variation of equilibrium quantities is weak, we can assume the
translational symmetry for ˚k.q/ with the amplitude envelope a.�q/. Namely,
˚k.q/ D a.�q/˚0.q � �q/.�q D k=n/, ˚0.q/ is an eigen function for
k D 0).

For the n ! 1 ballooning mode, we can set a.�q/ D 1, since �q D
k=n ! 0. If we consider the expression of ˚0.q/ by the Fourier trans-
form ˚0.q/ D .2�/�1 s F0.s/ exp.isnq/ ds in the infinite domain of nq 2
.�1;1/, we obtain following form of ˚ ,

˚ D 1
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Here, we defined F D �P
j

F.�C 2�j /e2� inj D P
j

F1.�C 2�j / and used the

following delta function formula,
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Figure 6.3 Radial mode
overlap of ballooning modes
in Equation 6.55
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6.7 Flow: Non-Hermitian Frieman–Rotenberg Equation

In an axisymmetric system such as tokamak, the neoclassical viscosity in the
toroidal direction is small and the toroidal rotation at a fraction of the speed of sound
can be induced. In this case, we need to consider the flow in the force equilibrium
as follows [22],

�.u � r/uC rP � J �B D 0 (6.57)

r � .u �B/ D 0 (6.58)

B D r � r C Fr : (6.59)

From Equation 6.58, we obtain u �B D �r˚ and consideringB � r˚ D 0,

r˚ D ˝. /r : (6.60)

Flow u on the flux surface can be expressed as

u D ˚M

�
B CR2˝r : (6.61)

In a tokamak, the poloidal rotation is small for neoclassical viscosity, so we con-
sider the case of pure toroidal rotation˚M D 0. In this case, we obtain �.u � r/u D
��R˝2rR (the centrifugal force term) from u D R2˝r. Substituting this equa-
tion into Equation 6.57 and taking  component, we get .J �B/ �r D 0 because of
axisymmetry. The following relation can be obtained by taking r� Equation 6.59.

J D ��1
0 ŒrF � r C�� r� : (6.62)

From .J � B/ � r D 0, .r � rF / � r D 0 is obtained by using the vector
formula and we obtain F D F. /:

�0J �B D �FF
0. /C�� 
R2

r : (6.63)

Therefore, the following relation is obtained from Equation 6.57:

��R˝2rR D �rP � FF 0. /C�� 
�0R2

r : (6.64)

From the centrifugal force term in the left-hand side, the pressure is no longer a flux
function. Taking Equation 6.64 �@x=@R, and considering the orthogonality relation
(Equation 3.5), we get the following relation:

�R˝2 D @P

@R

ˇ̌̌
ˇ
 

: (6.65)

Namely, the centrifugal force term is compensated by the radial pressure gradient.
Furthermore, taking Equation 6.64 �@x=@ and considering Equation 3.5, we obtain
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the following Grad–Shafranov equation with toroidal flow:

�� D ��0R
2@P. ;R/=@ � FF 0. / : (6.66)

Assuming T D T . / and defining the ion mass M D �=n, R integration of Equa-
tion 6.6) gives the following formula:

P. ;R/ D P0. / exp

�
M

2T
R2˝2

�
: (6.67)

The action principle of magnetic fluid flow in the plasma, Frieman–Rotenberg [6]
is given as follows:

S D
Z
L dV dt (6.68)

L D 1

4
� P�2 � �� � .u � r/ P� C 1

2
�� � F .�/ : (6.69)

From the Lagrangian L, the generalized momentum is given by p � @L=@� D
�.@�=@t/C �u � r� and the HamiltonianH.D p � � � L/ is given below:

H D 1

2�
Œp � �u � r��2 � 1

2
�� � F .�/ : (6.70)

The Hamilton equation dp=dt D �@H=@� gives dp=dt D F .�/� �u � rŒ.p=�/�
u � r��. From this equation, the following Frieman–Rotenberg equation is obtained
as the linearized equation of motion with the magnetic fluid flow [6]:

�
@2�

@t2
C 2�.u � r/@�

@t
D F .�/ (6.71)

F .�/ D F s.�/C F d .�/

F s.�/ D rŒ� � rP C �Pr � ��C .r �B1/ �B C J �B1

F d .�/ D r � Œ��.u � r/u� �u.u � r/��
B1 D r � .� �B/ :

F s.�/ and F d .�/ are the static and dynamic operators, respectively, and both
are Hermitian operators [22]. This Hermitian property of F is consistent with the
energy conservation equation as given by

H D 1

2

Z "
�

�
@�

@t

�2

� � � F � �
#

dV D const: (6.72)

On the other hand, the convective term L D 2�.u � r/@t� is an anti-Hermitian
operator .L.�; �/ D �L�.�; �//, and the system is not self-adjoint as a whole. It
is difficult to solve the equation as an eigenvalue problem. Therefore, the Frieman–
Rotenberg equation is solved as the initial value problem [23] or by the Laplace
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transform technique [24]. For example, the Laplace transform, �.t/ ! �.!/ (t 2
R;! 2 C ) gives

L�.!/ D m0.!/ : (6.73)

Here, L D !2� C 2i!�.u � r/ C F and m0.!/ D i!��0 C �u � .r � �0/ C
B � .r � �0/ C �r˛ � ˇrs. Let the eigenvalue of this equation (the spectrum)
!j (j D 1; : : :), and the continuous eigenvalue (continuous spectrum) ! 2 �c , the
eigen mode decomposition of the solution is given by

�.t/ D
X
j

�.!j / exp.�i!j t/C
Z
�c

�.!/ exp.�i!t/ d! : (6.74)

Here, the eigen function �.!j / for the point spectrum !j (j D 1; : : :), and the
singular eigen function �.!/ corresponding to the continuous spectrum are given as
follows,

�.!j / D �.1=2�/
Z

.!j /

�!d! ; (6.75)

�.!/ D .1=2�/Œ�.! C i0/� �.! � i0/� : (6.76)

For cylindrical plasma, Newcomb equation 6.30 has to be modified to include
Doppler shift �! D k � u due to plasma flow. This Doppler shift splits the singular
point of the Newcomb equation from a rational surface (k �B D 0) to two singular
points .k � vA D ˙k � u (vA D B=.�0�/

1=2/ for Alfven and slow magnetosonic
resonances [25].

References

1. Diacu F, Holmes P (1996) Celestial Encounters: The Origin of Chaos and Stability. Princeton
University Press.

2. Kolmogorov AN, Fomin SV (1999) Elements of the Theory of Functions and Functional Anal-
ysis. Dover Books.

3. Kadomtzev BB (1976) Collective Phenomena in Plasmas. Nauka Moscow.
4. Friedman B (1990) Principles and Techniques of Applied Mathematics. Dover Books.
5. Bernstein IB, Frieman EA, Kruskal MD, Kulsrud RM (1958) Proc. Roy. Soc., A244, 17.
6. Frieman E, Rotenberg M (1960) Rev. Mod. Phys., 32, 898.
7. Goldstein H (1950) Classical Mechanics. Addison-Wesley,
8. Kulsrud RM (2005) Plasma Physics for Astrophysics. Princeton University Press.
9. Kruskal MD, Krusrud RM (1958) Phys. Fluids, 1, 265.

10. Freidberg JP (1987) Ideal Magnetohydrodynamics. Plenum.
11. Furth HP et al. (1966) in Proc. Int. Conf. Plasma Phys. and Contr. Nucl. Fusion Research

(Culham, 1965). IAEA, Vol. 1, p. 103.
12. Newcomb A (1960) Ann. Phys., 10, 232.
13. Tokuda S, Watanabe T (1999) Phys. of Plasmas, 6, 3012.



References 125

14. Mercier C (1960) Nuclear Fusion, 1, 47.
15. Rutherford PH (1973) Phys. Fluids, 16, 1903; see also Wesson J (1997) Tokamaks. Clarendon

Press.
16. White RB et al. (1977) Phys. Fluids 20, 800–805.
17. Furth HP, Killeen J, Rosenbluth MN (1963) Phys. Fluids, 6, 459–484.
18. White RB (2006) The Theory of Toroidally Confined Plasmas. Imperial College Press, Ap-

pendix B.3.
19. Connor JW, Hastie RJ, Taylor JB (1979) Proc. Roy. Soc., A365, 1.
20. Connor JW, Hastie RJ, Taylor JB (1978) Phys. Rev. Lett., 40, 396.
21. Zakharov LE (1979) Proc. Int. Conf. Plasma Physics and Contr. Nucl. Fusion Res. (Innsbruck

1978) IAEA, Vol. 1, 689.
22. Tokuda S (1998) Plasma Fusion Res., 74, No. 5, 503.
23. Aiba N, Tokuda S, et al. (2009) Comput. Phys. Commum., 180, 1282.
24. Hirota M, Fukumoto Y (2008) Phys. Plasmas, 15, 122101.
25. Shiraishi J, Tokuda S, Aiba N (2010) Phys. Plasma, 17, 012504.



Chapter 7
Wave Dynamics: Propagation and Resonance
in Inhomogeneous Plasma

Plasma is a dispersive medium and wave propagation can be described by the
Eikonal equation derived by Landau. Wave energy is also defined. If there is no dis-
sipation in the plasma, Lagrange–Hamilton formulation is applicable and the con-
servation law is obtained. The zero approximation as the dispersive medium is the
dissipationless cold plasma approximation ignoring the thermal effect. Cutoff and
resonance occurs in this approximation.

The wave propagation in non-uniform plasma is important in confined plasma
and energy absorption occurs in the resonance layer. The drift wave appears univer-
sally in the confined plasma and is unstable above the critical temperature gradient,
producing turbulence through wave–wave interactions.

7.1 Eikonal Equation: Dynamics of Wave Propagation

Wave propagation in a dispersive media with a local dispersion relation ! D
˝.k;x; t/ cannot be described by a simple plane–wave approximation ei.k�x�˝t/
but is described by the Eikonal form x D Aei	.x;t/Ccc with its phase (or eikonal) 
and amplitude A [1]. The angular frequency ! and wave number k are related to
eikonal  by the following equation,

! D �@
@t
; (7.1)

k D @

@x
: (7.2)

From the analytical condition of the second-order derivative @2=@t@x, ! and k
should satisfy following equation:

@k

@t
D �@!

@x
: (7.3)
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From the expression of local dispersion relation ! D ˝.k;x; t/, we obtain

@!

@x
D vg � @k

@x
C @˝

@x
jk : (7.4)

Here the group velocity of the wave packet vg D @!=@k D @˝=@kjx is used.
From Equations 7.3 and 7.4, we can see that the velocity of the wave packet center
dx=dt and the time variation of the wave number in the moving frame with the group
velocity dk=dt D @k=@t C vg@k=@x satisfy the following Hamilton equation:

dx

dt
D
�
@˝

@k

�
x

; (7.5)

dk

dt
D �

�
@˝

@x

�
k

: (7.6)

Here, ˝ plays the role of the Hamiltonian and k the role of canonical momentum.
They are also called Eikonal equations. The variational principle to give this eikonal
equation is given by ı s L dt D 0 with L D k � x � ˝ . Substituting the eikonal
expression into the Maxwell equation,E ;B � OE ; OBei	.x;t/ C cc, we obtain

k � OB D �i�0 OJ � !

c2
OE ; (7.7)

k � OE D ! OB : (7.8)

We assume that the following linear relation holds using the electrical conduc-
tivity tensor � (see Section 7.3 for details):

OJ D � OE : (7.9)

This is Ohm’s law and Equation 7.7 leads to

k � OB D � !
c2
K .!;k/ � OE ; (7.10)

K .!;k/ D I C i�

"0!
: (7.11)

whereK is the dielectric tensor. From Equations 7.8 and 7.10, vectors k, K .!;k/ �
OE , and B are orthogonal within the Eikonal approximation. Eliminating B from

these equations, we obtain

M � OE D 0 ; (7.12)

M D .kk � k2I/=k2
0 CK (7.13)

where k0 D !=c. As is well known in electromagnetism, the following Poynting
theorem holds among the electromagnetic energy B2=2�0 C "0E

2=2, Joule losses
J �E , and Poynting vector S D E �B=�0:

@

@t

 
B2

2�0
C "0E

2

2

!
D �J �E � r � S : (7.14)
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This equation shows that the Poynting vector S is the energy flux density. If we take
time and space derivatives of the amplitude in slowly changing medium up to the
first order .! C i@=@t; ikC r/, J and B are given as follows,

OJ C ı OJ D �

�
! C i

@

@t

�
. OE C ı OE/ D � .!/ OE C � .!/ı OE C @�

@!
i
@ OE
@t

; (7.15)

i!ı OB D ik � ı OE C @ OB
@t

C r � OE : (7.16)

Here OB D k� OE=!. Substituting these equations into Equation 7.14, we can obtain
the following equations:

@E
@t

C r � OS D Q ; (7.17)

E D 1

2

�
"0 OE� � @.!K h/

@!
� OE C 1

�0

OB� � OB
�
; (7.18)

OS D Re. OE� � OB/=�0 (7.19)

Q D OE� � � h � OE ; (7.20)

K h D .K CKC/=2 ; (7.21)

� h D .� C �C/=2 : (7.22)

Here, K h, � h are the Hermitian part in each component, OE�
and OB�

are complex
conjugate vectors, KC and �C are complex conjugate tensors. Using Equations
7.12 and 7.13, wave energy E is given as follows,

E D "0

2
OE� � @.!M h/

@!
� OE ; (7.23)

E D !J ; (7.24)

J D "0

2
OE� � @M h

@!
� OE : (7.25)

Here, J is a “wave action” and is the adiabatic invariant if there is no dissipation.
The wave energy form seen in Equation 7.18 was derived by M. von Laue in 1905
for a dispersive medium [2]. In non-thermodynamic equilibrium plasma, this wave
energy can take a negative value and is called “negative energy wave” [3]. If we
regard (x;k) as independent variables, the wave action J is conserved along the
trajectory in the phase space (x;k), in case there is no dissipation. So, J follows

@J

@t
C Pk � @J

@k
C Px � @J

@x
D 0 : (7.26)

Substituting Equations 7.5 and 7.6 into Equation 7.26, we obtain the following
equation:

@J

@t
C ŒJ;˝� D 0 ; (7.27)
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where ŒJ;˝� is the Poisson bracket given by

ŒJ;˝� D @˝

@k
� @J
@x

� @˝

@x
� @J
@k

: (7.28)

Equation 7.27 is called the “wave kinetic equation.”

7.2 Lagrange Wave Dynamics: Ideal and Dissipative Systems

As described in Goldstein [4], Lagrange mechanics in a continuum are reduced to
the variational principle with the action integral of time and space integration of
the Lagrangian density L. Whitham formulated the Lagrange mechanics for dissi-
pationless ideal plasma in 1965 [5, 6], while the dynamics of the dissipative plasma
wave have not been formulated [7]. The action integral S is given by

S D
Z

dt
Z
LdV (7.29)

L D LM .A; ˚/C
X
a

La.�a;A; ˚/ ; (7.30)

LM .A; ˚/ D "0

�
@A

@t
C r˚

�2

� 1

�0
.r �A/2 ; (7.31)

La.�a;A; ˚/ D na

hma
2

P�2
a C ea

� P�a �A.x C �a; t/ �˚.x C �a; t/
�i
: (7.32)

Here, LM (Equation 4.25) and La are Lagrangians for fields and particles, respec-
tively. The Lagrangian of particle a can be expanded as a quadratic form as follows,

ŒLa.�a;A; ˚/�lin D na

hma
2

P�2
a C ea �a � . P�a �B0/C ea P�a � QA � ea�a � r Q̊ i :

(7.33)

Lagrangian density can be rewritten in the following form by using the wave
eikonal form � D �ei	.x;t/ C c.c. and E D �@A=@t � r˚ as follows,

ŒL�lin D "0 OE� �M � OE : (7.34)

Here, cold plasma is a typical example of non-dissipative plasma and itsM is given
in next section. Variation of S with respect to OE�

gives the local dispersion relation,

M � OE D 0 : (7.35)

In addition, the minimization with respect to the eikonal  gives the following
Euler–Lagrange equation.

@

@t

�
@L

@!

�
C @

@x
�
�
@L

@k

�
D 0 : (7.36)
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Here,

J D @L

@!
D @L

@ P D "0 OE� � @M
@!

� OE (7.37)

is the momentum conjugate to eikonal  and is the adiabatic invariant. Using
@L=@k D .@L=@!/.@!=@k/ D vg.@L=@!/ D vgJ , J corresponds to the num-
ber of photons in the wave packet and Equation 7.36 gives the conservation law for
the number of photons.

@J

@t
C @

@x
� .vgJ / D 0 : (7.38)

Hamilton mechanics is a powerful technique in solving mathematical prob-
lems in plasma dynamics, but it cannot be applied to a dissipative system as it
stands. Hamilton mechanics of dissipative systems can be formulated by the adjoint-
variable method [8]. Consider ordinary differential equations in general with n-
dimensional variable x:

dx

dt
D f .x; t/ : (7.39)

We introduce a new n dimensional variable p, and define L as

L D p �
�

dx

dt
� f

�
D p � dx

dt
�H : (7.40)

Here H D p � f .x; t/ plays the role of the Hamiltonian. Also, it is easy to see that

@L

@.dx=dt/
D p : (7.41)

This means that p is momentum conjugate to x. Then, we obtain the following
Hamilton equation:

dx

dt
D @H

@p
D f .x; t/ ; (7.42)

dp

dt
D �@H

@x
D �@f .x; t/

@x
� p : (7.43)

In other words, any system of ordinary differential equations including dissipation
can be attributed to the Hamilton system by doubling the variables. Application of
this formulation to dissipative plasma dynamics is left for future study.

7.3 Plasma as a Dielectric Medium: Cold and Hot Plasmas

Plasma is a dielectric media in which various waves can propagate. We assume that
perturbed electromagnetic fields are given by a plane wave, E 1 D E exp.ik � x �
i!t/,B1 D b exp.ik �x� i!t/ and J 1 D j exp.ik �x� i!t/. The Maxwell equation
givesk�B1 D �i!�0J 1�!E 1. Combining this with Ohm’s law J 1 D � �E 1 leads
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to the relation k �B1 D �.!=c2/K �E 1, whereK D I C i�="0! is the dielectric
tensor. Substitution of k �B1 D �.!=c2/K �E 1 into k �E D !B1 gives,

M �E D 0 ; M D .kk � I/
�
kc

!

�2

CK : (7.44)

The solvable condition is given asM D det.M / D 0 and is called the dispersion
relation. The group velocity of the wave vg can be obtained from the k deriva-
tive of the dispersion relation M.!;k;x; t/ D det.M / D 0 as vg D @˝=@k D
.@M=@k/=.@M=@!/.

When the plasma temperature is low or the wave phase speed (!=k) is much
higher than the thermal speed (vth � !=k), the effect of thermal motion can be
neglected and is called “cold plasma.” When the plasma temperature is not too low,
wave propagation is influenced by the sound wave and the pressure effect must be
taken into account for the dielectric tensor. This is “warm plasma.” When the reso-
nant wave-particle interaction such as Landau damping plays some role, the Vlasov
equation must be solved to obtain the dielectric tensor, and this is called “hot plasma.”

In the cold plasma case, an important characteristic is that dielectric tensor K
does not have any k dependence and is given as follows [9],

K D
2
4 S �iD 0

iD S 0
0 0 P

3
5 : (7.45)

S D 1 �
X
a

!2
pa

!2 �˝2
a

; D D
X
a

˝a

!

!2
pa

!2 �˝2
a

; P D 1 �
X
a

!2
pa

!2
;

!2
pa D na e

2
a

"0ma
; ˝a D ea B

ma
:

Let � be the angle between B and k and the refractive index n D kc=!, the
following dispersion relation is obtained:

ŒS sin2 � C P cos2 ��n4 � ŒRL sin2 � C PS.1 C cos2 �/�n2 C PRL D 0 (7.46)

where R D .S CD/=2 and L D .S �D/=2. The condition of the refractive index
n D 0 (phase velocity D !=k D 1) is called the “cut-off,” and n D 1 (phase
velocity D !=k D 0) is called “resonance.” From Equation 7.46

Cut-off condition .n D 0/ W PRL D 0 ; (7.47)

Resonance condition .n D 1/ W tan2 � D �P
S
: (7.48)

If we have a cut-off layer in the plasma, the plasma wave can only propagate an
evanescent wave. On the other hand, the resonance is important for plasma heating
and as a damping mechanism for instability. Considering propagation parallel to the
magnetic field (� D 0), S becomes 1 at ! D ˝a and gives resonance. This is
the cyclotron resonance. In the case of propagation perpendicular to magnetic field
(� D �=2), the resonance condition is S D 0. Finally, it is worth noting that the
cold plasma dielectric tensor has various symmetries [5].
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Time symmetry: K .�!/ D K�.!/ by the time symmetry of the equation of mo-
tion.
Onsager Symmetry:K .�B/ D K t .B/ corresponding to the Onsager theorem.
Hermitian: K D KC (C: complex conjugate) corresponding to energy conserva-
tion. If energy is not conserved, the system is not Hermitian.

In the hot plasma case, the plasma response as a dielectric medium can be ex-
pressed by the dielectric tensorK , as for the cold plasma wave. But the structure of
K is more complicated compared to that in cold plasma. Since K D I C i�="0!

and the conductivity tensor is related to the perturbed velocity distribution function
fa1k.v/ as J D �E and J D P

ea s vfa1k.v/dv, we have to solve the following
linearized Vlasov equation:

@fa1k

@t
C v � @fa1k

@x
C ea

ma
.v �B/ � @fa1k

@v
D � ea

ma
.E 1 C v �B1/ � @fa0

@v
:

(7.49)

Here, the suffix for equilibrium value for B is suppressed for simplicity. Since the
left-hand side of Equation 7.49 is the Lagrange derivativeDfa1k=Dt along the un-
perturbed charged particle orbit, fa1k.v/ is readily obtained as follows [9],

fa1k.x; v; t/ D � ea

ma

tZ
�1

�
E 1.x.t

0/; t 0/C 1

!
v.t 0/ � .k �E 1.x.t

0/; t 0//
�

� @f0.v.t
0//

@v
dt 0 : (7.50)

Here, B1 D .k � E 1/=! is used. The particle position at t 0, x.t 0/ is given by
a combination of cyclotron excursion and the original position as follows,

x.t 0/ D x.t/C v?
˝

�
sin.� C˝.t 0 � t// � sin �

�
;

y.t 0/ D y.t/ � v?
˝

�
cos.� C˝.t 0 � t// � cos �

�
;

z.t 0/ D z.t/C vz.t
0 � t/ :

(7.51)

Here, the direction of B is chosen as z. Substitution of Equation 7.51 into Equa-
tion 7.50 gives the following form for fa1k.v/:

fa1k.x; v; t/ D � ea

ma
ei.kxxCkzz�!t/ (7.52)

�
tZ

�1

��
1 � k � v.t 0/

!

�
E C .v.t 0/ �E/k

!

�
� @f0.v.t

0//
@v

� exp

�
i
kxv?
˝

�
sin.� C˝.t 0 � t// � sin �

�C i.kzvz � !/.t 0 � t/

�
dt 0 :

Here, the direction of the perpendicular wave vector is chosen as x. Using the Bessel
function formula exp.ia sin �/ D P

Jm.a/ exp.im�/ and J�m.a/ D .�1/mJm.a/,
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final form of the perturbed distribution function fa1k.x; v; t/ is obtained and the
dielectric tensor K is obtained by using J D P

ea s vfa1k.v/dv, J D �E and
K D I C i�="0! as follows for Maxwell distribution with Tk and T? [10] (note:
the definition of vTa is different in [10]).

K D I C
X
aDi;e

!2
pa

!2

�
2�2

0a�TaL (7.53)

C
X
n

�
0aZ.na/ �

�
1 � 1

�Ta

�
.1 C naZ.na//

�

� exp.�ba/Xna

�
;

Xna D

2
64

.n2=ba/In in.I 0
n � In/ �2nIn�

1=2
Ta�na=˛a

�in.I 0
n � In/ .n2=ba C 2ba/In � 2ba I 0

n i�1=2
Ta�na˛a.I

0
n � In/

�2nIn�
1=2
Ta�na=˛a �i�1=2

Ta�na˛a.I
0
n � In/ 2�Ta�2

naIn

3
75 ;

(7.54)

�na D ! C n˝a

kzvT ka
; �Ta D Tka

T?a
; ba D 1

2

�
k?vT?a
˝a

�2

; vTa D
�

2Ta
ma

�1=2

;

na D ! � kkuka C n˝a

kzvT ka
; ˛a D kxvT?a

˝a
; Z./ D 1p

�

1Z
�1

exp.�ˇ2/

ˇ �  ;

Here, Z is called the plasma dispersion function and uka is the parallel flow
velocity, the argument of the modified Bessel function is ba. L is a tensor with
Lzz D 1 and other components are 0.

Salon: Professor Thomas Stix

Professor Thomas Stix (Figure 7.1) was a plasma physicist. He wrote a pioneer-
ing text on plasma waves, The Theory of Plasma Waves in 1962 [9].

Figure 7.1 Prof. T. H. Stix (1924–2001) (Courtesy of Princeton Plasma Physics Laboratory)



7.3 Plasma as a Dielectric Medium: Cold and Hot Plasmas 135

Note: Causality and translational symmetry in plasma waves

Plasma exhibits characteristics of a dielectric medium and excites the “wave”
as a collective motion [11]. Let E.x0; t 0/ be an excited perturbation at x0 in the
time t 0. In response to this excitation, the current J .x; t/ is created at another
location in the plasma x at time t

J .x; t/ D � .x;x0; t; t 0/E.x0; t 0/ : (7.55)

Since J will not be created before the excitation of E , � .x;x0I t; t 0/ D 0 for
t < t 0 (causality requirement). In the usual Ohm’s law, � .x;x0I t; t 0/ D ı.x �
x0/ı.t� t 0/. Considering the linear response, the superposition principle is valid
and the induced current is given as follows,

J .x; t/ D 1

2�

“
dx0dt 0� .x;x0; t; t 0/E.x0; t 0/ : (7.56)

Moreover, if we assume “translational symmetry” in space and time (medium
is uniform and stationary), � becomes a function of x � x0 and t � t 0.

J .x; t/ D 1

2�

“
dx0dt 0� .x � x0; t � t 0/E.x0; t 0/ : (7.57)

It is important to show that Ohm’s law J .!;k/ D � .!;k/E.!;k/ is equiv-
alent to the electrical conductivity depending only on x � x0 and t � t 0. The
Fourier transform and its inverse Fourier transform of the electric field pertur-
bation E .!;k/, E.x; t/ and J .x; t/ are given by the following equations:

E .!;k/ D 1

2�

“
dxdte�i.k�x�!t/E.x; t/ ; (7.58)

E.x; t/ D 1

2�

“
dkd!ei.k�x�!t/E.!;k/ : (7.59)

J .x; t/ D 1

2�

“
d!dkei.k�x�!t/� .!;k/E.!;k/

D 1

2�

“
d!dkei.k�x�!t/

�
1

2�

“
dx00dt 00e�i.k�x00�!t 00/� .x00; t 00/

�

�
�

1

2�

“
dx0dt 0e�i.k�x0�!t 0/E.x0; t 0/

�

D 1

.2�/3

“
d!dkei.k�.x�x0�x00/�!.t�t 0�t 00//

“
dx00dt 00� .x00; t 00/

�
“

dx0dt 0E.x0; t 0/

D 1

2�

“
dx0dt 0� .x � x0; t � t 0/E.x0; t 0/ : (7.60)
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Here, the properties of the Dirac delta function ı.x � x0 � x00/ D .2�/�1

s dkeik�.x�x0�x00/, ı.t � t 0 � t 00/ D .2�/�1 s d!e�i!.t�t 0�t 00/ are used. The
causality saying “the response in the stable medium always appears after its
excitation” requires that the response should follow the excitation and not come
before.

7.4 Non-uniform Plasma: Alfven Wave Resonance
and Continuous Spectrum

We describe here the Alfven resonance in non-uniform plasma since it plays an
important role in the damping of the Alfven Eigen (AE) mode or resistive wall
mode in toroidal confinement plasmas. Defining nk D n cos � and n? D n sin � , we
can rewrite Equation 7.46 as follows,

n2
? D .R � n2

k/.L � n2
k/

S � n2
k

: (7.61)

In this case, the resonance condition is S D n2
k. Since S < 0 at ˝i < ! < !LH

.!LH D 1=Œ.˝2
i C!2

pe/
�1 C1=j˝i˝ej�1=2 is the lower hybrid frequency), the reso-

nance occurs! below the ion cyclotron frequency. SinceS � 1C .c2=V 2
A/Œ˝

2
i =.˝

2
i �

!2/� � c2=V 2
A at ! � ˝i , the Alfven resonance condition is given as follows,

! D kkVA : (7.62)

Figure 7.2 shows the schematics of Alfven resonance in high-density confined
plasma. In the Alfven resonance, triple layer of cut-off–resonance–cut-off appears
spatially close to each other. From the outward side this is the cut-off of the shear
Alfven wave (L � nk D 0: n? D 0 at r D rs), Alfven resonance (S � nk D 0:
n? D 1 at r D rA), the cut-off of compressional Alfven wave (R�nk D 0: n? D 0
at r D rs). The wave equation in the vicinity of the resonance can be obtained by
replacing n? of Equation 7.61 to �i.c=!/d=dx.x D r � rA/ as follows,

c2

!2

d2E

dx2
C .R � n2

k/.L � n2
k/

S � n2
k

E D 0 : (7.63)

Assuming that density near the resonance points is proportional to x including the
cut-off point, we define y D xS 0.0/=D.0/ to convert Equation 7.63 to the following
singular turning-point equation [9]:

d2E

dy2
C �2.y2 � 1/

y C i"
E D 0 ; (7.64)

�2 D
ˇ̌̌
ˇ D3!2

c2.dS.0/=dx/2

ˇ̌̌
ˇ (7.65)
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Figure 7.2 Schematics of
Alfven resonance in tokamak
plasma (cold plasma approx-
imation) taking into account
the effect of kinetic Alfven
waves [13]. (a) Density pro-
file; (b) Alfven frequency;
(c) perpendicular wave num-
ber

where " is a negative infinitesimal constant. As Budden showed in [12], complete
absorption of the plasma wave occurs at the singular turning point. Singularity at
y D 0 produces phase mixing discussed in Section 6.2 and Alfven wave energy is
absorbed by the particles.

Near the Alfven resonance, kinetic effects become significant and the mode is
converted to the Kinetic Alfven wave (KAW) [13]. Derivation of the kinetic dielec-
tric tensor is lengthy. The dispersion relation of the KAW is given as follows at
.k?�i /2 � 1:

!2 D k2
kV

2
A

�
1 C k2

?�
2
i

�
3

4
C Te

Ti

��
: (7.66)

After conversion to the KAW mode, the Alfven wave damps via electron Landau
damping. This wave damping mechanism is called “continuum damping” since it is
caused by the existence of the continuous spectrum of the Alfven wave. This mech-
anism is important as a stabilizing mechanism of the resistive wall mode (RWM)
destabilized by the finite electrical resistivity of the wall around the plasma.
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If energetic particles exist in the plasma with velocities close to the Alfven ve-
locity, the Alfven wave tends to be destabilized by getting energy from the energetic
particles, but is stabilized if there is Alfven resonance in the plasma due to its strong
continuum damping. On the other hand, if the Alfven resonance does not exist for
some frequency band due to the toroidal coupling of the modes, etc., the Alfven
wave becomes unstable due to a lack of continuum damping and is called the Alfven
Eigen mode [14].

7.5 Drift Waves: Universal Waves in Confined Plasma

In confined plasma, there is a radial temperature gradient (rT ), density gradient
(rn), and a electrostatic potential gradient (r˚) (see also Chapter 8). These gra-
dients create first order flows on the flux surface and the coupling of these flows
(drift) with the ion sound wave produces a drift wave. We only consider the density
gradient (namely rTi D rTe D 0, in this case). Assuming collisionless (� D 0)
and uniform Te alongB.rkTe D 0/, particle conservation .@n=@tCr � .nV / D 0/,
Ohm’s law parallel toB.eneEk CrkPe D 0/, and the momentum balance equation
parallel to B.min@Vk=@t D �rkP/ are given as follows,

Particle balance: i! Qne C ikkne QVk C i!�ne.e Q̊ =Te/ D 0 ; (7.67)

Ohm’s Law: � ikkene Q̊ C ikkTe Qne D 0 ; (7.68)

Momentum balance: � i!mini QVk C ikk. Qpe C Qpi / D 0 : (7.69)

Here, !� D �.k?T=eB/.d lnne=dr/ is the electron drift wave frequency. Equa-
tion 7.68 ( Qne=ne D e Q̊ =Te) is the “Boltzmann condition.” If ions satisfy the adi-
abatic law Qpi D �iTi Qni , a combination of these equations leads to the following
simple dispersion relation using Cs D ..ZiTe C �iTi /=mi/

1=2:

!.! � !�/ D k2
kC

2
s : (7.70)

This drift wave is stable (! is real) but is destabilized by the inclusion of the ion
temperature gradient (rTi ¤ 0). The ion energy equation ..3=2/.@pi=@t C VE �
rpi C .5=2/pirkVk/ D 0/ is given by the following equation with �i D 5=2,

�3

2
i! QPi C 3

2
i!�
.1 C �i /ene Q̊ C i�iniTikk QVk D 0 : (7.71)

Here 
 D Ti=Te; �i D d lnTi=d lnne . Combining this with Equations 7.67, 7.68,
and 7.69 including the effect of the ion temperature gradient, we obtain the disper-
sion relation of the ion temperature gradient (ITG) mode as follows,

!.! � !�/ D k2
kC

2
s

�
1 C !�

!

Zi

�i
 CZi

�
�i � �i �Zi

Zi

��
: (7.72)
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For the case of Zi D 1, �i D 5=2, ! � kkCs � !�, we obtain

!2 � � k2
kC

2
s

2:5
 C 1

�
�i � 2

3

�
: (7.73)

So, this drift wave becomes unstable when the ion temperature gradient exceeds
a critical value, dT Crit

i =dr . In the real torus, the mode structure becomes more com-
plex and is not so simple, but the threshold in the ion temperature gradient for desta-
bilization exists [15].

The most basic equation describing the drift wave turbulence is the Hasegawa–
Mima equation [16]. We derive this equation to see the fundamental process of
drift wave turbulence. The guiding center motion is used for simplicity. Since
the electrostatic approximation (E D �r˚) is applicable for the drift wave, we
have

vi? D �r Q̊ �B
B2

� mi

eB2

d

dt
r? Q̊ : (7.74)

Here, the first term is E � B drift and the second term is the polarization drift.
The origin of the polarization drift is as follows. Consider the particle motion when
the electric field is suddenly applied. The particle moves in the direction of the
electric field E first. When E becomes stationary, the particle moves with E � B
drift. This transient drift by dE=dt is called the “polarization drift” and given as
follows,

vpa D � ma

eaB2

dE

dt
: (7.75)

The direction of this drift is opposite for ions and electrons and causes charge
separation unlike the E � B drift. The ion polarization drift is important while the
electron one is negligible since this drift is proportional to the mass. The electron
and ion motion along the magnetic field compensates the charge separation by the
polarization drift. Since the electron has a small mass, we can assume the Boltzmann
relation Qne=ne D e Q̊ =Te for the electron. The ion equation of motion and particle
conservation law are given as,

mini
dvik
dt

D �rk.en Q̊ C �niTi / ; (7.76)

@ni

@t
C r � .nvi / D 0 : (7.77)

Here, we give the electrostatic potential as follows,

Q̊ D ˚k;! expŒik?y C kkz � i!t� : (7.78)
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From Equations 7.74 and 7.76, we can obtain an expression for vki and v?i and
substituting them into the particle conservation law taking the quasi-neutrality con-
dition Qne D Qni into account, the drift wave dispersion relation is obtained from the
linear term:

!2.1 C 
k2?�2
i =2/� !!� D k2

kC
2
s : (7.79)

Here, Cs D Œ.Te C �Ti /=mi �
1=2 and �i is the Larmor radius. The difference from

Equation 7.71 comes from the polarization drift. In any case, the drift wave is a kind
of ion-acoustic wave in non-uniform plasma. Let the spatial Fourier expansion of the
electrostatic potential be Q̊ D ˚k.t/ expŒik?yCkkz�. Selecting the wave number k
from the nonlinear wave–wave coupling term in the nivi term of Equation 7.77, we
reach the Hasegawa-Mima equation:

@˚k.t/

@t
C i!k�˚k.t/ D

X
kDk1Ck2

Vk1;k2˚k1.t/˚k2.t/ ; (7.80)

Vk1;k2 D �2
s

.1 C 
k2�2
s/B

.k1 � k2/ � ez Œk2
2 � k2

1 � : (7.81)

Here, !k� D !�=.1 C 
k2?�2
i =2/, and �s D .Te=mi/

1=2=˝i .

The nonlinear term of Hasegawa–Mima Equation 7.80 comes from the polarization
drift and is used as the most basic equation for plasma turbulence.

Salon: Hasegawa–Mima Equation

Professor A. Hasegawa (Figure 7.3 (a)) and Professor K. Mima (Figure 7.3 (b))
who derived the Hasegawa-Mima equation. The Hasegawa–Mima equation pro-
duces zonal flow through the inverse cascade, which is essentially the same as
the zonal flow in Jovian atmosphere [17]. At the time, Professor Hasegawa was
at the Bell Laboratories and Professor Mima was a visitor from ILE-Osaka.
Professor Mima became a director of ILE-Osaka, which promotes laser fusion.

Figure 7.3 (a) Professor
A. Hasegawa (with kind per-
mission of Prof. Hasegawa)
and (b) Professor K. Mima
(with kind permission of
Prof. Mima)
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Chapter 8
Collisional Transport: Neoclassical Transport
in a Closed Magnetic Configuration

In high temperature confined plasma, the mean free path of the Coulomb collision
becomes much longer than the geometric (torus) dimensions, and this is called
a “collisionless regime.” In this case, the particles are categorized into particles
trapped by a magnetic mirror and the particles not trapped by the magnetic mirror.
The difference in these particle orbits produces distortion of the velocity distribution
function and deviates from the Maxwell distribution.

This will affect the physical properties of the plasma. The thermal force pro-
duced by the trapped particle operates on untrapped particles to reduce the electrical
conductivity or to produce a plasma current (bootstrap current), or to enhance the
thermal diffusion across the magnetic field. They are collectively called neoclassical
transport.

8.1 Collisionless Plasma: Moment Equation
and Neoclassical Viscosity

When the collision mean free path becomes longer than the geometric dimen-
sion (e.g., connection length along the magnetic field Rq) (called the collisionless
regime), the local Maxwellian approximation is not valid and we have to use the
drift kinetic equation introduced in Chapter 5 to evaluate collisional transport of
the high-temperature plasma in a closed magnetic configuration. As Hirshman and
Sigmar [1] showed, however, the use of the kinetic equation can be minimized by
using the moment method. Taking v and v2v moments of the Vlasov-Fokker Planck
equation of species a of the plasma and subtracting convective heat flux from the
v2v moment, we obtain following moment equations for momentum and heat flux:

mana
dua
dt

D eana.E C ua �B/� rPa � r �˘ a C F a1 CMa ; (8.1)

ma
@

@t

�
qa

Ta

�
D ea

Ta
qa �B � 5

2
narTa � r �	a C F a2 CQa : (8.2)
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Here, na , ua, qa, Pa, ˘ a, 	a, F a1, F a2, Ma, and Qa are density, velocity, con-
duction heat flux, the average plasma pressure, viscosity tensor (anisotropic com-
ponent of the pressure) and viscous heat tensor, friction force, heat friction force,
momentum source, and heat momentum source, respectively. Definition of tensor
and its algebra including its divergence are given in appendix “Tensor algebra”. The
velocity distribution function in strong magnetic fields shows anisotropy parallel
and perpendicular to the magnetic field as shown by G. F. Chew, M. L. Goldberg,
and F. E. Low [2], and˘ a and	a can be expressed as

˘ a D .Pka � P?a/
�
bb � 1

3
I

�
CO.ı2/ ; (8.3)

	a D .�ka ��?a/
�
bb � 1

3
I

�
CO.ı2/ : (8.4)

Here, b D B=B is the unit vector parallel toB and ı D �a=L is a smallness param-
eter that is the ratio of the Larmor radius and the macroscopic length scale L of the
plasma, �a D vTa=˝a is Larmor radius, vTa D .2Ta=ma/1=2 is thermal velocity,
and ˝a D eaB=ma is the cyclotron angular frequency. Taking the cross productB
with Equations 8.1 and 8.2, and neglecting the time derivative for the drift timescale
O..ı2˝/�1/, which is much longer than the Alfven timescale O..ı˝/�1/, and ne-
glecting otherO.ı2/ terms smaller than the rP , r˚ , and rT terms, the major com-
ponents of particle and heat flows of particle species a perpendicular toB are give as

u
.1/
?a D E �B

B2
C b � rPa
mana˝a

; (8.5)

q
.1/
?a D 5

2
Pa
b � rTa
ma˝a

: (8.6)

Here, the first term on the right-hand side of Equation 8.5 is the E � B drift flow,
the second term is the diamagnetic drift flow caused by the pressure gradient. Equa-
tion 8.6 is the diamagnetic heat flux caused by the temperature gradient. In the drift
timescale, the �@A=@t term is negligible and we can write E D �r˚ . Taking the
dot product of the magnetic field B with Equations 8.1 and 8.2 and taking the flux
surface average (Section 3.8), the following flux surface averaged momentum and
heat flux balance equation are obtained:

hB � r �˘ ai D hB � F a1i C eana hB �Ei C hB �Mai ; (8.7)

hB � r �	ai D hB � F a2i C hB �Qai : (8.8)

Here hB � F a1i and hB � F a2i are the frictional forces on species a of the parallel
flow on the magnetic surface, and hB � r �˘ ai and hB � r �	ai are viscous forces
parallel toB, which originate from the relaxation of velocity space anisotropy paral-
lel and perpendicular to B. The origin of this velocity space anisotropy is explained
for the case of electrons in Figure 8.1 [3]. The magnetic moment � is conserved
in high temperature plasma when the electron moves along the magnetic field (see
Section 4.5). So, the orbit of the electrons satisfying Bmax � E=� is trapped in the
weak magnetic field regime reflected by the magnetic mirror (trapped particle or
banana orbit). For the case where density is lower towards the outside .dn=dr < 0/,
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Figure 8.1 Sketch of the
trapped electron orbits and
distortion of 1- and 2-
dimensional velocity distribu-
tion functions in a tokamak Plasma current

More electrons
from inside

Fewer electrons
from outsidefe

Collisional
diffusion

Untrapped
electron

Untrapped
electron

Trapped electron V//

V//

consider the velocity distribution function on a magnetic surface. There are fewer
electrons for the trapped electrons with vk > 0 since it originates radially outside,
while there are more electrons for the trapped electrons with vk < 0 since it origi-
nates from radially inside. The orbit of untrapped electrons stays much closer to the
magnetic surface and the number of electrons for vk > 0 is roughly equal to that for
vk < 0. Then, there appears a discontinuity in the trapped–untrapped boundary of
the velocity distribution function. Small Coulomb collision smoothes this gap and
causes particle diffusion in the velocity space. This collisional diffusion in velocity
space acts as a viscous force in the magnetic field direction. Consider the drift and
elliptic distortions from the Maxwell distribution, the velocity distribution function
fa.v/ can be expanded as follows:

fa.v/ D faM .v/C fa1.v/C fa2.v/ ; (8.9)

faM .v/ D na. /

�3=2v3
Ta

exp
��v2=v2

Ta

�
; (8.10)

fa1.v/ D 2v

v2
Ta

�
�
ua �

�
1 � 2

5
x2
a

�
qa

Pa

�
faM .v/ ; (8.11)

fa2.v/ D 2
vv � v2

3 I

manav
4
Ta

W
�
˘ a C .	a C˘ a/

�
1 � 2x2

a

7

��
faM .v/ : (8.12)

Here, x2
a D mav

2=2Ta and v2
Ta D 2Ta=ma.

Note: Definition of friction and viscous forces

F a1 �
Z
mavC.fa/ dv ; (8.13)

F a2 �
Z
mav

�
mav

2

2Ta
� 5

2

�
C.fa/ dv ; (8.14)
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˘ a �
Z
ma

�
vv � 1

3
v2I

�
fa.x; v; t/ dv ; (8.15)

Pka �
Z
ma.vk � uka/2fa.x; v; t/ dv ; (8.16)

P?a �
Z
ma

2
.v? � u?a/2fa.x; v; t/ dv ; (8.17)

	a �
Z
ma

�
vv � 1

3
v2I
��

mav
2

2Ta
� 5

2

�
fa.x; v; t/ dv ; (8.18)

�ka �
Z
ma.vk � uka/2

�
mav

2

2Ta
� 5

2

�
fa.x; v; t/ dv ; (8.19)

�?a �
Z
ma

2
.v? � u?a/2

�
mav

2

2Ta
� 5

2

�
fa.x; v; t/ dv (8.20)

8.2 Incompressible Flow: First Order Flow
on a Magnetic Surface

If a magnetic surface is formed by the magnetic field, many physical quantities
become the surface quantities (e.g., function of  only). Pressure P is the surface
quantity derived from the condition of force equilibrium. The temperature (also den-
sity) becomes an approximate surface quantity since the temperature equilibrates in
the direction of the magnetic field lines due to high parallel thermal conductivity. In
addition, the electrostatic potential ˚ is an approximate surface quantity due to the
high parallel electrical conductivity. Therefore, Equations 8.5 and 8.6 are given as
follows:

u
.1/
?a D �r˚ �B

B2
C b � rPa
mana˝a

D 1

B

�
d˚

d 
C 1

eana

dPa
d 

�
b � r ; (8.21)

q
.1/
?a D 5

2
Pa
b � rTa
ma˝a

D 5Pa
2eaB

dTa
d 

b � r : (8.22)

From these expressions, the following relations hold to show first order particle and
heat flows perpendicular to B on the magnetic surface:

u
.1/
?a � r D 0 ; q

.1/
?a � r D 0 : (8.23)

These are sometimes called “magnetization flows.” The first order flow on the mag-
netic surface is the sum of the flow along the magnetic field and the magnetization
flow as follows,

u.1/a D u
.1/
?a C ukab ; (8.24)

q.1/a D q
.1/
?a C qkab (8.25)
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b

ua
a

θ ∇ψ

ψ

ψ+dψ
dψ=RBθdr

(1)
uLA (diamagnetic flow)

uaθ

u//ab
(parallel flow)

ζ

Figure 8.2 Geometry of (a) flow between magnetic surface  and Cd and (b) first order flow
as combination of diamagnetic flow and parallel flow

Continuity of poloidal flows in the flux tube between  and  C d .dU D
u
.1/
a �.r�=jr� j/2�Rdr D u

.1/
a �.r�=jr� j/ d =B �.r�=jr� j/ D u

.1/
a �r�=B �r�d 

and dU=d D u�
aq. / gives the following relations (see Figure 8.2)

u
.1/
a � r�
B � r� D u�

a� . / ; (8.26)

q
.1/
a � r�
B � r� D q�

a� . / : (8.27)

Here, it should be noted that u�
a�
. / and q�

a�
. / do not have the dimensions of

the particle and heat fluxes. Taking the dot product of Equations 8.24 and 8.25 with
r� and considering the axisymmetric equilibrium relation (Equation 3.59) B D
r � r C Fr (from this, we obtain B � r � r� D F. /B � r�/, we obtain
the following relations,

Bu�
a� . / D uka � V1a ; (8.28)

Bq�
a� . / D qka � 5

2
PaV2a (8.29)

where

V1a D �u
.1/
?a � r�
b � r� D �F. /

B

�
d˚

d 
C 1

eana

dPa
d 

�
; (8.30)

V2a D � 2

5Pa

q
.1/
?a � r�
b � r� D �F. /

eaB

dTa
d 

: (8.31)

Equations 8.28 and 8.29 show that the poloidal flow is the sum of the poloidal
components of the parallel flow and diamagnetic flow. V1a and V2a are the “thermo-
dynamic force.” As shown in Section 8.1, E � B flow, diamagnetic drift flow, and
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diamagnetic heat flow produces thermodynamic forces. Substitution of Equations
8.21 and 8.22 into Equations 8.24 and 8.25 gives:

u.1/a D ukabC u
.1/
?a D ukabC BV1a

F. /

r � b
B

; (8.32)

q.1/a D qkabC q
.1/
?a D qkabC 5Pa

2

BV2a

F. /

r � b
B

: (8.33)

Combining these with the first order flow relations Equations 8.28 and 8.29, we
obtain the following:

u.1/a D u�
a� . /B C BV1a

F. /
R2r ; (8.34)

q.1/a D q�
a� . /B C 5Pa

2

BV2a

F. /
R2r : (8.35)

Here, we use the following axisymmetric relation (using Equation 3.59 and taking
r �B and jr j2 D R2.B2 � B2

	
) for derivation):

b � r D F. /b � R2Br : (8.36)

Taking  component of Equations 8.34 and 8.35 gives

u
.1/
a	

D u�
a� . /B	 C BV1a

F. /
R ; (8.37)

q
.1/
a	

D q�
a� . /B	 C 5Pa

2

BV2a

F. /
R : (8.38)

From Equations 8.28 and 8.29, we obtain
˝
B2
˛
u�
a� . / D ˝

Buka
˛ � hBV1ai (8.39)

˝
B2
˛
q�
a� . / D ˝

Bqka
˛ � 5Pa

2
hBV2ai : (8.40)

Here BV1a and BV2a are actually surface quantities and h i is not necessary. Sub-
stituting the expressions of u�

a�
. / and q�

a�
. / into Equations 8.37 and 8.38, we

obtain the following results:

u
.1/
a	

D B	

hB2i
˝
Buka

˛C
"

1 � B2
	

hB2i

#
BV1a

B	
; (8.41)

q
.1/
a	

D B	

hB2i
˝
Bqka

˛C 5Pa
2

"
1 � B2

	

hB2i

#
BV2a

B	
: (8.42)

The second terms of the right-hand side of Equations 8.41 and 8.42 are called the
Pfirsch–Schlüter terms.
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8.3 Friction and Viscous Forces: Momentum
and Heat Flow Balance

The distribution function (Equations 8.1–8.9) includes the anisotropic term pro-
duced in the collisionless regime. Substituting this expression into the definitions
of friction force F a1 (Equation 8.13) and heat friction force F a2 (Equation 8.14)
while the collision operator C.fa/ given by Equation 5.45 is linearized around the
Maxwellian. We obtain following formula:

�
F a1

F a2

�
D
X
b

 
lab11 �lab12

�lab21 lab22

!"
u
.1/
b

2q.1/
b
=5Pb

#
: (8.43)

Here, labij is called the friction coefficient, which has the symmetry labij D lbaj i due to
self-adjoint property of the Coulomb collision term. A useful expression is given by
Hirshman–Sigmar [1] as shown in the note. Since a viscous force operates when the
particle moves poloidally in response to variation in the toroidal field, the viscous
force is proportional to the poloidal flow:

� hB � r �˘ ai
hB � r �	ai

�
D ˝
B2˛ ��a1 �a2

�a2 �a3

� �
u�
a�
. /

2q�
a�
. /=5Pa

�
: (8.44)

Here, �a1, �a2, �a3 are called parallel viscosity coefficients and are obtained by
substituting Equations 8.11 and 8.12 into the drift kinetic equation, and solving the
equation for the anisotropic component ˘ a and 	a, approximately [1]. There are
three types of collisional transport regimes in tokamak: (1) banana regime where the
collision time is longer than the bounce time of the trapped particle orbit (�c < ˝b;
�c: collision frequency,˝b: bounce frequency); (2) Pfirsch–Schlüter regime where
collision time is shorter than the transit time of the untrapped particle (�c > ˝t ;
�c: collision frequency,˝t : transit frequency � vTa=Rq); (3) plateau region, which
is between the other two. The expression for the viscosity coefficient is derived for
each regime and the velocity partitioned approximate viscosity coefficient valid for
all velocity region is derived. The viscosity coefficient is obtained by integration in
the velocity space as follows,

�a1 D Ka
11 ; (8.45)

�a2 D Ka
12 � 5

2
Ka

11 ; (8.46)

�a3 D Ka
22 � 5Ka

12 C 25

4
Ka

11 : (8.47)

Here,

Ka
ij D mana


aa

ft

fc

n
x2.iCj�2/
a �atot.v/
aa

o
; (8.48)
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fA.v/g D 8

3�1=2

1Z
0

exp.�x2
a/x

4
aA.xava/ dxa ; (8.49)

�atot.v/ D �aD.v/�
1 C 2:48��

a�
a
D.v/
aa=xa

� �
1 C 1:96�aT .v/=xa!Ta

� ; (8.50)

�aT .v/ D 3�aD.v/C �aE .v/; xa D v=vTa; !Ta D vTa=Lc :

The first term of the denominator of Equation 8.50 is the correction term to connect
the banana and plateau regimes. The second term is the Pfirsch–Schlüter correction
term. xa D v=vTa, �aD.v/ is the 90-degree deflection frequency, �aE .v/ energy ex-
change frequency (see note), ��

a is the collisionality defined by the ratio of collision
frequency 1=
aa, the transit frequency !Ta, and ". / � .Bmax � Bmin/=.Bmax C
Bmin/. Using connection length Lc � Rq and " � r=R,

��
a � 1

"1:5!Ta
aa
�
�
R

r

�1:5
Rq

vTa
aa
: (8.51)

Here, ft is a trapped particle fraction and is related to the untrapped particle frac-
tion fc through ft C fc D 1. fc is given by the following equation (see also Equa-
tion 8.69).

fc D 3
˝
B2
˛

4

1=BmaxZ
0

�d�Dp
1 � �B

E : (8.52)

Substituting these formulas for viscosity and friction coefficients into Equation 8.7
and 8.8, the following balance equation of friction and viscous forces are ob-
tained.

�
�a1 �a2

�a2 �a3

� � ˝
Buka

˛ � BV1a˝
2Bqka=5Pa

˛ � BV2a

�
D
X
b

"
lab11 �lab12

�lab21 lab22

#� ˝
Bukb

˛
˝
2Bqkb=5Pb

˛ �

C
�
eana

˝
BEk

˛
0

�
C
� ˝
BMak

˛
˝
BQak

˛ � : (8.53)

Note: Expression and Definitions on Friction and Viscous Coefficients

labij D mana


aa

" X
k


aa


ak
M
i�1;j�1
ak

!
ıab C 
aa


ab
N
i�1;j�1
ab

#
; (8.54)

M 00
ab D �

�
1 C ma

mb

�
.1 C x2

ab/
�3=2 ;
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M 01
ab D M 10

ab D �3

2

�
1 C ma

mb

�
.1 C x2

ab/
�5=2 ;

M 11
ab D �

�
13

4
C 4x2

ab C 15

2
x4
ab

�
.1 C x2

ab/
�5=2 ;

N 00
ab D

�
1 C ma

mb

�
.1 C x2

ab/
�3=2 ;

N 10
ab D 3

2

�
1 C ma

mb

�
.1 C x2

ab/
�5=2 ;

N 01
ab D 3

2

Ta

Tb
x�1
ab

�
1 C mb

ma

�
.1 C x2

ba/
�5=2 ;

N 11
ab D 27

4

Ta

Tb
x2
ab.1 C x2

ab/
�5=2 ;


ab D 3�3=2"2
0m

2
av

3
Ta

nbe2
ae

2
b

ln�
;

x2
ab D maTb

mbTa
; vTa D

s
2Ta
ma

(8.55)

The friction coefficient has the following symmetry due to the self-adjointness of
the Coulomb collision operator:

labij D lbaj i ; M
ij

ab
D M

j i

ab
; N

j0
ab

D �M j0
ab
; N

ij

ab
D TavTa

TbvTb
N
j i

ba
: (8.56)

Collision frequencies �aD.v/ and �aE .v/ in the expression of the viscosity coeffi-
cient for the Maxwellian are expressed as follows:

�aD.v/ D 3
p
�

4

1


aa

X
b

nbZ
2
b

naZ2
a

˚.xb/�G.xb/

x3
a

; (8.57)

�aE .v/ D 3
p
�

4

1


aa

X
b

nbZ
2
b

naZ2
a

�
4

�
Ta

Tb
C x�2

ab

�
G.xb/

xa
� 2˚.xb/

x3
a

�
; (8.58)

˚.x/ D 2p
�

xZ
0

exp.�u2/ du;G.x/ D �
˚.x/ � x˚ 0.x/

�
=2x2 : (8.59)

8.4 Parallel Current: Generalized Ohm’s Law

The following system of linear equations is obtained by writing down Equation 8.53
for electrons, ions, and impurities [4],

M .U k � V ?/ D LU k CE� C S k (8.60)
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where

L D

2
6666664

lee11 lei11 leI11 �lee12 �lei12 �leI12
l ie11 l i i11 l iI11 �l ie12 �l i i12 �l iI12
lIe11 lI i11 lII11 �lIe12 �lI i12 �lII12

�lee21 �lei21 �leI21 lee22 lei22 leI22
�l ie21 �l i i21 �l iI21 l ie22 l i i22 l iI22
�lIe21 �lI i21 �lII21 lIe22 lI i22 lII22

3
7777775
; M D

2
6666664

�e1 0 0 �e2 0 0
0 �i1 0 0 �i2 0
0 0 �I1 0 0 �I2

�e2 0 0 �e3 0 0
0 �i2 0 0 �i3 0
0 0 �I2 0 0 �I3

3
7777775

U k D

2
6666664

˝
Buke

˛
˝
Buki

˛
˝
BukI

˛
2
˝
Bqke

˛
=5Pe

2
˝
Bqki

˛
=5Pi

2
˝
BqkI

˛
=5PI

3
7777775
; V ? D

2
6666664

BV1e

BV1i

BV1I

BV2e

BV2i

BV2I

3
7777775

E� D ˝
BEk

˛
2
6666664

�ene
eZini
eZInI

0
0
0

3
7777775
; S k D

2
6666664

hBMei
hBMii
hBMI i
hBQei
hBQii
hBQI i

3
7777775
:

Solving Equation 8.60 for U k gives

U k D .M �L/�1MV ? C .M �L/�1E� C .M �L/�1 S k ; (8.61)

Uka D
X
b

.˛abV?b C cab.E
�
b C Skb// (8.610)

where matrix ˛ and c are defined as ˛ D .M � L/�1M and c D .M � L/�1,
respectively. Plasma current is the sum of the currents of each species as follows,

hB � J i D
X

aDe;i;I
eana hB � uai

D
X

aDe;i;I
eana

(
6X
bD1

�
.M �L/�1M

�
ab
V?b

C
3X
bD1

�
.M �L/�1

�
ab
ebnb

˝
BEk

˛C
6X
bD1

�
.M �L/�1

�
ab
Skb

)

D hB � J ibs C �NC
k hB �Ei C hB � J ibd C hB � J iRFCD : (8.62)

Here, the first term of the right-hand side is the bootstrap current, the second is
the conduction current, third and fourth are the beam-driven current andRF -driven
current. The electrostatic potential ˚ term included in V? is cancelled out due to
charge neutrality and does not contribute to the bootstrap current.
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8.5 Trapped Particle Effect: Electrical Conductivity

Before giving a detailed treatment of electrical conductivity in high temperature
plasma, we need to discuss the basic electrical properties of fully ionized plasma.
Suppose an electric field E exists in uniform plasma without a magnetic field
(B D 0). Since ions are much heavier than electrons, electrons are much more
mobile than ions (here we assume the ions are hydrogen for simplicity). The elec-
tron equation of motion is given by eneE D Pei , where Pei is the momentum
gain of the electron fluid through the collision with background ions and is given by
Pei D mene.ui � ue/�ei , where �ei is electron–ion collision time. Therefore, the
current induced in the plasma J D ene.ui � ue/ is given by J D .e2ne=me�ei /E .
Thus the electrical conductivity � is given by � D e2ne=me�ei . This is the sim-
plest formula for electrical conductivity � in fully ionized plasma. L. Spitzer Jr.
(Figure 8.3) and his coworkers [5] calculated this electrical conductivity, including
electron–electron collisions, and found that electrical conductivity is almost dou-
bled. For electron–hydrogen plasma, electrical conductivity is given as follows,

� D e2ne

0:51me�ei
D T

3=2
e .keV/

1:65 � 10�9 ln�
.�m/�1 : (8.63)

An important observation from Equation 8.63 is that � is independent of density.
This rather surprising result can be explained by the fact that the positive effect of in-
creasing the number of current carriers (� ne) is cancelled by the increase of the ion
drag force (�ei � ni ). Another important observation is � � T

3=2
e . This is because

the Coulomb cross section is proportional to 1=E2 and collision becomes rare at
higher temperatures (average kinetic energy). For reactor relevant high temperature
plasma,

Plasma .Te D 10 keV/ W � D 109 .�m/�1

Copper .27 ıC/ W � D 5 � 107 .�m/�1

Copper .�195 ıC/ W � D 5 � 108 .�m/�1 :

Figure 8.3 Lyman Spitzer Jr. (1914–1997) who gave an analytic expression of electrical conduc-
tivity in fully ionized plasma and invented the Stellarator concept (Photo by Denise Applewhite.
Courtesy of Princeton Plasma Physics Laboratory)
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Here, the electrical conductivity of copper at room temperature and �195 ıC are
shown for comparison. It is interesting to note that current flows more easily at
higher temperatures in plasma, while it flows more easily at lower temperatures
in metal. Spitzer and coworkers [5] evaluated the effect of impurities on � as fol-
lows,

�
Spitzer
k D nee

2
ee

me

3:4.1:13 CZeff/

Zeff.2:67 CZeff/
; (8.64)

Zeff D 1

ne

X
bDi;I

nbZ
2
b


ee D 6
p

2�3=2"2
0m

1=2
e T

3=2
e

nee4 ln�
D 2:74 � 10�4 TeŒkeV�3=2

ne Œm�3� ln�
Œs� :

Here, Zeff is the “effective charge.” From this introduction, we now proceed to the
general form of electrical conductivity in collisionless plasma. The expression of
electrical conductivity � is obtained from Equation 8.62 as follows,

�NC
k D

X
aDe;i;I

X
bDe;i;I

eanaebnb
�
.M �L/�1

�
ab
: (8.65)

Here, L represents the collisional friction forces among various species and M
represents the effect of trapped particles. If there are no trapped particles ft D 0,
�aj D 0, and the viscous matrix M D 0. The conductivity � is given in this case
as

�
Spitzer
k D �

X
aDe;i;I

X
bDe;i;I

eanaebnbL
�1
ab : (8.66)

This is the most exact formula of electrical conductivity in uniform plasma for
multi-species plasma suitable for numerical calculation. The analytical fit of Spitzer
(Equation 8.64) agrees well with that from Equation 8.66. Then, what is the effect
ofM on electrical conductivity in Equation 8.65? The trapped particle is trapped in
a banana orbit as shown in Figure 8.1 and does not contribute to the current. It cre-
ates a frictional force through its relative velocity to the untrapped electron, which
drifts through the electric field. This conductivity is typically reduced to about half
of that without a trapped particle. Hirshman also gave an approximate analytic ex-
pression for � as follows,

�NC
k D �

Spitzer
k

�
1 � ft

1 C ���
e

� �
1 � CRft

1 C ���
e

�
; (8.67)

CR.Zeff/ D 0:56

Zeff

3 �Zeff

3 CZeff
; �.Zeff/ D 0:58 C 0:2Zeff ; (8.68)

ft D 1 � .1 � "/2

.1 C 1:46"1=2/
p

1 � "2
: (8.69)
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8.6 Thermodynamic Force: Bootstrap Current

The generalized version of Ohm’s law in Equation 8.62 includes current driven by
the thermodynamic forces V1a and V2a as follows,

hB � J ibs D
X

aDe;i;I
eana

6X
bD1

˛abV?b : (8.70)

Substituting Equations 8.30 and 8.31 for thermodynamic forces into Equation 8.70,
we obtain following form for the bootstrap current:

hB � J ibs D �F. /ne. /
X

aDe;i;I

1

jZaj
�
La31

1

na. /

dPa. /

d 
C La32

dTa. /

d 

�
;

(8.71)

La31 D
X

aDe;i;I

jZaj
Za

Zb

ne
˛ab ; La32 D

X
aDe;i;I

jZaj
Za

Zbnb

ne
˛a;bC3 : (8.72)

Although V1a includes an electrostatic potential term, the bootstrap current due to
this term .J � �F.PP

Zbnb˛ba/ d˚=d / vanishes for axisymmetric plasma
due to charge neutrality.

As explained in Section 8.1, distortion of the velocity distribution function occurs
in collisionless plasma. The electron distribution function drifts in the direction of
vk < 0, while the ion velocity distribution function drifts in the direction of vk > 0
as seen in Figure 8.4). This produces a current in the plasma named the “bootstrap
current.”

We investigate major parametric dependences of the bootstrap current follow-
ing Galeev [6]. Consider the case of electrons given in Section 8.1. Let the ba-

fe fi

Collisional
diffusion

Collisional
diffusion

Untrapped
electron

Untrapped
electron Untrapped

ion

Trapped electron

V//

V//

V//

V//Trapped ion

(a) (b)

Figure 8.4 Sketch of the mechanism forming the bootstrap current in collisionless plasma for
(a) electrons and (b) ions. Collisional pitch angle scattering at the trapped–untrapped boundary
produces unidirectional parallel flow/momentum input and is balanced by the collisional friction
force between electrons and ions. The source of the momentum input for the parallel flow drive is
the radially outward motion/loss of trapped particles
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nana width of the trapped electron be �b.� "1=2�p D "1=2mevTe=eBp/. If
there is a density gradient, the net particle number passing through a point is
given by nt .vk < 0/ � nt .vk > 0/ D .�dnt=dr/�b. For the trapped elec-
tron, vk � "1=2vTe and nt � "1=2ne so the trapped electron current is given
by Jbt � evk.�dnt=dr/�b � �"3=2Tedne=dr . Momentum supply across the
trapped–untrapped boundary will balance with the momentum loss of the untrapped
electron–ion collision as follows,

�eimeuene D �ee

"

Jbt

�e : (8.73)

Here, �ee=" is the effective collision frequency between trapped and untrapped elec-
trons. This equation gives the drift velocity of untrapped electrons and, hence, the
current carried by the untrapped electrons is as follows,

Jbt � �"1=2 Te

Bp

dne
dr

� �"1=2 1

Bp

dPe
dr

: (8.74)

Here, Te is included in the gradient since a similar mechanism works for dTe=dr .
The characteristic here is that both supply and loss of momentum are proportional
to collision frequency, and so the resulting bootstrap current does not depend on
collision frequency. Also, the electron mass is not included in the bootstrap cur-
rent expression since the small banana width effect is cancelled by the large parallel
velocity. A similar discussion for the ions leads to the ion bootstrap current pro-
portional to "1=2dPi=dr=Bp. It should be noted that the source of the power of the
bootstrap current is the trapped particle, but the current is carried by untrapped par-
ticles. Now, having reviewed the principles, let us go back to the discussion on the
expression of the bootstrap current from the previous section.

Let us look at the role of the viscosity coefficient in the generalized Ohm’s law
(the electrical conductivity and the bootstrap current) in a simple model. Ignoring
the ion flow (ui = 0) and assuming no impurities, the electron momentum balance
equation 8.53 becomes

�e1

�
uke � R

ene

dPe
d 

�
D lee11 uke � eneEk : (8.75)

So, the electron current is given by,

Jke D �eneuke D ene

�e1 � lee11

Ek � R�e1

�e1 � lee11

dPe
d 

: (8.76)

Using Equation 8.54, Equation 8.76 is rewritten in the following form by using
the normalized viscosity coefficient O�e1 D �e1=mene�ei .

Jke D e2ne

me�ei

1

O�e1 C 1
Ek � O�e1

O�e1 C 1

1

Bp

dPe
dr

: (8.77)

Here, the first term of the right-hand side of Equation 8.77 is the Ohmic current and
the second term is the bootstrap current. The normalized viscosity coefficient �e1

appears in both electrical conductivity and the bootstrap coefficient. This means
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Figure 8.5 (a) Comparison of
time variation of the measured
surface voltage and simula-
tion using values from JT-60
discharge [4]. (b) Up to 80%
of the plasma current is car-
ried by the bootstrap current
from the simulation. With-
out including the bootstrap
current, the measured surface
voltage cannot be reproduced

that effect of trapped particle should be checked in experiments for both electrical
conductivity and the bootstrap current.

Although Hinton–Hazeltine [7] gave an analytic expression of bootstrap coeffi-
cients La31 and La32, there is a large difference between numerical coefficients and
analytical expressions, except for very small values of "without impurities [8]. Prac-
tically, it is necessary to use the Hirshman–Sigmar formulation for numerical eval-
uation. Figure 8.5 shows a comparison of plasma surface voltages between mea-
surement and a 1.5-dimensional transport simulation; the existence of the bootstrap
current is confirmed [4].

8.7 Momentum Input: Beam-driven Current

When a fast neutral beam is injected at a tangent to the torus, the circulating fast ion
produces a fast ion current by multiple circulations around the torus. Collision with
bulk electrons produces a shielding current by induced drift in the same direction
as the fast ion. This shielding is not perfect due to the existence of trapped elec-
trons and impurities. The sum of fast ion and shielding currents is the beam-driven
currentJ bd, which is a response to the external momentum source Sb given in Equa-
tion 8.62, but momentum balance of fast ions has to be included as follows [4],

hB � J ibd D
X

aDe;i;I;f
eana

�
.M �L/�1

�
af
Skf : (8.78)
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Figure 8.6 Stacking factor
F as a function of r=R
and Zeff [4] in comparison
with [9]
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Here, ea, na,M , andL are electrical charge, density, viscous, and friction matrixes,
included in the fast ion momentum balance equation, respectively, and Sf is the
momentum source of the fast ion. So, if we divide the beam-driven current into fast
ion current and shielding current hB � J ibd D hB � J ifast C hB � J ishield, we obtain

hB � J ifast D ef nf
�
.M �L/�1

�
ff
Skf ; (8.79)

hB � J ishield D
X

aDe;i;I
eana

�
.M �L/�1�

af
Skf ; (8.80)

F D hB � J ibd

hB � J ifast
D

P
aDe;i;I;f

eana
�
.M �L/�1

�
af

ef nf Œ.M �L/�1�ff
(8.81)

where, eb , nb , and Sf are electrical charge, density, and momentum source density
of the fast ion, respectively.F is the “stacking factor.” Parametric dependences of F
on Zeff and " in arbitrary aspect ratio (0 	 " 	 1) are calculated by Equation 8.81
and shown in Figure 8.6.

The velocity distribution function of fast ions fb is determined as a solution of
the Fokker–Planck equation valid for vT i � vb � vTe. The fast ion current is
carried by the passing ions and trapped ions do not contribute to the fast ion current
since return motion cancels the current. The fast ion linear Fokker–Planck equation
in a non-uniform magnetic field is give by Connor [10] as follows,


se
@fb

@t
D v�2 @

@v

�
.v3
c C v3/fb

�C ˇv3
c

v3�hv=vki
@

@�

"�
1 � �2

�
�

Dvk
v

E @fb
@�

#
;

C 
seS.v; �/ (8.82)


se D 3.2�/3=2"2
0MbT

3=2
e

e4Z2
b
nem

1=2
e ln�

; Ec D
�

9�mp
16me

�1=3
2
4X

j

njZ
2
j

neAj

3
5

2=3

AbTe :
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where 
se is the beam-electron slowing down time, vc is critical velocity defined
by vc D .2Ec=mb/

1=2 where Ec is the “critical energy,” vb is the beam velocity
.D .2Eb=mb/1=2/, ˇ is defined by ˇ D Zeffne ln�e=2mb

P
m�1
j Z

2
j ln�i , S.v; �/

is the bounce averaged fast ion source rate per unit volume, Zeff is the effec-
tive charge defined by Zeff D P

j njZ
2
j =ne, hv=vki is given by hv=vki D

.2=�/KŒ.�t=�/2� and hvk=vi is given by hvk=vi D .2=�/EŒ.�t=�/2� for pass-
ing ions, where K and E are complete elliptic integrals of the first and second
kind, respectively. The solution of Equation 8.82 is given in Cordey [11] as fol-
lows,

fb.v; �/ D S0
se
X
n

an.v/cn.�/ (8.83)

where, an.v/ is the analytical solution for a uniform magnetic field from Gaffey [12].
S.v; �/ D S0ı.v � vb/k.�/ D S0ı.v � vb/

P
kncn.�/ and the fast ion distribu-

tion function above beam energy (v > vb) comes from energy diffusion in veloc-
ity space. The following equation determines the eigenvalue �n and eigen-function
cn.�/:

1

�
˝
v=vk

˛ d

d�

�
.1 � �2/

Dvk
v

E dcn
d�

�
C �ncn D 0 : (8.84)

This equation is solved numerically by the Rayleigh–Ritz method using ACCOME
code [13]. Using the above formulas, the flux surface averaged parallel fast ion cur-
rent multiplied by B; hB � J ifast can be calculated as

hB � J ifast D eZf

1Z
0

v3dv

1Z
�1

d�fb.v; �; �/H.v; �; �/; (8.85)

H.v; �; �/ D
Z
B

v
ds
Z

ds

vk
:

Note: Modification of L andM due to fast ion

With inclusion of fast ion, L and M becomes 7 � 7 matrices including fast ion
momentum balance equation, while heat flow balance is not included. Friction
coefficients are given as follows,

l
fe
11 D l

ef
11 D .neme=
ee/

�
Z2
f nf =ne

	

l
f k
11 D l
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11 D �

3
p
�nkmk=4
kk

� �
Z2
f nf =Z

2
knk

	
.1 Cmk=mf /�


sv
3
Tk=3
thv

3
c

�
.k D i; I /
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l
fe
11 D l

ef
11 D .neme=
ee/

�
Z2
f nf =ne

	

l
ff
11 D �

�
l
fe
11 C l

f i
11 C l

fI
11

	
;

l
ef
21 D �1:5lef11 ; l

if
21 D l

If
21 D l

fe
12 D l

f i
12 D l

fI
12 D 0

lkk11 D lkk11 .th/ � l
kf
11 .k D e; i; I /; iee21 D lee21 .th/ � l

ef
21 ;


se D 3.2�/3=2"2
0MbT

3=2
e =e4Z2

b
nem

1=2
e ln� W slowing down time


th D .
se=3/ ln..Eb0=Ec/
1:5 C 1/ W thermalization time

�f 1 D ft

fc

neme


ee

Z2
f
nf

ne

OZv3
c

Ov3
c

W fast ion viscosity coefficient

pf D R mf v2

3
ff .v/ dv W fast ion pressure

OZ D
P
Z2
i niP

Z2
i nimf =mi

; Ov3
c D 
se

3
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nfmf

2pf

vbZ
0

v dv

v3 C v3
c

:

8.8 Rotation: Toroidal Rotation and Flow Relations
among Ions, Impurities, and Electrons

One important property of the axisymmetric system is the conservation of total
toroidal momentum. The net force balance equation for the plasma is obtained by
summing up Equation 8.1 over all species as follows,

X
a

mana
dua
dt

D J �B � rP �
X
a

r �˘ a C
X
a

Ma (8.86)

where P is total plasma pressure and the following momentum conservation in
Coulomb collision and charge neutrality are taken into account:X

a

F a1 D 0 ; (8.87)

X
a

eana D 0 : (8.88)

For timescales longer than the Alfven transit time 
A D L=vA, static pressure
balance valid for O.1/ and is given by, J � B D rP . Taking the inner product
R2r� Equation 8.86 and the flux surface average, we obtain the following equation
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for slowly time-varying phenomena in response to momentum source:

X
a

ma

*
naR

dua	
dt

+
D
*X
a

R2r � r �˘ a

+
C
*X
a

R2r �Ma

+
: (8.89)

The first term of the right-hand side is the drag force due to the magnetic field
variation. Since viscous tensor ˘ a is a symmetric tensor and r.R2r/ is anti-
symmetric tensor, we obtain r.R2r/:˘ a D 0 and R2r � r �˘ a D r � .R2r �
˘ a/� r.R2r/ W ˘ a D r � .R2r �˘ a/ (see Tensor Algebra in Appendix). Thus
flux surface average of toroidal viscous force is given as follows,˝

R2r � r �˘ a

˛ D ˝r � �R2r �˘ a

�˛
: (8.90)

Since hr �Ai D .d=dV /hA � rV i .V : volume inside the flux surface V. // for any
vectorA, the flux surface average of Equation 8.90 gives,˝

R2r � r �˘ a

˛ D 0 : (8.91)

This means that the toroidal drag force due to the magnetic field variation is zero
for an axisymmetric system, while it becomes important if there is some asymme-
try [14].

The general flow balance equation 8.61 allows us to derive an expression for
the toroidal flows of electrons, ions, and impurities. From Equation 8.41, the local
toroidal flow for species a is the summation of flux surface averaged parallel flow
and Pfirsch–Schlüter flow as follows,

u
.1/
a	

D B	

hB2i hB � uai C
"

1 � B2
	

hB2i

#
R

�
d˚

d 
C 1

eana

dPa
d 

�
: (8.92)

The flux surface averaged parallel flow for species a (electron, ion, or impurity) are
given by

hB � uai D �F. /
X

bDe;i;I

�
˛ab

�
d˚

d 
C 1

ebnb

dPb
d 

�
C ˛a;bC3

1

eb

dTb
d 

�
(8.93)

C
X

bDe;i;I
ebnbcab hB �Ei :

The impurity (say, carbon) toroidal rotation can be measured by charge exchange
recombination spectroscopy (CXRS), which can be used to determine the radial
electric field using Equations 8.92 and 8.93 if density and temperature profiles are
known. If we evaluate the toroidal rotation profiles for ions, electrons, and impuri-
ties, we observe a difference between electrons and ions which is the plasma current
consisting of electric current and bootstrap current as shown in Sections 8.5 and
8.6. Interestingly, there is a difference between ion and impurity toroidal rotations,
which is usually proportional to the ion temperature gradient. Since electron inertia
is small, the electron contribution to ion and impurity momentum balance can be
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neglected and the flow relations of ions and impurities are given as follows,

O�I � uI� D OLII � uIk C OLI i � uik .impurity/ ; (8.94)

O�i � ui� D OLiI � uIk C OLi i � uik .ion/ (8.95)

where normalized viscosity and friction coefficient matrices, and poloidal and par-
allel flow vectors are defined as follows,

O�a D
� O�a1 O�a2

O�a2 O�a3

�
; OLab D

" Olab11 �Olab12

�Olab21
Olab22

#
; (8.96)

ua� D
� ˝

B2
˛
u�
a�
. /

2
˝
B2
˛
q�
a�
. /=5Pa

�
; uak D

� ˝
Bukb

˛
˝
2Bqkb=5Pb

˛ � ; (8.97)

Olabij D 
aa

mana
labij ; O�ai D 
aa

mana
�ai : (8.98)

From Equations 8.39 and 8.40, the poloidal flow ua
�

is expressed as ua
�

D uak �
V a and V a D .BV1a, BV2a/

t . Since impurity collisionality is given as ��
I D

.nIZ
4
I =niZ

4
i /�

�
i � ��

i (see Equation 8.51), impurities may form a Pfirsch–
Schlüter regime (negligible impurity viscous force) while bulk ions form a deeply
collisionless regime. Therefore, impurity parallel flow can be given as uIk D
� OL�1

II
OLI i � uik. Substituting this into Equation 8.95 gives the following ion mo-

mentum balance equation:

O�i � ui� D
� OLi i � OLiI OL�1

II
OLI i
	

� uik : (8.99)

Matrix elements of Li i � LiIL
�1
IILI i are easily calculated using Equation 8.54

and simpler approximate expression than those given by Kim [15] is obtained for
mi � mI as follows,

OLi i � OLiI OL�1
II

OLI i D �
�

0 0
0 �

�
(8.100)

where � D 20:5 C ˛, ˛ D nIZ
2
I lniZ

2
i . Using ua

�
D uak � V a, we obtain following

equation for uik, uIk , ui
�
,

uik D
�

1 K1

0 K2

�
V i ; uIk D

�
1 K1 C 1:5K2

0 0

�
V i ; ui� D

�
0 K1

0 �. O�i1= O�i2/K1

�
V i

(8.101)

K1 D � O�i2
D

; K2 D O�i1 O�i3 � O�2
i2

D
;D D O�i1. O�i3 C �/� O�2

i2 : (8.102)

In this case, we obtain the following form of u�i , u�I , uki , and ukI by neglecting
poloidal variation and approximatingB � B	 ,

uki 
 � 1

B�

�
d˚

dr
C 1

eZini

dPi
dr

C K1

eZi

dTi
dr

�
; (8.103)
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ukI 
 � 1

B�

�
d˚

dr
C 1

eZini

dPi
dr

C K1 C 1:5K2

eZi

dTi
dr

�
; (8.104)

ui� 
 � B	

e hB2i
K1

Zi

dTi
dr
; (8.105)

uI� 
 � B	

e hB2i
�

1

ZInI

dPI
dr

� 1

Zini

dPi
dr

C K1 C 1:5K2

Zi

dTi
dr

�
: (8.106)

From (8.103) and (8.104), we obtain the expression of a difference between impu-
rity and ion toroidal rotation as �u== D u==I � u==i D �1:5K2.dTi=dr/=.eZiB� /,
which is proportional to ion temperature gradient and inversely proportional to
poloidal magnetic field.

8.9 Neoclassical Transport: Transport Across the Magnetic Field

To determine collisional transport across the magnetic field, higher order terms must
be retained when the perpendicular flux is obtained from Equation 8.1 and 8.2. Ne-
glecting source terms, we obtain the following perpendicular fluxes fromB� Equa-
tions 8.1 and 8.2.

u?a D E �B
B2

C b � rPa
mana˝a

C b � .r �˘ a � F a1/

mana˝a
; (8.107)

q?a D 5

2
Pa
b � rTa
ma˝a

C Ta

ma˝a
b � .r �	a � F a2/ : (8.108)

The lowest order O.ı/ of Equation 8.107 and 8.108 is the first order flow on the
flux surface given in Section 8.2. Collisional transport across the flux surface is sec-
ond order in ı. Taking the flux surface average of the inner product with Equations
8.107 and 8.108 gives,

" hnaua ? � r iD
qa ?

Ta
� r 

E
#

D
"
� cla
qcl

a

Ta

#
C
"
� NC
a
qNC

a

Ta

#
: (8.109)

Here,
"
� cla
qcl

a

Ta

#
D
�
B � r 
eaB2

�
�
F a1

F a2

��
; (8.110)

"
� NC
a
qNC

a

Ta

#
D
�
B � r 
eaB2

�
�rPa C r �˘ a � eanaE

5
2narTa C r �	a

��
: (8.111)

The fluxes given by Equations 8.110 and 8.111 are the classical transport flux,
and neoclassical transport flux, respectively. If the mean free path � D 
aavTa
is much shorter than the connection length Rq (� < Rq), inhomogeneity of the
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friction force along the magnetic field on the magnetic surface produces Pfirsch–
Schlüter diffusion. Also, if � � Rq (collisionless regime), the anisotropic velocity
distribution function formed by the non-uniform magnetic field (see Section 8.1)
produces viscous forces (r � ˘ a and r �	a) and hence banana-plateau diffusion.
Neoclassical transport fluxes can be rewritten using the axisymmetric equilibrium
relation b� r D F. /b�R2Br derived from r D �R2r �B as follows,

� NC
a D �

�
F. /

eaB2
B � .rPa C r �˘ a/

�
C
D na
B2
E � .r � B/

E

D �F. /
ea

��
1

B2
� 1

hB2i
�
B � Fa1

�
� F. /

ea hB2i hB � r �˘ ai C � Ea ;

(8.112)

qNC
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D �F. /
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��
1

B2
� 1

hB2i
�

B � F a2

�
� F. /

ea hB2i hB � r �	ai : (8.113)

Here,

� Ea D F. / hnaB � Ei
hB2i � ˝

R2r � naEA
˛
; EA D �@A

@t
: (8.114)

The flux � Ea includes the movement of the toroidal flux,E	 �B� pinch and flux in-
duced by the poloidal variation of the electrostatic potential ˚ [1]. The first term of
the right-hand side of Equations 8.112 and 8.113 is the Pfirsch–Schlüter transport
flux and the second term is the banana-plateau transport flux. Substituting Equa-
tion 8.43 into the classical transport flux expression Equation 8.110, we obtain

"
� cla
qcl

a
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D
*

jr j2
B2

+X
b

1

eaeb

"
lab11 �lab12

�lab21 lab22

#�
P 0
b
. /=nb
T 0
b
. /

�
: (8.115)

Pfirsch–Schlüter transport flux can be expressed as follows,
"
�
ps
a

q
ps
a

Ta

#
D �F. /

ea

��
1

B2
� 1

hB2i
��

B � F a1

B � F a2

��
: (8.116)

Using Equations 8.39 and 8.40, the inner product of B and the friction forces
F ai above can be expressed as follows,

�
B � F a1

B � F a2

�
D
X
b

�
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�lab21 lab22

��
B2u�

a�
. /C BV1a
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. /C 5

2PaBV2a

�
: (8.117)

So, the Pfirsch–Schlüter transport flux can be expressed as
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q
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D F. /2
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1
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�
:

(8.118)
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The banana plateau transport fluxes of Equations 8.112 and 8.113 can be written
in the following matrix form,

"
�

bp
a

q
bp
a

Ta

#
D � F. /

ea hB2i
� hB � r �˘ ai

hB � r �	ai
�
: (8.119)

Substituting Equation 8.44 into this equation and utilizing Equations 8.39 and 8.40
gives following expression for banana-plateau transport flux,
"
�

bp
a

q
bp
a

Ta

#
D F. /

ea hB2i
�
�a1 �a2

�a2 �a3

� � ˝
Buka
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�
˚ 0. /C P 0

a. /=eana
�

2
˝
Bqka

˛
=5Pa C F. /T 0

a. /=ea

�
:

(8.120)

Substituting Equation 8.61 into hBukai and 2hBqkai=5Pa, we can readily obtain
the following form of banana-plateau flux, where the expression for K and g are
left for the reader to derive,
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D �
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bDe;i;I
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� �
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g2a

� ˝
BEk

˛
: (8.121)

8.10 Neoclassical Ion Thermal Diffusivity:
Ion Thermal Diffusivity by Coulomb Collisions

As an application of previous discussion, we derive an expression for neoclassical
ion thermal diffusivity. At first, the label on the flux surface is changed from  to
the equivalent radius defined by � D .�=�a/

1=2a, and the dimensionless friction
coefficient is introduced, as follows,

Olabij D 
aa

mana
labij : (8.122)

Then the classical and Pfirsch–Schlüter transport fluxes is obtained as follows,
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�
: (8.124)
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Here, jr j D RBp and h1=B2 � 1=hB2ii � 2"2=B2
0 in cylindrical approximation

and �ps=�c � 2"2.B0=Bp/
2 � 2q2 is obtained. The combined flux of classical and

Pfirsch–Schlüter transport is given by following form,"
�
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.dPb=d�/=nb

dTb=d�

�
: (8.125)

Collecting the qa terms in proportion to dTb=dr from Equation 8.125, the classical
and Pfirsch–Schlüter thermal transport coefficient �cps

a is given as follows,

�cps
a D � hqa ? � r�iD

jr�j2
E
nadTa=d�

D p
"�2
pa�aa

OKcps
2a : (8.126)

Here, �aa D 1=
aa and

�pa D mavTa

eaBp1
; B2
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F. /2
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2
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 ˝
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B2
˛

F. /2
� 1

!
: (8.127)

Assuming that the temperature equipartition time between the main ions and
impurity ions is short and the contribution of the electron to ion heat flux (Equa-
tion 8.125) is small ( Olae21 � Olae22 � 0; a ¤ e), we can derive heat flux, taking into
account the contribution of the heat flux produced by different ion temperature gra-
dients,

OKcps
2a D B2
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2
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 ˝
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˛ ˝
B2
˛

F. /2
� 1

! X
bDi;I
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: (8.128)

Including the heat flux through the impurity ion channel, ion thermal diffusivity
�

cps
i.tot/ is given by

�
cps
i.tot/ D h.qi? C qI?/ � r�iD

jr�j2
E
.ni C nI / dTa=d�
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"�2
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fi OKcps
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(8.129)

Here, fi D ni=.ni C nI / and ˛ D Z2
InI =Z

2
i ni . Collecting the qa terms in pro-

portion to dTb=d� from Equation 8.121, the banana-plateau thermal transport coef-
ficient �bp

a is given by
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a D �
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where

OKbp
2a D B2

0 . O�3a.1 � ˛aC3;a C ˛aC3;aC3/C O�2a.1 C ˛a;a � ˛a;aC3//

2
p
" hB2i ; (8.131)

O�3a D 
aa

mana
�3a; O�2a D 
aa

mana
�2a; ˛ij D �

.M �L/�1M
�
ij
: (8.132)

From Equations 8.129 and 8.130, ion thermal diffusivity �tot
a is given by

�NC
a D p

"�2
pa�aa

OKNC
2a ; OKNC

2a D OKcps
2a C OKbp

2a : (8.133)

The effective ion thermal diffusivity including the impurity ion channels is

�NC
i.tot/ D h.qi? C qI?/ � r�iD

jr�j2
E
.ni C nI / dTi=d�

D p
"�2
pi�i i

h
fi OKNC

2i C .1 � fi /˛ OKNC
2I

i
:

(8.134)

Application of this form to pure electron–ion plasma without impurities confirms
that �NC

i given by Chang–Hinton is correct [16], while application of this formula
to electron–ion–impurity plasma [17] gives �NC

i lower than that given by Chang–
Hinton with impurities [18].
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Chapter 9
Turbulence in the Plasma: Self-organized
Criticality and Its Local Breakdown

Turbulent transport is at the frontier of plasma confinement research and is still un-
der development. Here, the basic concepts of the dynamical system are introduced as
a useful fundamental discipline. Thermal diffusion of the low confinement state can
be explained by the self-organized criticality examined by complexity science and
the transport barrier is formed by the local breakdown of self-organized criticality
when a turbulent cell is torn by the flow shear.

9.1 Concepts of Nonlinear Dynamics:
Dynamical System and Attractor

The concept of “attractor” in the dynamical system is useful in understanding the
turbulence generated in high temperature plasma. A system evolving according to
the deterministic law is called a “dynamical system.” The motion of the dynami-
cal system is expressed in the phase space, which consists of the variables of the
equation of motion. Even if the system is not related to physical dynamics, it is
still called a dynamical system if the state follows the deterministic law. A dynam-
ical system with some conserved quantity is called a “conservative system,” while
a system with some quantity being dissipated is called a “dissipative system.” The
motion of a dissipative system settles down to a specific trajectory or point in time.
The stable state after the transition is called the attractor. There are four types of
attractors (Figure 9.1):

1. Equilibrium point: the motion converges to a point in phase space.
2. Limit cycle: repeat the periodic motion in phase space.
3. Torus: Motion in phase space around the torus.
4. Chaotic attractor: phase space orbit never closes.

M. Kikuchi, Frontiers in Fusion Research. © Springer 2011 169
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Figure 9.1 Phase space structures and time waveforms of attractors in the dynamical system

Even in the following simple linear oscillation system, the motion around the
equilibrium point shows interesting variations in the parameter space (b; c), [1] (Fig-
ure 9.2).

d2X

dt2
C b

dX

dt
C cX D 0 : (9.1)

The phase diagram (X; PX) of this system has a saddle point at (0; 0) (unstable equi-
librium point) in the case where c < 0 and the damping term b D 0. Adding the
nonlinear term eX3.e > 0/ to above equation, two equilibrium points (point attrac-
tors) appear atX D ˙.�c=e/1=2 and motion around each one and encircling the two
develops. If the damping term is added, the system converges asymptotically toward
one of equilibrium points. Addition of the nonlinear term e.dX=dt/3 also produces
the limit cycle in the region c > 0, b < 0. Negative linear damping (b < 0) produces
an outward spiral orbit from (0; 0) and reaches a stable limit cycle orbit dominated
by the nonlinear term. In the planar phase space, the equilibrium and the limit cycle
are the only two final states of the dynamical system. This comes from the simple
fact that the plane is divided into an inner region and an outer region by a closed
curve.

An important 2-dimensional phase space structure that differs from the planar
phase space is the torus. A torus naturally occurs due to the forced vibration when
the external force acts on the system. There are two quasi-periodic motions caused
by the two low frequencies. Such a system is structurally unstable for small perturba-
tions by the frequency locking when the ratio of two frequencies becomes an integer.

The stability of the equilibrium point can be described by “Lyapunov stability,”
mentioned in Section 6.1. According to Lyapunov, a system is stable if the neighbor-
hood of the equilibrium remains as the neighborhood forever. The system is called
“asymptotically stable” if the solution converges to an equilibrium point as t ! 1.
The system is said to be “structurally stable” when the topology of the flow does not
change when a small perturbation is applied.

When a system parameter � changes, the eigenvalue of the linearized evolution
equation Px D F.x; �/ draw a trajectory in the complex plane. If the eigenvalue
stays in the left half of the plane for � D �0, “bifurcation” occurs when the eigen-
value crosses the imaginary axis.



9.2 Self-organized Criticality: Turbulent Transport and Critical Temperature Gradient 171

Figure 9.2 Phase-space structure on the parameter space (c, b) for the linear dynamic system
Equation 9.1

Figure 9.3 Phase diagrams of Equation 9.2 (a) before (� D �1) and (b) after (� D 1) Hopf
bifurcation. The case of � D 1 is the limit cycle

If the system has only one eigenvalue, it moves along the real axis. Bifurcation
occurs when one crosses the imaginary axis and is called “fold bifurcation.” Fold
bifurcation is a structurally stable bifurcation. If the system has two eigenvalues,
they are complex conjugate and the bifurcation occurs when they cross the imag-
inary axis; this bifurcation is called “Hopf bifurcation.” As an example of Hopf
bifurcation, consider the following nonlinear damped oscillation system:

d2X

dt2
� �

dX

dt
CX C

�
dX

dt

�3

D 0 : (9.2)

The origin is asymptotically stable when � < �2 and is a stable spiral when �2 <
� < 0. Furthermore, the origin is an unstable spiral when 0 < � and the flow is
attracted by the newly formed limit cycle (see Figure 9.3).

9.2 Self-organized Criticality: Turbulent Transport
and Critical Temperature Gradient

The study of heat transport across magnetic surfaces has been ongoing since the
start of the fusion research. But, mechanisms governing the process have not been
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Figure 9.4 Variation of the
spatial structure of turbulence
with magnetic shear in the
electron channel [2]. In the
low shear regime, zonal flow
is formed by the inverse
cascade of 2-dimensional
turbulence. In the finite shear
regime, streamer is formed
due to radial mode coupling

fully clarified since turbulent transport in plasma is a complex and nonlinear pro-
cess. In recent years, fundamental processes have been elucidated since zonal flow
and streamers produced by the wave–wave interaction is clarified through the gy-
rokinetic and gyrofluid simulations. The existence of the critical temperature gradi-
ent (see Section 7.5) has also been shown by experiments using localized electron
cyclotron heating.

In plasma confined in a closed magnetic configuration, a large spatial tempera-
ture gradient occurs since the plasma core is heated to a few 100 million degrees
while the temperature at the boundary of the closed magnetic field is low enough
(but still a few million degrees). In high-temperature plasma, the ion temperature
gradient drift wave mentioned in Section 7.5 (ITG-drift wave), electron tempera-
ture gradient drift wave (ETG-drift wave), and trapped electron mode (TEM) can
be unstable. These modes become unstable when the temperature gradient exceeds
a critical temperature gradient .dT=dr/c similar to the case of thermal convection
(see Salon 1). This is called the “critical temperature gradient.”

An interesting observation in the gyrokinetic simulation of ETG turbulence [2]
is that the structure of the turbulence is strongly dependent on magnetic shear as
shown in Figure 9.4). In the zero magnetic shear regime (regime around qmin in
the negative magnetic shear configuration), plasma turbulence has a 2-dimensional
structure as described by the Hasegawa–Mima equations in Section 7.3 and excites
zonal flow by the inverse cascade of the turbulent spectrum [3]. Meanwhile, a radi-
ally stretched “streamer” is created through radial mode coupling and intermittent
heat transport is produced in the positive shear region. This situation is exactly the
same as avalanches of sand piles.
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Figure 9.5 Experimental
verification of critical tem-
perature gradient transport
in a tokamak in (R=LTe ,
qe=ne) plane [4]. At low
R=LTe , heat flux is quite
small indicating that ETG tur-
bulence is suppressed, while
ETG turbulence grows at high
R=LTe [4]
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In the electron channel, the ETG-drift wave becomes unstable if the electron tem-
perature is close to or lower than the ion temperature, while TEM becomes unstable
if the electron temperature is higher than the ion temperature. Figure 9.5 shows
experimental observations of electron heat transport [4]. There is a critical temper-
ature gradient R=LTe � 2:5 (LTe D �Te=dTe=dr) and transport is very small in
R=LTe < 2:5, while the transport rate grows rapidly in R=LTe > 2:5.

Note: Dissipative Structure and Bernard Convective Cell

A closed magnetic configuration for controlled fusion is a “closed system” in
terms of equilibrium but is an “open system” in terms of heat. In the closed
system, the equilibrium structure is determined in line with thermal equilib-
rium. On the other hand, the open system can maintain an off-equilibrium state
as long as a driving force exists. The various shapes and motions arising from
the driving force of open systems are named “dissipative structures” by I. Pri-
gogine [5]. As a typical example, he uses “Bernard cells.” In thermal convection
under gravity, the system becomes linearly unstable when a non-dimensional
“Rayleigh number” R related to the temperature difference �T exceeds a crit-
ical value Rc and a convective cell structure appears [6]:

@u

@t
C 1

Pr
.u � ru/ D � 1

Pr
rp C r2uCRkT ; (9.3)

Pr
@T

@t
C .u � r/T D r2Tr � u D 0 : (9.4)

Here, R D .g˛d 4=��/j�T=�zj is the Rayleigh number, Pr D �=� is the
Prandtl number, g gravitational acceleration, ˛ thermal expansion coefficient,
� thermal conductivity, � dynamic viscosity, d the vertical thickness, and
�T=�z D .T1 � T2/=d .
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Figure 9.6 (a) Bernard convective cell as dissipative structure and (b) sand pile as self-
organized criticality

Critical Phenomena and Self-organized Criticality

Critical phenomena are observed in the phase transition of thermal equilibrium,
for example, the paramagnetic-ferromagnetic transition in magnetism. Magne-
tization defined in the crystal lattice uj is given by uj D 0 at T > Tc and uj D
a.T � Tc/ at T < Tc. The spatial correlation length of the magnetization is �
1=�, while � D �0..T �Tc/=Tc/

1=2 and is divergent if T ! Tc. Namely, the ef-
fect of fluctuation in the critical state extends over a long distance. The statistical
physics tells us that fluctuation in thermal equilibrium follows a Gaussian distri-
bution. If you check the process that leads to the Gaussian from a random walk,
it can be seen that Gaussian distribution P.x/ D exp.�bx2/ is a special case.

The power law P.x/ D x�n frequently appears in non-equilibrium open
systems. Sand pile avalanches occur when the sand pile reaches a certain crit-
ical slope and the relation between the magnitude and frequency is given by
the power law x�2. Per Bak (1948–2002) [7] called this state as “self-organized
criticality.” The frequency and scale of earthquakes (relation between magni-
tude M and frequency (occurrence/year) of earthquakes above M ) follows the
famous Gutenberg–Richter law f ˇ (ˇ � 0:94).

9.3 Chaotic Attractor: Three-wave Interaction
in Drift Wave Turbulence

As mentioned in Section 7.3, drift wave turbulence can be regarded as the result of
many three-wave interactions. Plasma turbulence is a natural (or settled) state with
oscillations due to nonlinear processes rather than growing instability. It is impor-
tant to examine the phase space structure to understand its behavior. The saturated
state of plasma turbulence dominated by the three-wave interaction has a “chaotic
attractor” structure. Fourier expansion of the electrostatic potential is given by

Q̊ .x; t/ D
X

k

Q̊
k.t/ exp.ik � x/ : (9.5)
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Then, the nonlinearity is given by the interaction of the wave with wave number k1

and k2 as follows,

k D k1 C k2 : (9.6)

Although k== ¤ 0 is assumed, the Hasegawa–Mima equation 7.80 is essentially 2-
dimensional turbulence and can be rewritten by transforming k? ! r? as follows,

.1 � �2
sr2/

@ Q̊
@t

C vde
@ Q̊
@y

� � Q̊ ; �2
sr2 Q̊ � D 0 (9.7)

�2
s D miTe

e2B2
;

� Q̊ ; Q� � D ez � r Q̊ � r Q� : (9.8)

The adiabatic response (Boltzmann distribution) for electrons (Equation 7.68) is
assumed in the Hasegawa–Mima equation and is an essentially conservative sys-
tem. The mass M, energy W , and potential enstrophy U of the turbulence are con-
served [8].

M D
Z � Q̊ � �2

sr2? Q̊ �dxdy ; (9.9)

W D 1

2

Z h Q̊ 2 C �2
s

�r? Q̊ �2
i
dxdy ; (9.10)

U D 1

2

Z h�r? Q̊ �2 � �2
s

�r2? Q̊ �2
i
dxdy : (9.11)

The 2-dimensional turbulence equation with dissipation is given by Hasegawa–
Wakatani [9]. Here, we show this effect according to Horton–Ichikawa [10]. Two-
dimensional drift wave turbulence including dissipation is expressed by adding
a dissipation term to the Hasegawa–Mima equation (9.7).

.1 C L/
@ Q̊
@t

C vde
@ Q̊
@y

C O�i Q̊ C � Q̊ ; L Q̊ � D 0 (9.12)

L D Lh C Lah D ��2
sr2 C ı0.c0 C �2

sr2/
@

@y
:

Here, O�i is the ion Landau damping and the wave decay rate by the coupling to the
decay wave. Lh D ��2

sr2 is the Hermitian operator, and the effect of dissipation is
given by the non-Hermitian operatorLah D ı0.c0 C �2

sr2/@=@y.
We introduce the electrostatic potentials of interacting three-drift waves 'j .t/ D

'kj
.t/ (j D 1; 2; 3) by using amplitude aj and phase j as follows,

.1 C k2
j /

1=2'kj
.t/ D aj .t/ expŒij .t/� : (9.13)

Then, the following equations for three-wave amplitudes a1, a2, a3 and total phase
 D 1 C 2 C 3 can be obtained for .j; k; l/ 3 wave interaction.

daj .t/

dt
D �jaj � Aakal.Fj cos  CGj sin / ; (9.14)
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d

dt
D ��! C A

X
jkl

akal

aj
.Fj sin  �Gj cos / : (9.15)

Here, �! D !1 C !2 C !3. If there is no dissipation, Equations 9.14 and 9.15
are integrable (conserved quantity exists). If there is dissipation, they are not inte-
grable and become chaotic. If there is a fixed point at which the system settles, it is
determined by Paj D 0 and Pj D 0.

The above discussion is the case for 2-dimensional turbulence. As is well know,
there is an essential difference between 2-dimensional and 3-dimensional turbu-
lence. As introduced in Section 9.2, a 2-dimensional turbulence structure is observed
at zero magnetic shear for the electron. With magnetic shear, turbulence becomes 3-
dimensional due to poloidal coupling of the modes and creates the unique structure
of a streamer.

Note: 2- and 3-dimensional isotropic turbulence

Drift wave turbulence in the plasma does not have a single wave number k in the
wave number space but has a spectrum in k space. If there is a driving force of
the turbulence at some k region, energy flow occurs in the direction of a larger k
in k space. The plasma has the characteristics of a fluid and the nonlinear term
u � ru in the fluid equation produces a wave with a wave number twice that of
initial wave and produces energy flow toward the high k region.

The turbulence energy entering the small wave number region passes through
the inertia region where dissipation is negligible and reaches the high wave
number region where wave energy is dissipated as thermal energy, the dissi-
pation region. Homogeneous isotropic turbulence is well known with a known
spectrum which does not vary with translation, rotation and reflection. The spec-
trum of the inertia region of homogeneous isotropic turbulence is given by Kol-
mogorov [11] and is called the “Kolmogorov spectrum”:

F.k/ D Ck�5=3 : (9.16)

In confined plasma, turbulence may develop perpendicular to the magnetic
field because of the magnetic field. In this case, turbulence may become 2-
dimensional and show quite a different character compared with 3-dimensional
homogeneous isotropic turbulence:

1. Energy flow is from high k to low k, the opposite of 3-dimensional turbu-
lence;

2. k spectrum of homogeneous isotropic 2-dimensional turbulence is � k�3.

Mode Selection Rule in Three-wave Coupling [12]

If we consider the coherent three-wave interaction, it should satisfy following
selection rules:
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!k1 C !k2 D !k ; (9.17)

k1 C k2 D k : (9.18)

This coherent three-wave interaction becomes possible only when the structure
of the dispersion curve ..k; !/ is convex upward since jk1 C k2j D jkj 	
jk1j C jk2j as shown in Figure 9.7.

Figure 9.7 Dispersion curve
of decay-type and non-decay
type waves

9.4 Structure Formation: Turbulence Suppression
by Shear Flow and Zonal Flow

Convective cells produced by drift wave turbulence induce heat and particle trans-
port with a step length of the cell size. This convection cell experiences vE D Er=B

drift due to radial electric field Er. If the magnitude of vE changes radially, the dis-
placement of the two edges of the cell is different and the cell is distorted and breaks
down by the sheared flow as shown in Figure 9.8. The shearing rate is proportional
to dvE=dr . Poloidal rotation in a tokamak is kept small due to neoclassical viscosity,
but vE itself is not subject to this constraint and the turbulence can be suppressed
by the radial electric field shear [13].

Figure 9.8 (a) Schematics of break up of the cell by the radial electric shear. (b) Schematics of
the neoclassical Er shear flow balanced to pressure gradient, and (c) the zonal flow produced by
turbulence [16]
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While drift wave turbulence is formed by the interaction of a broad wave spec-
trum, a mode with m D n D 0, k== D 0 can be created in ITG turbulence or
ETG/TEM turbulence in the case of zero magnetic shear through the interaction
of similar wave numbers. This is called “zonal flow.” According to Rosenbluth–
Hinton [14], the zonal flow can remain in a collisionless plasma and suppress the
level of turbulence. When potential fluctuation in an m D n D 0 mode coupled
with m D 1, n D 0 mode of the toroidal effect, a low frequency oscillation called
“GAM (Geodesic Acoustic Mode)” appears. This mode is observed when the safety
factor q is high [15].

The production mechanism of zonal flow is different between ions and electrons.
As mentioned in the Section 9.3, electron turbulence becomes 2-dimensional in
a weak magnetic shear and zonal flow is created if a density gradient exists [3].
However, it becomes 3-dimensional with a magnetic shear and the zonal flow be-
comes difficult to produce. On the other hand, in ITG turbulence, the zonal flow
is also produced with the magnetic shear. In a tokamak, the drift wave also has
the structure of the ballooning eigen function from the constraints of the double-
periodic boundary conditions. Uniform amplitude approximation (see Section 6.6)
holds for the pump wave of drift wave turbulence as follows,

Q̊0.x; t/ D exp.�in � i!0t/
X
m

Q'0.m � nq/ exp.im�/C c.c: (9.19)

Then, zonal flow ( Q̊ZF) and side bands ( Q̊C and Q̊�) are created by “modulational
instability” [16]. Let qr be the radial wave number,

Q̊ZF.x; t/ D exp.iqrr � i˝t/ Q'ZF C c.c: ; (9.20)

Q̊C.x; t/ D exp.�in � i!0t C iqrr � i˝t/
X
m

Q'C.m � nq/ exp.im�/C c.c:

(9.21)

Q̊�.x; t/ D exp.�in C i!0t C iqrr � i˝t/
X
m

Q'�.m � nq/ exp.im�/C c.c:

(9.22)

Growth of zonal flow is governed by the following equation:

@V�;ZF

@t
D @

@r
h Qv� Qvr i � �dampV�;ZF : (9.23)

Here, VqZF is the zonal flow velocity, Qv� and Qvr are the poloidal and radial velocity
fluctuations, �damp is the damping rate of the zonal flow. The first term of right-
hand side of Equation 9.23 is called “Reynolds stress.” Zonal flow and GAM are
observed experimentally in toroidal plasma considered to be the main mechanism
for improved confinement [17]. Since the first observation of the internal transport
barrier (ITB) in JT-60 [18], formation of various ITB are observed as shown in
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Figure 9.9 (a) Formation of ITB in the positive magnetic shear in JT-60 [19]. (b) Formation of
ITB in negative magnetic shear in JT-60 [20]. (c) Measured radial correlation length before and
after ITB formation [21]

Figure 9.9 [19,20]. The long correlation length of L-mode is observed as a common
characteristic of self-organized criticality [21]. It is also observed that correlation
length becomes quite short due to the ITB formation. Thus, self-organized criticality
is locally relaxed due to the formation of Er shear and “structure formation” ITB
occurs in the plasma.
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Chapter 10
Towards the Realization of Fusion Energy

In this chapter, energy research and development in terms of fusion is overviewed,
including energy and environment issues, progress of plasma confinement in the
three major areas of fusion research, namely tokamak and helical by magnetic con-
finement, and laser fusion by inertial confinement. The experimental reactor ITER
is aiming at DT fusion energy production and its control via the tokamak concept
is described. A the broader approach is supplementing ITER towards DEMO. The
possible role of fusion is also considered in terms of transforming the energy supply
and demand structure with the goal of reducing carbon dioxide emissions during
this century.

10.1 Energy, Environmental Problems, and Fusion Energy

Today, fusion energy is under the spotlight again as a carbon-free energy source.
Planet Earth is the only planet on which life exists, as far as we know. Earth was
formed 4.6 billion years ago, the geomagnetic field and the ozone layer were created
shielding most of the harmful radiation from the Sun and realizing an environment
where only the energy of light reaching the ground was useful for life. On the other
hand, 4.6 billion years ago, Earth was at a high temperature due to the greenhouse
effect of carbon dioxide at a few tens of atmospheres, which was reduced to 0.0003
atmospheres and produces the temperature environment of living plants and animals
(present atmospheric carbon is only 750 billion tons).

Fossil fuel resources are from carbon fixed into the earth over billions of years.
In the history of human energy use, the twentieth century was a critical turning
point, as shown in Figure 10.1. Mechanized civilization initiated by the Industrial
Revolution (1760–1800) resulted in large-scale energy consumption and caused the
expansion of energy usage from energy such as firewood and charcoal to coal, oil,
and natural gas. As the use of fossil fuel resources has expanded significantly in
developed countries, large amounts of carbon dioxide (6.32 billion tons in 1999)
are emitted, as shown in Figure 10.2. This is just the beginning. An era of huge
energy consumption is beginning in the twenty-first century because the developing
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Figure 10.1 Energy supply scenario by fossil resources [1]. Table shows remaining resources
(reserves and resource base)

Figure 10.2 (a) Carbon diox-
ide emissions in 1999 and
(b) potential carbon diox-
ide emissions of remaining
resources [2]

Figure 10.3 Changes of carbon dioxide concentration in the atmosphere for past 1,000 years
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Figure 10.4 Schematics of
the mechanism of global
warming by greenhouse effect

Figure 10.5 Specific carbon
dioxide emissions of fired
(coal, oil, natural gas), renew-
ables (solar, wind), fission
and fusion plants (PV: photo-
voltaics; CCS: carbon capture
and storage; LNG: liquefied
natural gas)

countries that are home to three fourths of the world’s population will increase their
energy use pursuing the rich living of developed countries. Fossil energies, including
conventional and unconventional sources, measure about five trillion tons, and will
produce 6.4 times atmospheric carbon dioxide if they are burned.

Emission of carbon dioxide into the atmosphere due to huge energy consumption
is influencing the environment of Earth. About half of the carbon dioxide emissions
to the atmosphere remain in the atmosphere. Charles David Keeling started tak-
ing measurements of atmospheric carbon dioxide concentrations at the Mauna Loa
Observatory at the summit of Mt. Mauna Loa, Hawaii, in 1957, as shown in Fig-
ure 10.3. These showed that carbon dioxide concentration was rising steadily. He
was a researcher at the Scripps Institute of Oceanography, La Jolla, near San Diego,
California, and started these observations to get basic data to investigate the absorp-
tion of carbon dioxide by the ocean. This led to this important discovery.

In 1988, the Intergovernmental Panel on Climate Change (IPCC) was estab-
lished under the United Nations (UN) as an intergovernmental organization mon-
itoring global warming. It published four reports in 1990, 1995, 2001, and 2007.
Figure 10.3 shows the variation of carbon dioxide concentration in the air over the
past 1,000 years from the second IPCC report. Furthermore, it was agreed in the
fourth report in 2007 that the increase in greenhouse gas emissions associated with
the expansion of human economic activity is a major cause of climate change The
effect of greenhouse gases on global warming is shown schematically in Figure 10.4.

To prevent global warming, a low carbon society free from fossil energy must be
achieved during the twenty-first century. Although attention was drawn to electricity
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Figure 10.6 Comparison
of fired, fission and fusion
electricity plants in terms
of radiation hazard potential
and specific carbon dioxide
emission

Figure 10.7 Energy consumption and population trends since the Neolithic era [5]

and hydrogen power as clean energy, low carbon dioxide emission energy sources
must be used to create the electricity and hydrogen. Carbon dioxide emissions per
electric power kilowatt � hour is an important consideration and is called “specific
carbon dioxide emission.” As shown in Figure 10.5, fusion is one of the energy
sources that has a low specific carbon dioxide emission next to hydroelectricity and
light water reactors.

In light water reactors and fast reactors, iodine 131 (131I) is produced in the re-
action. This tends to accumulate in certain organs of the human body, and the con-
centration limit in the air (tolerance) is set to a very low level. The hazard potential
of 131I in 1 GW fission power station is about 1,000 times larger than that of tri-
tium (T) in a 1 GW fusion power station (Figure 10.6). Therefore, fusion energy has
favorable characteristics in terms of reducing the radiation hazard.

In the long history of humankind, the current era of mass energy consumption is
only a moment (Figure 10.7). The transition from the fossil energy era to a non-fossil
energy era must be made now while fossil energy still exists. To rely on a single
energy source is not desirable for energy security as experienced in the case of oil
shock. The source of energy supply must be diversified to ensure energy security. In
this regard, it is desirable to achieve a long-term energy supply for humankind by
promoting the use of renewable energy, fission energy, and fusion energy.
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10.2 Status of Major Three Fusion Concepts
and the Progress of Plasma Confinement

Plasma temperature must be increased to a few hundred million degrees for the
DT fusion reaction mentioned in Chapter 2. Not only temperature but also the en-
ergy gain as a ratio of the fusion reaction energy to input energy from outside to
maintain a high temperature (energy multiplication factor) must be large enough for
fusion plasma conditions. In this regard, the time constant of the thermal insula-
tion of the plasma thermal energy (
E: the energy confinement time) multiplied by
the fuel density (ion density) (ni
E) affecting reaction rate becomes an important
parameter. Since reactions tend to occur in the plasma core, it can be diagrammati-
cally represented with the central ion temperature as the horizontal axis and product
of confinement time and central ion density as the vertical axis to show the fusion
plasma condition. This figure is called a “Lawson diagram” as introduced by British
physicist J. D. Lawson. The condition to obtain Q D 1 or reactor relevantQ is dif-
ferent between magnetic confinement fusion (MCF) and inertial confinement fusion
(ICF) since power production for the latter is essentially pulsed in nature while mag-
netic fusion is diffusively quasi-steady. So, the required ni
E is somewhat higher in
ICF as shown in Figure 10.8. Also, the energy gain necessary for the power reactor
is higher in ICF (Q � 100), while Q � 30 is required for MCF. Right now, both
helical and laser fusion still require breakthroughs to achieve high ni
E at reactor
relevant high temperatures. Tokamak has already achieved the plasma condition re-

Figure 10.8 Major three schemes of fusion (tokamak, helical, laser) and progress in Lawson dia-
gram for (a) MCF (tokamak, helical, etc.) and (b) ICF [6]
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Figure 10.9 Large tokamaks, (a) JET (EU) (Courtesy of EFDA-JET), (b) JT-60 (Japan), and
(c) TFTR (US) (Courtesy of Dr. R. Hawryluk, Princeton Plasma Physics Laboratory)

Figure 10.10 Inside views of (a) DIII-D (Courtesy of Dr. T. Taylor, General Atomics) and
(b) ASDEX-U (Courtesy of Prof. H. Zohm, Max Planck Institute for Plasma Physics) tokamak
vacuum vessel

Figure 10.11 EAST tokamak (Courtesy of Institute of Plasma Physics, Chinese Academy of Sci-
ences, Hefei, China) [7]
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Figure 10.12 KSTAR tokamak (Courtesy of National Fusion Research Institute, Daejon, Ko-
rea) [8]

quired for Q � 1 and has a good prospect for achieving reactor relevant high Q in
ITER.

As seen from Figure 10.8, the performance of tokamak plasma confinement
improved rapidly with increasing device size during the 1970s, 1980s, and 1990s
reaching the equivalent energy multiplication factor Qeq D 1 (equivalent value be-
cause there is no actual fuel). The Japanese large tokamak device JT-60 remains
at the forefront in terms of both Qeq and Ti(0). There is the JET (Joint European
Torus) in the UK and TFTR (Tokamak Fusion Test Reactor) in Princeton Plasma
Physics Laboratory in the United States, which have a similar performance to JT-
60. Together these are referred to as the three large tokamaks and are shown in
Figure 10.9.

Tokamak devices following the large tokamaks are the DIII-D device of Gen-
eral Atomics (constructed under US–Japan cooperation and modified in the United
States) and ASDEX-U of the Max Planck Institute für Plasma Physics (Garching),
shown in Figure 10.10, and the Alcator C-MOD at MIT in the United States. The
plasma performance of DIII-D is actually quite high and high quality R&D is being
done for ITER and advanced tokamak.

Based on these results, the ITER project, in which 500 MW DT fusion heat will
be produced, has begun. In recent years, China, Korea, and India subsequently con-
structed superconducting tokamaks for long pulse operation (China: EAST, Fig-
ure 10.11; Korea: KSTAR, Figure 10.12; India: SST-1) to contribute to the ITER
project.

The helical system has shown good confinement, second to tokamak. Based on
sequential works on heliotron lines, the world largest helical device LHD was build
at National Institute for Fusion Science of NINS and has achieved world best per-
formance among helical devices (Figure 10.13 (a)).

In Germany, advanced helical device Wendelstein VII-X using optimization
methodology different from LHD (Large Helical Device) is being constructed at
the Max Planck Institute für Plasma Physics, Greifswald, and is expected to start
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Figure 10.13 (a) Large Helical Device (LHD) (National Institute for Fusion Science, Toki,
Japan) [9] and (b) Wendelstein VII-X (Courtesy of Max Planck Institute für Plasma Physics Lab-
oratory, Germany) [10]

Figure 10.14 (a) Gekko XII and (b) the next generation ICF program FIREX-II [11]

operating in 2014 (Figure 10.13 (b)). Advanced helical devices such as Heliotron-J
at Kyoto University and HSX at Wisconsin University are being used to research
the optimization of the helical magnetic configuration.

Laser fusion is major line in inertial confinement. The ILE at Osaka University
achieved an implosion of 600 times solid density using GEKKO XII in 1980 (Fig-
ure 10.14 (a)). Now they are conducting fast ignition experiments to heat the center
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Figure 10.15 Locations of the world’s leading fusion device aimed at the Sun on Earth (red is
tokamak device, yellow is helical device, and blue is laser facility)

using an ultra-short laser pulse to achieve higher plasma temperatures. If FIREX-
I achieves its programmatic goal, FIREX-II will be promoted (Figure 10.14 (b)).
A similar program (HiPER program) is also proposed in Britain. Construction of
large laser fusion facility NIF (USA) and LMJ (France) using the traditional implo-
sion scheme (central ignition) is close to completion and it is thought that they will
reach ignition (start to burn).

In Figure 10.15, the locations of world’s major fusion facilities including ITER
are shown.

Many tokamaks are actively studying tokamak physics in support of ITER, not
only the above mentioned tokamaks but also Tore Supra in France, TCV in Switzer-
land, TEXTOR in Germany, FTU in Italy, T-10 in the Russian Federation, and
HL-2a in China. Spherical torus (ST) is one of the most important research lines
and has made a significant contribution to tokamak physics with its unique low as-
pect ratio and commonality as an axisymmetric torus. Major ST devices are NSTX
in the United States and MAST in the UK. There are also smaller STs in Japan (such
as QUEST) and in the Russian Federation (such as Globus).

10.3 ITER Project and the Broader Approach

The ITER project is an international project among Europe, Japan, the United States,
Russia, China, Korea, and India, whose total population exceeds half of the world’s
population. Construction of ITER is jointly performed by the ITER Organization
as an international organization and the domestic agencies of participating parties
(countries). The first director general of the ITER Organization is Mr. Kaname Ikeda
from Japan. Construction of ITER has started at a construction site adjacent to the
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Figure 10.16 Birds eye view
of ITER site [12]

Figure 10.17 Program objectives, technical objectives, major parameters of ITER and view of the
ITER main body [6]

Cadarache Research Center, near Aix-en-Provence in southern France. Figure 10.16
is a composite aerial photograph of the proposed building. The development in the
foreground is the fusion facilities of the Cadarache Center and beyond the road is
the ITER building.

Aix-en-Provence in southern France is near the port of Marseilles and is a cen-
tral city in Provence, which has rich natural surroundings, such as olive groves
and fragrant lavender. It is known for its culinary culture producing a variety
of foods and wines, as introduced by Peter Mayle’s best-selling book A Year in
Provence.

ITER put cites its program objective as to “demonstrate the scientific and tech-
nical feasibility of fusion energy for peaceful purposes,” and states its technical
objectives as to “achieve energy multiplication factor Q of more than 10 by induc-
tive operation, and aim at Q of more than 5 by non-inductive operation, realize
average neutron rate 0.5 MW=m2 and average fluence 0.3 MWa=m2 and test tritium
breeding modules” (see Figure 10.17).

ITER itself is giant high-technology device as shown in Figure 10.18 and its su-
perconducting coil is a large device for generating magnetic fields to confine hot
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Figure 10.18 Views of (a) ITER superconducting coils and (b) ITER main body [11]

Figure 10.19 International Fusion Energy Research Center under construction at Rokkasho vil-
lage, Aomori prefecture, Japan [13]

plasma. With the vacuum vessel to keep the hot plasma (a strong vacuum is nec-
essary to prevent impurity contamination), the radiation shield, and plasma mea-
surement system, it is a complex structure. The ITER project is a long-term project
taking 35 years for construction, operation, and decontamination. Site preparation
and procurement of components are ongoing and it is hoped that it will be completed
in � 9 years.

To allow a smooth transition to the stage of DEMO reactor when ITER has
achieved its technical missions, a broader approach (BA) program has been launched
by Japan and Europe with the idea of supporting and supplementing the program
as necessary in parallel with ITER program for the early realization of fusion en-
ergy [13]. In the BA program, engineering demonstration of the engineering de-
sign activities (EVEDA) for the International Fusion Materials Irradiation Facility
(IFMIF), accelerator facilities for testing materials for DEMO, and International Fu-
sion Energy Research Center (IFERC) program consisting of DEMO design and an
R&D center, ITER Remote Experimental Center, and a Fusion Computational Sim-
ulation Center will be developed at the Rokkasho site. Site preparation is rapidly
progressing (Figure 10.19).
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Figure 10.20 View of the large superconducting tokamak JT-60SA device, a modification of the
JT-60 at Naka city in Ibaraki Prefecture, Japan [14]

Another BA program is modification of the JT-60 to a superconducting tokamak
JT-60SA (see Figure 10.20). The plan is to improve the performance of the tokamak
system as a magnetic bottle, to strengthen the physical basis for continuous opera-
tion and for high power density, to bridge to the high-performance DEMO reactor,
and to perform supporting research flexibly according to ITER’s needs.

10.4 Fusion Energy as an Energy Option
for a Low Carbon Society

As mentioned in Section 10.1, realization of a low carbon society by suppressing the
use of fossil fuels is necessary to prevent global warming and emissions of green-
house gases such as carbon dioxide and methane. The 2100 Atomic Vision proposed
by the Office of Strategy Research, Japan Atomic Energy Agency [15], aims to uti-
lize previous R&D results and atomic energy technologies under development to
reduce national carbon dioxide emissions to 10% of the present value, while main-
taining a stable energy supply by 2100 (Figure 10.21 (a)). In that scenario, use of
fossil energy currently providing 85% of primary energy is reduced to 30% by the
end of this century and other 70% will be provided by non-fossil energy with a dom-
inant contribution from atomic energy (Figure 10.21 (b)).

In this scenario, the use of electricity and hydrogen is promoted as an energy
source. A significant reduction in energy consumption is realized by improved en-
ergy efficiency in the transport sector through the increased use of electric and fuel
cell vehicles by way of hybrid vehicles. Coal and oil use in the industrial sector is
abolished by substituting coke as a reducing agent in the steel industry and naph-
tha in the chemical industry with hydrogen. Energy use in civilian areas becomes
electricity-based, except for solar heat.
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Figure 10.21 (a) carbon dioxide reduction scenario and (b) electricity supply scenario from vari-
ous sources in 2100 Atomic Vision [15]

Figure 10.22 View of SSTR
(Steady State Tokamak Reac-
tor) plant layout [16]

In this way, 60% of the final energy demand in the year 2100 will be electricity.
It is difficult to respond to such a huge power demand with only renewable energy
and a large-scale stable supply from atomic energy is the most promising. In the
vision, it is expected that � 30 fusion plants will be operational in Japan at the end
of this century, assuming the scientific and technical feasibility of fusion energy is
demonstrated in ITER and the construction and operation of DEMO is advanced to
start construction of commercial fusion plants in late 2050s. It should be remem-
bered that it is possible fusion energy may not be in the energy market by the end of
the twenty-first century if fusion R&D does not go well or the economic efficiency
and reliability of operation is not good enough.

The tokamak system, adopted in ITER, shows the best performance in high tem-
perature plasma confinement. The operation of the tokamak stops when an inductive
electric field cannot be supplied, since the confinement field is created by the induc-
tive plasma current. The power is, therefore, generated in pulses.
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Figure 10.23 Principle to achieve high net generated power by achieving efficient continuous
operation using bootstrap current [16]

As a method to overcome this drawback and to produce energy continuously,
the use of the bootstrap current mentioned in Section 8.5 is being considered. Since
80% of the plasma current is shed by the bootstrap current in the JT-60 (Figure 8.5),
a steady-state tokamak reactor (SSTR) is being developed in cooperation with in-
dustries [16]. The proposed site plan is shown in Figure 10.22.

To achieve continuous operation using the bootstrap current, the majority of
plasma current has to be driven by the bootstrap current and the rest by beam for ex-
ample, as shown in Figure 10.23. The heat including that generated inside the blan-
ket is removed and used to produce electricity in a steam turbine and this fraction is
used as recirculating power for beam generation and other plants. The achievement
of continuous operation with Q > 5 given in ITER technical objectives is impor-
tant. In this case, about half of the plasma current should be driven by the bootstrap
current while the rest should be driven by the active current drive methods.
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Chapter 1
Sun on Earth: Endless Energy from Hydrogen

1.1 Big Bang: The Mother of Fusion Fuel

1. Einstein’s gravitational field equation

R�� � 1

2
g��R D 8�

c4
GT��

2. Friedman equation
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da
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3. Variational principle for general relativity
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4. Action integral of gravitational field
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5. Action integral for energy and momentum of matter
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6. Energy and momentum tensor of matter
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1.2 Sun: Gravitationally Confined Fusion Reactor

1. Einstein’s equation

E D mc2

2. Fusion reactions in the Sun

4p C 2e� �! 4
2He C 26:72 MeV ;

p C p �! D C eC C �e C 0:42 MeV ;

p C D �! 3
2He C ” C 5:49 MeV ;

3
2He C 3

2He �! 4
2He C p C 12:86 MeV

3. Action integral for special relativity

S D �ma0c

2Z
1

ds D �ma0c
2

t2Z
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d


4. World interval

ds � .c2dt2 � dx � dx/1=2

5. Proper time


 D t Œ1 � .dx=dt � dx=dt/=c2�1=2

6. Action integral for special relativity
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t2Z
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L dt

L D �ma0c
2
p

1 � .dx=c dt/2

7. Relativistic momentum

p D ma0v=
p

1 � v2=c2

8. Relativistic energy

E D ma0c
2=
p

1 � v2=c2

9. Metric in weak gravitational field
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1.3 Fusion: Challenge of the Sun on Earth

1. DT fusion reaction

D C T ! 4He.3:52 MeV/C n.14:06 MeV/

1.4 Plasma: Fourth State of Matter

1. Saha’s ionization rate

˛ D �

�C 1
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s
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Chapter 2
Hydrogen Fusion: Light Nuclei and Theory of Fusion Reactions

2.1 Fusion: Fusion of Little Nuts

1. DT fusion reaction

D C T ! 5
2H�

e ! 4
2He C n

2. Planck relation

E D „!
3. de Broglie relation

p D „k
4. Equivalence relation

ik D @=@x

�i! D @=@t

5. Energy conservation relation

„2k2=2mC V.x/ D „!
6. Time-dependent Schrödinger equation
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�
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7. Time-independent Schrödinger equation

��.„2=2m/@2=@x2 C V.x/
�
u D Eu

2.2 Deuterium: Nucleus Loosely Bound by a Neutron and Proton

1. Yukawa’s nuclear meson equation
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2.3 Tritium: Nucleus Emitting an Electron and Neutrino

1. Neutron decay into proton

n ! p C e C �

2. Li reactions

6Li C n �! 3T C 4He C 4:8 MeV
7Li C n �! 3T C 4He C n0 � 2:5 MeV

2.6 Fusion Cross-Section: Tunneling Effect and Resonance

1. Wave front equation in Coulomb potential
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2. Coulomb barrier penetration probability
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3. Analytical form of fusion cross-section
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4. Empirical form of fusion cross-section
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Chapter 3
Confinement Bottle:
Topology of Closed Magnetic Field and Force Equilibrium

3.1 Field: Magnetic Field and Closed Magnetic Configuration

1. Variational principle of field line

ı

Z
A � dx D 0

2. Integrable system (manifold with constant H )

H.q;p/ D constant

3.2 Topology: Closed Surface without a Fixed Point

1. Euler’s index

K D p � q C r

(p; q; r : numbers of vertexes, sides, and polygons)

2. Euler index of sphere (S2)

K D p � q C r D 2

3. Euler index of torus (T 2)

K D p � q C r D 0

3.3 Coordinates: Analytical Geometry of the Torus

1. Descartes coordinates

x D xex C yey C zez

2. General coordinates (u1, u2, u3)
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3. Jacobian J (defined by volume element)
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4. Gradient vector
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5. Tangent vector
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6. Orthogonality relation
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8. Contravariant form (expansion by tangent vector)
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12. Covariant component ai
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13. Contravariant component ai
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16. Gradient
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3.4 Field Line Dynamics: Hamilton Dynamics of the Magnetic Field

1. General form of vector potential (G: gauge term)

A D �r� �  r C rG
2. Simplectic form of B

B D r� � r� � r � r
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3. Magnetic coordinates
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4. Orbit equation of field line
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5. Action integral of magnetic field line
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6. Lagrangian (T : kinetic energy, V : potential energy)
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7. Canonical momentum
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8. Hamilton equation of motion
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9. Action integral in Hamilton form
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3.5 Magnetic Surface: Integrable Magnetic Field and Hidden Symmetry

1. Equilibrium equation

J �B D rP
2. Magnetic field stays on constant P surface

B � rP D 0
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3. Current stays on constant P surface

J � rP D 0

4. Stream function for magnetic field
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5. Toroidal flux inside the flux surface
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6. Poloidal flux outside of flux surface
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7. Clebsch form of magnetic field (�: toroidal flux, ˛: surface function)
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8. Flux coordinates

.�; �m; /

9. Jacobian of flux coordinates
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12. Surface function
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14. Field line Lagrangian in flux coordinates:

L D �
d�m
d

�  .�/

3.6 Flux Coordinates: Hamada and Boozer Coordinates

1. Toroidal current inside the flux surface

2�f .u/ D
Z
J � da	

2. Poloidal current flux

2�g.u/ D
Z
J � da�

3. Current safety factor

qJ D �f 0.�/=g0.�/

4. Kruskal–Kulsrud equilibrium equation

g0.�/C f 0.�/=q.�/ D �V 0.�/P 0.�/

5. Hamada coordinates

.v; �h; h/

6. Jacobian of Hamada coordinates

J D 1

7. EquilibriumB in Hamada coordinates

B D rh � r C r� � r�h D r� � r.�h � h=q/

8. Equilibrium J in Hamada coordinates

J D rh � rg C rf � r�h D rf � r.�h � h=qJ /

9. Equilibrium relation in Hamada coordinates

f 0.v/ 0.v/ � �0.v/g0.v/ D P 0.v/

10. Boozer coordinates

.�; �b; b/

11. Jacobian of Boozer coordinates

J D .g C f=q/=2�B2
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12. EquilibriumB in Boozer coordinates

B D g.�/rb C f .�/rqb C ˇ�.�; qb; b/r�
B D r� � r˛ .˛ D �b � b=q/

13. Equilibrium J in Boozer coordinates

�0J D r� � rˇ .ˇ D ˇ� � g0.�/b � f 0.�/�b/

14. Boozer–Grad coordinates

.�; ˛; �/

15. Jacobian of BG coordinates

J D 1=B2

16. EquilibriumB in BG coordinates

B D r�C ˇr�.ˇ D ˇ� � g0.�/b � f 0.�/�b/
B D r� � r˛.˛ D �b � b=q/

3.7 Ergodicity: A Field Line Densely Covers the Torus

1. Poincaré mapping of magnetic field line

�0; g�; g
2�0; g

3�0; g
4�0; : : : ; g

j �0

g W � �! � ; g�0 D �0 C 2�=q for �0 2 �

3.8 Apparent Symmetry: Force Equilibrium of Axisymmetric Torus

1. Cylindrical coordinates

.R; ;Z/

2. Flux functions

P. /;RB	 . /

3. Magnetic field

B D r � r C Fr ;
RBR D �@ 

@Z
;

RBZ D @ 

@R
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4. Collorary 1

r D �R2r �B
5. Collorary 2

B � r D �R2B2r C F. /B

6. Current density

J D ��1
0 ŒrF � r C�� r�

7. Grad–Shafranov equation

ŒR@=@R.R�1@=@R/C @2=@R2� D ��0R
2P 0. /C FF 0. /

8. Action integral for equilibrium

S D
Z
L dR dZ D

Z
R

 
B2
p

2�0
� B2

	

2�0
� P

!
dR dZ

9. Euler–Lagrange equation

@L

@ 
� @

@R

@L

@ R
� @

@Z

@L

@ Z
D 0

10. Flux surface average

hAi D
R  Cd 
 

AJ d d� dR  Cd 
 J d d� d

D
R 2�

0
A d�

Bp �r�R 2�
0

d�
Bp �r�

11. Jacobian

J D 1=.r � r / � r� D 1=Bp � r�
12. Differential operator along B

B � r D J�1@=@�

13. Magnetic differential equation (MDE)

B � rh D S

14. Solvable condition of MDE

2�Z
0

S

Bp � r� d� D 0
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15. Property of flux surface average 1 (A: arbitrary vector, V : volume enclosed by
flux surface)

hr �Ai D .d=dV /hA � rV i

16. Property of flux surface average 2 (F : arbitrary function)

hB � rF i D 0

17. Property of flux surface average 3 (A: arbitrary vector)

hr � r �Ai D hr � .A � r /i D 0

18. Cyclic coordinate

@L

@qs
D 0

19. Conservation of conjugate momentum

d

dt

�
@L

@ Pqs
�

D 0

3.9 3-dimensional Force Equilibrium: Search for Hidden Symmetry

1. Action integral for 3-dimensional equilibrium

S D
Z
L dV D

Z �
B2

2�0
� P

�
dV

2. Magnetic field

B D rP � r!

3. Current density

J D rP � r!J

4. Euler–Lagrange equation

J � r! D 1 ; J � rP D 0
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5. Equilibrium relation

.r!J � r!/ � rP D 1 ;

B � r!J D �1

Chapter 4
Charged Particle Motion: Lagrange–Hamilton Orbit Dynamics

4.1 Variational Principle: Hamilton’s Principle

1. Lagrange action integral

S.x/ D
t2Z
t1

dtL.x.t/; Px.t/; t/

2. Lagrange equation of motion

d

dt

�
@L

@ Pqi
�

� @L

@qi
D 0

3. Gauge freedom for Lagrangian

L.q; Pq; t/C dW.q; t/

dt

4. Hamilton action integral

S.x;p/ D
t2Z
t1

hX
pi Pqi �H.q;p; t/

i
dt

5. Hamilton equation

dq

dt
D @H

@p
;

dp

dt
D �@H

@q

6. Noether’s theorem

I D
nX
iD1

@L.q; Pq; t/
@ Pqi Si �W.q; t/ D constant

6.1 Condition for Noether’s theorem

ıL D L.q0; Pq0; t/ � L.q; Pq; t/ D " dW.q; t/=dt
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4.2 Lagrange–Hamilton Mechanics: Motion in an Electromagnetic Field

1. Charged particles Lagrangian

La.x; Px; t/ D 1

2
ma Px2 C eaA.x; t/ � Px � ea˚.x; t/

2. Canonical momentum

p D @L

@ Px D mavC eaA

3. Hamilton form of Lagrangian

L.p;x; t/ D p � Px �H.p;x; t/

4. Hamiltonian

H.p;x; t/ D 1

2ma
.p � eaA/

2 C ea˚.x; t/

5. Canonical angular momentum in tokamak

p	 D @L

@
D maR

2 P C eaRA	 D constant

6. Relativistic Lagrangian

La.x; v; t/ D �ma0c
2

r
1 �

�v
c

	2 C ea.v �A � ˚/

7. Relativistic canonical momentum

p D ma0vp
1 � .v=c/2

C eaA

8. Relativistic Hamiltonian

H.p; q; t/ D
p
ma0c4 C c2.p � eaA/2 C ea˚.x; t/

9. Action for free particle

SFreeParticle D �ma0c

2Z
1

ds D �ma0c
2

t2Z
t1

r
1 � v2

c2
dt

10. Action for field particle

SField-Particle D �ea
2Z

1

A�dx� D �
t2Z
t1

ea˚ dt C
t2Z
t1

eaA � dx
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11. Action for field

SField D
t2Z
t1

"
"0E

2

2
� B2

2�0

#
dV dt

4.3 Littlejohn’s Variational Principle: Orbital Mechanics
of the Guiding Center

1. Charged particle Lagrangian

L.x; v; t/ D .eaA Cmav/ � Px �H.x; v; t/

2. Hamiltonian

H.x; v; t/ D 1

2
mav

2 C ea˚.x; t/

3. Charged particle position

x.t/ D r.t/C �Œex cos � C ey sin �� ; � D v?
˝

4. Guiding center Lagrangian

L.r ; Pr ; vk; �; P�; t/ D eaA
�.r; vk; t/ � Pr � ma

ea
� P� �H.r; vk; �; t/

5. Modified vector potential

A� D A C .ma=ea/vkb

6. Magnetic moment

� D mav
2?

2B

7. Guiding center Hamiltonian

H.r ; vk; �; t/ D 1

2
mav

2
k C �B.r/C ea˚.r ; t/

8. Guiding center equation of motion

dvk
dt

D � 1

B�
k
B� � .�rB � eaE

�/ ;

dr

dt
D 1

B�
k
ŒvkB� C b � ..�=ea/rB �E�/�
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9. Modified magnetic field

B� D B C .mavk=ea/r � b

10. Modified electric field

E� D E � .mavk=ea/
@b

@t

11. Guiding center velocity for static field

dr

dt
D vk
b �B� r �

�
A C mavk

ea
b

�

12. Morosov-Solovev guiding center velocity

dr

dt
D vk
B

r � .A C �kB/

13. Parallel Larmor radius

�k D mavk
eaB

4.4 Orbital Dynamics: Hamiltonian Orbit Dynamics in Flux Coordinates

General formula in magnetic coordinates

1. Guiding center Lagrangian

L D ea.� P� �  P/C ma

2B2
.B� P� CB� P� C B	 P/2 � �B � ea˚

2. Canonical momentum

P� D ea.� C �kB� / ;
P	 D ea.� C �kB	 /

3. Hamiltonian

H D e2
a

2ma
�2

kB
2 C �B C ea˚

4. Parallel Larmor radius

�k D mavk
eaB

D ma

eaB2
.B� P� C B� P� C B	 P/
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5. Magnetic field

B D B�r� C B�r� C B	r

Hamilton orbit dynamics in Boozer–Grad coordinates

1. Morosov–Solovev guiding center velocity

W d�

dt
D dr

dt
� r� D vkB

@�k
@˛

;

W d˛

dt
D dr

dt
� r˛ D vkB

�
@�kˇ
@�

� @�k
@�

�
;

W d�

dt
D dr

dt
� r� D vkB

�
1 � @�kˇ

@˛

�
;

W d�k
dt

D dr

dt
� r�k D vkB

�
@�k
@�

� �k
�
@̌

@�

@�k
@˛

� @̌

@˛

@�k
@�

��

2. Guiding center Lagrangian

L D ea� P̨ C ma

2B2
. P�C ˇ P�/2 � �B � ea˚

3. Canonical momentum

P˛ D ea� ;

P� D ma

B2
. P�C ˇ P�/ D ea�k

4. Hamiltonian

H D B2

2ma
P 2
� C �B C ea˚

5. Taylor Lagrangian guiding center velocity

d˛

dt
D @H

ea@�
D ˚ 0.�/C

 
�

ea
C ea�

2
kB

ma

!
@B

@�
;

d�

dt
D @H

ea@�k
D ea�kB2

ma
;

d�

dt
D � @H

ea@˛
D �e�1

a

 
�C e2

a�
2
kB

ma

!
@B

@˛
;

d�k
dt

D � @H

ea@�
D �e�1

a

 
�C e2

a�
2
kB

ma

!
@B

@�
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Hamilton orbit dynamics in Boozer coordinates

1. Morosov-Solovev guiding center velocity

d�

dt
D dr

dt
� r� D vkB

g C f=q

�
f
@�k
@

� g
@�k
@�

�
;

d�

dt
D dr

dt
� r� D vkB

g C f=q

�
@̌ ��k
@

�  0.�/� @g�k
@�

�
;

d

dt
D dr

dt
� r D vkB

g C f=q

�
1 C @f�k

@�
� @̌ ��k

@�

�
;

d�k
dt

D dr

dt
� r�k D vkB

g C f=q

�
2
@�k
@�

�
f
@�k
@

� g@�k
@�

�
�  0.�/

��k
�
g0.�/

@�k
@�

� f 0.�/
@�k
@

��

2. Guiding center Lagrangian

L D ea.� P� �  P/C ma

2B2
.g P C f P�/2 � �B � ea˚

3. Canonical momentum

P� D ea.� C f .�/�k/ ;
P	 D ea.� .�/C g.�/�k/

4. Hamiltonian

H D e2
a

2ma
�2

kB
2 C �B C ea˚

5. Taylor Lagrangian guiding center velocity

d�

dt
D �1

D

�
f
@B

@
� g@B

@�

�
;

d�

dt
D g

D

�
�1
@B

@
C ea

@˚

@�

�
� e2

aB
2

maD
.�kg0.�/� 1=q.�//�k ;

d

dt
D � f

D

�
�1
@B

@
C ea

@˚

@�

�
C e2

aB
2

maD
.�kf 0.�/C 1/�k ;

d�k
dt

D �1

D

�
.�kg0.�/ � 1=q.�//

@B

@�
� .�kf 0.�/C 1/

@B

@

�
;

D D eaŒg C f=q C �k.gf 0.�/ � fg0.�//� ;

�1 D �C e2
a�

2
kB=ma D

�
1 C 2v2

k=v
2?
	
�
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4.5 Periodicity and Invariants: Magnetic Moment
and Longitudinal Adiabatic Invariant

1. Adiabatic invariant

J D
I
p � dq

2. Magnetic moment

J D �.2�ma=ea/

3. Longitudinal adiabatic invariant

J D ma

I
vkdlk

4. Longitudinal adiabatic invariant in Clebsch Coordinate

J D ea

I
�kd�

5. Bounce time of banana orbit

@J

@H
D
I

dlk
vk

D 
b

6. Change in toroidal flux per bounce of banana orbit

�� D
I
@�k
@˛

d� D e�1
a

@J

@˛

7. Change in Clebsch angle per bounce of banana orbit

�˛ D �
I
@�k
@�

d� D �e�1
a

@J

@�

8. Drift velocity of banana orbit

d�

dt
D 1

ea

@J=@˛

@J=@H
;

d˛

dt
D � 1

ea

@J=@�

@J=@H
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4.6 Coordinate Invariance: Non-canonical Variational Principle
and Lie Transformation

1. Canonical Lagrangian and its differential form

L D p � Pq �H.q;p; t/
� D p � dq �Hdt

2. Non-canonical Lagrangian and its differential form

L.z; Pz; t/ D
6X
iD1

�i Pzi � h

� D ��dz� D �idzi � hdt

3. Lagragian transformation law (.p; q/ to z)

�i .z; t/ D p � @q
@zi

;

h.z; t/ D H.q.z; t/;p.z; t/; t/ � p � @q
@t

4. Equation of motion in non-canonical coordinates

dzi

dt
D fzi ; hg

5. Lagrange bracket

!ij D Œzi ; zj � � .@p=@zi / � .@q=@zj / � .@p=@zj / � .@q=@zi /
6. Poisson bracket

�ij D fzi ; zj g � .@zi=@q/ � .@zj =@p/� .@zi=@p/ � .@zj =@q/
7. Non-canonical coordinates

z D fz�g D ft; zi g
Nz D fNz�g D ft; Nzi g

8. Lagrangian 1 forms in z and Nz
� D ��dz�; � D ��d Nz�

9. Transformation law between � and �

�� D @z�

@Nz� ��
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Lie transformation

1. Definition of Lie transformation

@Nz�.z; "/=@" D g�.Nz/
2. Identity relation

z�.Nz�.z; "/; "/ D z�

3. Lie transformation relation

@z�.Nz; "/=@" D �g�.Nz/@z�.Nz; "/=@Nz�

4. Lie transformation relation for scalar

S.Nz; "/ D s.z/ ;

@S.Nz; "/=@" D �g�.Nz/@S.Nz; "/=@Nz� ;
S.y; "/ D exp.�"L/s.y/ ;
S.y; "/ D exp.�"L/s.y; "/

5. Lie transformation relation for differential form

@��.y ; "/=@" D �g
.y/
h
@��.y; "/=@y


 � @�
.y; "/=@y�
i
;

��.Nz; "/ D .@z�.Nz; "/=@Nz�/��.z.Nz; "// ;
@��.Nz; "/=@" D �L��

6. Operator L for differential form

.L!/� D g
n

�
@!�=@y


 � @!
=@y
�
	

7. Lie transformation relation

� D T � C dS

4.7 “Lie perturbation theory”: Gyro Center Orbit Dynamics

1. Lagrangian differential 1 form in z D fz�g D ft; zi g
L dt D � D �i .z; "/ dzi .Nz; "/� h.z; "/ dt

2. Lagrangian differential 1 form in Nz D fNz�g D ft; Nzi g
L dt D � D �i .Nz/ d Nzi �H.Nz/ dt C dS.Nz/



Appendix: Formulae 219

3. Taylor expansion of T

T D : : : exp.�"2L2/ exp.�"L1/ D 1 � "L1 C "2..1=2/L2
1 �L2/C : : :

4. Lie perturbation relations

�0 D dS0 C �0 ; ("0)

�1 D dS1 � L1�0 C �1 ; ("1)

�2 D dS2 � L2�0 C �2 �L1�1 C .1=2/L2
1�0 ("2)

5. Lagrangian 1 forms of a charged particle

�.t;x; v/ D .eaA.x; t/Cmv/ � dx � �
mav

2=2 C ea'.x; t/
�

dt

6. Zero, first, and second order Lagrangian 1 forms of a charged particle

�0.t; r ; vk; �; �/ D .eaA Cmavkb/ � dr � .ma=ea/�d�

�
h
mav

2
k=2 C �B.r/

i
dt ;

�1 D �ea'.r C �; t/dt ;

�2 D 0

7. First order generating function of Lie transform

gi1 D ˚
S1; z

i


8. First order Perturbed Hamiltonian in Nz

H1 D h1 � dS1

dt
D ea' � @S1

@t
� fS1; h0g

9. Gyro phase averaged Hamiltonian

hH1i D H1 D hea'i
10. First order gauge

S1 D �ea
Z
'dt 
 � ea

˝a

Z
'd�

11. Second order generating function of Lie transform

gi2 D ˚
S2; z

i


12. Second order perturbed Hamiltonian in Nz

H2 D hH2i D �1

2
hfS1; h1gi

13. Coordinate transformation relation

Nz� D z� C " fS1; z
�g CO."2/
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Chapter 5
Plasma Kinetic Theory: Collective Equation in Phase Space

5.1 Phase Space: Liouville Theorem and Poincare Recurrence Theorem

1. Hamilton equation

dqj
dt

D @H

@pj
;

dpj
dt

D � @H
@qj

2. Liouville theorem

dD

dt
D @D

@t
C fD;H g D 0

3. Poisson bracket

fD;H g D
3NX
jD1

�
@D

@qj

@H

@pj
� @D

@pj

@H

@qj

�

5.2 Dynamics and Kinetics: Individual Reversible
and Collective non-reversible Equations

1. Klimontovich equation

dF

dt
D @F

@t
C v � @F

@x
C a � @F

@v
D 0

2. N -body distribution function

F.x; v; t/ D
NX
iD1

ı.x � xi .t//ı.v � vi .t//

3. Acceleration by electromagnetic force

a D ea

ma
.E C v �B/

4. Ensemble averaged velocity distribution function

f D hF.x; v; t/iensemble

5. Fluctuating velocity distribution function

F D f C QF
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6. Ensemble averaged EM acceleration

Na D ea

ma
. NE C v � NB/

7. Fluctuating EM acceleration

Qa D a � Na

8. Boltzmann equation

df

dt
D @f

@t
C v � @f

@x
C Na � @f

@v
D C.f /

9. General collision term

C.f / D �
*

Qa � @
QF

@v

+
ensemble

10. Boltzmann collision integral

C.f / D
Z �

f .v0/f .v0
1/� f .v/f .v1/

� jv1 � vj � d˝ dv1

11. Boltzmann’sH theorem

dH

dt
D d

dt

Z
f .v/ lnf .v/dv 	 0

5.3 Vlasov Equation: Invariants, Time Reversibility,
and Continuous Spectrum

1. Vlasov equation ( Na D .es=ms/.E C v �B/)

df

dt
D @f

@t
C v � @f

@x
C Na � @f

@v
D 0

2. Generalized entropy conservation law (G: arbitrary function)

dH

dt
D d

dt

Z
G.fs/dxdv D 0
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3. Linearized Vlasov–Poisson equation for Langmuir wave

@fa1

@t
C v � @fa1

@x
D ea

ma
r' � @fa0

@v
;

"0r2' D �ea
1Z

�1
fa1dv

7. Fourier transformed Vlasov equation

.! � k � v/fa1k! D � ea

ma
'k!k � @fa0

@v

8. Solution of Fourier transformed Vlasov equation

fa1k! D
�
� ea

ma
k � @fa0

@v
P

1

w � k � v C �ı.w � k � v/
�
'k!

9. Dispersion relation for Vlasov-Poisson equation with continuous spectrum
2
41 C ea

"0k2ma

1Z
�1

P

w � k � vk � @fa0

@v
dv

3
5C ea

"0k2
� D 0

5.4 Landau damping: Irreversible Phenomenon Caused
by Reversible Equation

1. Fourier-Laplace transformed Vlasov-Poisson equation

.! � k � v/fe1k!.v/ D ife1k.v; t D 0/C e

me
'k!k � @fe0

@v

i"0k
2'k! D �e

1Z
�1

fe1k.v; !/dv

2. Solution of electrostatic potential

'k! D � ie

"0k2K.!;k/

1Z
�1

fe1k.v; t D 0/

! � k � v dv ;

K.k; !/ D 1 C !2
pe

nek2

Z
k � @fe0=@v

! � k � v dv

3. Landau damping rate

!i D � Ki .k; !r /

@Kr .k; !r /=@!r
;
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Ki .k; !r / D �� !
2
pe

k2

@fe0

@v

ˇ̌
uD!r=k I

Kr.k; !/ D 1 C !2
pe

nek2
P

Z
k � @fe0=@v

!r � k � v dv

4. Electric field damped by phase mixing

Ek.t/ D � ek

2�"0k2

1Z
�1

dvfe1k.v; t D 0/

1Ci!I0Z
�1Ci!I0

exp.�i!t/d!

K.!;k/.! � k � v/

5.5 Coulomb Logarithm: Collective Behavior in the Coulomb Field

1. Shielded Coulomb potential

� D e

4�"0r
e�r=
D

2. Debye length

��2
D D ��2

De C
X

��2
Di ;

�2
De D ."0kT=e

2ne/
0:5 .D 7:43 � 103ŒTe.eV/=ne.m�3/�0:5 Œm�/ ;

�2
Di D ."0kT=e

2Z2
i ni /

0:5

3. Impact parameter and scattering angle

b D b0 cot

�
�

2

�

4. Landau parameter

b0 D eaeb=.4�"0mabu
2/ D 7:2 � 10�10ZaZb=Er.eV/.m/

5. Reduced mass

mab D mamb=.ma Cmb/

6. Differential cross section

�.�/ D b.db=d�/= sin�

7. Rutherford cross section

�.�/ D b2
0

sin4.�=2/
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8. Velocity of species a

va D V Cmbuab=.ma Cmb/

9. Change of relative velocity

�uab D uab sin �n � 2 sin2.�=2/uab

.sin2.�=2/ D b2
0=.b

2
0 C b2//

10. Change of velocity of species a

�va D �4�b2
0��buab

mab

ma


DZ
0

b

b2 C b2
0

db

11. Coulomb logarithm

ln� � ln.�D=b/

5.6 Fokker–Planck Equation: Statistics of Soft Coulomb Collision

1. Integral equation of velocity distribution function for Markov process

fa.v; t/ D
Z

d�vfa.v��v; t ��t/P.v ��vI�v; �t/

2. Collision term for Markov process

C.fa/ D � @

@v
�
� h�vi
�t

fa

�
C @2

@v@v
W
� h�v�vi

2�t
fa

�

3. Expression for changing rate of velocity

�
�va

�t

�
D �

X
b

e2
ae

2
b

ln�

4�m2
a"

2
0

�
1 C ma

mb

�Z
uab

u3
ab

fb.vb/dvb

4. Expression for changing rate of perpendicular velocity
*
�v2?
�t

+
D
X
b

e2
ae

2
b

4�m2
a"

2
0

�
1

2
C ln�

�Z
1

uab
fb.vb/dvb

5. Expression for changing rate of parallel velocity
*
�v2

k
�t

+
D
X
b

e2
ae

2
b

16�m2
a"

2
0

Z
1

uab
fb.vb/dvb
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6. Slowing down rate
�
�va

�t

�
D
X
b

e2
ae

2
b

ln�

4�m2
a"

2
0

@hab.va/

@va
;

hab.va/ D
�

1 C ma

mb

�Z
fb.vb/

uab
dvb

7. Velocity space diffusion tensor
�
�va�va

2�t

�
D
X
b

e2
ae

2
b

ln�

8�m2
a"

2
0

Z
u2
ab
I � uabuab
u3
ab

fb.vb/ dvb ;

D
X
b

e2
ae

2
b

ln�

8�m2
a"

2
0

@2gab.va/

@vecva@va

gab.va/ D
Z
uabfb.vb/ dvb

8. Collision term using Rosenbluth potentials

C.fa/ D
X
b

e2
ae

2
b

ln�

4�m2
a"

2
0

�
� @

@va
�
�
@hab

@va
fa

�
C 1

2

@2

@va@va
W
�
@2gab

@va@va
fa

��

9. Landau form of collision integral

C.fa/ D
X
b

e2
ae

2
b

ln�

8�"2
0ma

@

@v
�
Z

dvbU �
�
fb.vb/

ma

@fa.v/

@v
� fa.v/

mb

@fb.vb/

@vb

�

10. Balescu–Lenard collision term

C.fa/ D �
X
b

e2
ae

2
b

8�"2
0ma

@

@va
�
Z

dvbKab.va; vb/

�
�
fa

1

mb

@fb

@vb
� fb

1

ma

@fa

@va

�
;

Kab.va; vb/ D
Z

dkı.k � .va � vb// kk

k4 j�.k;k � va/j2
;

�.k; !/ D 1 C e2
b

"0mbk2

Z
dv
k � @fb=@v
! � k � v

5.7 Gyro-center Kinetic Theory: Drift and Gyro Kinetic Theory

1. Kinetic equation

@f

@t
C v � @f

@x
C .E C v �B/ � @f

@v
D C.f /
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2. Guiding center Poisson bracket

fX; Y g D ea

ma

�
@X

@�

@Y

@�
� @X

@�

@Y

@�

�
� b

eaB
�
k

� rX � rY

C B�

maB
�
k

�
rX @Y

@vk
� @X

@vk
rY

�

3. Orbit equation in guiding center coordinates z D .r ; vk; �; �/

d�

dt
D f�;H g D 0 ;

d�

dt
D f�;H g ;

dvk
dt

D ˚
vk;H

 D � B�

maB
�
k

rH ;

dr

dt
D fr;H g D b

eaB
�
k

� rH C B�

maB
�
k

@H

@vk

4. Drift kinetic equation

@F

@t
C fF;H g D C.F /

or

@F

@t
C Pr � @F

@r
C Pvk

@F

@vk
D C.F /

5. Perturbed electrostatic and vector potentials

.ı'; ıA/

6. Perturbed Lagrangian

ıL dt D eaı�A � .dr C d�/� eaı�' dt D �ıH dt ;

ı�A D ıA.r C �/; ı�' D ı'.r C �/

7. Perturbed Hamiltonian

ıH D eaı�' � eaı�A � v
8. Coordinate transformation

z D .r; vk; �; �/ ) Nz D . Nr; Nvk; N�; N�/
9. Perturbation expansion of Hamiltonian

NH D NH0 C NH1 C NH2C ; : : :

NH0 D 1

2
ma Nv2

k C N�B. Nr/C ea N̊ . Nr; t/ ;
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NH1 D ıH � dS1

dt
;

NH2 D e2
a

2ma
jı�Aj2 � 1

2
fS1; ıHg � dS2

dt

10. Solution of NH D NH0 C NH1 C NH2 C : : :

NH1 D ea hı�'i � ea hı�Ai � bvk � ea hı�A � v?i ;
NH2 D e2

a

2ma

D
jı�Aj2

E
� 1

2
hfS1; ıH gi

11. Solution of coordinate transformation

Nza D za C fS1; zag C eaı�A � fr C �; zag C : : :

12. Gyro kinetic equation

@ NF
@t

C f NF ; NH g D NC. NF /
or

@ NF
@t

C PNr � @
NF

@ Nr C PNvk
@ NF
@ Nvk

D NC. NF /

13. Gyro kinetic orbit equations

d Nvk
dt

D fNvk; NH g D � B�

maB
�
k

Nr NH ;

d Nr
dt

D fNr; NH g D b

eaB
�
k

� Nr NH C B�

maB
�
k

@ NH
@ Nvk

Chapter 6
Magnetohydrodynamic Stability:
Energy Principle, Flow, and Dissipation

6.1 Stability: Introduction

1. Evolution equation in dynamical system

dX

dt
D N.X/

2. Linearized evolution equation

L� D ��

.L D N 0.X 0/ ; � D X �X 0/
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3. Regular matrix

LL� D L�L

4. Unitary transformation

U�1LU

5. Self-adjoint matrix

L� D L

6. Position operator (with continuous spectrum)

Au.x/ D xu.x/

7. Eigenvalue equation

Au D �u

8. Inverse operator of eigenvalue equation

.�I � A/�1

6.2 Ideal Magnetohydrodynamics: Action Principles
and the Hermitian Operator

1. Action integral of ideal MHD equation

S D
t2Z
t1

dt
Z
L dV

2. Lagrangian density of ideal MHD

L D 1

2
�v2 � P

� � 1
� B2

2�0

3. Perturbed MHD relations

ıv D v � r� � � � rvC @�=@t ;

ı� D �r � .��/ ;
ıP D ��Pr � � � � � rP ;

ıB D r � .� �B/
4. Variation of action integral

ıS D �
t2Z
t1

dt
Z

dV ı� �
�
@.�v/

@t
C r � .�vv/C rP � J �B

�
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5. Action integral of toroidal equilibrium

S D
Z
L dV D

Z �
B2

2�0
C P

� � 1

�
dV

6. Variation of action integral for equilibrium

ıS D �
Z
� � ���1

0 .r �B/ �B � rP � dV

7. Linearized ideal MHD equation

�@2�=@t2 D ıJ �B C J � ıB � rıP
D ��1

0 fr � Œr � .� �B/�g �B C ��1
0 .r �B/ � Œr � .� �B/�

C rŒ�Pr � � C � � rP �
8. Hermitian property of MHD operator

Z
� � F.�/ dV D

Z
� � F.�/ dV

9. Hermitian structure of MHD operator

Z
� � F .�/ dV D �

Z
dV

�
1

�0
.B � r�?/ � .B � r�?/C �P.r � �/..r � �/

C B2

�0
.r � �? C 2�? � �/.r � �? C 2�? � �/

�4B2

�0
.�? � �/.�? � �/C .�?�? W rr/

�
P C B2

2�0

��

6.3 Energy Principle: Potential Energy and Spectrum

1. Energy conservation law

1

2

Z
�

�
@�

@t

�2

dV D 1

2

Z
� � F.�/ dV

2. Kinetic energy

ıK D .1=2/
Z
�.@�=@t/2dV

3. Potential energy

ıW D �.1=2/
Z
� � F.�/ dV
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4. Energy integral of Furth

ıW.�/ D
Z

dV ŒıWSA C ıWMS C ıWSW C ıWIC C ıWKI�

Shear Alfven wave energy ıWSA D B2
1=2�0 ;

Magneto sonic wave energy ıWMS D B2.r � �? C 2�? � �/2=2�0 ;

Sound wave energy ıWSW D �P.r � �/2=2 ;

Interchange energy ıWEX D .�? � rP/.�? � �/=2 ;

Kink free energy ıWKI D �Jkb � .B1? � �?/=2 ;

B1 D r � .� �B/
5. Eigenvalue

!2 D �
Z
�� � F .�/ dV=

Z
� j�j2 dV

6. Orthogonality of eigen function

�
!2
m � !2

n

� Z
��m � �n dV D 0

7. Laplace transformed linear MHD equation

Œ� � F =��� D a

8. Eigen mode equation of linear MHD equation

� D Œ� � F =���1a

6.4 Newcomb equation: Euler–Lagrange Equation of Ideal MHD

Newcomb equation for cylindrical plasma

1. Energy integral of cylindrical plasma

W D �

2�0

aZ
0

"
f

ˇ̌
ˇ̌d�
dr

ˇ̌
ˇ̌2 C g j�j2

#
dr CWa CWv ;

f D r.kBz C .m=r/B�/
2

k2 C .m=r/2
;

g D 1

r

r.kBz � .m=r/B�/2
k2 C .m=r/2

C r.kBz C .m=r/B�/
2 � 2B�

r

d.rB�/

dr

� d

dr

 
k2B2

z � .m=r/2B2
�

k2 C .m=r/2

!
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2. Newcomb equation

d

dr

�
f

d�

dr

�
� g� D 0

3. Suydam criterion

q0.r/=q.r/2 C 8�0P
0.r/=rB2

z > 0

4. Mercier criterion

r.d ln q=dr/2=4 C 2�0.dP=dr/.1 � q2/=B2
z > 0

5. Magnetic shear

s D r.dq=dr/

Newcomb equation for axisymmetric plasma

6. Grad–Shafranov equation for r D Œ2R0 s  
0 .q=F / d �1=2

@

@r

�
r

d 

dr
jrr j2

�
C @.rr � r�/

@�

d 

dr
D ��0R

2 dP

d 
� F dF

d 

7. Energy integral

Wp D �

2�0

aZ
0

dr

2�Z
0

d�L

�
X;
@X

@�
;
@X

@r
; V;

@V

@�

�

8. Euler–Lagrange equation for V

@

@�

�
@L

@.@V=@�/

�
� @L

@V
D 0

9. Solvable condition

2�Z
0

@L

@V
d� D 0

10. Reduced 1-dimensional energy integral

Wp D �2

�0

aZ
0

L

�
X ;

dX

dr

�
dr

11. Euler–Lagrange equation for X

d

dr

@L

@.dX=dr/
� @L

@X
D 0
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12. 2D Newcomb equation

d

dr
f

dX

dr
C g

dX

dr
C hX D 0

6.5 Tension of Magnetic Field: Kink and Tearing

1. Energy integral in Tokamak ordering

Wp D �2B2
	

�0R0

8<
:

aZ
0

"�
r

d�

dr

�2

C .m2 � 1/�2

#�
n

m
� 1

q

�2

r dr

9=
; ;

Wv D �2B2
	

�0R0

"
2

qa

�
n

m
� 1

qa

�
C .1 Cm�/

�
n

m
� 1

qa

�2
#
a2�2

a ;

� D �
1 C .a=b/2m

�
=
�
1 � .a=b/2m�

2. Ohm’s law

�Br � B�

r
.m � nq/ivr D �

�0

d2Br

dr2

3. Diffusion equation for helical flux

@ 

@t
D �

�0

@2 

@r2

4. Rutherford equation

dw

dt
D 1:66

�

�0
.�0.w/ � ˛w/

5. Newcomb equation for  in Tokamak ordering

1

r

d

dr

�
r

d 

dr

�
� m2

r2
 � �0dJ=dr

B� .1 � nq=m/ D 0

6.6 Curvature of Magnetic Field: Ballooning and Quasi-mode Expansion

1. Expression of displacement by stream function

�? D iB � r˚
B2

2. Eikonal form of stream function

˚ D F. ; �/e�in˛ ; ˛ D  � q�
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Magnetic field in Crebsch coordinates

B D r˛ � r 

3. Shear Alfven term for ballooning modes

ıWSA D B2
1

2�0
� .r˛/2

2�0B2
jB � rF j2

4. Ballooning term for ballooning modes

ıWEX D .�? � rP/.�? � �/=2 � P 0. /Œ.B � r˛/ � �=B2� jF j2

5. Energy integral for ballooning modes

Wp D 1

2�0

Z "
jr˛j2

B2
.B � rF /2 � 2�0P

0. /�wF 2

#
dV

6. Euler–Lagrange equation for ballooning modes

J�1 @

@�

"
jr˛j2

JB2

@F

@�

#
C �0P

0. /�wF D 0

7. Quasi-mode expansion of F

F. ; �/ D
1X

ND�1
F1.� � 2�N/

8. Euler–Lagrange equation for quasi-mode

J�1 @

@y

"
jr˛j2
JB2

@F1.y/

@y

#
C �0P

0. /�wF1.y/ D 0

9. Double periodic Fourier expansion of ˚

˚ D
1X

kD�1
˚k.q/e

i.mCk/�e�in	

10. Ballooning mode expression using radial Fourier integral

˚ D 1

2�

1X
kD�1

eik�e�in˛

1Z
�1

F0.s/eis.nq�k/ ds
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6.7 Flow: Non-Hermitian Frieman–Rotenberg Equation

1. MHD equilibrium equations with flow

�.u � r/uC rP � J �B D 0 ;

r � .u �B/ D 0 ;

B D r � r C Fr
2. Flow relation

u �B D �r˚ ;

r˚ D ˝. /r ;

u D ˚M

�
B CR2˝r

3. Surface quantities

F D F. /; P. ;R/ D P0. / exp

�
M

2T
R2˝2

�

where B D r � r C Fr
4. Grad–Shafranov equation with toroidal flow

�� D ��0R
2@P. ;R/=@ � FF 0. /

5. Action integral for ideal MHD with flow

S D
Z
L dV dt ;

L D 1

4
� P�2 � �� � .u � r/ P� C 1

2
�� � F .�/

6. Generalized momentum

p � @L=@� D �.@�=@t/C �u � r�
7. Hamiltonian for flow MHD

H D 1

2�
Œp � �u � r��2 � 1

2
�� � F .�/

8. Hamilton equation

dp=dt D �@H=@� ;
dp=dt D F .�/� �u � rŒ.p=�/� u � r��
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9. Frieman–Rotenberg equation

�
@2�

@t2
C 2�.u � r/@�

@t
D F .�/ ;

F .�/ D F s.�/C F d.�/ ;

F s.�/ D rŒ� � rP C �Pr � ��C .r �B1/ �B C J �B1 ;

F d.�/ D r � Œ��.u � r/u� �u.u � r/�� ;
B1 D r � .� �B/

Chapter 7
Wave Dynamics:
Propagation and Resonance in Inhomogeneous Plasma

7.1 Eikonal Equation: Dynamics of Wave Propagation

1. Eikonal equation

! D �@
@t
;

k D @

@x

2. Eikonal relation

@k

@t
D �@!

@x

3. Dispersion relation and group velocity

! D ˝.k;x; t/ ;

@!

@x
D vg � @k

@x
C @˝

@x

ˇ̌̌
ˇ
k

4. Hamilton equation for wave propagation

dx

dt
D
�
@˝

@k

�
x

;

dk

dt
D �

�
@˝

@x

�
k

5. Lagrangian for wave propagation

L D k � x �˝
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6. Ohm’s law

OJ D � OE
7. Dielectric tensor

K .w;k/ D I C i�

"0!

8. Electric field equation

M � OE D 0 ;

M D .kk � k2I/=k2
0 CK ;

K D I C i�

"0!
; k0 D !=c

9. Poynting theorem (S D E �B=�0)

@

@t

 
B2

2�0
C "0E

2

2

!
D �J �E � r � S

10. Wave energy equation

@"

@t
C r � OS D Q

11. Wave energy

" D 1

2

�
"0 OE� � @.!eh/

@!
� OE C 1

�0
B� �B

�
or " D "0

2
OE� � @.!Mh/

@!
� OE ;

"h D ."C "C/=2 ; Mh D .M CMC/=2 ; � h D .� C �C/=2 ;

Q D OE� � � h � OE ; OS D Re. OE� � OB/=�0

12. Wave energy and action

" D !J

13. Wave action

J D "0

2
OE� � @Mh

@!
� OE

14. Wave kinetic equation

@J
@t

C ŒJ ;˝� D 0
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15. Poisson bracket

ŒJ ;˝� D @˝

@k
� @J
@x

� @˝

@x
� @J
@k

7.2 Lagrange Wave Dynamics: Ideal and Dissipative Systems

1. Action principle for wave packet

S D
Z

dt
Z
L dx

L D LM .A; ˚/C
X
a

La.�a;A; ˚/

LM .A; ˚/ D "0

�
@A

@t
C r˚

�2

� 1

�0
.r �A/2

La.�a;A; ˚/ D na

hma
2

P�2
a C ea

� P�a �A.x C �a; t/ � ˚.x C �a; t/
�i

2. Lagrangian for linear wave

ŒL�lin D "0 OE� �M � OE
3. Euler–Lagrange equation

@

@t

�
@L

@!

�
C @

@x
�
�
@L

@k

�
D 0

4. Momentum conjugate to eikonal

J D @L

@!
D @L

@ P D "0 OE� � @M
@!

� OE

5. Number conservation in a wave packet

@J
@t

C @

@x
� .vgJ / D 0

6. Lagrangian for MHD wave

L D 1

2
�!2 jAj2 � 1

2
�˝.k;x; t/2 jAj2

7. Euler–Lagrange equation

@

@t

�
@L

@!

�
C @

@x
�
�
@L

@k

�
D 0
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8. Conservation of number of wave .N D @L
@!
/

@N

@t
C @

@x
� .vgN/ D 0

Hamilton Mechanics Using Conjugate Variables

9. Ordinary differential equation

dx

dt
D f .x; t/

10. Lagrangian from ordinary differential equation

L D p �
�

dx

dt
� f

�
D p � dx

dt
�H

11. Hamiltonian

H D p � f .x; t/
12. Hamilton equation

dx

dt
D @H

@p
D f .x; t/ ;

dp

dt
D �@H

@x
D @f .x; t/

@x
� p

7.3 Plasma as a Dielectric Medium: Cold and Hot Plasmas

1. Dielectric tensor

K .w;k/ D I C i�

"0!

2. Dispersion relation

M D det.M / D 0 ;

M �E D 0 ; M D .kk � I/
�
kc

!

�2

CK

Cold Plasma

3. Dielectric tensor for cold wave

K D
2
4 S �iD 0

iD S 0
0 0 P

3
5 ;
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S D 1 �
X
a

!2
pa

!2 �˝2
a

; D D
X
a

˝a

!

!2
pa

!2 �˝2
a

;

P D 1 �
X
a

!2
pa

!2
; !2

pa D nae
2
a

"0ma
; ˝a D eaB

ma

4. Refractivity

n D kc=!

5. Dispersion relation for cold wave

ŒS sin2 � C P cos2 ��n4 � ŒRL sin2 � C PS.1 C cos2 �/�n2 C PRL D 0 ;

R D S CD

2
; L D S �D

2

6. Cut-off (n D 0) condition

PRL D 0

7. Resonance (n D 1) condition

tan2 � D �P
S

8. Time symmetry of cold wave dielectric tensor

K .�!/ D K�.!/

9. Onsager symmetry of cold wave dielectric tensor

K .�B/ D K t .B/

10. Hermite symmetry of cold wave dielectric tensor

K D KC

(C: complex conjugate)

Hot Plasma

11. Integral form of perturbed velocity distribution function

fa1k.x; v; t/ D

� ea

ma

tZ
�1

�
E 1.x.t

0/; t 0/C 1

!
v.t 0/ � .k �E 1.x.t

0/; t 0//
�

� @f0.v.t
0//

@v
dt 0
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12. Unperturbed particle orbit

x.t 0/ D x.t/C v?
˝

�
sin.� C˝.t 0 � t// � sin �

�
;

y.t 0/ D y.t/ � v?
˝

�
cos.� C˝.t 0 � t// � cos �

�
;

z.t 0/ D z.t/C vz.t
0 � t/

13. Perturbed velocity distribution function

fa1k.x; v; t/ D

� ea

ma
ei.kxxCkzz�!t/

tZ
�1

�
.1 � k � v.t 0/

!
/E C .v.t 0/ �E /k

!

�
� @f0.v.t

0//
@v

� exp

�
i
kxv?
˝

�
sin.� C˝.t 0 � t// � sin �

�C i.kzvz � !/.t 0 � t/

�
dt 0

14. Dielectric tensor for Maxwell distribution

K D I C
X
aDi;e

!2
pa

!2

"
2�2

0a�TaL

C
X
n

�
0aZ.na/�

�
1 � 1

�Ta

�
.1 C naZ.na//

�
exp.�ba/Xna

#
;

Xna D

2
664

.n2=ba/In in.I 0
n � In/ �2nIn�

1=2
Ta�na=˛a

�in.I 0
n � In/ .n2=ba C 2ba/In � 2baI 0

n i�1=2
Ta�na˛a.I

0
n � In/

�2nIn�
1=2
Ta�na=˛a �i�1=2

Ta�na˛a.I
0
n � In/ 2�Ta�2

naIn

3
775 ;

�na D ! C n˝a

kzvT ka
; �Ta D Tka

T?a
; ba D 1

2

�
k?vT?a
˝a

�2

; vTa D
�

2Ta
ma

�1=2

;

na D ! � kkuka C n˝a

kzvT ka
; ˛a D kxvT?a

˝a
; Z./ D 1p

�

1Z
�1

exp.�ˇ2/

ˇ � 

Causality and translational symmetry in plasma waves

15. Principle of superposition, translational invariance

J .x; t/ D 1

2�

“
dx0dt 0� .x � x0; t � t 0/E.x0; t 0/ ;

J .!;k/ D � .!;k/E.!;k/
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7.4 Non-uniform plasma:
Alfven Wave Resonance and Continuous Spectrum

1. Perpendicular refractivity

n2? D .R � n2
k/.L� n2

k/
S � n2

k

2. Alfven wave resonance condition

! D kkVA

3. Cold plasma wave equation

c2

!2

d2E

dx2
C .R � n2

k/.L � n2
k/

S � n2
k

E D 0

4. Wave equation near resonance

d2E

dy2
C �2.y2 � 1/

y C i"
E D 0

where �2 D
ˇ̌̌
ˇ D3!2

c2.dS.0/=dx/2

ˇ̌̌
ˇ

5. Dispersion relation of kinetic Alfven wave

!2 D k2
kV

2
A

�
1 C k2?�2

i

�
3

4
C Te

Ti

�� �
.k?�i /2 � 1

�

7.5 Drift Waves: Universal Waves in Confined Plasma

1. Dispersion relation of simple drift wave

!.! � !�/ D k2
kC

2
s

2. Sound velocity

Cs D Œ.ZiTe C �iTi /=mi �
1=2

3. Diamagnetic drift frequency

!� D �k?Te
eB

d lnne
dr
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4. Dispersion relation of ITG drift wave

!.! � !�/ D k2
kC

2
s

�
1 C !�

!

Zi

�i
 CZi

�
�i � �i �Zi

Zi

��

5. Critical temperature for ITG (example)

!2 � � k2
kC

2
s

2:5
 C 1

�
�i � 2

3

�

where �i D d lnTi
d lnne

6. Polarization drift

vpa D � ma

eB2

dE

dt

7. Boltzmann relation for electron

Qne
ne

D e Q̊
Te

8. Drift wave dispersion with polarization drift

!2.1 C 
k2?�2
i =2/ � !!� D k2

kC
2
s

9. Hasegawa–Mima equation

@˚k.t/

@t
C i!k�˚k.t/ D

X
kDk1Ck2

Vk1;k2˚k1.t/˚k2.t/ ;

!k� D !�
1 C 
k2?�2

i =2
;

Vk1;k2 D �2
s

.1 C 
k2�2
s/B

.k1xk2/ � ez Œk2
2 � k2

1 �

�s D .Te=mi/
1=2=˝i



Appendix: Formulae 243

Chapter 8
Collisional Transport: Neoclassical Transport
in a Closed Magnetic Configuration

8.1 Collisionless Plasma: Moment Equation and Neoclassical Viscosity

1. Momentum balance equation

mana
dua
dt

D eana.E C ua �B/� rPa � r �˘ a C F a1 CMa

2. Heat flux balance equation

ma
@

@t

�
qa

Ta

�
D ea

Ta
qa �B � 5

2
narTa � r �	a C F a2 CQa

3. CGL expression of viscous tensor

˘ a D .Pka � P?a/
�
bb� 1

3
I

�
CO.ı2/

4. CGL expression of heat viscous tensor

	a D .�ka ��?a/
�
bb� 1

3
I

�
CO.ı2/

5. First order perpendicular flow

u
.1/
?a D E �B

B2
C b � rPa
mana˝a

6. First order perpendicular heat flow

q
.1/
?a D 5

2
Pa
b � rTa
ma˝a

7. Averaged parallel momentum balance

hB � r �˘ ai D hB � F a1i C eana hB �E i C hB �Mai
8. Averaged parallel heat flux balance

hB � r �	ai D hB � F a2i C hB �Qai
9. Particle density

na �
Z
fa.x; v; t/dv

10. Flow

ua � 1

na

Z
vfa.x; v; t/dv
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11. Heat flow

qa �
Z
.v � ua/ma

2
jv � uaj2 fa.x; v; t/dv

12. Pressure

Pa �
Z
ma

3
jv � uaj2 fa.x; v; t/dv

13. Viscous stress tensor

˘ a �
Z
ma

�
vv � 1

3
v2I

�
fa.x; v; t/dv

14. Heat viscous tensor

	a �
Z
ma

�
vv � 1

3
v2I

��
mav

2

2Ta
� 5

2

�
fa.x; v; t/dv

15. Friction force

F a1 �
Z
mavC.fa/dv

16. Heat friction

F a2 �
Z
mav

�
mav

2

2Ta
� 5

2

�
C.fa/dv

17. Parallel flow
vk � b � v ; uka � b � ua

18. Parallel pressure

Pka �
Z
ma

�
vk � uka

�2
fa.x; v; t/dv

19. Perpendicular pressure

P?a �
Z
ma

2
.v? � u?a/2fa.x; v; t/dv

20. Parallel heat viscosity

�ka �
Z
ma.vk � uka/2

�
mav

2

2Ta
� 5

2

�
fa.x; v; t/dv

21. Perpendicular heat viscosity

�?a �
Z
ma

2
.v? � u?a/2

�
mav

2

2Ta
� 5

2

�
fa.x; v; t/dv

22. Laguerre expansion of distribution function

fa.v/ D faM .v/C fa1.v/C fa2.v/ ;

faM .v/ D na. /

�3=2v3
Ta

exp
��v2=v2

Ta

�
;
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fa2.v/ D 2
vv � v2

3 I

manav
4
Ta

W
�
˘ a C .	a C˘ a/

�
1 � 2x2

a

7

��
faM .v/

8.2 Incompressible Flow: First Order Flow on a Magnetic Surface

1. First order perpendicular flow

u
.1/
?a D 1

B

�
d˚

d 
C 1

eana

dPa
d 

�
b � r ;

q
.1/
?a D 5Pa

2eaB

dTa
d 

b � r 

2. First order perpendicular flow is on the flux surface

u
.1/
?a � r D 0 ;

q
.1/
?a � r D 0

3. First order flow

u.1/a D u
.1/
?a C ukab ;

q.1/a D q
.1/
?a C qkab

4. Poloidal flow

u
.1/
a � r�
B � r� D u�

a� . / ;

q
.1/
a � r�
B � r� D q�

a� . /

5. Flow relation

Bu�
a� . / D uka � V1a ;

Bq�
a� . / D qka � 5

2
PaV2a

6. Thermodynamic forces

V1a D �u
.1/
?a � r�
b � r� D �F. /

B

�
d˚

d 
C 1

eana

dPa
d 

�
;

V2a D � 2

5Pa

q
.1/
?a � r�
b � r� D �F. /

eaB

dTa
d 
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7. Expression for first order flows

u.1/a D ukabC u
.1/
?a D ukabC BV1a

F. /

r � b
B

;

q.1/a D qkabC q
.1/
?a D qkabC 5Pa

2

BV2a

F. /

r � b
B

7.1 Corollary

u.1/a D u�
a� . /B C BV1a

F. /
R2r ;

q.1/a D q�
a� . /B C 5Pa

2

BV2a

F. /
R2r

8. Axisymmetric relation

b � r D F. /b �R2Br
9. Toroidal flows

u
.1/
a	

D u�
a� . /B	 C BV1a

F. /
R ;

q
.1/
a	

D q�
a� . /B	 C 5Pa

2

BV2a

F. /
R

10. Flux surface averaged flow relation

˝
B2˛u�

a� . / D ˝
Buka

˛ � hBV1ai ;˝
B2
˛
q�
a� . / D ˝

Bqka
˛ � 5Pa

2
hBV2ai

11. Expression for local toroidal flows

u
.1/
a	

D B	

hB2i
˝
Buka

˛C
"

1 � B2
	

hB2i

#
BV1a

B	
;

q
.1/
a	

D B	

hB2i
˝
Bqka

˛C 5Pa
2

"
1 � B2

	

hB2i

#
BV2a

B	

8.3 Friction and Viscous Forces: Momentum and Heat Flow Balance

1. Friction–flow relations
"
F a1

F a2

#
D
X
b

 
lab11 �lab12

�lab21 lab22

!"
u
.1/
b

2q.1/
b
=5Pb

#
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2. Friction coefficient

labij D mana


aa

" X
k


aa


ak
M
i�1;j�1
ak

!
ıab C 
aa


ab
N
i�1;j�1
ab

#
;

M 00
ab D �

�
1 C ma

mb

� �
1 C x2

ab

��3=2
;

M 01
ab D M 10

ab D �3

2

�
1 C ma

mb

� �
1 C x2

ab

��5=2
;

M 11
ab D �

�
13

4
C 4x2

ab C 15

2
x4
ab

� �
1 C x2

ab

��5=2
;

N 00
ab D

�
1 C ma

mb

� �
1 C x2

ab

��3=2
;

N 10
ab D 3

2

�
1 C ma

mb

� �
1 C x2

ab

��5=2
;

N 01
ab D 3

2

Ta

Tb
x�1
ab

�
1 C mb

ma

� �
1 C x2

ba

��5=2
;

N 11
ab D 27

4

Ta

Tb
x2
ab

�
1 C x2

ab

��5=2
;


ab D 3�3=2"2
0m

2
av

3
Ta

nbe2
ae

2
b

ln�
;

x2
ab D maTb

mbTa
; vTa D

s
2Ta
ma

3. Symmetry relations of friction coefficient

labij D lbaj i ;

M
ij

ab
D M

j i

ab
;

N
j0
ab

D �M j0
ab
;

N
ij

ab
D TavTa

TbvT b
N
j i

ba

4. Viscous force-flow relation" hB � r �˘ ai
hB � r �	ai

#
D ˝
B2
˛ "�a1 �a2

�a2 �a3

#"
u�
a�
. /

2q�
a�
. /=5Pa

#
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5. Viscosity coefficients

�a1 D Ka
11 ;

�a2 D Ka
12 � 5

2
Ka

11 ;

�a3 D Ka
22 � 5Ka

12 C 25

4
Ka

11

6. Velocity partitioned viscosity coefficient

Ka
ij D mana


aa

ft

fc

n
x2.iCj�2/
a �atot.v/
aa

o
;

fA.v/g D 8

3�1=2

1Z
0

exp.�x2
a/x

4
aA.xava/dxa ;

�atot.v/ D �aD.v/�
1 C 2:48��

a�
a
D.v/
aa=xa

� �
1 C 1:96�aT .v/=xa!Ta

� ;

�aD.v/ D 3
p
�

4

1


aa

X
b

nbZ
2
b

naZ2
a

˚.xb/ �G.xb/
x3
a

;

�aE .v/ D 3
p
�

4

1


aa

X
b

nbZ
2
b

naZ2
a

�
4

�
Ta

Tb
C x�2

ab

�
G.xb/

xa
� 2˚.xb/

x3
a

�
;

˚.x/ D 2p
�

xZ
0

exp.�u2/du ; G.x/ D �
˚.x/ � x˚ 0.x/

�
=2x2 ;

�aT .v/ D 3�aD.v/C �aE .v/ ; xa D v=vTa ; !Ta D vTa=Lc

6. Collisionality

��
a � 1

"1:5!Ta
aa
�
�
R

r

�1:5
Rq

vTa
aa
;

��
a D 4:9 � 10�18R.m/qna.m

�3/Z4
a ln�

"1:5T 2
a .eV/

7. Circulating particle fraction

fc D 3
˝
B2
˛

4

1=BmaxZ
0

�d�Dp
1 � �B

E
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8. Parallel momentum and heat flow balance equation
"
�a1 �a2

�a2 �a3

#" ˝
Buka

˛ � BV1a˝
2Bqka=5Pa

˛ � BV2a

#
D

X
b

"
lab11 �lab12

�lab21 lab22

#" ˝
Bukb

˛
˝
2Bqkb=5Pb

˛
#

C
"
eana

˝
BEk

˛
0

#
C
" ˝
BMak

˛
˝
BQak

˛
#

8.4 Parallel Current: Generalized Ohm’s Law

1. Parallel momentum and heat flow balance equation (Matrix form)

M .U k � V ?/ D LU k CE� C S k ;

L D

2
66666666664

lee11 lei11 leI11 �lee12 �lei12 �leI12

l ie11 l i i11 l iI11 �l ie12 �l i i12 �l iI12

lIe11 lI i11 lII11 �lIe12 �lI i12 �lII12

�lee21 �lei21 �leI21 lee22 lei22 leI22

�l ie21 �l i i21 �l iI21 l ie22 l i i22 l iI22

�lIe21 �lI i21 �lII21 lIe22 lI i22 lII22

3
77777777775
; M D

2
66666666664

�e1 0 0 �e2 0 0

0 �i1 0 0 �i2 0

0 0 �I1 0 0 �I2

�e2 0 0 �e3 0 0

0 �i2 0 0 �i3 0

0 0 �I2 0 0 �I3

3
77777777775

U k D

2
66666666664

˝
Buke

˛
˝
Buki

˛
˝
BukI

˛
2
˝
Bqke

˛
=5Pe

2
˝
Bqki

˛
=5Pi

2
˝
BqkI

˛
=5PI

3
77777777775
; V ? D

2
66666666664

BV1e

BV1i

BV1I

BV2e

BV2i

BV2I

3
77777777775
;

E� D ˝
BEk

˛

2
66666666664

�ene
eZini

eZInI

0

0

0

3
77777777775
; S k D

2
66666666664

hBMei
hBMii
hBMI i
hBQei
hBQii
hBQI i

3
77777777775
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2. Parallel flow–thermodynamical force relation

U k D .M �L/�1
MV ? C .M �L/�1

E� C .M �L/�1
S k ;

Uka D
X
b

.˛abV?b C cab.E
�
b C Skb// ;

˛ D .M �L/�1M and c D .M �L/�1

3. Generalized Ohm’s law

hB � J i D
X

aDe;i;I
eana hB � uai

D
X

aDe;i;I
eana

(
6X
bD1

�
.M �L/�1M

�
ab
V?b

C
3X
bD1

�
.M �L/�1�

ab
ebnb

˝
BEk

˛

C
6X
bD1

�
.M �L/�1

�
ab
Skb

)

D hB � J ibs C �NC
k hB �Ei C hB � J ibd C hB � J iRFCD

8.5 Trapped Particle Effect: Electrical Conductivity

1. Spitzer electrical conductivity

�
Spitzer
k D nee

2
ee

me

3:4.1:13 CZeff/

Zeff.2:67 CZeff/
;

Zeff D 1

ne

X
bDi;I

nbZ
2
b ;


ee D 6
p

2�3=2"2
0m

1=2
e T

3=2
e

nee4 ln�
D 2:74 � 10�4 TeŒkeV�3=2

ne Œm�3� ln�
Œsec�

10. Spitzer electrical conductivity (moment equation)

�
Spitzer
k D �

X
aDe;i;I

X
bDe;i;I

eanaebnbL
�1
ab
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2. Neoclassical electrical conductivity

Hirshman–Hawryluk–Birge form

�NC
k D �

Spitzer
k

�
1 � ft

1 C ���
e

� �
1 � CRft

1 C ���
e

�
;

CR.Zeff/ D 0:56

Zeff

3 �Zeff

3 CZeff
; �.Zeff/ D 0:58 C 0:2Zeff ;

ft D 1 � .1 � "/2�
1 C 1:46"1=2

�p
1 � "2

Moment equation

�NC
k D

X
aDe;i;I

X
bDe;i;I

eanaebnb
�
.M �L/�1

�
ab

8.6 Thermodynamic Force: Bootstrap Current

1. Bootstrap current expression

hB � J ibs D �F. /ne. /
X

aDe;i;I

1

jZaj
�
La31

1

na. /

dPa. /

d 
C La32

dTa. /

d 

�
;

La31 D
X

aDe;i;I

jZaj
Za

Zb

ne
˛ab ;

La32 D
X

aDe;i;I

jZaj
Za

Zbnb

ne
˛a;bC3

3. Galeev-Sagdeev simple expression

Jbootstrap � �"1=2 Te

Bp

dne
dr

� �"1=2 1

Bp

dPe
dr

4. Simplified electron generalized Ohm’s law

Jke D e2ne

me�ei

1

O�e1 C 1
Ek � O�e1

O�e1 C 1

1

Bp

dPe
dr
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8.7 Momentum Input: Beam-driven Currents

1. Expression for beam-driven current

hB � J ibd D
X

aDe;i;I;f
eana

�
.M �L/�1�

af
Skf ;

hB � J ibd D hB � J ifast C hB � J ishield ;

hB � J ifast D ef nf
�
.M �L/�1�

ff
Skf ;

hB � J ishield D
X

aDe;i;I
eana

�
.M �L/�1

�
af
Skf

2. Stacking factor

F D hB � J ibd

hB � J ifast
D

P
aDe;i;I;f

eana
�
.M �L/�1

�
af

ef nf Œ.M �L/�1�ff

3. Fast ion Fokker–Planck equation


se
@fb

@t
D v�2 @

@v

��
v3
c C v3

�
fb
�C ˇv3

c

v3�hv=vki
@

@�

�
.1 � �2/

�

Dvk
v

E @fb
@�

�

C 
seS.v; �/ ;


se D 3.2�/3=2"2
0MbT

3=2
e

e4Z2
b
nem

1=2
e ln�

D 0:200AbTeŒkeV�3=2

Z2
b
ne Œ1020m�3� ln�

Œs� ;

Ec D
�

9�mp
16me

�1=3
2
4X

j

njZ
2
j

neAj

3
5

2=3

AbTe D 14:8 NZ2=3A
1=3
b
TeŒkeV�ŒkeV�

hv=vki D .2=�/KŒ.�t=�/2� ; hvk=vi D .2=�/EŒ.�t=�/2� ; vc D .2Ec=mb/
1=2

4. Solution of Fokker–Planck equation (Gaffey)

fb.v; �/ D S0
se
X
n

an.v/cn.�/ ;

an D

8̂
ˆ̂̂<
ˆ̂̂̂
:

kn

v3 C v3
c

"
v3.v3

b
C v3

c/

v3
b
.v3 C v3

c/

#ˇ
n=3

v < vb

kn

v3
b

C v3
c

exp

"
�2Eb.1 C .vc=vb//

3

Te C .vc=vb/3Ti

v � vb

vb

#
v > vb
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5. Equation for cn

1

�
˝
v=vk

˛ d

d�

�
.1 � �2/

Dvk
v

E dcn
d�

�
C �ncn D 0

6. Fast ion current

hB � J ifast D eZf

1Z
0

v3dv

1Z
�1

d�fb.v; �; �/H.v; �; �/ ;

H.v; �; �/ D
Z
B

v
ds
Z

ds

vk

7. Friction and viscous matrix elements with fast ion components

l
fe
11 D l

ef
11 D .neme=
ee/

�
Z2
f nf =ne

	

l
f k
11 D l

kf
11 D �

3
p
�nkmk=4
kk

� �
Z2
f nf =Z

2
knk

	
.1 Cmk=mf /�


sv
3
Tk=3
thv

3
c

�
.k D i; I /

l
fe
11 D l

ef
11 D .neme=
ee/

�
Z2
f nf =ne

	

l
ff
11 D �

�
l
fe
11 C l

f i
11 C l

fI
11

	
; l

ef
21 D �1:5lef11 ;

l
if
21 D l

If
21 D l

fe
12 D l

f i
12 D l

fI
12 D 0

lkk11 D lkk11 .th/ � lkf11 .k D e; i; I /; lee21 D lee21 .th/ � lef21 ;


se D 3.2�/3=2"2
0MbT

3=2
e =e4Z2

b
nem

1=2
e ln� W slowing down time


th D .
se=3/ ln..Eb0=Ec/
1:5 C 1/ W thermalization time

�f 1 D ft

fc

neme


ee

Z2
f
nf

ne

OZv3
c

Ov3
c

W fast ion viscosity coefficient

pf D R mf v2

3
ff .v/ dv W fast ion pressure

OZ D
P
Z2
i niP

Z2
i nimf =mi

; Ov3
c D 
se

3
th

nfmf

2pf

vbZ
0

v dv

v3 C v3
c

:
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L D

2
666666666666664

lee11 lei11 leI11 l
ef
11 �lee12 �lee12 �lee12

l ie11 l i i11 l iI11 l
if
11 �l ie12 �l i i12 �l iI12

lIe11 lI i11 lII11 l
If
11 �lIe12 �lI i12 �lII12

�lIe11 �lI i11 �lII11 �lff11 0 0 0

�lee21 �lei21 �leI21 �lef21 lee22 lei22 leI22

�l ie21 �l i i21 �l iI21 0 l ie22 l i i22 l iI22

�lIe21 �lI i21 �lII21 0 lIe22 lI i22 lII22

3
777777777777775

;

M D

2
666666666664

�e1 0 0 0 �e2 0 0

0 �i1 0 0 0 �i2 0

0 0 �I1 0 0 0 �I2

0 0 0 �f 1 0 0 0

�e2 0 0 0 �e3 0 0

0 �i2 0 0 0 �i3 0

0 0 �I2 0 0 0 �I3

3
777777777775

8.8 “Rotation”: Toroidal Rotation and Flow Relations among Ions,
Impurities, and Electrons

1. Fluid equation of motion

X
a

mana
dua
dt

D J �B � rP �
X
a

r �˘ a C
X
a

Ma

2. Momentum conservation and charge neutrality
X
a

F a1 D 0 ;

X
a

eana D 0

3. Toroidal angular momentum balance equation

X
a

ma

�
naR

dua	
dt

�
D
*X
a

R2r � r �˘ a

+
C
*X
a

R2r �Ma

+

4. Conservation law ˝
R2r � r �˘ a

˛ D 0
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5. Local impurity toroidal flow

u
.1/
I	

D B	

hB2i hB � uI i C
"

1 � B2
	

hB2i

#
R

�
d˚

d 
C 1

eInI

dPI
d 

�
;

hB � uI i D �F. /
X

bDe;i;I

�
˛Ib

�
d˚

d 
C 1

ebnb

dPb
d 

�
C ˛I;bC3

1

eb

dTb
d 

�

C
X

bDe;i;I
ebnbcIb hB �Ei

6. Radial electric field from impurity toroidal flow

d˚

d 
D 1P

bDe;i;I
˛�
Ib

2
4�

˝
B2
˛

RB2
	

u	I �
X

bDe;i;I

�
˛�
Ib

ebnb

dPb
d 

C ˛I;bC3
1

eb

dTb
d 

�

C
X

bDe;i;I
ebnbcIb hB �Ei

3
5

7. Flux surface averaged electron flow

hB � uei D � F. /
X

bDe;i;I

�
˛eb

�
d˚

d 
C 1

ebnb

dPb
d 

�
C ˛e;bC3

1

eb

dTb
d 

�

C
X

bDe;i;I
ebnbceb hB �Ei

8. Flux surface averaged ion flow

hB � ui i D � F. /
X

bDe;i;I

�
˛ib

�
d˚

d 
C 1

ebnb

dPb
d 

�
C ˛i;bC3

1

eb

dTb
d 

�

C
X

bDe;i;I
ebnbcib hB �Ei

9. Momentum and heat flow balance equation for impurity and ion

O
I � uI� D OLII � uIk C OLI i � uik ;
O
i � ui� D OLiI � uIk C OLi i � uik ;

O
a D
" O�a1 O�a2

O�a2 O�a3

#
; OLab D

" Olab11 �Olab12

�Olab21
Olab22

#
;

ua� D
" ˝

B2
˛
u�
a�
. /

2
˝
B2
˛
q�
a�
. /=5Pa

#
; uak D

" ˝
Bukb

˛
˝
2Bqkb=5Pb

˛
#
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10. Normalized friction coefficient

Olabij D 
aa

mana
labij

11. Normalized viscosity coefficient

O�ai D 
aa

mana
�ai

12. Flow relation
ua� D uak � V a

13. Thermodynamic force

V a D
�
BV1a

BV2a

�

14. Ion and impurity flows

uik D
"

1 K1

0 K2

#
V i ;

uIk D
"

1 K1 C 1:5K2

0 0

#
V i ;

K1 D � O�i2
D

; K2 D O�i1 O�i3 � O�2
i2

D
;

D D O�i1. O�i3 C �/ � O�2
i2 ;

� D 20:5 C ˛ ; ˛ D njZj2=niZi
2

15. Simplified parallel and poloidal rotations of ion and impurity

uki 
 � 1

B�

�
d˚

dr
C 1

eZini

dPi
dr

C K1

eZi

dTi
dr

�
;

ukI 
 � 1

B�

�
d˚

dr
C 1

eZini

dPi
dr

C K1 C 1:5K2

eZi

dTi
dr

�
;

ui� 
 � B	

e hB2i
K1

Zi

dTi
dr

;

uI� 
 � B	

e hB2i
�

1

ZInI

dPI
dr

� 1

Zini

dPi
dr

C K1 C 1:5K2

Zi

dTi
dr

�

8.9 Neoclassical Transport: Transport Across the Magnetic Field

1. Cross field transport flux2
4 hnaua? � r iD

qa?

Ta
� r 

E
3
5 D

2
4�

cl
a

qcl
a

Ta

3
5C

"
� NC
a

qNC
a

Ta

#
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2. Classical flux 2
4�

cl
a

qcl
a

Ta

3
5 D

*
B � r 
eaB2

�
"
F a1

F a2

#+

3. Neoclassical flux"
� NC
a

qNC
a

Ta

#
D
*
B � r 
eaB2

�
"rPa C r �˘ a � eanaE

5
2narTa C r �	a

#+

4. NC particle flux

� NC
a D �F. /

ea

��
1

B2
� 1

hB2i
�
B � F a1

�
� F. /

ea hB2i hB � r �˘ ai C � Ea

5. Electrical flux

� Ea D F. / hnaB �Ei
hB2i � ˝

R2r � naEA

˛
; EA D �@A

@t

6. NC heat flux

qNC
a

Ta
D �F. /

ea

��
1

B2
� 1

hB2i
�
B � F a2

�
� F. /

ea hB2i hB � r �	ai

7. Classical flux by thermodynamic force
2
4�

cl
a

qcl
a

Ta

3
5 D

*
jr j2

B2

+X
b

1

eaeb

"
lab11 �lab12

�lab21 lab22

#"
P 0
b
. /=nb

T 0
b
. /

#

8. Pfirsch–Schlüter flux
"
�
ps
a

q
ps
a

Ta

#
D �F. /

ea

*�
1

B2
� 1

hB2i
�"

B � F a1

B � F a2

#+

9. Pfirsch–Schlüter flux by thermodynamic force

"
�
ps
a

q
ps
a

Ta

#
D F. /2

ea

��
1

B2

�
� 1

hB2i
�X

b

1

eb

"
lab11 �lab12

�lab21 lab22

#"
P 0
b
. /=nb

T 0
b
. /

#

10. Banana-plateau flux
2
4�

bp
a

q
bp
a

Ta

3
5 D � F. /

ea hB2i

 hB � r �˘ ai
hB � r �	ai

!



258 Appendix: Formulae

11. Banana-plateau flux by thermodynamic force
2
4�

bp
a

q
bp
a

Ta

3
5 D �

X
bDe;i;I

"
Kab

11 Kab
12

Kab
21 Kab

22

#"
P 0
a. /=na

T 0
a. /

#
C
"
g1a

g2a

# ˝
BEk

˛

8.10 Neoclassical Ion Thermal Diffusivity:
Ion Thermal Diffusivity by Coulomb Collisions

1. Classical and Pfirsch–Schlüter flux"
�
cCps
a

q
cCps
a

Ta

#
D
�˝
R2
˛ � F. /2

hB2i
�

mana

e2 0.�/
aa

�
X
b

1

ZaZb

" Olab11 �Olab12

�Olab21
Olab22

#�
.dPb=d�/=nb

dTb=d�

�

2. Minor radius defined using toroidal flux

� D .�=�a/
1=2a

3. Ion thermal diffusivity for classical and Pfirsch–Schlüter

�cps
a D � hqa? � r�iD

jr�j2
E
nadTa=d�

D p
"�2
pa�aa

OKcps
2a ;

�pa D mavTa

eaBp1
; B2

p1 D B2
0

F. /2
jr j2 ;

OKcps
2a D

B2
0

� Olaa21 � Olaa22

	
2
p
" hB2i

 ˝
R2
˛ ˝
B2
˛

F. /2
� 1

!

4. Ion thermal diffusivity for classical and Pfirsch–Schlüter including impurity col-
lisions

OKcps
2a D B2

0

2
p
" hB2i

 ˝
R2
˛ ˝
B2
˛

F. /2
� 1

! X
bDi;I

Za

Zb

� Olab21 � Olab22

	

5. Ion thermal diffusivity for classical and Pfirsch–Schlüter including impurity chan-
nel loss

�
cps
i.tot/ D h.qi? C qI?/ � r�iD

jr�j2
E
.ni C nI /dTa=d�

D p
"�2
pi�i i

h
fi OKcps

2i C .1 � fi /˛ OKcps
2I

i
;

fi D ni=.ni C nI / ; ˛ D Z2
InI =Z

2
i ni
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6. Ion thermal diffusivity for banana-plateau

�bp
a D �

D
q

bp
a? � r�

E
D
jr�j2

E
nadTa=d�

D p
"�2
pa�aa

OKbp
2a ;

OKbp
2a D B2

0 . O�3a.1 � ˛aC3;a C ˛aC3;aC3/C O�2a.1 C ˛a;a � ˛a;aC3//

2
p
" hB2i ;

O�3a D 
aa

mana
�3a ; O�2a D 
aa

mana
�2a; ˛ij D �

.M �L/�1M
�
ij

7. Neoclassical ion thermal diffusivity

�NC
a D p

"�2
pa�aa

OKNC
2a ;

OKNC
2a D OKcps

2a C OKbp
2a

8. Neoclassical thermal diffusivity including impurity channel loss

�NC
i.tot/ D h.qi? C qI?/ � r�iD

jr�j2
E
.ni C nI /dTi=d�

D p
"�2
pi�i i

h
fi OKNC

2i C .1 � fi /˛ OKNC
2I

i

Chapter 9
Turbulence in the Plasma:
Self-organized Criticality and its Local Breakdown

9.1 Concepts of Nonlinear Dynamics: Dynamical System and Attractor

1. Second order linear dynamics

d2X

dt2
C b

dX

dt
C cX D 0

2. Addition of nonlinear term produces limit cycle

d2X

dt2
� �dX

dt
CX C

�
dX

dt

�3

D 0

9.2 Self-organized Criticality: Turbulent Transport
and Critical Temperature Gradient

1. Hydrodynamic equation to produce Bernard cell

@u

@t
C 1

Pr
.u � ru/ D � 1

Pr
rp C r2uCRkT ;

Pr
@T

@t
C .u � r/T D r2 ; Tr � u D 0



260 Appendix: Formulae

R D .g˛d 4=��/ j�T=�zj: Rayleigh number, Pr D �=�: Prandtl number, g: grav-
ity constant, ˛: thermal expansion coefficient, �: thermal conductivity, �: kinematic
viscosity, d : vertical height,�T=�z D .T1 � T2/=d

9.3 Chaotic Attractor: Three-Wave Interaction in Drift Wave Turbulence

1. Wave number relation in three-wave interaction

k D k1 C k2

2. Hasegawa–Mima equation

.1 � �2
sr2/

@ Q̊
@t

C vde
@ Q̊
@y

� � Q̊ ; �2
sr2 Q̊ � D 0 ;

�2
s D miTe

e2B2
;

� Q̊ ; Q� � D ez � r Q̊ � r Q�

3. Conservation of mass, energy, and enstrophy in HM equation

M D
Z � Q̊ � �2

sr2
? Q̊ �dx dy ;

W D 1

2

Z h Q̊ 2 C �2
s

�r? Q̊ �2
i
dx dy ;

U D 1

2

Z h�r? Q̊ �2 � �2
s

�r2
? Q̊ �2

i
dx dy

4. Nonlinear drift wave equation with dissipation

.1 C L/@
Q̊
@t

C vde
@ Q̊
@y

C O�i Q̊ C � Q̊ ;L Q̊ � D 0

L D Lh C Lah D ��2
sr2 C ı0

�
c0 C �2

sr2
� @
@y

5. Amplitude and phase equations for three-wave interaction

daj .t/

dt
D �jaj � Aakal.Fj cos  CGj sin /

d

dt
D ��! C A

X
jkl

akal

aj
.Fj sin  �Gj cos /

6. Kolmogolov spectrum for 3-dimensional uniform turbulence

F.k/ D Ck�5=3
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9.4 Structure Formation: Turbulence Suppression
by Shear Flow and Zonal Flow

1. Pump wave

Q̊0.x; t/ D exp.in � i!0t/
X
m

Q'0.m � nq/ exp.im�/C c:c:

2. Zonal flow
Q̊ZF.x; t/ D exp.iqrr � i˝t/ Q'ZF C c:c:

3. Side band waves

Q̊C.x; t/ D exp.�in � i!0t C iqrr � i˝t/
X
m

Q'C.m � nq/ exp.im�/C c:c:

Q̊�.x; t/ D exp.�in C i!0t C iqrr � i˝t/
X
m

Q'�.m � nq/ exp.im�/C c:c:

4. Zonal flow evolution equation

@V�;ZF

@t
D @

@r
h Qv� Qvri � �dampV�;ZF

V�;ZF: velocity of zonal flow

Qv� , Qvr : poloidal and radial fluctuating velocity

�damp: damping rate of zonal flow

Vector formulae

1. r � r� D 0

2. r � .r � a/ D 0

3. r � .r� � r / D 0

4. a � .b � c/ D b � .c � a/ D c � .a � b/
5. a � .b � c/ D b.a � c/ � c.a � b/
6. .a � b/ � .c � d/ D .a � c/.b � d/ � .a � d/.b � c/
7. r � .�a/ D �r � aC a � r�
8. r � .�a/ D r� � aC �r � a
9. r.a � c/ D c � raC c � .r � a/C a � rc C a � .r � c/

10. r.a � c/ D c � raC c � r � a (If c is constant)
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11. r � .a � b/ D b � .r � a/� a � .r � b/
12. r � .a � b/ D a.r � b/� b.r � a/C .b � r/a � .a � r/b
13. r � .r � a/ D r.r � a/� r2a

Tensor Algebra

Let a and b are vectors, we define “dyad” ab by using arbitrary vector x as follows,

x � ab � .x � a/b; or ab � x � a.b � x/ ; (1)

where (�) is dot product of two vectors. Consider decomposition of dyad ab by
gradient vector ei D rui , and tangent vector ei D @x=@ui , where it should be
noted that ei and ei are not unit vector and sub- and superscript i correspond to
the location of ui in the definition. A vector a can be expressed as a D aie

i or
a D aiei . Therefore, dyad ab is decomposed as

ab D aibj e
iej ; or ab D aib

j eie
j ; or ab D aibj e

iej ;

or ab D aibjeiej :
(2)

General 2nd order tensor	 is defined as,

	 D � ij eiej D � ij eie
j D �

j
i e

iej D �ij e
iej : (3)

This general 2nd order tensor can’t be written as a single “dyad” since it has
9 components but can be written as a sum of three dyads. Because of this, general
2nd order tensor is called “dyadic”. It is now trivial that dyad is dyadic but dyadic
is not necessarily dyad. Dot product of a vector a and a tensor 	 is defined using
orthogonal relation ek � ei D ıki as,

a �	 D ai�
ij ej D ai�

j
i ej D ai�

i
j e
j D ai�ij e

j (4)

	 � a D � ijaj ei D � ija
j ei D �

j
i aj e

i D �ija
j ei : (5)

Dot product of a tensor with two vectors a, b from both side a �	 � b is a scalar
and is given by various forms as expected from (4) and (5). An example is shown as
follows,

a �	 � b D ai�
ij ej � bkek D ai�

ij bj : (6)

“Double dot product” of two tensors F and G as a scalar is defined as follows,

F W G D f ijgj i D fijg
j i D f

j
i g

i
j D f ij g

j
i : (7)
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Here it should be noted that scripts for g are reversed in comparison with those
for f . The gradient operator r is defined as follows,

r D rui .@=@ui / D ei@=@ui : (8)

The divergence of tensor	 is defined as,

r �	 D �
ek@=@uk

� � �� ij eiej � : (9)

This includes @ej =@uk or ek � @ei=@uk , which has to be expressed in terms
of Christoffel symbols of first kind ..@ei=@uk/j / and second kind ..@ei=@uk/j /,
where @ei=@uk is expanded as @ei=@uk D .@ei=@u

k/j e
j D .@ei=@u

k/j ej . Tak-
ing uk derivative of orthogonal relation ei � ej D ıij , we obtain .@ei=@uk � ej / D
�.ei � @ej =@uk/ or

.@ei=@uk/j D �.@ej =@uk/i : (10)

Now, we can derive a vector formula r � .a � F / D a � r � F C F W ra where
a is an arbitrary vector and F is an arbitrary symmetric tensor. Proof in Cartesian
(Descartes) coordinates is simple. Since a � F D aiFij , we obtain,

r � .a � F / D @aiFij =@x
j D ai@Fij =@x

j C Fij @ai=@x
j

D ai@Fj i=@x
j C Fij @ai=@x

j D a � r � F C F W ra :
Here symmetryFij D Fj i is used. Proof of vector formula r�.a�F / D a�r�FCF W
ra in general curvilinear coordinates ui is more lengthy but is useful to understand
how to use tensor algebra. Let ei D rui and ei D @x=@ui , r operator in general
curvilinear coordinates is given as r D ei@=@ui . Dot product a � F is given as
a � F D ake

k � F ij eiej D aiF
ij ej . Therefore, r � .a � F / is given by,

r � .a � F / D ek@=@uk � �aiF ij ej �
D ek �

h�
@aiF

ij =@uk
�
ej C aiF

ij @ej =@u
k
i
:

Since @ej =@uk D .@ej =@u
k/nen, this equation is expressed as follows,

r � .a � F / D ek �
h�
@aiF

ij =@uk
�
ej C aiF

ij
�
@ej =@u

k
�n
en

i

D �
@aiF

ij =@uj
�C aiF

ij
�
@ej =@u

k
�k

D F ij @ai=@u
j C ai@F

ij =@uj C aiF
ij
�
@ej =@u

k
�k
: (11)

The divergence r � F is given by,

r � F D ek@=@uk � �F ij eiej �
D ek �

h
@F ij =@ukeiej C F ij

n�
@ei=@u

k
�n
enej C �

@ej =@u
k
�n
eien

oi
:
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Here, we used a relation @ei=@uk D .@ei=@u
k/nen. Using orthogonal relation, we

have

r � F D @F ij =@uiej C F ij
��
@ei=@u

k
	k
ej C �

@ej =@u
i
�n
en

�
:

Therefore, a � r � F is given by

a � r � F D ame
m �
h
@F ij =@uiej C F ij

n�
@ei=@u

k
�k
ej C �

@ej =@u
i
�n
en

oi

D aj @F
ij =@ui C F ij

n
aj
�
@ei=@u

k
�k C an

�
@ej =@u

i
�no

: (12)

The double dot product F W ra is given by,

F W ra D F ij
n �
@ai=@u

j
� � ak

�
@ei=@u

j
�k o

: (13)

Where we used (note (10) for last line)

ra D .ej @=@uj /
�
aie

i
� D �

@ai=@u
j
�
ej ei C ai

�
@ei=@uj

�
k
ej ek

D �
@ai=@u

j
�
ej ei C ak

�
@ek=@uj

�
i
ej ei

D �
@ai=@u

j
�
ej ei � ak

�
@ei=@u

j
�k
ej ei :

The 1st term of (11) is same with first term of (13). The 2nd term of (11) is same
with 1st term of (12) due to symmetry of F . The 3rd term of (11) is same with
2nd term of (21) due to symmetry of F . The 3rd term of (12) cancels the 2nd term
of (13). Therefore, proof of r � .a � F / D a � r � F C F W ra is concluded.



Name Index

A

N. H. Abel 48
H. Alfven vii, xi, 13, 67, 107

B

Per Bak 174
R. Balescu 97, 99, 100, 225
H. Bethe 8, 25
N. Bohr 10, 11, 15, 22
L. Boltzmann vii, 52, 87, 88, 97
A. Boozer 49, 50
De Broglie 17

C

G. Cantor 52
E. J. Cartan 76
S. Chandrasekhar 13
J. Connor 120, 158
C. Cowan 23
W. Crookes 12

D

Lene Descartes 40, 41

E

A. Eddington 8, 89
A. Einstein 2, 3, 4, 6, 7, 9, 17, 34
Empedocles 12
L. Euler 37, 39, 40
Von Engel 12

F

M. Faraday 12, 34
P. Fermat 9, 61, 62
J. Freidberg 109
A. Friedmann 2
H. Furth 110, 118

G

J. W. Gibbs 84
E. Galois 48
H. Grad 56

H

S. Hamada 49, 50
W. Hamilton 44, 62
W. D. Harkins 23
A. Hasegawa 140
C. Hayashi 2
W. Heisenberg 10
S. P. Hirshman 58, 143, 154

K

C. Keeling 183
A. N. Kolmogorov 176
M. D. Kruskal 58, 108
R. M. Kulsrud 58, 108
I. Kurchatov 11

L

J. L. Lagrange 48
L. D. Landau 90, 92, 93, 94, 99
I. Langmuir 12

265



266 Name Index

M. von Laue vii, 129
J. D. Lawson 185
S. Lie 77
J. Liouville 36
J. N. Lockyer 25
A. M. Lyapunov 105

M

J. C. Maxwell 86, 87
K. Mima 140
A. I. Morozov 69

N

A. Newcomb 55, 112, 114
I. Newton vii, 44
E. Noether 64

O

H. C. Oersted 33
M. Oliphant 19, 21

P

W. E. Pauli 23
C. F. Powell 21
Max Planck 17, 29
J. H. Poincaré 37, 38, 39, 40
S. D. Poisson 105
I. Prigogine 173
J. Purkyne 12

R

F. Reines 23
B. Riemann 4, 91
M. N. Rosenbluth 99, 100
H. N. Russel 8
E. Rutherford 10, 23
P. H. Rutherford 116

S

M. N. Saha 13
A. Sakharov 11, 12
E. Schrödinger 16, 17, 18
V. D. Shafranov 54
D. J. Sigmar 143
S. L. Solovev 69, 70
L. Spitzer 13, 34, 56, 153, 154
T. H. Stix 134

T

E. Teller 11
J. J. Thomson 12
S. Tokuda 112
J. S. E. Townsend 12

U

H. C. Urey 18

V

Van Kampen 97
A. Vlasov 89, 90, 93
J. von Neumann 111

W

R. White 117
G. B. Whitham 130

Y

H. Yukawa 20, 21

Z

L. E. Zakharov 120
E. Zermelo 88



Subject Index

A

Action integral 5, 9, 34, 44, 45, 46, 56, 57,
59, 62, 63, 65, 107, 108, 130, 197, 198,
204, 205, 208, 209, 210, 228, 229, 234

Adiabatic invariant vii, 73
Attractor 169, 170, 174
Alfven resonance vii, 136, 137, 138
Alfven Eigen (AE) mode 136, 138
(Alfven) continuum damping 106, 111, 137,

138
Analytical mechanics v, vii, 33, 43, 44, 47,

73, 76
Arrow of time 83, 85, 89, 92, 94

B

Balescu-Lenard collision term 100, 225
Ballooning vii, 115, 119, 120, 121, 178
Banana-plateau 164, 165, 166, 257, 258,

259
Bernard cell 173, 259
Beta 116
Beta decay 21, 22, 23, 24
Big bang 1, 2, 3, 7, 27, 197
Blanket 21, 22, 194
Boltzmann distribution 95, 175
Boltzmann equation 83, 87, 88, 90, 94, 95,

221
Bootstrap current vii, viii, 117, 143, 152,

155, 156, 157, 161, 194, 251
Boozer coordinates 48, 50, 70, 72, 206, 207,

215
Boozer-Grad coordinates 50, 70, 71, 74,

207, 214
Bounce frequency 149

C

Canonical coordinate 44, 76
Canonical momentum 28, 44, 47, 71, 72,

128, 204, 211, 213, 214, 215
Chaotic attractor 169, 174, 260
Causality 92, 93, 135, 136, 240
Cold plasma 127, 130, 132, 133, 137, 238,

241
Collisionality 150, 162, 248
Collision frequency 149, 150, 156
Colona 8
Complexity science vi, viii, 169
Compound nucleus 15, 16, 29, 30
Concentration limit 184
Continuous spectrum vii, 83, 89, 91, 106,

111, 112, 124, 136, 137, 221, 222, 228,
241

Contravariant 42, 202, 203
Coulomb logarithm 95, 96, 97, 100, 223,

224
Covariant 6, 42, 50, 66, 202, 203
Covering space 119
Critical temperature gradient 127, 171, 172,

173, 259
Cyclic coordinate 47, 53, 56, 66, 209

D

Debye potential 95, 96, 97, 100
Debye shielding 95, 96, 97, 99, 100
Delta function vi, 91, 106, 112, 121, 136
Denumerable 52, 53
Descartes coordinates 40, 201, 263
Deuterium vii, 1, 2, 3, 7, 11, 15, 16, 18, 19,

20, 21, 27, 31, 200
Diamagnetic drift 144, 147, 241

267



268 Subject Index

Dielectric tensor 128, 132, 133, 134, 137,
236, 238, 239, 240

Differential form 76, 77, 78, 217, 218
Dispersion relation 127, 128, 130, 132, 137,

138, 140, 222, 235, 238, 239, 241, 242
Dissipative system 130, 131, 169, 237
Dissipative structure 173, 174
Drift wave vii, 101, 127, 138, 139, 140, 172,

174, 175, 176, 177, 178, 241, 242, 260
Dual relation 41, 42, 45, 48, 202
Dynamical system viii, 36, 39, 44, 47, 54,

56, 64, 83, 85, 89, 105, 169, 170, 227,
259

E

Eikonal vii, 119, 127, 128, 130, 131, 232,
235, 237

Ensemble 84, 87, 89, 99, 220, 221
Energy and momentum tensor 2, 5, 6, 197
Energy principle vii, 105, 107, 110, 227,

229
Energy security 184
Equilibrium vii, 13, 14, 33, 34, 45, 46, 47,

48, 52, 53, 54, 56, 57, 58, 59, 70, 79, 88,
90, 105, 108, 109, 117, 118, 121, 122,
129, 133, 146, 147, 164, 169, 170, 173,
174, 201, 204, 206, 207, 208, 209, 210,
229, 234

Ergodic, Ergodicity vii, 50, 52, 89, 207
ETG 172, 173, 178
Euclidean parallel axiom 3
Euler index vii, 38, 39, 201
Euler-Lagrange equation vii, 55, 62, 69, 76,

112, 113, 114, 115, 120, 130, 208, 209,
230, 231, 233, 237

Exchange force 18, 20, 21
External kink 116

F

Fermat’s principle 61
First integral 36, 47, 54
Fission 11, 25, 183, 184
Fixed point 33, 35, 37, 38, 39, 61, 176, 201
Flow function 46, 48, 57, 58
Fokker-Planck equation 98, 158, 224, 252
Frieman-Rotenberg equation 122, 123, 234,

235
Friction 144, 145, 149, 150, 151, 154, 155,

158, 159, 162, 164, 165, 244, 246, 247,
253, 256

Fusion v, vi, vii, viii, 1, 2, 6, 7, 8, 10, 11, 12,
13, 14, 15, 16, 20, 21, 24, 25, 27, 29, 30,

31, 33, 34, 45, 53, 96, 97, 100, 118, 140,
171, 173, 181, 183, 184, 185, 187, 188,
189, 190, 191, 192, 193, 197, 198, 199,
200

G

Gauge 43, 44, 47, 50, 64, 65, 70, 78, 102,
203, 210, 219

Generalized Ohm’s Law 151, 156, 249, 250,
251

General relativity 2, 3, 5, 6, 197
Geodesic Acoustic Mode 178
Gradient vector 40, 41, 202, 262
Global warming 183, 192
Grad-Shafranov equation 54, 114, 123, 208,

231, 234
Group velocity 128, 132, 235
Guiding center vii, 67, 68, 69, 71, 78, 79,

101, 139, 212, 213, 214, 215, 226
Gyro kinetic theory vii, 101, 225

H

Hamada coordinates 40, 49, 50, 206
Hamilton equation 36, 44, 64, 66, 71, 72,

73, 84, 102, 123, 128, 131, 204, 210, 220,
234, 235, 238

Hamilton’s principle 61, 62, 65, 210
Hasegawa-Mima equation vii, 139, 140,

172, 175, 242, 260
Helium vii, 1, 3, 7, 8, 11, 15, 16, 20, 21, 25,

26, 27
Helical 34, 35, 181, 185, 187, 188, 189, 232
Hermitian, Hermite vii, 105, 107, 109, 110,

111, 112, 122, 123, 129, 133, 175, 228,
229, 234, 239

Hidden symmetry 45, 47, 48, 56, 58, 204,
209

Hilbert space 106, 112

I

Incompressible flow 36, 43, 146, 245
Ion thermal diffusivity 165, 166, 167, 258,

259
Integrable 36, 44, 45, 47, 54, 72, 112, 119,

176, 201, 204
Internal kink 116
Irrational 51, 52, 121
ITER vi, 1, 11, 12, 15, 181, 187, 189, 190,

191, 192, 193, 194
ITG 138, 172, 178, 242



Subject Index 269

J

Jacobian 5, 41, 43, 49, 70, 114, 201, 205,
206, 207, 208

K

Kinetic Alfven wave 137, 241
Kink vii, 110, 115, 116, 230, 232

L

Lagrange bracket 76, 217
Lagrange-Hamilton vii, 61, 65, 127, 210,

211
Landau collision term 100
Landau damping vii, 83, 87, 90, 92, 93, 94,

106, 111, 132, 137, 175, 222
Landau parameter 29, 96, 98, 100, 223
Laser fusion 97, 140, 181, 185, 188, 189
Lawson diagram 185
Lie perturbation theory 78, 102, 218
Lie transformation 75, 77, 217, 218
Limit cycle 169, 170, 171, 259
Liouville theorem vii, 36, 67, 71, 83, 84,

220
Lithium 21, 22, 25
Longitudinal adiabatic invariant 73, 74, 75,

216
Lorentz transformation 9, 66
Lorentz force 33, 34, 45
Lyapunov stability 105, 106, 170

M

Magnetic coordinates 44, 72, 204, 213
Magnetic differential equation 55, 208
Magnetic island 105, 117, 118
Magnetic moment 68, 73, 79, 101, 102, 144,

212, 216
Magnetic shear 113, 114, 117, 118, 172,

176, 178, 179, 231
Magnetic surface, flux surface vii, 44, 45,

46, 47, 48, 49, 50, 51, 52, 54, 119, 144,
145, 146, 147, 164, 171, 204, 245

Magnetosonic wave 111
Markov process 98, 224
Mercier condition 115, 119
Measure 52, 53, 86
Meson 18, 20, 21, 24, 27, 200
Moment method 143

N

Neoclassical tearing mode 117

Neutrino 7, 21, 22, 23, 200
Neutron vii, 2, 3, 7, 10, 11, 15, 16, 18, 19,

20, 21, 22, 23, 24, 25, 26, 27, 190, 200
Newcomb equation 112, 113, 115, 116, 117,

124, 230, 231, 232
Non-canonical coordinate 76, 217
Non-Euclidean geometry vi, 3, 4
Nucleus 10, 15, 16, 18, 19, 20, 21, 23, 24,

25, 26, 27, 29, 30, 200

O

Ohm’s law viii, 116, 128, 131, 135, 138,
151, 155, 156, 232, 236, 249, 250, 251

Open system 173, 174

P

Peeling mode 115
Phase mixing vii, 83, 87, 91, 92, 94, 95, 111,

137, 223
Phase space vii, 36, 43, 45, 52, 63, 67, 68,

83, 84, 85, 86, 87, 88, 89, 90, 129, 169,
170, 171, 174, 220

Pfirsch-Schlüter 148, 149, 150, 161, 162,
164, 165, 166, 257, 258

Planck’s constant 17, 29
Poincare-Cartin fundamental 1 form 76
Poincare mapping 51, 207
Poincare recurrence theorem 39, 83, 85, 86,

88, 220
Poynting theorem 128, 236
Point spectrum 106, 111, 112, 124
Poisson bracket 76, 80, 84, 101, 130, 217,

220, 226, 237
Polarization drift 101, 139, 140, 242
Poloidal flux, poloidal magnetic flux 46, 49,

120, 205
Proper time 9, 198

Q

Quasi-mode 119, 120, 232, 233

R

Rational surface vii, 113, 115, 116, 117,
121, 124

Reduced activation ferritic steel 25
Reduction to absurdity 51, 52, 53, 85
Relativity 2, 3, 4, 5, 6, 7, 9, 10, 18, 197, 198
Resistive wall mode 136, 137
Reynolds stress 178
Riemann geometry 4
Riemann-Lebesgue theorem 91



270 Subject Index

Rosenbluth potential 99, 225
Rutherford scattering cross section 96

S

Safety factor 46, 52, 121, 178, 205, 206
Self organized criticality viii, 169, 171, 174,

179, 259
Shear Alfven wave 110, 136, 230
Solar wind 14, 27
Solvable condition 48, 55, 114, 115, 132,

208, 231
Sound wave 110, 132, 138, 230
Spectral theory 111, 112
Specific CO2 emission 183, 184
Steady state tokamak reactor 193, 194
Stosszahl Ansatz vii, 83, 88, 94
Streamer 172, 176
Surface potential 46
Symmetry vi, vii, 33, 36, 45, 47, 48, 53, 56,

57, 58, 65, 89, 90, 96, 98, 113, 114, 119,
121, 133, 135, 149, 151, 204, 207, 209,
239, 240, 247, 263, 264

T

Tangent vector 40, 41, 42, 45, 48, 202, 262
Taylor Lagrangian 69, 71, 72, 214, 215
Tearing vii, 105, 115, 116, 117, 232
Tokamak vii, 11, 34, 35, 56, 65, 115, 116,

122, 137, 145, 149, 173, 177, 178, 181,
185, 186, 187, 189, 192, 193, 211, 232

Topology 33, 37, 39, 40, 116, 170, 201
Toroidal flux, toroidal magnetic flux 46,

119, 164, 205, 216, 258
Transit frequency 149, 150
Transition 2, 25, 111, 169, 174, 184, 191

Tritium vii, 1, 11, 15, 16, 19, 21, 22, 23, 24,
27, 184, 190, 200

Tunnel effect 15, 16
Turbulence vii, 101, 127, 139, 140, 169,

172, 173, 174, 175, 176, 177, 178, 259,
260, 261

U

Uncountable 52, 53

V

Variational principle vii, 5, 6, 9, 34, 44, 45,
54, 55, 56, 57, 58, 61, 62, 63, 64, 67, 68,
69, 75, 76, 106, 107, 108, 128, 130, 197,
201, 210, 212, 217

Viscosity 122, 143, 144, 149, 150, 151, 156,
160, 162, 173, 177, 243, 244, 248, 253,
256, 260

Vlasov equation vii, 89, 90, 91, 92, 94, 95,
132, 133, 221, 222

W

Wave packet 128, 131, 237
Weyl’s billiard 89
World interval 9, 66, 198

Y

Yukawa potential 21

Z

Zonal flow 140, 172, 177, 178, 261


	Preface
	About the Author
	Contents
	1 Sun on Earth: Endless Energy from Hydrogen
	1.1 Big Bang: the Mother of Fusion Fuel
	1.2 Sun: Gravitationally Confined Fusion Reactor
	1.3 Fusion: Challenge to the Sun on Earth
	1.4 Plasma: Fourth State of Matter
	References

	2 Hydrogen Fusion: Light Nuclei and Theory of Fusion Reactions
	2.1 Fusion: Fusion of Little Nuts
	2.2 Deuterium: Nucleus Loosely Bound by a Neutron and Proton
	2.3 Tritium: Nucleus Emitting an Electron and Neutrino
	2.4 Neutron: Elementary Particles with No Charge
	2.5 Helium: Stabilized Element with a Magic Number
	2.6 Fusion Cross-section: Tunneling Effect and Resonance
	References

	3 Confinement Bottle: Topology of Closed Magnetic Field and Force Equilibrium
	3.1 Field: Magnetic Field and Closed Magnetic Configuration
	3.2 Topology: Closed Surface Without a Fixed Point
	3.3 Coordinates: Analytical Geometry of the Torus
	3.4 Field Line Dynamics: Hamilton Dynamics of the Magnetic Field
	3.5 Magnetic Surface: Integrable Magnetic Field and Hidden Symmetry
	3.6 Flux Coordinates: Hamada and Boozer Coordinates
	3.7 Ergodicity: A Field Line Densely Covers the Torus
	3.8 Apparent Symmetry: Force Equilibrium of Axisymmetric Torus
	3.9 3-dimensional Force Equilibrium: Search for Hidden Symmetry
	References

	4 Charged Particle Motion: Lagrange–Hamilton Orbit Dynamics
	4.1 Variational Principle: Hamilton's Principle
	4.2 Lagrange–Hamilton Mechanics: Motion in an Electromagnetic Field
	4.3 Littlejohn's Variational Principle: Orbital Dynamics of the Guiding Center
	4.4 Orbital Dynamics: Hamilton Orbit Dynamics in Flux Coordinates
	4.5 Periodicity and Invariants: Magnetic Moment and Longitudinal Adiabatic Invariant
	4.6 Coordinate Invariance: Non-canonical Variational Principle and Lie Transformation
	4.7 Lie Perturbation Theory: Gyro Center Orbit Dynamics
	References

	5 Plasma Kinetic Theory: Collective Equation in Phase Space
	5.1 Phase Space: Liouville Theorem and Poincaré Recurrence Theorem
	5.2 Dynamics and Kinetics: Individual Reversible and Collective Non-reversible Equations
	5.3 Vlasov Equation: Invariants, Time-reversal Symmetry and Continuous Spectrum
	5.4 Landau Damping: Irreversible Phenomenon Caused by Reversible Equation
	5.5 Coulomb Logarithm: Collective Behavior in the Coulomb Field
	5.6 Fokker–Planck Equation: Statistics of Soft Coulomb Collision
	5.7 Gyro-center Kinetic Theory: Drift and Gyro Kinetic Theory
	References

	6 Magnetohydrodynamic Stability: Energy Principle, Flow, and Dissipation
	6.1 Stability: Introduction
	6.2 Ideal Magnetohydrodynamics: Action Principles and the Hermitian Operator
	6.3 Energy Principle: Potential Energy and Spectrum
	6.4 Newcomb Equation: Euler–Lagrange Equation of Ideal MHD
	6.5 Tension of Magnetic Field: Kink and Tearing
	6.6 Curvature of Magnetic Field: Ballooning and Quasi-mode Expansion
	6.7 Flow: Non-Hermitian Frieman–Rotenberg Equation
	References

	7 Wave Dynamics: Propagation and Resonance in Inhomogeneous Plasma
	7.1 Eikonal Equation: Dynamics of Wave Propagation
	7.2 Lagrange Wave Dynamics: Ideal and Dissipative Systems
	7.3 Plasma as a Dielectric Medium: Cold and Hot Plasmas
	7.4 Non-uniform Plasma: Alfven Wave Resonance and Continuous Spectrum
	7.5 Drift Waves: Universal Waves in Confined Plasma
	References

	8 Collisional Transport: Neoclassical Transport in a Closed Magnetic Configuration
	8.1 Collisionless Plasma: Moment Equation and Neoclassical Viscosity
	8.2 Incompressible Flow: First Order Flow on a Magnetic Surface
	8.3 Friction and Viscous Forces: Momentum and Heat Flow Balance
	8.4 Parallel Current: Generalized Ohm's Law
	8.5 Trapped Particle Effect: Electrical Conductivity
	8.6 Thermodynamic Force: Bootstrap Current
	8.7 Momentum Input: Beam-driven Current
	8.8 Rotation: Toroidal Rotation and Flow Relations among Ions, Impurities, and Electrons
	8.9 Neoclassical Transport: Transport Across the Magnetic Field
	8.10 Neoclassical Ion Thermal Diffusivity: Ion Thermal Diffusivityby Coulomb Collisions
	References

	9 Turbulence in the Plasma: Self-organized Criticality and Its Local Breakdown
	9.1 Concepts of Nonlinear Dynamics: Dynamical System and Attractor
	9.2 Self-organized Criticality: Turbulent Transport and Critical Temperature Gradient
	9.3 Chaotic Attractor: Three-wave Interaction in Drift Wave Turbulence
	9.4 Structure Formation: Turbulence Suppression by Shear Flow and Zonal Flow
	References

	10 Towards the Realization of Fusion Energy
	10.1 Energy, Environmental Problems, and Fusion Energy
	10.2 Status of Major Three Fusion Concepts and the Progressof Plasma Confinement
	10.3 ITER Project and the Broader Approach
	10.4 Fusion Energy as an Energy Option for a Low Carbon Society
	References

	Appendix: Formulae
	Name Index
	Subject Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




