
Chapter 3
Transformation-Search Based Methods

Abstract Another way of object representation is to utilize object models consist-
ing of a finite set of points and their position. By the usage of point sets recognition
can be performed as follows: First, a point set is extracted from a scene image.
Subsequently, the parameters of a transformation which defines a mapping of the
model point set to the point set derived from the scene image are estimated. To
this end, the so-called transformation space, which comprises the set of all possible
transform parameter combinations, is explored. By adopting this strategy occlusion
(resulting in missing points in the scene image point set) and background clutter
(resulting in additional points in the scene image point set) both lead to a reduc-
tion of the percentage of points that can be matched correctly between scene image
and the model. Hence, occlusion and clutter can be controlled by the definition of a
threshold for the portion of the point sets which has to be matched correctly. After
introducing some typical transformations used in object recognition, some examples
of algorithms exploring the transformation space including the so-called generalized
Hough transform and the Hausdorff distance are presented.

3.1 Overview

Most of the global appearance-based methods presented so far suffer from their
invariance with respect to occlusion and background clutter, because both of them
can lead to a significant change in the global data representation resulting in a
mismatch between model and scene image.

As far as most of the methods presented in this chapter are concerned, they
utilize object models consisting of a finite set of points together with their posi-
tion. In the recognition phase, a point set is extracted from a scene image first.
Subsequently, transformation parameters are estimated by means of maximizing the
similarity between the scene image point set and the transformed model point set
(or minimizing their distance respectively). This is done by exploring the so-called
transformation space, which comprises the set of all possible transform parameter
combinations. Each parameter combination defines a transformation between the
model data and the scene image. The aim is to find a combination which maximizes
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42 3 Transformation-Search Based Methods

the similarity (or minimizes a distance, respectively). Finally, it can be checked
whether the similarities are high enough, i.e., the searched object is actually present
at the position defined by the transformation parameters.

Occlusion (leading to missing points in the scene image point set) and back-
ground clutter (leading to additional points in the scene image point set) both result
in a reduction of the percentage of points that can be matched correctly between
scene image and the model. Hence, the amount of occlusion and clutter which still
is acceptable can be controlled by the definition of a threshold for the portion of the
point sets which has to be matched correctly.

The increased robustness with respect to occlusion and clutter is also due to the
fact that, with the help of point sets, local information can be evaluated, i.e., it can
be estimated how well a single point or a small fraction of the point set located
in a small neighborhood fits to a specific object pose independent of the rest of
the image data (in contrast to, e.g., global feature vectors where any discrepancy
between model and scene image affects the global features). Additionally, it is pos-
sible to concentrate the point set on characteristic parts of the object (in contrast to
gray value correlation, for example).

After a brief discussion of some transformation classes, some methods adopting
a transformation-based search strategy are discussed in more detail. The degrees of
freedom in algorithm design for this class of methods are

• Detection method for the point set (e.g., edge detection as proposed by Canny [3],
see also Appendix A). The point set must be rich enough to provide discrimina-
tive information of the object. On the other hand, however, large point sets lead
to infeasible computational complexity.

• Distance metric for measuring the degree of similarity between the model and
the content of the scene image at a particular position.

• Matching strategy of searching the transformation space in order to detect the
minimum of the distance metric. A brute force approach which exhaustively
evaluates a densely sampled search space is usually not acceptable because the
algorithm runtime is too long. As a consequence a more intelligent strategy is
required.

• Class of transformations which is evaluated, e.g., affine or similarity transforms.

3.2 Transformation Classes

Before we take a closer look at some methods which search in the transforma-
tion space we have to clarify what kind of transformation is estimated. Commonly
used transformation classes are similarity transformations and affine transforma-
tions. Both of them are linear transformations, a fact that simplifies calculations
and therefore reduces the computational complexity significantly compared to the
usage of non-linear transformations. In reality, however, if a 3D object is moved in
3D space, the appearance change of the object in a 2D image acquired by a cam-
era at fixed position can only be modeled exactly by a perspective transformation,
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which is non-linear. Fortunately, the perspective transformation can be approxi-
mated by an affine transformation with good accuracy if the “depth” of the object
resulting from the third dimension is small compared to the distance to the cam-
era and therefore the object can be regarded as planar. Affine transformations are
given by

xS,i =
[

xS,i
yS,i

]
= A · xM,i + t =

[
a11 a12
a21 a22

]
·
[

xM,i
yM,i

]
+

[
tx
ty

]
(3.1)

where xS,i denotes the position of a point or feature (e.g. line segment) in the scene
image and xM,i its corresponding model position. The matrix A and a translation
vector t parametrize the set of all allowed transformations. Altogether, affine trans-
formations are specified by six parameters a11, a12, a21, a22, tx, and ty. A further
simplification can be done if only movements of planar 2D objects perpendicular
to the optical axis of the image acquisition system together with scaling have to be
considered. In that case the affine transformation can be reduced to the similarity
transform

xS,i =
[

xS,i
yS,i

]
= S · xM,i + t = s ·

[
cos ϕ − sin ϕ

sin ϕ cos ϕ

]
·
[

xM,i
yM,i

]
+

[
tx
ty

]
(3.2)

characterized by four parameters s,ϕ, tx, and ty. s denotes a scaling factor, ϕ a rota-
tion angle, and tx and ty a translation in the image plane. If s is explicitly set to 1,
the transformation is called rigid transformation.

Some types of transformations are illustrated in Table 3.1: The rigid transform
comprises translation and rotation; the similarity transform in addition contains scal-
ing. The affine transform maps parallel lines to parallel lines again, whereas the
perspective transform, which is nonlinear, maps a square to a quadrangle in the
general case.

Perspective transformations can actually also be modeled linear if so-called
homogeneous coordinates are used: a 2D point for example is then represented by
the triple

[
λ · x, λ · y, λ

]
, where λ denotes a scaling factor. Points are regarded as

equivalent if they have identical x and y values, regardless of the value of λ. Using
homogeneous coordinates, the projective transformation of a point located in a plane
to another plane can be described as

Table 3.1 Overview of some
transformation classes

Translation Rigid 
transform 

Similarity
transform  

Affine
transform 

Perspective
transform  
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xS,i =
⎡

⎣
λ · xS,i
λ · yS,i

λ

⎤

⎦ = T · xM,i =
⎡

⎣
t11 t12 t13
t21 t22 t23
t31 t32 1

⎤

⎦ ·
⎡

⎣
xM,i
yM,i

1

⎤

⎦ (3.3)

Hence, eight parameters are necessary for characterization of a perspective
transform.

3.3 Generalized Hough Transform

3.3.1 Main Idea

The Hough Transform was originally developed for the detection of straight lines
(cf. Hough [7] or Duda and Hart [4]), but can be generalized to the detection of
arbitrarily shaped objects if the object shape is known in advance.

Now let’s have a look at the basic idea of the Hough transform: given a set of
points P, every pixel p = [

x, y
] ∈ p could possibly be part of a line. In order to

detect all lines contained in P, each p “votes” for all lines which pass through that
pixel. Considering the normal form

r = x · cos (α)+ y · sin (α) (3.4)

each of those lines can be characterized by two parameters r and α. A 2D accu-
mulator space covering all possible [r, α], which is divided into cells, accounts for
the votes. For a given point

[
x, y

]
, all parameter combinations [r, α] satisfying the

normal form can be determined. Each of those [r, α] increases the corresponding
accumulator cell by one. Taking all pixels of the point set into account, the local
maxima of the accumulator reveal the parameters of the lines contained in the point
set (if existent).

The principle of voting makes the method robust with respect to occlusion or data
outliers, because even if a fraction of the line is missing, there should be enough
points left for a “correct” vote. In general the Hough transform works on an edge-
filtered image, e.g., all pixels with gradient magnitude above a certain threshold
participate in the voting process.

For a generalization of the Hough transform (cf. Ballard [1]) a model of the
object contour has to be trained prior to recognition. The thus obtained information
about the object shape is stored in a so-called R-Table. Subsequently, recognition is
guided by this R-Table information. The R-Table generation proceeds as follows.

3.3.2 Training Phase

1. Object contour point detection: In the first step all contour points xT ,i =
�xT ,i, yT ,i� of a sample image showing the object to be trained are located
together with their gradient angle θi, e.g., with the help of the canny edge
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θ1

θ2

x1 ; x2 

x3

… … 

… … 

Fig. 3.1 Illustrative example of the generalized Hough transform. Left: R-table generation with
three example points; Right: 3D accumulator for translation and scale estimation of size 5 × 5 × 4

detector [3] including non-maximum suppression (cf. Appendix A). The under-
lying assumption is that the object contour is characterized by rapid gray value
changes in its neighborhood due to the fact that the background usually differs
from the object in terms of gray value appearance.

2. Center point definition: Specification of an arbitrary point
[
xC, yC

]
.

3. R-table calculation: For each detected contour point, remember its gradient angle
θi and the distance vector to the center �xR,i, yR,i� = �xT ,i − xC, yT ,i − yC�. This
model data can be stored in form of a table (often referred to as R-Table in the
literature) where for each θ the corresponding distance vectors to the center are
stored. The space of θ (usually ranging from –180◦ to 180◦) is quantized into
equally sized intervals. If, for example, each R-table entry covers an interval of
1◦, it consists of 360 entries altogether. Note that multiple distance vectors can
belong to a single gradient angle θ if multiple contour points exhibit the same θ .
Figure 3.1 gives an example for three arbitrarily chosen contour points and the
corresponding fraction of the R-table.

3.3.3 Recognition Phase

1. Object contour point detection: find all contour points xS,i = �xS,i, yS,i� in a
scene image and their gradient angle θi, in general by applying the same method
as during training, e.g., the canny edge detector with non-maximum suppression.

2. Derivation of assumed center points and voting: For each detected contour point
xS,i, assumed center points xCE,l = �xCE,l, yCE,l� can be calculated considering
the gradient angle θi and the model data:

[
xCE,l
yCE,l

]
=

[
xS,i
yS,i

]
+ s ·

[
xR,l
yR,l

]
(θi) (3.5)
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θ1

θ2

x1 ; x2 

x3

… …

Fig. 3.2 Illustrating the voting process for one object contour point. In this example two entries
can be found in the R-table for the current angle θ1. Consequently, the content of two accumulator
cells (marked blue) is increased

The distance vectors xR,l = �xR,l, yR,l� (θ) are obtained based on the R-table
information: For each gradient angle θ a list rθ consisting of L distance vectors
xR,l with l ∈ [1, ..., L] can be retrieved by a look-up operation in the R-table. For
each distance vector a specific xCE,l is calculated and the corresponding cell in a
2D accumulator array is increased by one (cf. Fig. 3.2). Every cell represents a
certain range of x and y position values. The selection of the cell size is a trade-off
between accuracy and, on the other hand, memory demand as well as algorithm
runtime. s denotes a scale factor. Typically, s is varied in a certain range and with
a certain step size depending on the expected scale variation of the object and
the desired accuracy in scale determination. For each s another assumed center
point can be calculated. Hence, for each R-table entry multiple center points are
calculated and therefore multiple accumulator cells are increased. This can be
done in a 2D accumulator or alternatively in a 3D accumulator where the third
dimension represents the scale (see right part of Fig. 3.1). In most of the cases,
also the object angle φ is unknown. Therefore, again multiple center points can
be determined according to

[
xCE,l
yCE,l

]
=

[
xS,i
yS,i

]
+ s ·

[
xR,l
yR,l

]
(θi + φ) (3.6)

where φ is varied within a certain range and with a certain step size. Please note
that the distance vectors retrieved from the R-table have to be rotated by φ in that
case. The object angle φ represents a fourth dimension of the accumulator.

3. Maximum search in the accumulator: All local maxima above a threshold t are
found poses of the object.

3.3.4 Pseudocode

function findAllObjectLocationsGHT (in Image I, in R-Table

data R, in threshold t, out position list p)

// calculate edge point information

calculate x and y gradient of I: Ix and Iy

detect all edge points xS,i based on Ix and Iy, e.g. by
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non-maximum suppression and hysteresis thresholding(Canny)

for i=1 to number of edge points

θi ← arctan
(
Iy/Ix

)
// edge point orientation

next

//voting

init 4-dimensional accumulator accu with borders

�xmin, xmax, xStep�, �ymin, ymax, yStep�, �φmin, φmax, φStep�, �smin, smax, sStep�
for i=1 to number of edge points

for φ = φmin to φmax step φStep
retrieve list rφ+θi of R (entry at position φ + θi)

for l=1 to number of entries of list rφ+θi

for s = smin to smax step sStep
xR,l ← distance vector (list entry rφ+θi,l),

rotated by φ and scaled by s
calculate assumed object center point

xCE,l
(
xR,l, xS,i, s, φ

)
according to Equation 3.6

if xCE,l is inside
[
x, y

]
-pos. bounds of accu then

increment accu at position
[
xCE,l, yCE,l, φ, s

]

end if

next

next

next

next

// determine all valid object positions

find all local maxima in accu
for i=1 to number of local maxima

if accu (xi, yi, φi, si) ≥ t then

append position
[
xi, yi, φi, si

]
to p

end if

next

3.3.5 Example

Table 3.2 illustrates the performance of the generalized Hough transform: as an
example application, the pose of a key (x, y, scale, and rotation) has to be deter-
mined. The image shown in the left column of the top row served as training image
for R-table construction in all cases.

The left column shows scene images where the key has to be detected, whereas
the contour points extracted by a Canny edge detector with non-maximum sup-
pression are depicted right to it. In the rightmost two columns two cuts through
the 4D accumulator at the found position are shown; one cut revealing the

[
x, y

]
-

subspace of the accumulator at the found [s, φ]-position and another revealing the
[s, φ]-subspace of the accumulator at the found

[
x, y

]
-position.
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Table 3.2 Performance of the generalized Hough transform in the case of the unaffected training
image, when the object undergoes a similarity transform, in the presence of illumination change,
noise, and occlusion (from top to bottom)

Scene image 

Edge image extracted 
from scene image with 
the Canny edge 
detector 

XY accu RS accu 

y s

x Φ

The x and y accumulator size are the image dimensions (cell size 2 pixels), the
scale ranges from 0.6 to 1.4 (cell size 0.05) and the rotation from –36◦ to 36◦ (cell
size 3◦). The following examples are shown: same image for training and recogni-
tion, a similarity-transformed object, illumination change, strong noise, and finally
occlusion (from top to bottom). In all examples the accumulator maximum is sharp
and distinctive, which indicates good recognition reliability.
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Please note that the accumulator maximum position remains stable in case of
illumination change, noise, and occlusion despite a considerable appearance change
of the object caused by these effects. As far as the similarity transform example
is concerned, the accumulator maximum moves to the correct position (left and
upward in the XY accu; to the extreme top and right position in the RS accu)
and remains sharp. However, runtime of the algorithm is rather high, even for rel-
ative small images of size 300 × 230 pixels (in the order of 1 s on a 3.2 GHz
Pentium 4).

3.3.6 Rating

The main advantage of the generalized Hough transform is that it can compensate
for occlusion and data outliers (as demonstrated by the key example) as there should
be enough contour pixels left which vote for the correct object pose. On the other
hand, however, the accumulator size strongly depends on the dimensionality of the
search space and the envisaged accuracy.

Let’s consider an example with typical tolerances and resolutions: x-/y-
translation tolerance 200 pixel, cell resolution 1 pixel, rotation tolerance 360◦, cell
resolution 1◦, scale tolerance 50–200%, cell resolution 1%. As a consequence, the
4D accumulator size amounts to 200 × 200 × 360 × 150 = 2.16 × 109 cells,
leading to probably infeasible memory demand as well as long execution times due
to the time-consuming maximum search within the accumulator. Therefore, mod-
ifications of the scheme exist which try to optimize the maximum search in the
accumulator.

Another disadvantage is that the rather rigid object representation does only allow
for a limited amount of local object deformations. If the deformation is restricted to
minor parts of the object contour, the method is robust to these outliers, but if large
parts of the shape show minor deformations the accumulator maximum might be
split up into multiple maxima at similar poses. Noise can be another reason for
such a split-up. This fact can be alleviated by choosing a coarse accumulator reso-
lution. Then every accumulator cell covers a larger parameter range, and therefore
a boundary point at a slightly different location often still contributes to the same
accumulator cells. But keep in mind that the price we must pay is a reduction of
accuracy!

There exist numerous applets in the Internet which are very suitable for experi-
menting with and learning more about the Hough transform, its performance, and
limitations. The interested reader is encouraged to check it out.1

1See e.g. http://d0server1.fnal.gov/users/ngraf/Talks/UTeV/Java/Circles.html or http://homepages.
inf.ed.ac.uk/rbf/HIPR2/houghdemo.htm (links active January 13th 2010)
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3.3.7 Modifications

Even if the generalized Hough transform suffers from its high memory demand
and complexity, due to its robustness with respect to occlusion and large out-
liers the usage of the Hough transform as a pre-processing step providing input
for other schemes which actually determine the final pose is an interesting com-
bination. In that case rather large accumulator cell sizes are chosen as only
coarse pose estimates are necessary. This involves low or at least moderate mem-
ory and time demand as well as considerable tolerance with respect to local
deformations.

A possible combination might consist of the GHT and so-called active contour
models (see Chapter 6): contrary to the Hough transform, approaches aiming at
compensating local deformations by finding exact object contours with the help of
local information (e.g., like Snakes) only have a limited convergence area and there-
fore demand a reliable rough estimate of the object pose as input. Hence, advantages
of both approaches can be combined (see, e.g., the method proposed by Ecabert and
Thiran [5]).

In order to overcome the memory demand as well as speed limitations of the gen-
eralized Hough transform, Ulrich et al. [11] suggest a hierarchical approach utilizing
image pyramids for determining the x, y and φ position of an object. According to
their approach, the pyramids are built for the training as well as the scene image. On
the top pyramid level, a conventional GHT is performed yielding coarse positions
which are refined or rejected at lower levels. Therefore, a scan of the compete trans-
formation space has only to be performed at top level, where quantization can be
chosen very coarse which is beneficial in terms of memory demand. The knowledge
obtained in this step helps to speed up the computation as well. It can be exploited
as follows:

• Accumulator size reduction: as only parts of the transformation space close to the
coarse positions have to be examined, the size of the accumulator can be kept
small despite of the finer quantization.

• Limitation of image region: based on the coarse position and its estimated uncer-
tainties, the image region for gradient orientation calculation can be restricted
efficiently.

• Accelerated voting: as the object rotation φ is already approximately known,
look-up in the R-table can be restricted to very few rotation steps.

Ulrich et al. implemented a strategy incorporating separate R-tables for each
pyramid level and possible object rotation. This involves an increased memory
demand for the model, but they showed that this is overcompensated by the reduc-
tion of accumulator size as well as runtime. Both can be reduced by several orders
of magnitude compared to the standard scheme. In a comparative study Ulrich and
Steger [10] showed that a GHT modified in such a way can compete with other
recognition schemes which are widely used in industrial applications.
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3.4 The Hausdorff Distance

3.4.1 Basic Approach

3.4.1.1 Main Idea

The Hausdorff distance H is a nonlinear metric for the proximity of the points
between two point sets. When applied in object recognition, one point set M rep-
resents the model whereas the second, I, describes the content of a scene image
region. H can be used as a measure of similarity between the image content in the
vicinity of a given position and the model. If H is calculated for multiple positions it
is possible to determine the location of an object. The absolute value of H indicates
whether the object is present at all. H is defined by

H (M, I) = max (h (M, I) , h (I, M)) with (3.7)

h (M, I) = max
m∈M

(
min
i∈I
‖m− i‖

)
and h (I, M) = max

i∈I

(
min
m∈M
‖ i− m‖

)
(3.8)

where ‖·‖ denotes some kind of distance norm between a model point m and an
image point i, e.g., the Euclidean distance norm. h (M, I) is called forward dis-
tance and can be determined by calculating the distance to the nearest point of I
for each point of M and taking the maximum of these distances. h (M, I) is small
exactly when every point of M is located in the vicinity of some point of I.

h (I, M) (the reverse distance) is calculated by evaluating the distance to the near-
est point of M for each point of I and taking the maximum again. h (I, M) is small
exactly when every point of I is located in the vicinity of some point of M. Finally,
H is calculated by taking the maximum of these two values.

Figure 3.3 should make things clear. The proceeding of calculating the forward
distance is shown in the top row: at first, for each model point (marked green)

Fig. 3.3 Illustrating the
process of calculating the
Hausdorff distance (model
points are marked green,
image points red)
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the nearest image point (marked red) is searched. This is explicitly shown for two
model points in the two leftmost point sets (the thus established correspondences
are marked by bright colors). After that, the forward distance is set to the maximum
of these distances (shown in the right part; marked light green). In the bottom row
the calculation of the inverse distance can be seen: for each image point the nearest
model point is detected (illustrated for two example image points marked light in
the leftmost two columns). Subsequently, the inverse distance is set to the maxi-
mum of these distances (marked light red). Finally, the Hausdorff distance is set to
the maximum of the forward and reverse distance.

Please note that, in general, forward and inverse distance are not equal:
h (M, I) �= h (I, M). In fact, this is also true for our example as one of the corre-
spondences established during calculation of the forward distance differs from the
correspondence of the reverse distance (see the upper left areas of the point sets
depicted in the right part of Fig. 3.3, where correspondences are indicated by red
and green lines).

The Hausdorff distance has the desirable property that the total number of model
points and the total number of image points don’t have to be identical, because
multiple image points i can be matched to a single model point m and vice versa.
Hence, a reliable calculation of the metric is still possible if the number of model
points differs from the number of image points, which usually is the case in real-
world applications.

For the purpose of object detection the directed Hausdorff distances have to
be adjusted to the so-called partial distances hfF (M, I) and hfR (I, M). Imagine an
image point set where one point, which is located far away form the other points,
is caused by clutter. This would result in a large value of h (I, M), which is obvi-
ously not intended. Respectively, an isolated point of M would produce large values
of h (M, I) if it is not visible in the image due to occlusion (see Table 3.3 for an
illustration).

Such a behavior can be circumvented by taking the k-largest value instead of the
maximum during the calculation of the directed distances h (I, M) and h (M, I). We
can define fF as the fraction of model points which need to have a nearest distance
below the value of hfF (M, I) which is finally reported. hfF (M, I) is called the partial
directed forward distance. If for example fF = 0.7 and the model consists of 10
points, their minimum distances to the image point set can be sorted in ascending
order and hfF (M, I) is set to the distance value of the seventh model point. For
fF = 1 the partial distance hfF (M, I) becomes equal to h (M, I). A respective
definition of fR exists for hfR (I, M).

As a consequence, it is possible to control the amount of occlusion which should
be tolerated by the recognition system with the choice of fF. The parameter fR
controls the amount of clutter to be tolerated, respectively.

3.4.1.2 Recognition Phase

Rucklidge [9] proposes to utilize the Hausdorff distance as a metric which indicates
the presence of searched objects. He suggests to scan a 6D transformation space in
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Table 3.3 Illustrating the problems due to occlusion and clutter which can be solved by the
introduction of the partial Hausdorff distance measures

Model point set (dark 
green) and image point 
set (dark red ) that match 
well. H is small. Please 
note that the number of 
model points is not 
equal to the number of 
image points 

The same situation, but 
with an extra model 
point (light green) which 
is not detected in the 
image, e.g., due to occlu-
sion. H is large because
of the forward distance. 

Now the image point set 
contains an extra point 
(light red ), e.g., due to 
clutter. H is large 
because of the reverse 
distance. 

order to determine the parameters of an affine transformation. To this end, the trans-
formation space is sampled and for every sampled position, which consists of six
specific parameter values and defines a specific transformation t, the partial forward
and reverse Hausdorff distances hfF

t (t (M) , I) and hfR
t (I, t (M)) with respect to the

transformed model points t (M) are calculated. Valid object positions are reported
for transformation parameters where the Hausdorff distance reaches local minima.
Additionally, the distances have to remain below user defined thresholds τF and τR:

hfF
t (t (M) , I) < τF ∧ hfR

t (I, t (M)) < τR (3.9)

Hence the search can be controlled with the four parameters τF , τR, fF, and fR.
Each dimension of the transformation space (defined by one of the six transfor-

mation parameters) is sampled equally spaced with a step size such that the resulting
position difference of each transformed model point between two adjacent param-
eter values tk and tk+1 does not exceed the size of one pixel: |tk (m)− tk+1 (m)| ≤
1 pixel ∀ m ∈ M. Additionally, for each transformation t the transformed model
points t (m) are rounded to integer positions for speed reasons (see below). As
a result, no sub-pixel accuracy can be achieved, but a finer sampling and/or the
abdication of rounding would be prohibitive in terms of runtime. However, there is
still much demand for an acceleration of the search, which is until now still brute-
force, in order to reduce runtime. To this end, Rucklidge [9] suggests the following
modifications:

• Size restriction of the search space: The space of transformations which are rea-
sonable can be restricted by applying constraints. First, all transformed model
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points t (m) have to be located within the borders of the scene image under inves-
tigation. Additionally, in many applications a priori knowledge can be exploited,
e.g., the scale and/or rotation of the object to be found have to remain within
some rather narrow tolerances.

• Box-reverse distance: Usually, the objects to be located only cover a rather
small fraction of the search image. Therefore only points located in a box[
xmin···xmax, ymin···ymax

]
have to be considered when calculating the reverse

distance at a given position.
• Optimization of calculation order: A speedup due to rearranging the calculations

can be achieved in two ways:

– For most of the positions, the distances will not meet the threshold crite-
ria. Therefore it is worthwhile to calculate only the forward distance at first
and then to check whether its value is below τF . Only if this criterion is
met, the reverse distance has to be calculated, because otherwise the current
transformation has to be rejected anyway regardless of the reverse distance.

– Furthermore, with a modification of the partial distance calculation it is often
possible to stop the calculation with only a fraction of the points being exam-
ined. Let’s consider the forward distance: instead of calculating the minimum
distance to the image point set of every transformed model point t (m) and
then evaluating whether the distance at the fF-quantile is below τF , it is bet-
ter to count the number of model points which have a minimum distance to
the image point set that remains below τF . The final check is then whether
this number reaches the fraction fF of the total number of model points. This
enables us to stop the evaluation at a point where it has become clear that
fF cannot be reached any longer: this is the case when the number of model
points, which are already checked and have a distance above τF , exceeds the
fraction 1− fF with respect to the number of model points.

• Usage of the so-called distance transform: If the transformed model points are
rounded to integer positions, it is likely that the same position results for differ-
ent model points and transformations, i.e., t1 (ma) = t2 (mb). Therefore – when
evaluating the forward distance – it might be worthwhile to remember the mini-
mum distance to the image point set at a specific position t (m): provided that the
already calculated distance for t1 (ma) has been stored, the distance for t2 (mb)

can be set to the stored distance of t1 (ma) immediately. It can be shown that
an even more efficient way is to perform a calculation of the minimum distance
to the image point set for every pixel of the scene image prior to the Hausdorff
distance calculation, because then information can be re-used for adjacent pix-
els. This is done by calculating the so-called distance transform �

[
x, y

]
, which

specifies the minimum distance of position
[
x, y

]
to the image point set, and is

defined by

�
[
x, y

] = min
i∈I

∥∥[x, y
]− i

∥∥ (3.10)
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<τF

dist.
Fig. 3.4 Illustrating the
usage of the distance
transform (depicted as
grayscale image) in order to
speedup calculation of the
forward distance

As a consequence, each t (m) only probes �
[
x, y

]
during the calculation of

hfF
t (t (M), I). Figure 3.4 illustrates the proceeding: �

[
x, y

]
can be derived from

the image point set (red points) in a pre-processing step. Dark values indicate low
distances to the nearest image point. A model point set (green points) is super-
imposed according to the transformation t currently under investigation and the
forward distance can be calculated very fast. Besides, this speedup is the rea-
son why the forward distance is calculated first: a similar distance transform for
the reverse distance would depend on the transformation t, which complicates its
calculation prior to the search.

• Recursive scan order: Probably the most important modification is to apply a
recursive coarse-to-fine approach, which allows for a significant reduction of the
number of transformations that have to be checked in most cases. Roughly speak-
ing, the transformation space is processed by dividing it recursively into equally
spaced cells. In the first recursion step the cell size s is large. For each cell it is
evaluated with the help of a quick check whether the cell possibly contains trans-
formations with a Hausdorff distance below the thresholds. In that case the cell
is labeled as “interesting.” Only those cells are recursively split into sub-cells,
which are again evaluated, and so on. The recursion stops either if the cell can-
not contain Hausdorff distances meeting the criteria for a valid object location
or if the cell reaches pixel-size. The quick evaluation of a cell containing many
transformations is based on the observation that the distance transform �

[
x, y

]

decreases at most by 1 between adjacent pixels. Hence, many transformations
with similar parameters can be ruled out if �

[
x, y

]
is large for a certain parameter

setting. For details the interested reader is referred to [9].

3.4.1.3 Pseudocode

function findAllObjectLocationsHausdorffDist (in scene image

S, in model point set M, in thresholds fF, fR, τF, τR, out pos-

ition list p)

// calculate edge point information

detect all edge points e based on image gradients, e.g. by

non-maximum suppression and hysteresis thresholding (Canny)

set scene image point set I to locations of edge points e
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// preprocessing: calculate distance transform

for y = 1 to height (S)
for x = 1 to width (S)

calculate �
[
x, y

]
(Equation 3.10)

next

next

// scanning of transformation space

s ← sstart // set cell size to start size (coarse level)

while s ≥ 1 do

set the step sizes of the six transformation parameters

such that one step causes at most s pixels position diff.

// sampling-loop (actually six nested for-loops)

// use step sizes just derived

for each possible transformation cell (t’s within bounds)

if current cell of transformation space has not been

rejected already then

// evaluation of forward distance

r ← 0 // initialize number of rejected points

while unprocessed model points exist do

m ← next unprocessed point of M
if � [t (m)] > τF then

r ← r + 1 // reject current point

if r/NM > 1− fF then

r ← NM // forward distance too high

break // abort while-loop through all m
end if

end if

end while

if r/NM > 1− fF then

mark current cell defined by t as “rejected ”

else

// forward-dist. ok -> evaluate reverse dist.

calculate reverse distance hfR
t (I, t (M))

if hfR
t (I, t (M)) > τR then

mark current cell defined by t as “rejected”

else if s == 1 then

// finest sampling level-> object found

append position defined by t to p
end if

end if

end if

next

adjust cell size s // e.g. multiplication with 0.5

end while
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// post-processing

merge all adjacent positions in p such that only local

minima of the hausdorff distance are reported

3.4.1.4 Example

Two examples where the Hausdorff distance is used for object recognition are shown
in Figs. 3.5 and 3.6. In each case the objects to be found have been undergone a per-
spective transformation. For each example the model point set is shown in part (a),
followed by the scene image where the object has been undergone a projective trans-
formation (b), the point set extracted from the scene image by edge detection (c) and,
finally, all recognized instances in the scene image overlaid on the scene image point
set in bold black (d). The point sets are set to edge pixels, which can be extracted,
e.g., with the Canny detector including non-maximum suppression (cf. [3]).

It can be seen that all instances are recognized correctly, even in the presence
of clutter and partial occlusion (second example). The computational complexity is
very high, because of the rather high dimensionality of the transformation space (six
dimensions, as the parameters of an affine transformation are estimated) as well as
the cardinality of the sets (in the order of magnitude of 1,000 points for the model

Fig. 3.5 Taken from Rucklidge [9]2 showing an example of the detection of a logo

2 With kind permission from Springer Science+Business Media: Rucklidge [9], Fig. 1, © 1997
Springer.
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Fig. 3.6 Taken from Rucklidge [9]3 showing another example of the detection of a logo with
partial occlusion

and 10,000 points for the scene image). As a consequence, Rucklidge reported exe-
cution times in the order of several minutes for both examples. Even if the used
hardware nowadays is out of date, the method seems infeasible for industrial appli-
cations. But the method is not restricted to low-level features like edge pixels which
occur in large numbers. When high-level features like line segments are used, the
number of points in the point sets can be reduced significantly.

3.4.1.5 Rating

Due to the flexible object model consisting of an arbitrary point set a large range
of objects, including complex shaped objects, can be handled with this method.
The model generation process, which, e.g., extracts all points with gradient above
a certain threshold from a training image, imposes no a priori constraints about the
object appearance. Moreover, because of the usage of partial distances the method
is robust to occlusion and clutter.

On the other hand, the gradient threshold also implies a dependency on the illu-
mination: if the image contrast is reduced in the scene image, some points might
be missed which are contained in the model. Additionally, the method tends to be

3With kind permission from Springer Science+Business Media: Rucklidge [9], Fig. 2, © 1997
Springer.
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sensitive to erroneously detect object instances in image regions which are densely
populated with pixels featuring a high gradient (“false alarms”). Therefore, Ulrich
and Steger [10] reported the robustness inferior to other methods in a comparative
study. In spite of the significant speedup when searching the transformation space,
the scheme still is very slow. One reason is that no hierarchical search in the image
domain is applied. Finally, the method doesn’t achieve sub-pixel accuracy.

3.4.2 Variants

3.4.2.1 Variant 1: Generalized Hausdorff Distance

In addition to the gradient magnitude, most edge detection schemes determine
gradient orientation information as well. As the object recognition scheme utiliz-
ing the Hausdorff distance discussed so far doesn’t use this information, Olson
and Huttenlocher [8] suggested a modification of the Hausdorff distance which is
applicable to sets of edge pixels and also considers orientation information of the
edge points. For example, the thus obtained generalized forward Hausdorff distance
ha (M, I) is defined as

ha (M, I) = max
m∈M

min
i∈I

max

(∥∥
∥∥

[
mx − ix
my − iy

]∥∥
∥∥ ,

∣∣mϕ − iϕ
∣∣

a

)

(3.11)

The original h (M, I) serves as a lower bound for the new measure, i.e., the gradient
orientation difference mϕ−iϕ between a model and an image point is considered as a
second measure and the maximum of these two values is taken for the calculation of
ha (M, I). The parameter a acts as a regularization term which enables us to compare
location and orientation differences directly. For a robust detection the fF-quantile
instead of the maximum distance of all points m ∈ M can also be used.

Please note that the distance transform �
[
x, y

]
now becomes a 3D function, with

the additional dimension characterizing the distance measure evolving from orienta-
tion differences. An elegant way of considering this fact is to use separate models for
each possible rotation step of the object to be found, e.g., by successively rotating
the object model with a certain step size.

According to Olson and Huttenlocher [8], the additional consideration of the
orientation information leads to a significantly decreased false alarm rate, espe-
cially in densely populated image regions. Interestingly enough, they also reported a
considerable acceleration of the method as fewer transformations have to be checked
during the search.

3.4.2.2 Variant 2: 3D Hausdorff Distance

Another suggestion made by Olson and Huttenlocher is to extend the method to
a recognition scheme for 3D objects undergoing projective transformation. To this
end, each object is represented by multiple models characterizing its shape from a
specific viewpoint. Each model is obtained by rotating a sample of the object in 3D
space with a certain step size. The recognition phase is done by calculation of the
Hausdorff distance to each model.
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An observation which can be exploited for accelerating the scheme is that at least
a portion of the models should be very similar with respect to each other. To this end,
the models are clustered hierarchically in a tree structure during the training phase.
Each model is represented by a leaf at the bottom tree level. In higher levels, the most
similar models/leafs (or, alternatively, nodes already containing grouped leafs) are
grouped to nodes, with each node containing the portion of the edge points identical
in the two sub-nodes/leafs. The congruence incorporated in this structure can be
exploited in the recognition phase in a top-down approach: if the point (sub-)set
assigned to a certain node suffices for a rejection of the current transformation, this
holds for every leaf belonging to this node.

3.4.2.3 Variant 3: Chamfer Matching

A closely related approach, which is called “hierarchical chamfer matching”,
has been reported by Borgefors [2]. It utilizes the average distance of all trans-
formed model points to their nearest image point as a distance measure instead
of a quantile. For a rapid evaluation a distance transform is used, too. There
exists a fast sequential way of calculating the distance transform of a scene
image point set by passing the image only twice. Sequential distance trans-
forms are known as “chamfer distances” explaining the name of the method. The
search of the transformation space is not done by brute force; instead, the algo-
rithm relies on reasonable initial position estimates which are refined by iterative
optimization.

Speedup is achieved by employing a hierarchical search strategy, where an image
pyramid of the edge image of the scene (edge pixels are used as point sets) is built. A
distance transform can be computed for each level of the pyramid. As the start image
is a binary image, averaging or smoothing operations for calculating the higher lev-
els of the pyramid obviously don’t work. Therefore a logical “OR” operation is used
when adjacent pixels are summarized for higher levels.

Compared to the Hausdorff distance, chamfer matching has the property that due
to averaging occluded model points still contribute to the reported distance value
if a minor part of the object is not visible. Another point is the lack of a measure
comparable to the reverse Hausdorff distance: this results in an increased sensitivity
to false alarms in densely populated image regions which contain many edge points.

3.5 Speedup by Rectangular Filters and Integral Images

3.5.1 Main Idea

In their article “Robust Real-time Object Detection,” Viola and Jones [12] proposed
a transformation-search-based method which is optimized for computation speed.
They showed that their scheme is capable to do real-time processing when applied
to the task of detection of upright, frontal faces.

The method localizes instances of a single object class by applying a set of
rectangular-structured filters to a query image instead of using a point set. The
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filter kernels are reminiscent of Haar wavelet filters , as they can be represented by
a combination of step-functions and consist of piecewise constant intervals in 2D.
The input image is convolved with a set of filters at various positions and scales.
Subsequently, a decision whether an object instance is present or not can be made
at each position. These decisions are based on weighted combinations of the filter
outputs. In other words, the

[
x, y, s

]
-space is searched.

The search can be done very fast, because the specific shape of the rectangular
filters allows for an extremely efficient implementation of the convolutions with the
help of so-called integral images. Additionally, the outputs of different filters are
combined in a smart way such that most of the time only a fraction of the filter set
has to be calculated at a particular position. Overall, three major contributions are
to be mentioned:

• Integral images: prior to recognition, a so-called integral image F is derived from
the input image I. Roughly speaking, F contains the integrated intensities of I
(details will follow). This pre-processing allows for a very rapid calculation of
the filter responses, as we will see below.

• Learning of weights: as there are many possible instances of rectangular-shaped
filter kernels, it has to be decided which ones to use and how to weight the indi-
vidual outputs of the chosen filters. These questions are answered by a modified
version of the AdaBoost algorithm proposed by Freund and Schapire [6], which
learns the weights of the filters from a set of sample images in a training phase.
The weighting favors filters that perform best if a single filter is utilized for object
detection.

• Cascaded classifying: for speed reasons, not the complete filter set is applied to
every position and scale. Instead, only a small subset of the filters searches the
complete transformation space. Just promising areas, where a simple classifier
based on these few filter responses reports possible object locations, are examined
further by larger subsets, which are used to refine the initial estimate in those
areas, and so on. This proceeding enables us to sort out large regions of I, which
are very likely to be background, very quickly.

3.5.2 Filters and Integral Images

The filter kernels used by Viola and Jones [12] exhibit a rectangular structure and
consist of two to four sub-rectangles. Some examples can be seen in Fig. 3.7. The
filter output fi of the convolution of an input image I with such a kernel ki is defined
by the sum of the intensities of I which are covered by the white areas minus the
sum of intensities covered by the black areas.

Fig. 3.7 Examples of filter
kernels utilized by Viola and
Jones
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Hence, the filter is well suited for rectangular-structured objects and yields high
responses for object areas with a partitioning similar to the filter kernel. Different
scales during search can be covered by different kernel sizes.

Overall, a great multitude of combinations of two to four sub-rectangles are pos-
sible. Note that the kernel center position, which is set arbitrarily by definition, can
be shifted with respect to the actual center of the filter structure. Therefore multiple
kernels with identical configurations of sub-rectangles exist.

The learning algorithm presented below has to choose the most promising filter
configurations for the recognition phase. In order to make this task feasible the vari-
ety of kernels can be restricted, e.g., by considering only sub-rectangles of equal
size, limiting the number of overall kernel sizes, or considering only small shifts or
shifts spaced at a rather large step size.

The so-called integral image F is specified as follows: its value at position
[
x, y

]

is defined by the sum of intensities of I considering all pixels located inside the
rectangular area ranging from [0, 0] up to and including

[
x, y

]
:

F (x, y) =
x∑

a=0

y∑

b=0

I (a, b) (3.12)

An example can be seen in Fig. 3.8, where the integral image is calculated for a
simple cross-shaped object.

The integral image F can be calculated in a pre-processing stage prior to recog-
nition in a recursive manner in just one pass over the original image I as follows:

R (x, y) = R (x, y− 1)+ I (x, y) (3.13a)

F (x, y) = F (x− 1, y)+ R (x, y) (3.13b)

where R (x, y) denotes the cumulative row sum. R and F are initialized by
R (x,−1) = 0 and F (−1, y) = 0.

By usage of F a very fast calculation of the convolution of I with one of the rect-
angular filter kernels is possible, because now the sum of intensities of a rectangular
area ranging from

[
x0, y0

]
to

[
x1, y1

]
can be calculated by just considering the values

Fig. 3.8 Example of an
integral image (right) of a
cross-shaped object (left)
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Fig. 3.9 Exemplifying the calculation of the sum of intensities in a rectangular region with the
help of integral images

of F at the four corner points of the region instead of summing up the intensities of
all pixels inside:

x1∑

a=x0

y1∑

b=y0

I (a, b) = F (x1, y1)− F (x0, y1)− F (x1, y0)+ F (x0, y0) (3.14)

Figure 3.9 illustrates the proceeding: In order to calculate the intensity sum of the
purple region sown in the top left image, just four values of F have to be considered
(as stated in Equation 3.14). This is shown in the top middle image, where the four
corner points of the region are overlaid in color upon the integral image. The value of
F (x0, y0) defines the sum of intensities of the area marked yellow (as indicated in the
top right image), F (x1, y0) the intensity sum of the red, F (x0, y1) the intensity sum
of the blue, and F (x1, y1) the intensity sum of the green area, respectively (cf. the
images in the bottom row). As a consequence, the intensity sum of any rectangular-
shaped area can be calculated by considering as few as four values of F, regardless
of its size. This allows for an extremely fast implementation of a convolution with
one of the rectangular-shaped filter kernels describe above.

3.5.3 Classification

If multiple filter kernels are applied at a specific position, the question is how to
combine their outputs in order to decide whether an instance of the object is present
at this particular position or not. To this end, a so-called linear classifier cl is chosen:
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its output is set to 1 (indicating that an instance is present) if a weighted combination
of binarized filter outputs bt (which is a classification in itself by thresholding the
“original” filter outputs ft) is larger than a threshold, otherwise the output is set to 0:

cl (x, y, s) =
{

1
∑T

t=1 αt · bt (x, y, s) ≥ 1/2 ·∑T
t=1 αt

0 otherwise
(3.15)

where the αt denotes the weights of the particular filters. Details of linear classifica-
tion can be found in Appendix B.

Now it is also clear why shifted kernels with identical sub-rectangle configura-
tion are used: it’s because filters responding to different parts of the object should
contribute to the same object position.

In order to formulate such a classifier, the two tasks of selecting the filter ker-
nels kt and determining their weights αt are solved in a training step with the help
of a set of positive as well as negative training samples (i.e., images where the
object is not present). To this end, Viola and Jones [12] suggest an adapted version
of the AdaBoost algorithm (see Freund and Schapire [6]), where so-called “weak
classifiers” (which show relatively high error rates, but are simple and fast) are com-
bined to a so-called “strong classifier” . This combination, which can be a weighted
sum, enables the strong classifier to perform much better (“boost” its performance)
compared to each of the weak classifiers.

The learning of the weights αt and the selection of the kernels kt is done in T
rounds of learning. At each round t = 1, ..., T one kernel kt is selected. To this end,
a classification of the training images is done for each filter kernel ki based on its
binarized output bi. As the correct classification is known for every training image,
an error rate εi can be calculated for each bi. The kernel with the lowest error rate is
chosen as kt and its weight αt is adjusted to this error rate (low εi lead to high αt).

As training proceeds, the training images themselves are also weighted: if the
weak classifier based on kt misclassifies an image, its weight is increased; otherwise
it is decreased. The error rates in the next round of training are calculated based on
this weighting. This helps to find kernels that perform well for “critical images” in
later rounds. Overall, all terms/factors which are necessary for applying the linear
classifier as defined by Equation (3.15) are determined at the end of training.

Viola and Jones report good detection rates for classifiers consisting of approx-
imately 200 filters for their example of detection of upright, frontal faces. With an
implementation on a 700 MHz Pentium desktop computer processing a 384 × 288
image took approximately 0.7 s, which, however, is still too much for real-time
processing.

In order to achieve a speedup, they altered the classification to a cascaded appli-
cation of multiple classifiers. In the first stage, a classifier consisting of just a few
filters is applied for the whole transformation space. Search in the scale space is
implemented by changing the filter size. In the next stage, a second classifier, which
is a bit more complex, is applied only at those

[
x, y, s

]
-positions where the first

one detected an instance of the object. This proceeding goes on for a fixed number
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of stages, where the number of filters contained in the classifiers increases pro-
gressively. At each stage, positions, which are highly likely to be background, are
sorted out. In the end, only those positions remain which are classified to contain an
instance of the object to be searched.

Each classifier has to be trained separately by the boosting procedure just
described. Please note that, compared to the threshold used in Equation (3.15),
the decision threshold has to be set much lower as we don’t want the classi-
fier to erroneously sort out positions where an object instance is actually present.
Nevertheless, much of the background can be sorted out very quickly in the first
stages. Experiments by Viola and Jones revealed that a speedup of a factor of about
10 could be achieved for a 10-stage cascaded classifier with 20 filters at each stage
compared to a monolithic classifier of 200 filters at comparable detection rates for
the example application of face detection.

3.5.4 Pseudocode

function detectObjectsCascadedClassify (in Image I, in list of

linear classifiers cl, out position list p)

// calculate integral image

for y = 1 to height (I)
for x = 1 to width (I)

calculate F(x,y) according to Equation 3.13

next

next

// cascaded classification

init 3D array map with 1’s // 1: obj. present; 0: no obj.

for i = 1 to number of stages

for y = 1 to height (I) step yStep
for x = 1 to width (I) step xStep

for s = 1 to smax step sStep
if map(x,y,s) == 1 then // current pos still valid

for t = 1 to nbr of kernels of current stage i
scale kernel ki,t acc. to current scale s

convolve I with filter kernel ki,t, use F
next

// classification according to cli
if cli(ki,1,. . .,ki,T)==0 then

map(x,y,s) ← 0 // mark as background

end if

end if

next

next
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next

next

// determine all valid object positions

for y = 1 to height(I) step yStep
for x = 1 to width(I) step xStep

for s = 1 to smax step sStep
if map(x,y,s)==1 then

append position [x,y,s] to p

end if

next

next

next

3.5.5 Example

Viola and Jones report experimental results for the detection of upright, frontal
faces. In the training images, the faces were approximately 24 × 24 pixel in
size. Their cascaded detector consists of 32 stages with approximately 4,300 fil-
ters used in total. As far as the detection rates are concerned, this classifier performs
comparable to other state-of-the-art detectors for that task, but takes much less time.

Fig. 3.10 Showing an example of the detection of an upright, frontal face with the filter kernels
used in the first stage of the cascaded classification proposed by Viola and Jones [12]
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They report processing times of about 70 ms for a 384 × 288 image on a 700 MHz
Pentium processor.

Apparently, the combination of extremely fast filtering by integral images with
the speedup through cascading works very well. In fact, the classifier used in
first stage consists of as few as two filters and discards approximately 60% of
the background region while almost 100% of the objects are retained at the same
time.

An example can be seen in Fig. 3.10: the two filters selected by AdaBoost for the
first stage relate to the facts that the eye regions typically are darker than the upper
cheeks (first filter) and usually also darker than the bridge over the nose (second
filter). The results of the convolution of these two filters with an example image are
shown in the second row (bright areas indicate high convolution results).

3.5.6 Rating

On the positive side, in contrast to many other transformation-based schemes the
method proposed by Viola and Jones is extremely fast. Real-time processing of
video sequences of medium sized image frames seems possible with this method
when using up-to-date hardware. Additionally, detection results for the example
application of upright, frontal face recognition are comparable to state-of-the-art
methods.

On the other hand, the extremely fast filtering is only possible for-rectangular-
shaped filter kernels. Such a kernel structure might not be suited for some object
classes. Clearly, the kernels fit best to objects showing a rectangular structure them-
selves. However, the authors argue that due to the extremely fast filtering a large
number of filters can be applied (much larger compared to other methods using
filter banks), which should contribute to alleviate such a misfitting. Another disad-
vantage which has to be mentioned is that the method does not explicitly account
for differences of object rotation between training and recognition.
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