
 

10 Promising Applications 

As explained in the 6 chapters of Part II, the TACOM measure was developed to 

evaluate the complexity of proceduralized tasks by quantifying complexity factors 

pertaining to the performance of a process control task. To this end, each action to 

be performed by qualified operators has been analyzed from the point of view of 

an OBJECT, an ACTION VERB, and action specifications that can be subdivided 

into a MEANS, an ACCEPTANCE CRITERION, a CONSTRAINT, and a peculiari-

ty. This strongly indicates that the TACOM measure is a verbatim probe evaluat-

ing the complexity of proceduralized tasks as written. In other words, the TACOM 

measure provides not a subjective but an objective value representing the verbatim 

complexity of proceduralized tasks that is to be loaded on qualified operators who 

have diverse individualities, such as aptitude, capability, cognitive style, motiva-

tion, self confidence, etc.  

For example, washing both hands is a very easy task for many people. Howev-

er, for some people, this task could be more complicated than it seems if they wor-

ried about the fact that many actions must be done simultaneously within a very 

short time: (1) turn on the water, (2) get soap, (3) rub soap on hands, (4) put the 

soap down, (5) rub both hands, (6) submerge both hands under water, (7) rub both 

hands, and (8) turn off the water. In an extreme case, someone might become more 

anxious about this task because the number of actions would vary from person to 

person. This means that the levels of a task’s complexity felt by qualified opera-

tors would be widely dispersed, even though they performed the same task. Ac-

cordingly, it is very difficult to develop an effective strategy by which the coun-

termeasures to reduce the possibility of human error (or to enhance the 

performance of qualified operators) can be identified. However, since the TACOM 

measure quantifies the complexity of proceduralized tasks based on a task descrip-

tion, it is reasonable to expect that useful guidelines or insights to support quali-

fied operators can be identified from an analysis of TACOM scores. 

10.1 Providing HRA Inputs 

From the point of view of engineering, the most popular approach to coping with 

human error is to develop a method that can be used not only to quantify the pos-

sibility of human error but also to identify crucial factors causing human error. 
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This approach is widely known as HRA (human reliability analysis or human re-

liability assessment). In order to conduct HRA, many kinds of information should 

be provided to HRA practitioners. Typical information includes the following 

(Cooper et al. 1996; Hollnagel 1993b; IAEA 1990; IEEE 1997; Kirwan 1994; 

Kirwan and Ainsworth 1992; Sträter and Bubb 1999; Swain and Guttmann 1983): 

• Description of the tasks to be performed 

• List of available (or to be used) procedures 

• The experience level of qualified operators (or teams) who have to per-

form the required tasks 

• The dependence among the required tasks 

• An allowable time window by which the required tasks should be com-

pleted 

• The time needed to perform the required tasks (i.e., task performance 

time) 

Of these, time-related information (i.e., the available time as well as the task 

performance time) is essential. Briefly, the available time is the difference between 

an allowable time and a task performance time, as illustrated in Fig. 10.1. 

 

Fig. 10.1 Allowable time, task performance time, and available time 

For example, when an SGTR has occurred, it is strongly recommended that 

qualified operators should successfully isolate a ruptured SG within about 30 min 

by following a set of proceduralized tasks described in an SGTR procedure. In this 

case, if qualified operators need at least 20 min to complete the required tasks, 

then 10 min are available to correctly recognize the occurrence of the SGTR. This 

implies that qualified operators are likely to make a mistake in recognizing the oc-

currence as well as the nature of an ongoing situation because 10 min does not 

seem to be enough time. In addition, if qualified operators fail to recognize the sit-

uation within 10 min, then they are apt to make an additional mistake in the course 

of performing the required tasks because they have to accomplish what should be 

done more quickly (i.e., time pressure). Accordingly, the possibility of human er-

ror increases as the decrease of the available time (Hollnagel 1993b; Kozine 2007; 

Woods et al. 1984; Williams 1988). 

Here, since the allowable time can be estimated by deterministic approaches 

(e.g., a thermohydraulic experiment or a theoretical analysis), it is possible to say 

Occurrence of an event Allowable time limit

Task performance time to accomplish 
the required task(s)

Available time 
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that the available time is a function of the task performance time. However, it is 

very difficult to gather a sufficient amount of task performance time data based on 

operating experience because of the infrequency of occurrence of an emergency 

event. For this reason, although several divergences from a real-life situation (i.e., 

a fidelity problem) still make it possible to dispute the use of simulators (Stanton 

1996; O’Hara and Hall 1992; Hollnagel 2000; IAEA 2004), it is apparent that the 

use of simulators has been regarded as the most cost- and effort-effective way in 

collecting task performance time data, especially in an emergency situation (Stan-

ton 1996; Rasmussen and Jensen 1974; IAEA 2004). Nevertheless, the use of si-

mulators is still problematic, because a huge amount of resources (e.g., manpower, 

time, and cost) is generally required to simulate emergency events. 

In light of these concerns, the TACOM measure seems to be a practicable solu-

tion because there is a strong correlation between TACOM scores and task per-

formance time data. That is, as depicted in Figs. 8.7 and 9.3, the TACOM measure 

should be able to estimate task performance time data with an upper as well as a 

lower prediction limit when the TACOM scores of the required tasks are given. 

Actually, Chi and Chung (1996) and Hamilton and Clarke (2005) have indepen-

dently shown that task performance time data predicted by a theoretical model are 

directly comparable to those which are actually observed. This means that, from 

the point of view of HRA, estimating the possibility of human error based on the 

predicted task performance time (or the available time) is a viable approach. 

However, although HRA is a useful tool to cope with human errors, a more 

straightforward way would be the management of complicated tasks that challenge 

the cognitive ability of qualified operators. That is, if we recall that a significant 

portion of human error are caused by complicated tasks that force qualified opera-

tors to use a lot of cognitive resources exceeding their cognitive ability, the identi-

fication of complicated tasks that are likely to place an excessive workload on 

qualified operators seems to be indispensable.  

10.2 Identifying Complicated Tasks Demanding an Excessive 

Workload 

As stated at the end of Chap. 2, the complexity of proceduralized tasks should be 

managed because the complexity increases the possibility of human error by plac-

ing an excessive workload on qualified operators. Accordingly, we at least have to 

answer one crucial question – how can we identify a complicated task demanding 

an excessive workload of qualified operators?  

In this regard, it is very interesting to point out that a complicated task increas-

es the possibility of violations by making qualified operators look for more effec-

tive shortcuts. That is, as depicted in Fig. 2.4, qualified operators are likely to de-

viate from a procedure if they believe that there is a better way to accomplish a 

complicated task demanding an undue workload. Therefore, scrutinizing the cha-

racteristics of procedure deviations along with changes in TACOM scores would 
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provide us with an important clue regarding the identification of complicated tasks. 

For this reason, the behavior types of SROs who must shoulder most of the burden 

arising from the performance of emergency tasks are worth investigating. 

10.2.1 Three Kinds of Behavior Types in Conducting Procedural 

Steps 

The audiovisual records of retraining sessions, which were the data sources of the 

OPERA database, have been meticulously analyzed in order to observe how SROs 

have carried out emergency tasks included in EOPs. In particular, these observa-

tions have focused on the performance of procedural steps because they are the 

minimal unit of emergency tasks (i.e., each emergency task consists of one or 

more procedural steps). Consequently, as summarized in Table 10.1, three types of 

distinctive behaviors are identified from SROs’ activities.  

Table 10.1 SROs’ behaviors pertaining to the performance of procedural steps included in EOPs  

Type Meaning 

A Strict adherence SROs strictly follow all the required actions as written 

B Skipping redundant actions SROs skip an action that is identical to one that already 

carried out in the previous procedural step 

SROs perform the same action based on previously 

known information 

C Modifying the sequence 

of actions 

SROs carry out a procedural step using a modified se-

quence of actions that is different from the predefined 

sequence of actions 

From Table 10.1, Type A (strict adherence) means that SROs have conducted 

all the required actions along with the predefined sequence of actions (i.e. com-

pliance behavior). In contrast, both Type B (skipping redundant actions) and Type 

C (modifying the sequence of actions) imply typical noncompliance behaviors re-

lated to finding an effective shortcut. In order to understand the characteristics of 

noncompliance behaviors, let us consider Fig. 10.2, which shows three arbitrary 

procedural steps included in EOPs. 

First, Type B denotes that SROs conduct all the required actions included in a 

procedural step to be performed, excluding redundant actions that were already 

conducted in the previous procedural step (i.e., prior actions). For example, as can 

be seen from Fig. 10.2, verify containment pressure is less than 70 cmH2O action 

is commonly included in both Steps 1 and 2. In this case, it has been frequently 

observed that SROs did not check the current value of containment pressure in the 

course of performing Step 2, since they already checked it in Step 1. In addition, 

instead of skipping this action, several SROs performed this action by themselves 

(i.e., without communicating with board operators) based on the old value of the 



10.2 Identifying Complicated Tasks Demanding an Excessive Workload 149 

containment pressure obtained in the course of performing Step 1. 

 Instructions Contingency Actions 

Step 1 

 Determine the containment isolation acceptance 
criteria are met by performing ALL of the 
following: 
a. Verify containment pressure is less than  

70 cmH2O. 
 
b. Verify NO containment area radiation alarms 

or unexplained rise in radiation has occurred. 
 
c. Verify NO steam plant radiation alarms or 

unexplained rise in radiation has occurred. 

 
 
 
a. IF containment pressure is greater than  
133.1 cmH2O,  
THEN ensure CIAS is actuated. 

b. IF there is steam plant radiation alarm or 
unexplained rise in radiation,  
THEN sample SG activity. 

Step 2 

 Determine containment temperature and 
pressure acceptance criteria are met by 
performing BOTH of the following: 
a. Verify containment temperature is less than 

49oC. 
 
b. Verify containment pressure is less than 

70cmH2O. 

 
 
 
a.  Ensure all required containment normal cooling 

and ventilation systems are in operation: 
… (rest of actions) 

Step 3 

 IF containment pressure is greater than  
 1423.6 kg/cm2, 
 THEN perform ALL of the following: 

a. Verify CSAS (containment spray actuation 
signal) is actuated automatically. 

 
b. Verify all CS (containment spray) pumps are 
delivering at least 15,200 LPM  
(liter per minute) 

 
c. Close RCP (reactor coolant pump) seal leak-
off isolation valves. 

d. Stop all RCPs. 

 
 
 
a. IF CSAS has NOT been initiated automatically 
THEN manually actuate CSAS. 
� EF-HS-101A/101B/101C/101D. 

b. IF ANY CS pumps CANNOT deliver  
15,200 LPM  
THEN perform ANY of the following: 

 
… (rest of actions) 

 
 

Fig. 10.2 Three arbitrary procedural steps to explain Type B and Type C behavior (Park and Jung 

2003, © Elsevier) 

Second, Type C indicates that SROs carry out the required actions based on a 

modified sequence of actions. It has been frequently observed that SROs seem to 

try to change the predefined sequence of actions into another one in order to per-

form a procedural step more easily. It is to be noted that the main difference be-

tween Type B and Type C is the existence of prior actions, since Type C automati-

cally includes the behavior of skipping actions due to the modified sequence of 

actions. Let us consider Fig. 10.3, which depicts the ACG of Step 3.  

First, when SROs start to perform Step 3, they have to verify whether the con-

tainment pressure is greater than 1423.6 kg/cm
2
 or not (refer to the first action in 

Fig.10.3). If the result is yes, then SROs have to perform either verify all contain-

ment spray (CS) pumps are delivering at least 15200 LPM action or manually ac-

tuate containment spray actuation signal (CSAS) action based on the results of ve-

rify CSAS is actuated automatically action. However, several SROs accomplished 

this procedural step using a modified action sequence, as illustrated in Fig. 10.4. 
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ID Action description 

S3 Perform Step 3 

1 Verify containment pressure is greater 
than 1423.6 kg/cm2  

2 Verify CSAS is actuated automatically 

3 Manually actuate CSAS 

4 Verify all CS pumps are delivering at 
least 15200 LPM 

5 Close RCP seal leak-off isolation valves 

6 Stop all RCPs 

7 Go to the next procedural step 

  

Fig. 10.3 ACG of Step 3 (Park and Jung 2003, © Elsevier) 

 

Fig. 10.4 Modified sequence of actions about Step 3 (Park and Jung 2003, © Elsevier) 

As shown in Fig. 10.4, SROs carried out verify all CS pumps are delivering at 

least 15200 LPM action before conducting verify CSAS is actuated automatically 

action. This sequence of actions is the deviation from the predefined one depicted 

in Fig. 10.3. Nevertheless, the fruit of this modification seems to be attractive – 

reducing the number of actions to be conducted by SROs. This is because SROs do 

not need to consider the several actions enclosed by dotted lines when the flow 

rate of CS pumps is greater than 15200 LPM.  

From the above examples, thus, the meaning of prior actions could become 
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obvious, since the only way to discriminate Type B from Type C is to check the ex-

istence of identical actions. It is to be noted that there will be many different types 

of noncompliance behaviors that can be observed in the course of performing pro-

cedural steps. Unfortunately, it is very difficult to detect other types of noncom-

pliance behaviors because most of them have occurred in the mental processes of 

SROs. Accordingly, for the sake of simplicity, it is assumed that all the noncom-

pliance behaviors belong to either Type B or Type C. 

10.2.2 The Meaning of Noncompliance Behaviors 

It seems that there is a plausible explanation why SROs adopt these types of non-

compliance behaviors. As one of the training instructors working in the reference 

NPPs stated: 

When the containment pressure is high, SROs ultimately want to know whether a 

sufficient CS flow is delivered or not. In addition, most SROs already recognize that, 

when the CSAS is actuated, CS pumps and the associated valves are automatically aligned 

in order to deliver sufficient CS flow. Thus, the adoption of Type C is understandable, 

because they are able to reduce the number of the required actions by checking flow rate 

from CS pumps before anything else. 

At the same time, however, the training instructor also noted that both Type B 

and Type C might be risky, because these noncompliance behaviors can directly 

result in an unanticipated consequence. For example, licensee event reports (LERs) 

issued in the U.S.A have revealed that a significant portion of incidents was 

caused by a noncompliance behavior such as an operator’s decision upon a course 

of action based on what information he had (Brune and Weinstein 1981). In addi-

tion, Macwan and Mosleh (1994) stated that memory of recent actions is one of 

the causes resulting in a procedure-related human error. That is, when qualified 

operators are asked to verify the flow rate, they are apt to omit verifying the cur-

rent value of the flow if they have recently verified that the status of the associated 

pump is running.  

Nevertheless, the above explanations clearly show that both Type B and Type C 

are not malicious but a kind of optimized response to satisfactorily perform the re-

quired tasks under a given constraint. This means that the comparison between 

noncompliance behaviors and TACOM scores would be meaningful because qual-

ified operators will try to reduce the amount of undue workload by adopting a 

more effective way to perform procedural steps. 

10.2.3 Comparing the Occurrence of Noncompliance Behaviors 

with the Associated TACOM Scores 

In order to compare noncompliance behaviors with the associated TACOM scores, 
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the OPERA database has been meticulously examined. As a result, Table 10.2 

summarizes a profile about the number of compliance as well as noncompliance 

behaviors, which is grouped so that the distribution of observations is fit to a nor-

mal distribution with respect to TACOM scores (Kolmogorov-Smirnov test passed, 

p > 0.2). 

Table 10.2 Profile of compliance as well as noncompliance behaviors 

TACOM score  

(bin size = 0.6) 

Number of observations 

Type A Type B Type C Total 

1.401 ~ 2.000 28 0 1 29 

2.001 ~ 2.600 143 20 37 200 

2.601 ~ 3.200 332 32 139 503 

3.201 ~ 3.800 175 3 55 233 

3.801 ~ 4.400 104 7 19 130 

In order to clarify whether the occurrences of noncompliance behaviors are in-

fluenced by the associated TACOM scores, the χ2
 test is conducted as summarized 

in Table 10.3. 

Table 10.3 Results of χ2
 test  

TACOM score The number of observations The number of expectations 

Range Representative Type A Type B Type C Type A Type B Type C 

1.401 ~ 2.000 1.700 28 0 1 20.7 1.6 6.6 

2.001 ~ 2.600 2.300 143 20 37 142.8 11.3 45.8 

2.601 ~ 3.200 2.900 332 32 139 359.2 28.5 115.3 

3.201 ~ 3.800 3.500 175 3 55 166.4 13.2 53.4 

3.801 ~ 4.400 4.100 104 7 19 92.8 7.4 29.8 

χ2
 = 38.4, df (degrees of freedom) = 8, p < 10

-3
; rejection criterion = χ2

0.05 (8) = 15.5 

As a result, it seems that the occurrences of compliance behaviors are able to 

be explained by TACOM scores since the χ2
 value is greater than the rejection cri-

terion for the null hypothesis (e.g., χ2
 = 32.1 > χ2

0.05 (8) = 15.5). This means that 

qualified operators are likely to change their behaviors with respect to the com-

plexity of procedural steps. If we adopt this expectation, then it is meaningful to 

compare the effect of TACOM scores on the percentage of compliance behaviors 

(Fig. 10.5).  

From Fig. 10.5, it is observed that many SROs seem to adopt noncompliance 

behaviors more frequently when they have to conduct procedural steps whose 

TACOM scores range from 2.300 to 3.500 (based on representative values). In 

contrast, when SROs are faced with procedural steps whose TACOM scores are 

either relatively low (i.e., less than 2.300) or relatively high (i.e., greater than 

3.500), they seem to try to follow procedural steps as written. 
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Fig. 10.5 Comparing the percentage of compliance behaviors with the associated TACOM scores 

10.2.4 Criterion for Complicated Tasks 

As can be seen from Fig. 10.5, the relation between compliance behaviors and 

TACOM scores shows a large U shape (or an inverted-U shape for noncompliance 

behaviors). In this regard, it is possible to assume that we are able to establish a 

criterion for complicated procedural steps demanding an excessive workload. To 

this end, let us consider Fig. 10.6.  

  

Fig. 10.6 Hypothetical tendency of compliance behaviors with respect to an increase in TACOM 

scores 
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In Region I, SROs show an expected tendency to frequently adopt noncom-

pliance behaviors (i.e., searching for a shortcut) accompanied by an increase in 

TACOM scores. If this tendency continues, the percentage of noncompliance be-

haviors will follow a hypothetical line that is monotonically falling such as ○A  in 

Fig. 10.6. However, in Region II, observed data show that SROs seem to less fre-

quently adopt noncompliance behaviors when they exceed a certain value of the 

TACOM measure. In other words, SROs seem to try to carry out the required ac-

tions as written even if they have to accomplish more complicated procedural 

steps. This contradictory tendency can be understood if we consider two assump-

tions from the point of view of optimization behavior.  

First, when SROs are faced with a procedural step that consists of a few ac-

tions with a simple action sequence, they will likely to carry it out as written. This 

is because the procedural step is so easy that SROs do not need to consider non-

compliance behaviors to reduce an undue workload. Meanwhile, in the case of a 

complicated procedural step, it is assumed that SROs might feel a burden in adopt-

ing noncompliance behaviors because there is no benefit to reducing an undue 

workload. That is, customizing a complicated procedural step through adopting 

noncompliance behaviors is not favorable since SROs may use a considerable 

amount of cognitive resources dealing with various kinds of causalities, such as 

the automatic running of CS pumps due to the actuation of the CSAS, in the 

course of searching for a shortcut. For this reason, the inflection point from which 

the percentage of compliance behaviors starts to increase can be referred to as the 

departure from monotonic optimization (DMO). According to Fig. 10.5, in the 

case of qualified operators working in the reference NPPs, it is expected that the 

DMO will be located somewhere in the range 2.300 to 3.500. Here, we are able to 

refer to this territory as the most violation-probable territory (MVT), because the 

chance of an unintended violation is relatively high in an unstable environment. 

Fortunately, these assumptions appear to be reasonable because it is anticipated 

that SROs will just try to trade off noncompliance behaviors with the complexity 

of procedural steps (i.e., cost-benefit trade-offs) (Reason 2008). For example, 

Amalberti (2001) pointed out that “Fundamentally, an operator does not regulate 

the risk of error, he regulates a high performance objective at the lowest possible 

execution cost. In the human mind, error is a necessary component of this opti-

mized performance result (p. 118).” Similarly, Leplat (1998) stated that “These 

studies, for example, have shown that when the demands or the complexity of the 

work increase, one process for reducing complexity is to change work method (p. 

110).”  

And Vicente (1999) explained: 

At one plant, operators would not always follow the written procedures when they went to 

the simulator for recertification. They deviated from them for one of two reasons. In some 

cases, operators achieved the same goal using a different, but equally safe and efficient, 

set of actions. … In other cases, the operators would deviate from the procedures because 

the desired goal would not be achieved if the procedures were followed. It is very difficult 

to write a procedure to encompass all possible situations (p. xiii). 

Therefore, the percentage of noncompliance behaviors will be proportional to 
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the amount of benefits that are seen as outweighing the possible costs if SROs be-

lieve that they will not result in bad consequences (Dien et al. 1992; Maurino et al. 

1995; Vessey 1994; Visciola et al. 1992; Lawton 1998). This strongly suggests that 

SROs are apt to adopt noncompliance behaviors when they have to perform pro-

cedural steps whose complexity is within a certain tolerable range. Subsequently, 

it is presumed that qualified operators are able to accomplish procedural steps 

whose TACOM scores are less than the DMO, with an acceptable workload. In 

contrast, qualified operators are likely to feel an excessive workload when they 

have to accomplish procedural steps whose TACOM scores are greater than the 

DMO. Here, if we assume that the value of the DMO is the best representative 

value of the MVT (i.e., 3.500), then 4.100 (i.e., the central value between 3.801 

and 4.400) should be a representative value distinguishing a procedural step that 

might place an excessive workload on SROs. Consequently, it is highly expected 

that the possibility of procedure-related human errors (i.e., distraction-due-to-

workload) will increase when qualified operators need to accomplish a procedura-

lized task that consists of a series of procedural steps whose TACOM scores are 

greater than this value. This implies that we might have a decisive clue for ans-

wering one of the pending issues in cognitive engineering: In many hazardous 

technologies, the important issue is not whether to violate but when to violate (see 

p. 291 of Reason et al. 1998). 

Although a great amount of additional effort should be spent in advance to jus-

tify the aforementioned assumptions and expectations, it is hoped that the 

TACOM measure would contribute greatly to the identification of effective coun-

termeasures to support qualified operators if we are able to establish a firm crite-

rion regarding a complicated proceduralized task. In this vein, one of the typical 

contributions will be the provision of necessary inputs in the early phases of a hu-

man-machine interface (HMI) design process. 

10.3 Providing Design Inputs on Effective HMIs 

In general, it has been widely recognized that one of the key processes in the de-

sign of HMIs is task analysis. For example, as stated by Kirwan and Ainsworth 

(1992): 

Task analysis involves the study of what an operator (or team of operators) is required to 

do to achieve a system goal. The primary purpose of task analysis is to compare the 

demands of the system on the operator with the capabilities of the operator, and if 

necessary, to alter those demands, thereby reducing error and achieving successful 

performance (p. 15). 

To this end, at least, it is essential to identify what kinds of information and ac-

tivities are necessary to achieve the required tasks (Kirwan 1994; Kirwan and 

Ainsworth 1992; IEEE 1997). In this regard, Fig. 10.7 shows the typical results of 

a task analysis about the HMI design of NPPs (Lee et al. 1994).  
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Function Regulating RCS inventory 

Task Increasing the rate of charging flow 

Purpose Increasing the rate of charging flow in order to compensate for expected 
condensations due to the cooling of RCS  

Action 1. Switch the controller of charging flow to manual position. 

2. Control the rate of charging flow until the water level of pressurizer 
reaches 70%. 

3. If necessary, close BG-HV-1 and BG-HV-2. 

4. Control the rate of charging flow less than 27 m3/h. 

5. If necessary, stop all remaining RCPs except one. 

Indicator 1. CVCS (chemical and volume control system) charging flow indicator 

� BG-FI-122 (0-50m3/h) 

2. Pressurizer level: indicators 

� BB-LI-459A (0-100%) 

� BB-LI-460 (0-100%) 

� BB-LI-461 (0-100%) 

3. Pressurizer level: trend recorder 

� LR-459 (0-100%) 

Controller 1. CVCS charging flow controller 

� BG-FK-122 (manual: 0-100%, modulate) 

2. CVCS letdown orifice valve switches 

� BG-HS-1 (Open, Close) 

� BG-HS-2 (Open, Close) 

3. RCP controllers (Start, Stop) 

Fig. 10.7 Typical results of a task analysis 

It should be emphasized that the TACOM score of a task being considered can 

be directly quantified from the results of a task analysis because Fig. 10.7 contains 

all kinds of information for quantifying the five submeasures. This implies that 

more detailed as well as helpful functional specifications can be extracted in the 

early stages of an HMI design process. For example, Table 10.4 summarizes the 

TACOM score of increasing the rate of charging flow task. 

Table 10.4 TACOM score of increasing the rate of charging flow task 

SIC SLC SSC AHC EDC TS TR TU TACOM 

3.640  2.000  3.000  4.564  4.736  3.458  2.279  4.736  3.436 

It is to be noted that this task seems to be violation-probable, because the 

TACOM score shown in Table 10.4 belongs to a range in which qualified opera-

tors might adopt a noncompliance behavior more frequently. Due to this concern, 

we have to do something to reduce the possibility of an unintended violation about 

this task. Fortunately, the scores of the five submeasures provide diagnostic in-

formation by which an appropriate countermeasure can be figured out.  
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For example, it is anticipated that the EDC will be a primary contributor since 

its score is greater than those of the other submeasures. Actually, this anticipation 

seems to be reasonable because qualified operators have to conduct a couple of 

equally acceptable actions, such as If necessary, close BG-HV-1 and BG-HV-2, or 

If necessary, stop all the remaining RCPs except one. This means that it is indis-

pensable for qualified operators to additionally provide either clearer task descrip-

tions or more helpful information to support the selection of a proper action. How-

ever, as already explained at the end of Sect. 5.4, it is very difficult (or almost 

impossible) to describe detailed actions that accurately cover every situation it 

would be better to come up with the design of effective HMIs that provide suppor-

tive information to qualified operators. From this standpoint, it is expected that the 

TACOM measure can contribute to the design of effective HMIs in the following 

ways. 

10.3.1 Clarifying the Types of Information Displays  

The results of existing studies have revealed that the performance of qualified op-

erators vary dramatically varied with respect to the appropriateness of information 

displays (Bennett et al. 1997; Goodstein 1981; Ham and Yoon 2001; Ham et al. 

2008; Vicente 1999; Vicente and Rasmussen 1990; Wickens 1992; Woods 1991). 

In short, conventional information displays seem to be inappropriate for support-

ing the completion of required tasks that demand a high level of cognitive activi-

ties, such as searching for necessary information, interpreting information, and in-

ferring information, etc. As a result, conventional information displays are likely 

to put a great cognitive burden on qualified operators who are working in a large 

and safety-critical process control system. Therefore, the provision of effective in-

formation displays is very important for enhancing the performance of qualified 

operators as well as, to some extent, for reducing the possibility of human errors.  

In this regard, one of the essential questions is what types of information dis-

plays are necessary to provide supportive information? In other words, we need to 

clarify what kind of task-related information is necessary to decrease the amount 

of cognitive burden (or workload) to be placed on qualified operators. From this 

point of view, Vicente and Rasmussen (1992) suggested the framework of an eco-

logical interface design (EID). Ham et al. (2008) summarized the features of the 

EID framework as follows: 

EID aims to systematically represent the identified work domain constraints in displays in 

order to support the adaptive, goal-directed human behavior. Two most important 

ingredients of the EID approach are identifying invariant constraints of work domains by 

employing AH (abstraction hierarchy) and designing information display to capitalize the 

human’s powerful pattern recognition ability. The use of AH, a multilevel knowledge 

representation framework for describing the goal–means structure of work domains, 

allows designers to build a work domain model that makes human operators have a right 

mental model of the work domain. Up to now, there have been several studies proving the 

validity and effectiveness of the EID framework in diverse work domains. Collectively, 
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these studies claimed that EID could lead to better performance than traditional displays. 

Cognitively complex tasks seemed to be more benefited from EID, compared to simple 

tasks; however, there were no harmful effects of EID under simple tasks (p. 255). 

Here, it should be emphasized that the EID framework is effective for cogni-

tively complex tasks. This strongly implies that the application of the EID frame-

work should be selective for complicated tasks, because considerable time and ef-

fort are necessary to appy the EID framework to a large-scale problem (Vicente 

2002). That is, in order to practically apply the EID framework to a large and safe-

ty-critical process control system, it should be combined with a kind of additional 

framework that can identify a complicated task challenging the cognitive ability of 

qualified operators (Jenkins et al. 2009). From this concern, it is expected that the 

TACOM measure could play an important role, because TACOM scores can iden-

tify complicated tasks that are likely to place an excessive workload on qualified 

operators. Consequently, one could say that the concurrent use of both the EID 

framework and the TACOM measure is a very promising approach to providing 

effective information displays. 

10.3.2 Specifying Information Requirements for CBPs 

From the point of view of providing supportive information, the use of a systemat-

ic framework to determine proper information displays in the early stages of an 

HMI design is an ideal solution. For example, the EID framework can be applied 

in the early stages of HMI design processes if a list of complicated tasks could be 

identified from the results of a task analysis. However, this solution is only availa-

ble to a system to be constructed or being constructed. This means that we are able 

to come up with an alternative solution that can be applied to an operating system, 

such as NPPs. In this regard, a plausible solution would be to use a computer-

based procedure (CBP), which is comparable to a paper-based procedure (PBP).  

O’Hara et al. (2002) summarized the characteristics of both PBPs and CBPs as 

follows: 

PBPs also impose tasks on the operator that are not directly related to controlling the plant. 

To make transitions between procedure steps and documents, and maintain awareness of 

the status of procedures that are in progress, operators must handle, arrange, scan, and 

read PBPs in parallel with monitoring and control tasks. CBPs are being developed to 

support procedure management. CBPs have a range of capabilities that may support 

operators in controlling the plant and reduce the demands associated with PBPs. In the 

simplest form, CBPs show the same information via computer-driven video display units 

(VDUs). More advanced CBPs may include features to support managing procedures (e.g., 

making transitions between steps and documents, and maintaining awareness of 

procedures in progress), detecting and monitoring the plant’s state and parameters, 

interpreting its status, and selecting actions and executing them (p. 1-1).  

In sum, static PBPs have inherent drawbacks in supporting transitions among 

multiple procedures as well as a high level of cognitive activities that will dynam-

ically vary with respect to an ongoing situation (such as interpreting process in-
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formation or selecting appropriate actions). Therefore, CBPs have been developed 

for not only new NPPs but also existing NPPs with advanced computer and infor-

mation technologies (Jung et al. 2004; Kontogiannis 1999a; Lipner and Kerch 

1994; Pirus and Chambon 1997; Reynes and Beltranda 1990; Spurgin et al. 1988; 

Spurgin et al. 1993).  

However, CBPs have not been widely used as expected because (1) there are 

still many unresolved issues and (2) practical guidance for their design is still in-

sufficient (Kontogiannis 1999a; O’Hara et al. 2002; Niwa et al. 1996; Niwa and 

Hollnagel 2002). For example, one of the important design issues is the provision 

of supportive information to reduce general cognitive workload resulting from the 

high demand of cognitive activities, such as monitoring or decision making 

(O’Hara et al. 2002). Unfortunately, instead of practical guidelines that allow the 

designer of CBPs to identify what kind of information should be provided, only a 

list of high-level functional requirements is currently available.  

In this regard, it is expected that another contribution of the TACOM measure 

could be the specification of design requirements for CBPs. In order to clarify this 

expectation, let us recall verify the water level of Tank 1 is abnormally decreasing 

action. As explained in Sect. 7.5, qualified operators probably need to check the 

water level of Tank 1 in parallel with the status of surrounding components to find 

out whether there is a good explanation for the decrease in the water level. If there 

is no evident cause, then qualified operators will suspect an abnormal decrease 

due to other factors, such as a break in a pipe. This implies that CBPs should sup-

port qualified operators by providing additional information, such as the status of 

related components or equipment, which is helpful for reducing the amount of 

cognitive resources to deal with an action description including an ambiguous 

ACCEPTANCE CRITERION (i.e., abnormally decreasing). Similarly, in the case 

of align all the valves to transfer a coolant from Tank A to Tank B action, CBPs 

should support qualified operators by providing the associated valves that are ne-

cessary to make a flow line to two tanks, because there is no specification about 

MEANS. In this way, it is possible to systematically articulate information re-

quirements for CBPs.
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