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Preface

Social networks provide a powerful abstraction of the structure and dynamics of
diverse kinds of people or people-to-technology interaction. Web 2.0 has enabled
a new generation of Web-based communities, social networks, and folksonomies
to facilitate collaboration among different communities. Social network analysis is
a rapidly growing field within the Web intelligence domain. The recent develop-
ments in Web 2.0 have provided more opportunities to investigate the dynamics
and structure of Web-based social networks. Recent trends also indicate the usage
of social networks as a key feature for next-generation usage and exploitation of
the Web. This book provides an opportunity to compare and contrast the etholog-
ical approach to social behavior in animals (including the study of animal tracks
and learning by members of the same species) with web-based evidence of social
interaction, perceptual learning, information granulation, the behavior of humans,
and affinities between web-based social networks. The main topics cover the de-
sign and use of various computational intelligence tools and software, simulations
of social networks, representation and analysis of social networks, use of semantic
networks in the design, and community-based research issues such as knowledge
discovery, privacy and protection, and visualization. This book presents some of
the latest advances of various topics in intelligence social networks and illustrates
how organizations can gain competitive advantages by applying the different emer-
gent techniques in the real-world scenarios. Experience reports, survey articles, and
intelligence techniques and theories with specific networks technology problems
are depicted. We hope that this book will be useful for researchers, scholars, post-
graduate students, and developers who are interested in intelligence social networks
research and related issues. In particular, the book will be a valuable companion
and comprehensive reference for both postgraduate and senior undergraduate stu-
dents who are taking a course in Social Intelligence. The book contains 18 chapters,
which are organized into two parts, and all articles are self-contained to provide
greatest reading flexibility.

This volume is divided into three parts as detailed below. Part I deals with Social
Network Mining Tools and consists of seven chapters.

The increasing achievement of the Web has led people to exploit collaborative
technologies in order to encourage partnerships among different groups. The in-
terest in analyzing Virtual Social Networks has grown massively in recent years
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and it has involved researches from different fields. This led to the development
of different methods to study relationships between people, groups, organizations,
and other knowledge-processing entities on the Web. In Chapter 1, “An Overview
of Methods for Virtual Social Networks Analysis,” D’Andrea et al. classify these
methods in two categories. The first category concerns methods used for the net-
work data collection, while the second category deals with methods used for the
network data visualization. The chapter gives an example of application of these
methods to analyze the Virtual Social Network LinkedIn.

The discovery of single key players in social networks is commonly done using
some of the centrality measures employed in social network analysis. In Chapter 2,
“Discovering Sets of Key Players in Social Networks,” Ortiz-Arroyo presents a brief
survey of such methods. The methods described include a variety of techniques
ranging from those based on traditional centrality measures using optimizing criteria
to those based on measuring the efficiency of a network. Additionally, the author
describes and evaluates a new approach to discover sets of key players based on
entropy measures.

Barton et al. in Chapter 3, “Towards Self-Organizing Search Systems,” propose a
general three-layer model for designing and implementing a self-organizing system
that aims at searching in multimedia data. This model gives developer guidelines
about what component must be implemented and how they should behave. The us-
ability of this model is illustrated on a system called Metric Social Network.

Chapter 4, “DISSECT: Data-Intensive Socially Similar Evolving Community
Tracker” by Chin and Chignell, examines the problem of tracking community in
social networks inferred from online interactions by tracking evolution of known
subgroups over time. A variety of approaches have been suggested to address this
problem, and the corresponding research literature is reviewed, which include cen-
trality and clustering for identifying subgroup members, and optimization. The main
contribution of this chapter is the DISSECT method wherein multiple known sub-
groups within a social network are tracked in terms of similarity-based cohesiveness
over time. The DISSECT method relies on cluster analysis of snapshots of network
activity at different points in time followed by similarity analysis of subgroup evo-
lution over successive time periods.

The Blogosphere is expanding at an unprecedented speed, and a better under-
standing of the blogosphere can greatly facilitate the development of the Social Web
to serve the needs of users, service providers, and advertisers. One important task in
this process is the clustering of blog sites. In Chapter 5, “Clustering of Blog Sites
Using Collective Wisdom,” Agarwal et al. illustrate how clustering with collective
wisdom can be achieved and compare its performance with respect to representative
traditional clustering methods.

In Chapter 6, “Exploratory Analysis of the Social Network of Researchers in In-
ductive Logic Programming,” Lavrač et al. present selected techniques for social
network analysis and text mining, and interpret the results of exploratory anal-
ysis of the social network of researchers in inductive logic programming (ILP),
on the basis of the ILP scientific publications database collected within the ILP-
net2 project. In addition the chapter also presents a novel methodology for topic
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ontology learning from text documents. The proposed methodology, named On-
toTermExtraction (Term Extraction for Ontology learning), is based on OntoGen, a
semiautomated tool for topic ontology construction, upgraded by using an advanced
terminology extraction tool in an iterative, semiautomated ontology construction
process.

In Chapter 7, “Information Flow in Systems of Interacting Agents as a Function
of Local and Global Topological Features,” Andre S. Ribeiro presents the latest
results on how a system’s structure, namely, its topological features, at global and
local levels, affects the flow of information among its elements. It is shown how the
topology determines the amount and diversity of information flow, and the ability
to cope with noise and uncertainty in the information transmitted. The author uses
Boolean Networks as models of dynamical systems of interacting elements whose
structure is characterized at a global level by size and average connectivity and at
a local level by a generalized clustering coefficient. The dynamics is characterized
by the pair-wise mutual information of the time series of the elements states, which
quantifies the amount of information flow, and by the Lempel-Ziv complexity, which
characterizes the complexity, i.e., diversity of the messages flowing in the system.

Part II consists of eight chapters and deals with Social Network Evolution.
In Chapter 8, “Network Evolution: Theory and Mechanisms,” Omidi and

Masoudi-Nejad review some of the important network models that are introduced
in recent years. The aim of all of these models is imitating the real-world network
properties. Real-world networks exhibit behaviors such as small-world, scale-free,
and high clustering coefficient.

In Chapter 9, “Vmap-Layout, a Layout Algorithm for Drawing Scientograms,”
Quirin and Cordón present a drawing algorithm to represent graphically co-citation
networks. The proposed method can print real-world networks in an aesthetic way,
highlighting the backbone and pushing the less important links to the boundaries.
The algorithm is detailed and compared with the classical Kamada-Kawai drawing
algorithm on several scientograms.

In Chapter 10, “Nature-Inspired Dissemination of Information in P2P Networks,”
by Christophe illustrates the dissemination of information within groups of people
and aim at answering one question: can we find an effort-less way of sharing infor-
mation on the web? A nature-inspired framework is introduced as an answer to this
question. This framework features artificial ants taking care of the dissemination of
information items within the network.

In Chapter 11, “Analysis and Visualization of Relations in e-Learning,” Pavla
et al. focus on searching of latent social networks in e-Learning systems data. This
data consists of student’s activity records where latent ties among actors are embed-
ded. The social network studied in this chapter is represented by groups of students
who have similar contacts and interact in similar social circles. Different methods
of data clustering analysis are applied to these groups and the findings illustrate the
existence of latent ties among the group members. The second part of this chapter
focuses on social network visualization for monitoring the study activities of indi-
viduals or groups, as well as the planning of educational curriculum, the evaluation
of study processes, etc.
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In Chapter 12, “Interdisciplinary Matchmaking: Choosing Collaborators by Skill,
Acquaintance and Trust,” Hupa et al. present fundamental concepts on how to score
a team based on members’ social context and their suitability for a particular project.
The chapter represents the social context of an individual as a three-dimensional
social network (3DSN), composed of a knowledge dimension expressing skills, a
trust dimension, and an acquaintance dimension. Dimensions of a 3DSN are used to
mathematically formalize the criteria for prediction of team’s performance.

In Chapter 13, “Web Communities Defined by Web Page Content,” Kudělka et al.
explore the relationship between the intent of web pages, their architecture, and the
communities who take part in their usage and creation. The chapter describes tech-
niques, which can be used to extract the mentioned information as well as tools
usable in the analysis of this information. Authors define the MicroGenre as a build-
ing block of web pages, which is based on social interaction.

In Chapter 14, “Extended Generalized Block Modeling for Compound Commu-
nities and External Actors,” Radoslaw and Krawczyk consider social communities
composed of several cohesive subgroups, which they call compound communities.
For such communities, an extended generalized block modeling is proposed in this
chapter taking into account the structure of compound communities and relations
with external actors. Using the extension, the community protection approach is
proposed and used in detection of spam directed toward an e-mail local society.

In Chapter 15, “Analyzing Collaborations Through Content-Based Social Net-
works,” Cucchiarelli et al. present a methodology and a software application to
support the analysis of collaborations and collaboration content in scientific com-
munities. High quality terminology extraction, semantic graphs, and clustering
techniques are used to identify the relevant research topics. Traditional and novel
social analysis tools are then used to study the emergence of interests around certain
topics, the evolution of collaborations around these themes, and to identify potential
for better cooperation.

Part III deals with Social Network Applications and consists of three chapters.
Grzegorz et al. in Chapter 16 “IA-Regional-Radio – Social Network for Radio

Recommendation,” present a system based on social network for radio applica-
tion. This system carries out automatic collection, evaluation, and rating of music
reviewers, the possibility for listeners to rate musical hits and recommendations de-
duced from auditor’s profiles in the form of regional Internet radio. First, the system
searches and retrieves probable music reviews from the Internet. Subsequently, the
system carries out an evaluation and rating of those reviews. From this list of music
hits, the system directly allows notation from our application. Finally, the system
automatically creates the record list diffused each day depending on the region, the
year season, day hours, and age of listeners.

In Chapter 17, “On the Use of Social Networks in Web Services – Applica-
tion to the Discovery Stage,” Maamar et al. discusses the use of social networks
in web services with focus on the discovery stage that characterizes the life cy-
cle of these Web services. Traditional discovery techniques are based on registries
such as Universal Description, Discovery and Integration (UDDI), and Electronic
Business using eXtensible Markup Language (ebXML). Unfortunately, despite the
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different improvements that these techniques have been subject to, they still suffer
from various limitations that could slow down the acceptance trend of web services
by the IT community. Social networks seem to offer solutions for some of these
limitations, but raise at the same time some issues that are discussed within this
chapter.

The friendship relation, a social relation among individuals, is one of the pri-
mary relations modeled in some of the world’s largest online social networking
sites, such as FaceBook. On the other hand, the co-occurrence relation, as a rela-
tion among faces appearing in pictures, is one that is easily detectable using modern
face detection techniques. These two relations, though appearing in different realms
(social vs. visual sensory), have a strong correlation: faces that co-occur in photos
often belong to individuals that are friends. Using real-world data gathered from
Facebook, which were gathered as part of the FaceBots project, the world’s first
physical face recognizing and conversing robot can utilize and publish information
on Facebook. Mavridis et al. in Chapter 18, “Friends with Faces: How Social Net-
works Can Enhance Face Recognition and Vice Versa,” present methods as well as
results for utilizing this correlation in both directions. Both algorithms for utilizing
knowledge of the social context for faster and better face recognition are given, as
well as algorithms for estimating the friendship network of a number of individuals
given photos containing their faces.

We are very much grateful to the authors of this volume and to the reviewers for
their tremendous service in critically reviewing the chapters. Most of the authors of
chapters included in this book also served as referees for chapters written by other
authors. Thanks go to all those who provided constructive and comprehensive re-
views. The editors would like to thank Wayne Wheeler and Simon Rees of Springer
Verlag, Germany for the editorial assistance and excellent cooperative collaboration
to produce this important scientific work. We hope that the reader will share our
excitement to present this volume on social networks and will find it useful.

Machine Intelligence Lab (MIR Lab) Ajith Abraham
Cairo University, Egypt Aboul Ella Hassanien
VSB Technical University, Czech Republic Václav Snášel



Contents

Part I Social Network Mining Tools

1 An Overview of Methods for Virtual Social Networks
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Alessia D’Andrea, Fernando Ferri, and Patrizia Grifoni

2 Discovering Sets of Key Players in Social Networks . . . . . . . . . . . . . . . . . . . . . . 27
Daniel Ortiz-Arroyo

3 Toward Self-Organizing Search Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Stanislav Barton, Vlastislav Dohnal, Jan Sedmidubsky,
and Pavel Zezula

4 DISSECT: Data-Intensive Socially Similar Evolving
Community Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Alvin Chin and Mark Chignell

5 Clustering of Blog Sites Using Collective Wisdom . . . . . . . . . . . . . . . . . . . . . . . .107
Nitin Agarwal, Magdiel Galan, Huan Liu,
and Shankar Subramanya

6 Exploratory Analysis of the Social Network
of Researchers in Inductive Logic Programming . . . . . . . . . . . . . . . . . . . . . . . . .135
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Chapter 1
An Overview of Methods for Virtual Social
Networks Analysis

Alessia D’Andrea, Fernando Ferri, and Patrizia Grifoni

Abstract The increasing achievement of the Web has led people to exploit
collaborative technologies in order to encourage partnerships among different
groups. The cooperation can be achieved by Virtual Social Networks that facili-
tate people’s social interaction and enable them to remain in touch with friends
exploiting the pervasive nature of information devices and services. The interest
in analysing Virtual Social Networks has grown massively in recent years, and it
involves researches from different fields. This led to the development of different
methods to study relationships between people, groups, organisations- and other
knowledge-processing entities on the Web. This chapter classifies these methods
in two categories. The first category concerns methods used for the network data
collection while the second category deals with methods used for the network data
visualisation. The chapter gives an example of application of these methods to
analyse the Virtual Social Network LinkedIn.

1.1 Introduction

Social relationships and networking are key components of human life, and they
have been historically bound according to time and space limitations; these re-
strictions have been partially removed because of the Internet evolution and its
use diffusion. In particular, the emergence of Web technologies and their evolu-
tion towards the Web 2.0 enables people to organise themselves into Virtual Social
Networks in the same manner they organise themselves in social networks in the
real world.

The difference between both earlier social networks and Virtual Social Networks
mainly consists of the mechanism used by the members to communicate each other;
the first are based on face-to-face interaction and the latter employ information and
communication technologies (ICTi) tools to facilitate interaction and promote com-
munication among people anywhere and anytime.

P. Grifoni (�)
via Nizza 128, 00198 Rome, Italy, Istituto di Ricerche Sulla Popolazoine e le Politiche
Sociali - Consiglio Nazionale delle Ricerche
e-mail: patrizia.grifoni@irpps.cnr.it

A. Abraham et al. (eds.), Computational Social Network Analysis, Computer
Communications and Networks, DOI 10.1007/978-1-84882-229-0 1,
c� Springer-Verlag London Limited 2010
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Indeed, Virtual Social Networks are fostered by a blend of hardware and soft-
ware tools that allow people to easily, immediately, universally, inexpensively, and
reliably share information by interacting.

In particular, they are addressed to the possibility to access specific information
regarding different areas of interest. Within Virtual Social Networks, individuals can
give information (by posting conversations) or get information (by browsing or by
posting questions). These information resources are socially helpful because they
allow people to easily establish contact among themselves.

The notion of interaction refers to the search of relationship during which people
can share, with others, interests and experiences.

The interest in Virtual Social Network Analysis has been growing massively in
recent years. Psychologists, anthropologists, sociologists, economists, and statis-
ticians have given significant contributions, making it actually an interdisciplinary
research area. This growth matches with an increasing development of methods used
to (a) collect and (b) visualise network data in order to analyse relationships between
people, groups, organisations- and other knowledge-processing entities on the Net.

The aim of this chapter is to give an overview of these two categories of methods.
In particular, the first category (methods used for network data collection) aims

to provide a data set that helps study the effects that Virtual Social Networks have
on different aspects of social activities.

To achieve this aim, the following methods are used: (i) Socio-centric: to exam-
ine sets of relationships between actors that are regarded for analytical purposes as
bounded social collectives. (ii) Ego-centric: to select focal actors (egos), and iden-
tify the nodes they are connected to.

The second category (methods used for network data visualisation) aims to ren-
der data in easily understood graphical formats, thus making complex information
usable.

To achieve this aim, the following are used: (i) graphs: to visualise relationships
among members of a narrow Virtual Social Network; (ii) matrices: to visualise large
or dense Virtual Social Networks; (iii) maps: to manage a wide amount of data and
information; and (iv) a hybrid approach: to integrate different visualisation perspec-
tives according to the user’s goal.

The chapter is organised as follows. Section 1.2 provides a short introduction,
which deals with some definitions of Virtual Social Networks. Section 1.3 analyses
the motivations that lead people to join Virtual Social Networks. Section 1.4 gives
a description of methods used for the network data collection and visualisation.
Section 1.5 applies the methods for data collection and visualisation to analyse the
Virtual Social Network LinkedIn. Finally, Section 1.6 concludes the chapter.

1.2 Background

The term Virtual Social Network indicates a Web-based service that allows indi-
viduals to (i) construct a public or semi-public profile, (ii) articulate a list of other
people with whom they share a connection, and (iii) view and traverse their list of
connections and those made by others within the community [1].
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There are many descriptions of the Virtual Social Networks that depend upon the
perspective from which they are defined, which may be multi-disciplinary: sociol-
ogy, technology, business, economic, and e-commerce.

From the sociology perspective, Virtual Social Networks are defined based on
their physical features or the strength and type of relationship. Etzioni et al. [2] view
Virtual Social Networks from the perspective of bonding and culture and define it
as having two attributes namely, a web of affect-laden relationships encompassing
a group of individuals (bonding) and commitment to a set of shared values, mores,
meanings, and a shared historical identity (culture). Romm et al. [3] define Virtual
Social Networks as group of people who communicate with each other via electronic
media and share common interests unconstrained by their geographical location,
physical interaction, or ethnic origin.

Ridings et al. [4] define Virtual Social Networks as groups of people with com-
mon interests and practices that communicate regularly and for some duration in an
organised way over the Internet through a common location or mechanism.

The technology perspective refers to Virtual Social Networks based on the soft-
ware supporting them like list server, newsgroup, bulletin board, and Internet Relay
Chat (IRC). These software technologies support the communication within the net-
work and help in creating the boundaries [5].

Hagel and Armstrong [6] take a business perspective and define Virtual Social
Networks as groups of people drawn together by an opportunity to share a sense of
community with like-minded strangers having common business interest.

Balasubramanian and Mahajan [7] take an economic perspective and define Vir-
tual Social Networks as entities characterised by ‘an aggregation of people, who
are rational utility-maximizers, who interact without physical collocation in a social
exchange process with a shared objective’.

The e-commerce prospective takes a very broad view of Virtual Social Networks
on considering what draws people and holds them to buy products and services [8].

In all of these definitions, Virtual Social Networks are described as social entities
comprised of individuals who share information and collaborate.

The notion of information refers to the fact that membership of a Social Network
is linked to the possibility of gaining access to specific information regarding areas
or issues of interest (didactic materials, reports, data bases, etc.), while the notion of
collaboration refers to the search for moments of interaction during which one can
share, with others, passions, interests, and experiences that are close to one’s set of
emotions.

As Virtual Social Networks are becoming popular, many studies are performed
to investigate their properties in order to understand their practices, implications,
culture, and meaning as well as member’s engagement with them.

Adamic et al. [9] study an early Virtual Social Network at Stanford University,
and find that the network exhibits small-world behaviour, as well as significant local
clustering.

Kumar et al. [10] examine two Virtual Social Networks (Flickr and Yahoo) and
find that both possess a large strongly connected component.
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Girvan and Newman [11] observe that users in Virtual Social Network tend to
form tightly knit groups.

Backstrom et al. [12] examine snapshots of group membership in LiveJournal,
and present models for the growth of user groups over time.

Finally in a recent work, Ahn et al. [13] analyse complete data from a large
South Korean Virtual Social Network (Cyworld), along with data from small sample
crawls of MySpace and Orkut.

All these researchers underline that the study of Virtual Social Networks is
becoming increasingly important as it allows analysing social, economical, and cul-
tural aspects that are at the basis of decision and planning activities.

1.3 Categorisation of Motivational Factors

The main issue in studying Virtual Social Networks is to analyse motivations that
lead people to join them.

One of the obstacles is the vast number of terms and expressions used to describe
similar ideas. To unify previous researches and to facilitate the categorisation of
motivational factors, we have aggregated similar concepts in order to create several
motivational categories (Table 1.1).

As shown in Table 1.1, there are different motivations that lead people to join
Virtual Social Networks.

Information exchanging is the most important factor in the success of Virtual
Social Networks. The possibility to share a lot of information in Virtual Social
Networks, allows discussions on different questions and problems. Individuals can
either give information (by posting conversations) or get information (browsing or
soliciting information by posting questions or comments). As members interact in
a Virtual Social Network, over time the Virtual Social Network emerges as the
most authoritative and influential source of knowledge. In fact, Virtual Social Net-
works provide a more dynamic environment, oriented to innovation and knowledge
sharing, than traditional communities. As a consequence, it emerges the increas-
ing ‘knowledge profiles’ of each member involved into the Virtual Social Network.
In this perspective, a Virtual Social Network amplifies openness, interoperability,
scalability, and extensibility of a traditional community.

The social aspect represents the second-most popular motivation. This finding
suggests that Virtual Social Network members should underline not only the content
but also promote the social aspects as well if they wish to increase the success of
their network.

People have a need to be affiliated with others because groups give individuals a
source of information and help in attain goals and create a social identity.

However, this aspect represents also a negative side. Internet is a very infor-
mal medium. Unlike speaking face-to-face, virtual communication does not allow
expressing emotion easily. It is necessary to remember that all Social Networks, vir-
tual or real, are based on people, and people are social human beings. It is certain
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Table 1.1 Motivational categories

Category Description Dimensions Examples

To get ideas
Motivation, skills, digital

divide, confidence,
well-being

To learn new things

Exchange
information

Obtain information
about a topic

To learn about new
technologies

To share my successes
A way for me to express my

anger
Social aspect Obtain emotional

support
Education, discussion

groups, leisure
entertainment,
legislation

To get advice

I can easily let out my
emotions

To support others
Friendship To made friends Shared knowledge,

collective experience,
self-esteem, valuedrole

To talk with people with the
same values

To talk with people similar
interests

Because it is fun
I enjoy posting in the

community
Recreation For entertainment Shopping, investments,

ordering, bull paying
I like talking about sport

The interface is easy to use

that Virtual Social Networks allow people to more easily explore their identity and
understand their social inhibitions and discuss without the social tensions of real
life, but people also need to have a “direct” (face-to-face) social interaction. The ab-
sence of this contact can create psychological problems such as neglecting real-life
responsibilities. These people who avoid responsibilities may seem invisible and
isolated to one another in the physical context but Virtual Social Networks have
allowed this culture to develop into an electronic meeting point. They form relation-
ships where deviant views are reinforced through communication with other users
who share the same opinions. Problems appear when these groups come into conflict
with other groups who hold opposing opinions.

Information exchange and social contact are the central motivation why people
join and remain in Virtual Social Networks.

However, some researches suggest that there are other possible reasons; one of
these is the possibility people have to seek friendship. Forums, discussions, and chat
groups may be established to foster interpersonal exchanges of information.

The expectation of continuing and extending these relationships will encourage
members to return frequently to the virtual community. The feeling of being to-
gether and being a member of a community comes with the notion of being part



8 A. D’Andrea et al.

of a group, socialising, and spending time together. The interactivity achieved with
instant messaging, chat rooms, and bulletin boards, and the different search facili-
ties available on the Web provide a way for people to communicate with others for
establishing friendships.

Using the Internet, people have become friends without ever talking or seeing
out each other. The structure of the Web makes it easier to find other individuals in
similar situations and meet them than it is in real life. With the help of Virtual Social
Networks, people meet to share thoughts, ideas, opinions, and feelings about par-
ticular problems that they have in common. In fact, it is not uncommon for users to
turn to the Web for answers: questions posted to virtual communities, conferences,
and mailing lists can gather many experiences within hours.

Many people whose jobs are isolated seek other individuals in Virtual Social
Networks not only to exchange opinions, but also just to engage in small talk with
persons around the world.

Friendships in virtual space can provide benefits beyond that of information ex-
change and social aspect.

These responses prove that members of a Virtual Social Network consider net-
working with other users to be the most significant reason for being involved in
cyber space because developing relationships with other people is a key step in
transferring knowledge among users. Virtual communication eliminates barriers;
people can be everywhere they want to be.

Finally the last motivation is the recreation Virtual Social Networks provide. The
use of the Web in general has been much discussed in both the popular press as a
new form of recreation similar to that of watching.

A good example of this is MUDS, a Virtual Social Network in which members
play games with other users.

1.4 Virtual Social Network Analysis

The Virtual Social Network Analysis indicates the study of the virtual social struc-
ture and its effects in order to analyse social and cultural aspects. It conceives a
Virtual Social Network as a set of actors (nodes) and a set of relationships connect-
ing pairs of these actors [14].

The analysis allows ‘to determine if a Virtual Social Network is tightly bounded
diversified or constricted, to find its density and clustering, and to study how the
behaviour of network members is affected by their positions and connections’ [15].

The objects under observation are not members and their attributes, but the
relationships between members and their structure. The advantages of such a rep-
resentation is that it allows the analysis of social processes as a product of the
relationships among social actors.

The formal analysis of a Virtual Social Network can be dealt with two different
categories of methods, everyone of them with its own peculiarity, with its different
operation.
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The first category concerns methods used for the network data collection while
the second category deals with methods used for the network data visualisation.

1.4.1 Network Data Collection

The objective of the data collection is to provide a data set that could help analyse
the effects Virtual Social Networks have in the different aspects of social activities
such as (i) their generation and (ii) their spatial distribution [16].

The generation of social activities considers both the members’ (actors’) propen-
sity and opportunity to engage in social activities and their interactions with other
members in the Virtual Social Network [17].

The spatial distribution describes the activity spaces where members move
around when they interact.

The methods used for the Virtual Social Network data collection can be divided
into (i) socio-centric and (ii) Ego-centric. The Socio-centric method maps the re-
lations among actors ‘that are regarded for analytical purposes as bounded social
collectives’ [18]. This is most appropriate for tight-bound networks. On the con-
trary the Ego-centric method maps the relations of a key individual. This is most
appropriate for loose-bound networks.

1.4.1.1 Socio-Centric Network Method

The socio-centric Network method is used to analyse virtual social structures. In
particular, the method examines sets of relationships among actors that are regarded
for analytical purposes as bounded social collectives (Fig. 1.1).

The method is based on the work of Simmel [19] on the configuration of social
relationships and the implications of form for the content of interaction. The author
argued that ‘the size of a social group was key to understanding the interactions
among the group’s constituents’ and he asserted ‘dyads are the most basic form of
interaction and exchange, involving immediate reciprocity between the two social
actors involved’.

The data collection consists of three different steps.
The first step consists in looking at the relationships between each actor in the

Virtual Social Network and all other actors.
The types of relationships have to be analysed on considering the nature of the

links and in particular with reference to the

� Strength
� Confirmation
� Multiplexity

The strength of a relationship is either given by the frequency and/or duration of
the contact and the stability over time [20].
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Fig. 1.1 Socio-centric network method: relationships among actors

Table 1.2 Socio-centric network method: measures of key relationships

Focus Examples of measures

Relationships between actors Strength, confirmation, multiplexity
Subgroups Social cohesions, structural equivalence
Characteristics of the Virtual Social Network Size, Density

The measure of confirmation is determined by the degree to which an actor re-
ports the same relation with others for a content area [21].

The multiplexity refers to the extent to which each actor has different roles and
different networks within the Virtual Social Network.

The second step relates to determine if there are subgroups and if certain roles,
that each actor takes, have impact on Virtual Social Network.

Finally the last step consists in looking at the overall characteristics of the Virtual
Social Network. In particular, the size of the network is important, just as is the
density (or connectedness), which is the number of links in a network as a ratio of
the total possible links.

The possibilities for the different steps, along with some specific measures of key
relationships, are shown in Table 1.2.

These steps require that every actor in the network can answer questions about
every other actor of the Virtual Social Network. The questions are about the relation-
ships each actor has with other actors in the Virtual Social Network. The collected
answers are transformed in a set of matrices (for each question) for the analysis (as
shown in Table 1.3).
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Table 1.3 Matrix used for
the analysis

Actor A Actor B

Actor A 1 4
Actor B 2 3

Each matrix is composed of rows and columns that indicate all the actors in the
Virtual Social Network. The cell that is the intersection between a row (one actor)
and a column (another actor) reports the answer to the questions given by the first
actor about the second actor. The intersection between the second actor and the first
reports the answer in the other direction. Each final matrix represents a single kind
of relationship.

This kind of survey, if addressed to a small group (20–50 people), allows re-
searchers to request each actor to rate how well they know each of the other actors
of the Virtual Social Network.

However, when the group is larger (over 1,000 people), the Socio-centric method
has a limited value due to the limitations of computer software and processing
power.

1.4.1.2 Ego-Centric Network Method

The Ego-centric Network method focuses on the individual, rather than on the net-
work as a whole. It allows selecting focal actors (egos), and identifies the nodes to
which they are connected to (as shown in Fig. 1.2).

The starting point for this method is the location of an actor on a physical plain
and his or her activity space that is defined by the actor’s connections to key lo-
cations. Instead every place of interest to the actor is assigned its own weight,
according to the amount of social capital embedded at this place or the utility derived
from it.

The number of relationships maintained by an actor can show how central he or
she is in the Virtual Social Network.

A high number of relationships indicates that the actor plays an important role in
the Virtual Social Network; on the contrary a low number of relationships indicates
that the actor is left out of the mainstream of activity (no central actor) and thus is
less likely to find what he or she needs.

1.4.2 Network Data Visualisation

Data visualisation can be defined as any technique used to create images, diagrams,
or animations in order to communicate a message.
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Fig. 1.2 Ego-centric network method

In general, data visualisation is used as a way to aggregate large quantities of
data and present them in a way that allows to

� Quickly communicate rich messages (communication).
� Discover new, previously unknown facts and relationships (discovery).
� Get better insight into things we already know (insight).

The visualisation can be performed by using (i) graphs made up of nodes and
connection lines and the numbers in each cell stand for specific relationships among
these values, (ii) matrices where row and columns stand for actors and properties,
(iii) maps, and/or (iv) a hybrid approach.

1.4.2.1 Graphs

In this section, some preliminary notions about graphs and a description of the
graph-based network visualisation are given.

A graph is a structure used for modelling information, it is formed by:

(i) Nodes to represent objects (actors)
(ii) Edges to express relations (communication paths) (Fig. 1.3)

There are different types of graphs:

� Undirected graphs: used to represent (only) symmetric relations (Fig. 1.4).
� Directed graphs: used to represent asymmetric (directed) and symmetric relations

(Fig. 1.5).
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Fig. 1.3 Graph structure

Fig. 1.4 Undirected graph

Fig. 1.5 Directed graph

Fig. 1.6 Weighted graph

Fig. 1.7 Planar graph

� Weighted graphs: used to represent intensities, distances, or costs of relations
(Fig. 1.6).

� Planar graphs: if there are no crossings between the edges (Fig. 1.7).
� Orthogonal graphs: if the edges are drawn using vertical horizontal lines

(Fig. 1.8).
� Grid-based graphs: if there is a grid on which the vertexes follow a certain grid

the graph (Fig. 1.9).

Different studies have been developed in this field. Moreno [22] introduced di-
rect graphs in order to define characteristics of social actors and variation of point
locations to focus on structural data features.
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Fig. 1.8 Orthogonal graph

Fig. 1.9 Grid-based graph

Cyram [23] provides a graph-based network visualisation using various options
underlying networks patterns and structures. The graph-based visualisation is used
to explore online social networks, providing awareness of community structure;
moreover this visualisation is used to support the discovery of people and connec-
tions among each person and communities.

Heer and Boyd [24] develop a system that visualises a network through a node-
link representation, where each node identifies a member using a name and his or
her representative image or picture. The graphic information is integrated by textual
information about personal profile; the system offers the possibility to define direct
search over profile text.

Figure 1.10 shows an example of graph used for Virtual Social Network visuali-
sation.

The graph, simply looking at who is connected to whom and who is central in
the group, allows to indicate the strength and the direction of a relationship, as well
as if relationships are strong or weak or if they are one-way or reciprocal.

Strong relationships, indicated by a higher number, are characterised by frequent
interaction, feelings of closeness, and multiple types of relationships. For exam-
ple, a strong relationship may provide actor with emotional support and job-related
information.

While weak relationships provide as much social support but, since they are eas-
ier to maintain, an actor can have many more of them.

Relationships can also be one-way (if an actor respects someone that doesn’t
mean that the other person necessarily reciprocates the actor’s feelings) or reciprocal
(if a relationship goes in both directions). In general, reciprocated relationships tend
to be stronger than non-reciprocated relationships.
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Fig. 1.10 An example of graph for network analysis

1.4.2.2 Matrices

In this section some preliminary notions about matrices and a description of the
matrix-based network visualisation are given.

A matrix can be defined as a rectangular array of elements, which can be
numbers.

There are different kinds of matrices:

� Column Matrix A matrix with only vertical entries (Fig. 1.11).
� Row Matrix A matrix with only horizontal entries (Fig. 1.12).
� Square Matrix A matrix in which the number of rows equals the number of

columns (Fig. 1.13).
� Identity Matrix A square matrix in which the main diagonal has all 1s and the

remaining elements are all 0s (Fig. 1.14).
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Fig. 1.11 Column matrix

Fig. 1.12 Row matrix

Fig. 1.13 Square matrix

Fig. 1.14 Identity matrix

Fig. 1.15 Diagonal matrix

� Diagonal Matrix A square matrix in which all entries not on the main diagonal
are 0. Those entries on the main diagonal are not restricted to 1 (Fig. 1.15).

� Symmetric Matrix A square matrix that it is equal to its transpose (that is de-
fined as a n by m matrix that results from interchanging the rows and columns of
the matrix) (Fig. 1.16).

� Skew-Symmetric Matrix A square matrix in which its negative is equal to its
transpose (Fig. 1.17).

� Triangular Matrix A square matrix in which all coefficients below the main
diagonal are all zero (Fig. 1.18).

� Null Matrix A matrix in which all elements are equal to 0 (Fig. 1.19).

As we said above, generally a matrix is composed of rows and columns that
indicate all the actors in the Virtual Social Network. The cell that is the intersection
between a row (one actor) and a column (another actor) reports the opinion given
by the first actor about the second actor.

The reason for using matrices for visualising Virtual Social Network data is that
they allow to see some relationships more easily than verbally describe.

For example, suppose to describe the structure of close friendship in a group of
four people: Robert, Sara, Ray, and Justine, we use the values ‘1’ to indicate if an
actor likes another, and a ‘0’ if they don’t like (see Table 1.4).
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Fig. 1.16 Symmetric matrix

Fig. 1.17 Skew-symmetric
matrix

Fig. 1.18 Triangular matrix

Fig. 1.19 Null matrix

Table 1.4 Matrix
visualisation

Robert Sara Ray Justine

Robert – 1 1 0
Sara 0 – 1 0
Ray 1 1 – 1
Justine 0 0 1 –

On seeing data arrayed in this way, eye is led to scan across each row. In the
example it is easy to notice that Robert likes Sara and Ray, but not Justine; Sara
likes Ray, but neither Robert nor Justine; Ray likes all three other members of the
group; and Justine likes only Ray. Moreover, Ray likes more people than Robert,
Justine, and Sara. Is it possible that there is a pattern here? Are men more likely
to report relationships of liking than women? Using the matrix representation also
immediately highlights a situation: the locations on the main diagonal (e.g., Robert
likes Robert, Sara likes Sara) are empty.

1.4.2.3 Maps

Issues connected with wide amount of data and information can be also managed
by using maps. They allow visualising each Virtual Social Network element in a 2D
plane.

The representation of a map-based networks members is provided by Nardi et al.
[25]. It allows visualising a person’s social network, defining the central or periph-
eral position of each contact to her or his work and personal interests. This system
provides a visual map of contacts and groups of contacts in the domain of the email
communication defining the user’s personal social network. In this visualisation,
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contacts are collected in groups that are differently coloured and positioned in
the map; it is similar to a geographic map where the spatial positions represent
relationships among contacts. The system offers communication functions and en-
ables the user to retrieve current and archived information associated with contacts.
Another example of map-based methods for social network visualisation is socio-
mapping implemented by Bahbouh and Warrenfeltz [26]. The method visually
expresses information captured by a social map. In this visual representation, each
actor has different features according to the goals of the visualisation and she or
he is represented as a point in the map. The point height in the map can identify
the level of communication, the social position, or the importance of the element in
the social structure. The distance between two elements represents the level of the
relationship; finally, the quality of the relationship is identified by a set of contour
lines or other visual parameters.

1.4.2.4 A Hybrid Approach

An evolution of map-based approach is proposed by Caschera et al. [27]. The
authors propose a hybrid and multidimensional method to visualise data and in-
formation about social networks and their dynamics considering space, time, and
coordinates involving classes of interests. The approach integrates different perspec-
tives of individuals and/or groups of individuals, considering both the Ego-centric
and socio-centric point of view. It adopts a graph-based representation approach
integrated with a map-based one (hybrid).

The multidimensionality of this approach consists of the opportunity it offers to
define visualisations according to coordinates associated with the involved social
variables, describing phenomena such as classes of interests (topics) represented by
colours, spatial dimension providing the social network elements positions in term’s
of local coordinates (with the aim to promote face-to-face contacts when possible,
and consequently the social ability of the elements), and the temporal dimension
that gives the evolution during time.

The spatial dimension identifies each social network element position according
to a local/global coordinate system on a 2D space and the different needs of visu-
alisation, while colours identify classes of interest. The temporal dimension helps
visualise the social network temporal evolution and to plan individual and group
services; this last goal can be viewed as a common temporary issue.

Moreover, the proposed approach allows visualising groups, or individuals,
classes of interests using a multidimensional social map. Two dimensions attain
to a 2D virtual representation of coloured areas connected to classes of interests.
The size of each area is directly proportional to the number of people of the so-
cial network involved in the identified class of interests. A third dimension has
been introduced to represent the importance of each member of the social network
according to his or her classes of interests, given by the number of his or her con-
nections with the other elements of the social network with respect to the specific
class of interests. All points of the ovoid with the same height define an isoline,
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identifying people with the same importance in the social network according to the
identified class of interests. Each circle of class of interests is centred in the point
that identifies the colour for the specific interest on the colour wheel. Similar colours
represent the interests semantic similarity computed.

This representation facilitates social networking because it shows the members’
social importance, i.e. the social role of each element; it is a very relevant informa-
tion for stimulating social networking according to the users goals.

1.5 Application Scenario: The Case of LinkedIn

In the following sections, the methods for data collection and visualisation, de-
scribed in the previous section, are used to analyse the Virtual Social Network
LinkedIn.

LinkedIn is an online network of more than 30 million experienced professionals
from around the world, representing 150 industries. The purpose of the site is to
allow registered users to maintain a list of contact details of people they know and
trust in business. When users join LinkedIn, they have the possibility to create a
profile that summarises their professional accomplishments. The profile helps them
to find and be found by former colleagues, clients, and partners.

The analysis of LinkedIn consisted of two different phases:

� To find an ex or her classmate and to understand what his group of friends is
� To understand what the social relationships among the members of the group are

The first phase uses the Ego-centric approach while the second phase uses a
Socio-centric approach.

1.5.1 Fist Phase

The person that we indented to looking for was Robert. The search engine of
LinkedIn allowed us to keep in touch with Robert. Afterward we aimed to iden-
tify the nodes to which he was connected to. To achieve our aim, we sent Robert the
short questionnaire shown in Table 1.5:

To better illustrate Robert’s position within the LinkedIn and the different kinds
of relationships he had, we drew a graph (Fig. 1.20).

The graph allows indicating the prevalent directions of relationships that Robert
has at LinkedIn. In particular, it is possible to see that he has a one-way relationships
with Victor, Jacx, Bleine, Ray, and Livia, while he has reciprocal relationships with
Justine, Crystal, Hallio, Kellan, Sara, and SaraM. The graph also shows that Sara is
central in the Virtual Social Network, and she has many direct connections and this
allows her to be more satisfied with her contacts than Ray who is the less central
person. Tracking the number of connections Ray takes to reach Sara is one way
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Table 1.5 Questionnaire used to collect Robert personal relationships

Questions Answers

How many actors have you been in
regular contact with in the last 7 days?

11

Please name the actors and indicate the
gender and the age 1. Ray – M - 22

2. Crystal – M - 23
3. Livia – F - 30
4. Justine – F - 26
5. SaraM – F - 28
6. Victor – M - 32
7. Hallio – M - 36
8. Blaine – M - 29
9. Kellan – M - 28

10. Jacx – M - 30
11. Sara – F - 27

Of the actors you have regular contact
how many are

� Sex-partners: 1 (Sara)

� Sex-partners � Friends: 8
� Friends � Acquaintances: 2 (Blaine; Jacx)
� Acquaintances
Please indicate which of the actors you

have named have been in regular
contact with any of the other actors
you have named

� Crystal is in regular contact with Victor
� Livia has been in regular contact with Sara,

Victor, and Justine
� Justine: is in regular contact with Livia, Sara, and

SaraM
� SaraM: is in regular contact with Sara, Justine,

Kellan, Bleine, and Hallio
� Victor is in regular contact with Crystal, Hallio,

and Livia
� Hallio is in regular contact with Victor, SaraM,

Bleine, and Jacx
� Bleine is in regular contact with Hallio, Jacx,

Sara, and SaraM
� Kellan is in regular contact with SaraM
� Jacx has in regular contact with Blaine, Hallio,

and Sara
� Sara is in regular contact with Livia, Blaine, and

SaraM

to monitor the flow of information and opportunities in LinkedIn. In fact, a person
who is indirectly linked to many top-level people is more likely to get promoted
than someone who is not. This is the proverbial ‘small-world problem’ that refers to
the likelihood that two people who are not directly connected to each other will be
able to communicate via indirect connections.
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Fig. 1.20 Graph visualisation to illustrate Robert’s position

Table 1.6 Questionnaire
used to collect Socio-centric
date

Questions

How close is : : : to you?
How comfortable do you feel to discuss with : : :?
How much do you trust: : :?

1.5.2 Second Phase

The second phase of the analysis focused on the dynamics of the overall social group
in order to understand what the social relationships among the members of the group
are. Therefore, we switched from an Ego-centic approach to a Socio-centric one. In
particular, we got in touch with Robert’s friends to whom we explained the aim of
our study. Afterward we sent them the short questionnaire shown in Table 1.6.

Respondents answered questions by using a scale (from 0 to 5). The collected
answers were transformed to a set of matrices (for each question) for the analysis
(Tables 1.7, 1.8 and 1.9).

With respect to the level of cosiness the matrix shows that while the group is
well defined, in fact the middle value resulting from the analysis is 3. While on
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Table 1.7 Matrix used to analyse cosiness

Robert Ray Crystal Livia Justine SaraM Victor Hallio Blaine Kellan Jacx Sara

Robert – 3 3 1 3 3 2 1 2 4 3 5
Ray 3 – 1 3 0 4 3 3 2 2 3 3
Crystal 3 3 – 1 3 3 2 1 0 3 3 4
Livia 3 1 3 – 1 0 3 1 3 1 2 3
Justine 1 0 3 1 – 3 3 3 3 1 3 4
SaraM 3 4 3 4 3 – 3 3 0 3 2 2
Victor 2 3 4 5 3 3 – 3 1 3 3 2
Hallio 2 3 4 2 3 3 4 – 3 2 2 0
Blaine 3 1 2 3 3 2 4 0 – 3 1 4
Kellan 4 5 5 2 3 5 3 1 3 – 3 5
Jacx 3 1 3 5 3 4 2 3 2 1 – 3
Sara 5 1 3 1 3 4 4 3 5 5 3 –

Table 1.8 Matrix used to analyse comfort in discussions

Robert Ray Crystal Livia Justine SaraM Victor Hallio Blaine Kellan Jacx Sara

Robert – 3 4 4 0 3 4 4 2 4 4 5
Ray 3 – 1 4 4 4 3 3 4 2 4 3
Crystal 4 4 – 4 0 2 2 1 4 3 4 4
Livia 2 1 1 – 4 4 4 1 1 4 4 3
Justine 1 0 4 1 – 2 4 3 3 1 2 4
SaraM 3 4 4 4 3 – 4 5 4 4 2 2
Victor 4 3 0 5 4 0 – 4 4 5 2 2
Hallio 4 4 4 2 0 1 4 – 3 2 3 2
Blaine 3 1 4 3 4 2 4 0 – 4 3 4
Kellan 4 5 4 2 3 5 5 1 4 – 3 4
Jacx 4 4 2 5 4 4 2 3 4 4 – 2
Sara 5 1 4 1 0 4 4 0 5 5 1 –

Table 1.9 Matrix used to analyse trust

Robert Ray Crystal Livia Justine SaraM Victor Hallio Blaine Kellan Jacx Sara

Robert – 5 4 1 5 5 5 1 3 4 4 5
Ray 5 – 3 5 5 4 3 5 2 2 4 3
Crystal 5 2 – 1 5 2 2 2 5 3 3 5
Livia 2 1 5 – 3 5 5 2 5 4 2 5
Justine 1 2 5 1 – 2 5 5 2 3 2 5
SaraM 5 4 5 4 3 – 3 5 5 5 2 2
Victor 5 3 1 5 5 2 – 2 2 1 2 2
Hallio 5 4 4 2 3 1 4 – 5 5 5 2
Blaine 3 1 2 5 5 5 4 5 – 5 1 4
Kellan 4 5 5 2 2 5 2 5 1 – 3 5
Jacx 4 1 2 5 5 4 3 2 3 3 – 2
Sara 5 1 3 1 3 5 5 2 5 5 1 –
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considering the comfort in discussions, the middle value is 4. This suggests that
social relationships are well defined. Finally, with respect to the trust the matrix
shows that the middle value is 5; this suggests that the group is strongly integrated.

1.6 Conclusion

In the first part of the chapter some definitions of Virtual Social Networks have
been provided to consider the sociological, technological, business, economical, and
e-commerce perspectives.

Furthermore, the chapter has analysed the motivations that lead people to join
Virtual Social Networks.

Information exchange is the most important factor for Virtual Social Networks
success. Within Virtual Social Networks individuals can either give information (by
posting conversations) or get information (by browsing or soliciting information or
by posting questions or comments).

The social aspect represents the second most popular motivation. This finding
suggests that members of a Virtual Social Network should underline not only the
content but also promote the social aspects as well if they wish to increase the suc-
cess of their Virtual Social Network.

The possibility to seek friendship represents another reason to join Virtual Social
Networks. The interactivity achieved with instant messaging, chat rooms, and bul-
letin boards and the different search facilities available on the Web provide a way
for people to communicate with others for establishing friendships.

Finally, the last motivation is the recreation that Virtual Social Networks provide.
The use of the Web in general has been much discussed in both the popular press as
a new form of recreation similar to that of face-to-face interactions.

In the second part of the chapter, Virtual Social Network analysis has been
described.

The formal analysis of a Virtual Social Network can be dealt with different meth-
ods, each one of them with its own peculiarity, with its different operation.

The chapter has classified these methods in two categories. The first category
concerns methods used for the network data collection while the second category
deals with methods used for the network data visualisation.

The objective of the data collection is to provide a data set that could help to anal-
yse the effects of Virtual Social Networks in the different aspects of social activities
such as: (i) their generation, (ii) their spatial distribution, and (iii) their relationship
with Information and Communication Technology use. The methods used for the
Virtual Social Network data collection can be divided into (i) Socio-centric and (ii)
Ego-centric.

The Socio-centric method examines sets of relationships among actors that are
regarded for analytical purposes as bounded social collectives. In particular the
method

� Looks at the relationships between each actor in the Virtual Social Network, and
all other actors.
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� Analyses the types of relationships on considering: the frequency and/or duration
of the contact, the degree to which actors report the same relation with each other
for a content area, and the different networks that actors have within the Virtual
Social Network.

� Looks at the overall characteristics of the Virtual Social Network, such as the
size of the network and the density (or connectedness), which is the number of
links in a network as a ratio of the total possible links.

The Ego-centric Network method focuses on the individual, rather than on the
network as a whole. It allows selecting focal actors (egos), and identifying nodes
to which they are connected to. In particular, the method analyses the number of
relationships maintained by an actor within the Virtual Social Network.

A high number of relationships indicates that an actor plays an important role in
the Virtual Social Network. On the contrary, a low number of relationships indicates
that an actor is left out of the mainstream of activity (no central actor).

While the objective of the data visualisation is to purge the burden of analysing
blocks of data by converting these blocks into figures which can easily suggest what
this data means.

The visualisation can be performed by using (i) graphs, (ii) matrices, (iii) maps,
and (iv) a hybrid approach that use more than one representation.

Graphs are the most natural solution used to visually represent a social network.
They simply and intuitively present all connections between the network elements.
However, when managing a large amount of data, matrix visualisation can be more
useful, since it can produce a lower user’s cognitive overhead.

If social network data and structure are complex and can be organised and visu-
alised according to different points of view and different detail levels, it could be
better to use a map representation.

While to visualise data and information about social networks and their dynam-
ics considering space, time, and coordinates involving classes of interests, a hybrid
approach could be used.

Finally, in the third part, the chapter applies the methods for data collection and
visualisation to analyse the Virtual Social Network LinkedIn. The analysis involved
two different phases. In the first phase, we used an Ego-centric approach for data
collection and a graph for data visualisation. In the second phase, we used a Socio-
centric approach for data collection and a matrix for data visualisation.
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Chapter 2
Discovering Sets of Key Players
in Social Networks

Daniel Ortiz-Arroyo

Abstract The discovery of single key players in social networks is commonly
done using some of the centrality measures employed in social network analysis.
However, few methods, aimed at discovering sets of key players, have been pro-
posed in the literature. This chapter presents a brief survey of such methods. The
methods described include a variety of techniques ranging from those based on tra-
ditional centrality measures using optimizing criteria to those based on measuring
the efficiency of a network. Additionally, we describe and evaluate a new approach
to discover sets of key players based on entropy measures. Finally, this chapter
presents a brief description of some applications of information theory within social
network analysis.

2.1 Introduction

Social Network Analysis (SNA) comprises the study of relations, ties, patterns of
communication, and behavioral performance within social groups. In SNA, a so-
cial network is commonly modeled by a graph composed of nodes and edges. The
nodes in the graph represent social actors and the links the relationship or ties be-
tween them. A graph consisting of n nodes and m edges is defined as G D fV; Eg,
where V D fv1; v2; : : : ; vng is the set of nodes or vertex and E D fe1; e2; : : : ; emg
is a set of links or edges. In general, graphs where the edges do not have an associ-
ated direction are called undirected graphs. Graphs that contain no cycles are called
acyclic graphs. For convenience, in the rest of this chapter, we will use the terms
undirected acyclic graph, graph, and network as synonyms. Additionally, we will
use indistinctly the term node, player, and actor.

One important issue in SNA is the determination of groups in complex social net-
works. Groups are disjoint collections of individuals who are linked to each other
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by some sort of relation or interaction. Within a group, members have different
positions. Some of them occupy central positions, others remain in the periphery,
and the rest lies somewhere in between. A group may have one or more key play-
ers. While this definition of a group is intuitive, a more mathematical description
of a group is required to enable us analyzing systematically social networks. One
possible definition of a social group is based on the concept of a clique. A clique of
a graph G is defined as a subgraph H of G in which every vertex is connected to
every other vertex in H . A clique H is called maximal if it is not contained in an-
other subgraph of G. While this definition of a clique may be useful to study small
social networks,1 other more complex organizations have been analyzed using semi-
lattices and a more recent extension of these mathematical structures called Galois
lattices [2, 3].

Numerous studies in SNA have proposed a diversity of measures to study the
communication patterns and the structure of a social network. One of the most stud-
ied measures is centrality. Centrality describes an actor’s relative position within the
context of his or her social network [4]. Centrality measures have been applied in a
diversity of research works, for instance, to investigate influence patters in interorga-
nizational networks, to study the power or competence in organizations, analyzing
the structure of terrorist and criminal networks, analyzing employment opportuni-
ties, and many other fields [5].

The ability that centrality measures have to determine the relative position of
a node within a network has been used in previous research work to discover key
players [6–8] in social networks. Key players are these nodes in the network that
are considered “important” with regard to some criteria. In general, the importance
of a node is measured in a variety of ways depending on the application. In this
chapter, we will define important nodes as those nodes that have a major impact on
the cohesion and communication patterns that occur in the network.

One possibility for measuring the importance of a node given the previous criteria
is to calculate how many links a node has with the rest of the network’s nodes, this is
called degree centrality. Nodes with high degree centrality have higher probability
of receiving and transmitting whatever information flows in the network. For this
reason, high degree centrality nodes are considered to have influence over a larger
number of nodes and/or are capable of communicating quickly with the nodes in
their neighborhood. Degree centrality is a local measure [9], as only the connections
of a node with its neighbors are taken into account to evaluate node’s importance.

Other centrality measures evaluate the degree with which a player controls the
flow of information in the network. Messages sent through the network frequently
pass through these players; they function as “brokers”. A measure that models this
property is called betweenness.

Another closely related method that has been used to evaluate the importance of
a node within a network is based on measuring how close a node is located with
respect to every other node in the network. The measure is called closeness. Nodes

1 The use of cliques to model social groups has been criticized by some authors (e.g. [1, 2]) due to
the strict mathematical definition of cliques.
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with low closeness are able to reach (or be reached by) most or all other nodes in
the network through geodesic paths.

Some other proposed centrality measures try to evaluate a player’s degree of
“popularity” within the network, i.e., they represent centers of large cliques in the
graph. A node with more connections to higher scoring nodes is considered as be-
ing more important. The measure that captures this intuition is called eigenvector
centrality.

Contrarily to a local measure such as degree centrality, metrics like between-
ness, closeness, or eigenvector centrality are considered global measures [9] since
they evaluate the impact that a node has on the global structure or transmission of
information within the network.

Degree centrality, betweenness, closeness, and eigenvector centrality are among
the most popular measures used in SNA. However, over the years other measures
have been proposed in the literature to overcome some of their limitations. Among
these measures we can mention information centrality, flow betweenness, the rush
index, and the influence [10], among others.

In spite of the relative simplicity of the centrality measures we have described,
recent research has found that such metrics are robust in the presence of noise. Noise
in this case refers to the possibility of including or excluding some nodes and links
from a network during its construction due to the use of imprecise or incorrect infor-
mation. In [11] Borgatti and Carley studied the performance of centrality measures
under the conditions of imperfect data. Firstly, they generated random graphs with
different densities. Afterward, it was measured the effect that the addition or re-
moval of nodes and edges had on the accuracy of each of the centrality measures
employed in the experiments. Borgatti et al. found out that, as expected, the accu-
racy of centrality measures decreases with an increasing error rate, but surprisingly,
it does it in a predictable and monotonic way. This result means in principle that if
one were able to estimate the percentage of errors made when a network is built, it
could also be possible to estimate bounds on the accuracy of the results obtained by
applying centrality measures. The other interesting finding reported in [11] was that
all centrality measures performed with a similar degree of robustness. However, it
must be remarked that the results of this study apply only to random graphs.

Centrality measures make certain assumptions about the way the information
flows in the network. Hence, as described in [10], the type of information flow as-
sumed in the network determines which measure may be more appropriate to be
applied in a specific problem. Figure 2.12 illustrates some nodes within a network
that have different centrality values. This picture clearly illustrates that the type of
flow that occurs within a network for an specific application domain must be deter-
mined before a centrality measure could be used correctly.

The literature on centrality measures is rather extensive; see for example [4,6,7],
and [10]. However, very few methods have been proposed to find sets of key players
capable of optimizing some performance criterion such as maximally disrupting the
network or diffusing efficiently a message on the network.

2 A similar figure is used in [12].
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Fig. 2.1 Diverse centrality measures applied on an example network

Methods for discovering a set of key players in a social network have numerous
applications. For instance, these methods may help intelligence agencies to disrupt
criminal organizations or allocate human resources in a more effective way within
formal organizations.

The problem of finding an individual key player is fundamentally different from
that of finding a set of k-players. More specifically, the problem of getting an op-
timal set of k-players is different from the problem of selecting k individuals that
are each, individually optimal [12]. For this reason, applying naively centrality mea-
sures to find a set of key players will likely fail. A simple example that illustrates
why this may happen is the case of a network with a few central nodes that are re-
dundant. Eliminating the redundant nodes will have no effect on the network even if
they have high centrality degree. Additionally, it is also possible to find nodes that
in spite of not having a high centrality degree have in fact a greater impact in dis-
rupting the network structure when removed. For instance, Fig. 2.1 illustrates that
nodes h and i are redundant as the removal of any of them will fragment the network
into two or three components. However, as is explained in Sect. 2.3, in this specific
example node h is more important than node i .

To simplify analysis, social networks are commonly considered static structures.
However, most social interactions in reality do not remain static but rather evolve
through time. Dynamic network analysis is an active area of research [13] that stud-
ies models of the evolution of social relations through time. Some of the methods
employed to analyze dynamic networks comprise statistical process control and
Markov chains among other techniques. Due to lack of space, in this chapter we
will only focus on static networks.

This chapter presents a brief survey of methods that have been proposed in the
literature recently to discover sets of key players in social networks. Additionally,
a new method, based on Shannon’s definition of entropy is introduced. To asses
the performance of this method we have designed a simulation environment spe-
cially built for the purpose. The simulation environment allowed us to perform a
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comparative evaluation of the results obtained by entropy-based methods with those
reported in the literature using other methods. Our preliminary results indicate that
the entropy-based methods can be used effectively to identify sets of key players for
certain type of networks.

The rest of this chapter is organized as follows. Section 2.2 presents a summary of
related work on the use of information theory in SNA. Section 2.3 briefly describes
some of the methods that can be used to discover sets of key players. Section 2.4 de-
scribes the proposed method based on entropy measures together with an evaluation
of its preliminary performance results. Finally, Sect. 2.5 describes some possible
research directions and provides some conclusions.

2.2 Information Theory in SNA

Information theory deals with the transmission, storage, and quantification of in-
formation. Concepts originally introduced in information theory have been success-
fully applied in a wide range of fields, ranging from digital communication systems,
cryptography and machine learning to natural language processing, neurobiology
and knowledge discovery in unstructured data.

One of the fundamental concepts employed in information theory is entropy. En-
tropy was originally proposed by Claude Shannon [14] as a measure to quantify the
amount of information that can be transmitted through a noisy communication chan-
nel. In a complementary way, entropy is used to quantify the degree of uncertainty
in the content of a message or in general the uncertainty within a system. Shannon’s
definition of entropy of a random variable X that can take n values is presented in
Eq. 2.1.

H.X/ D �
nX

iD1

p.xi / � log2p.xi / (2.1)

Given its wide applicability, concepts borrowed from information theory have
been recently applied in SNA. For instance, in [15] a method capable of measuring
centrality on networks that are characterized by path-transfer flow is described. In
social networks characterized by path-transfer flow, information is passed from one
node to other following a path. However, contrary to other patterns of communica-
tion, information is contained within a single node at a time, i.e., there is no parallel
transfer of information. An example of this type of information flow appears in chain
letters where each recipient add its name to the end of the letter and then sends it
to other person within the network. Other examples include trading and smuggling
networks.

The method introduced in [15] to determine the centrality of nodes in networks
characterized by path-transfer flow basically consists in calculating the probability
that the flow originated in a node stops at every other node in the network. The basic
idea is to model the fact that highly central nodes may be identified by measuring
how similar probabilities are that the flow originating in a node will stop at every
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other node within the network. In a highly central node, such as the one located in
the center of a star graph, the probability that the flow starting in the central node
ends in any other node in the network is exactly the same. Contrarily, the flow that
starts in a node of a graph that is less central will have a more uneven distribution
of probabilities. The definition of Shannon’s entropy perfectly captures these two
intuitions. Entropy is defined in terms of the downstream degree of a vertex, which
is the number of eligible vertices to which the transfer can be next made. Then
the transfer probability is defined as the inverse of the downstream degree of a node.
Using the definition of transfer and stop probabilities in the calculation of Shannon’s
entropy and then normalizing it, finally provides the centrality measure for a vertex,
as is described in [15].

In [16], Shetty and Adibi combine the use of cross-entropy and text-mining tech-
niques to discover important nodes on the Enron corpora of e-mails. The corpora of
e-mails is analyzed to create a social network representing the communication pat-
terns among individuals in the company. The email messages in the Enron corpora
were analyzed to determine their similarity regarding its contents. The degree of
similarity in message content was used as an indication that the people sending these
messages were talking about similar topic. Sequences of similar topic e-mails up of
length two involving three actors A; B; C sent for instance in the order AsentBsentC

were counted. Afterward, a method based on the calculation of cross-entropy for
such sequences of messages was used to rank the importance of a node. Nodes that
produced the highest impact in reducing the total cross-entropy when removed from
the network were selected as the most important ones. The method proposed by
Shetty and Adibi was designed specifically to discover the set of key players within
the Enron scandal case. Their results show that the method was capable of finding
some key players in the Enron company. However, these players were not necessar-
ily participating in the Enron scandal.

The next section discusses other methods that can be used to discover sets of key
players in other social networks.

2.3 Methods for Discovering Sets of Key Players

One naive approach that can be used to discover sets of key players is to measure
the centrality of every single node in the network. Afterward, nodes are ranked ac-
cording to their importance as measured by value of the specific centrality measure
used. Finally, a subset of size k of these nodes could be selected as the key players.

Another more interesting approach to find key players is described in [17]. This
approach is based on measuring the communication efficiency of a network. The
efficiency E of a network G was defined in Eq. 2.2:

E.G/ D
P

i¤j2G "ij

N.N � 1/
D 1

N.N � 1/

X

i¤j2G

1

dij
(2.2)
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Fig. 2.2 Efficiency variation of a graph taken from Borgatti’s examples in [12]

where N is the number of nodes in graph G and "ij is the communication efficiency,
which is proportional to the inverse of dij (the shortest path length between two
nodes i; j ). The equation calculates all shortest paths between all pairs of nodes
normalized by the number of all possible paths that will be contained in a fully con-
nected graph consisting of N nodes. The method essentially consists in removing
nodes one by one, recalculating the drop in network efficiency every time. These
nodes that produce the largest impact in reducing the overall efficiency of a network
are selected as the key players. The advantage of this method is that it can be eas-
ily implemented. Figure 2.2 shows the result of calculating graph efficiency using
Eq. 2.2 for the example graph shown in Fig. 2.1.

Figure 2.2 shows that the method based on calculating graph efficiency will de-
tect nodes h, i , and m as being the key players, using an appropriate threshold value.
However, the method fails at detecting that nodes h and i are in fact redundant.

The problem of previous two approaches is that they measure the effect that each
single node has on the network independently. Hence, as previous example shows
they will likely fail at identifying redundant nodes.

Another heuristic approach briefly sketched in [12] consists in selecting the top
individual player using whatever centrality measure is appropriated for the task.
Then, the nodes that are least redundant are added to the set of key players. The
challenge of this approach will be to find an efficient procedure to determine which
nodes are the least redundant.

The concept of centrality has been applied not only to single individuals within
a network but also to groups of individuals. In [18], measures for degree centrality,
closeness, and betweenness are defined for a group. Using these measures, groups
having high centrality will be the key players. It must be remarked that group cen-
trality can be used not only to measure how “central” or important a group is, but
also in constructing groups with maximum centrality within an organization. For in-
stance, a team of experts can be distributed within an organization in such a way that
it has high group centrality. The idea is that this group will provide readily access to
the expertise needed by other members of an organization.
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In [19] a recent approach to discover a group of key players is presented. The
method is based on the concept of optimal inter-centrality. Inter-centrality measure
takes into account a player’s own centrality and its contribution to the centrality of
others. The individual optimal inter-centrality measure is then generalized to groups
of players. The group with the highest inter-centrality measure is the key group.

Another approach to discover sets of key players, proposed by Borgatti in [12],
consists in selecting simultaneously k players via combinatorial optimization. In
that work, Borgatti defines two problems related to discovering sets of key players
as follows.

The Key Player Problem Positive (KPP-Pos) consists of identifying these
k-players that could be used as seeds in diffusing optimally some information
on the network.

The Key Player Problem Negative (KPP-Neg) goal consists of identifying those
k-players that, if removed, will disrupt or fragment the network. A more formal
definition of the two problems taken from [12] is

“Given a social network(represented as an undirected graph), find a set of k
nodes (called a kp-set of order k) such that,

1. (KPP-Neg) Removing the kp-set would result in a residual network with the least
possible cohesion.

2. (KPP-Pos) The kp-set is maximally connected to all other nodes.”

Borgatti found that off-the-shelf centrality measures are not appropriate for the
task of discovering sets of key players as defined by KPP-Pos and KPP-Neg prob-
lems. Hence, he proposes a new method based on combinatorial optimization and
greedy heuristics. Additionally, to evaluate the solution to both KPP-Neg and KPP-
Pos problems, Borgatti proposes new metrics to measure how successfully both
problems are solved. One metric is called the degree of reachability described by
Eq. 2.3:

DF D 1 � 2

P
i>j

1

dij

N.N � 1/
(2.3)

where dij is the distance between nodes i; j , and N the total number of nodes in
the graph. The metric DF captures the fragmentation and relative cohesion of the
components in the network.

The other metric proposed by Borgatti is the weighted proportion of nodes
reached by the set of key players defined in Eq. 2.4:

DR D
P

j

1

dKj

N
(2.4)

where dKj is the distance from any member of the key player set to a node j not in
the set. This metric evaluates the degree with which the set of key players is isolated
from the rest of the nodes.

The greedy heuristic presented in [12] seeks to select those nodes in the graph
that maximize DF and DR metrics. The algorithm taken from [12] is presented as
Algorithm 2.1.
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Algorithm 2.1 (taken from [12])
1: Select k nodes at random to populate set S

2: Set F D fit using appropriate key player metric
3: for all nodes u in S and each node v not in S do
4: DELTAF D improvement in fit if u and v were swapped
5: end for
6: Select pair with largest DELTAF
7: a. If DELTAF � then terminate
8: b. Else, swap pair with greatest improvement in fit and set F D FC DELTAF
9: Go to step 3

Borgatti applied the proposed approach to two data sets, one terrorist network and
a network of members of a global consulting company with advice-seeking ties. The
results obtained by Borgatti show that the combinatorial optimization together with
the use of the success metrics perform well on the two problems considered.

2.4 Discovering Sets of Key Players Using Entropy Measures

A new method aimed at finding sets of key players based on entropy measures that
provide a simple solution to both the KPP-Pos and KPP-Neg problems will be in-
troduced in this section.

The method based on entropy measures has some similarities with the method
described in [16, 17]. However, contrarily to the approach described in [16], this
method relies only on the structural properties of the network, uses Shannon’s
definition of entropy instead of cross-entropy. Additionally, the method described
in [16] was specifically designed to detect important nodes on the Enron corpus,
whereas the entropy-based method can be applied in many other problems.

The entropy-based method shares also shares some similarity with the one de-
scribed in [17]. The main difference lies in the type of measure used which is
Shannon’s entropy instead of efficiency as defined in Eq. 2.2. Additionally, the
entropy-based method is aimed at providing simple alternative solutions to both
KPP-Pos and KPP-Neg problems. However, it must be remarked the entropy-based
method does not aim at solving both problems optimally as was done in [12], but to
provide an alternative simple solution that could be used to tackle both problems.

We first define the connectivity of a node vi 2 V in a graph as:

�.v/ D deg.vi /

2N
; N > 0 (2.5)

where deg.vi / is the number of incident edges to node vi and N the total number of
edges in the graph. We can use � as the stationary probability distribution of random
walkers in the graph [20]. This is called the connectivity probability distribution of
the graph.
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Another probability distribution can be defined in terms of the number of shortest
or geodesic paths that have vi as source and the rest of nodes in the graph as targets:

�.v/ D spaths.vi /

spaths.v1; v2; : : : ; vM /
; spaths.v1; v2; : : : ; vM / > 0 (2.6)

where spaths.vi / is the number of shortest paths from node vi to all the other nodes
in the graph and spaths.v1; v2; : : : ; vM / is the total number of shortest paths M

that exists across all the nodes in the graph. This is called the centrality probability
distribution of the graph.

Using Eqs. 2.5 and 2.6 to define our probability distributions, we can obtain
different entropy measures by applying the definition of entropy in Eq. 2.4. This
procedure allows us to define connectivity entropy Hco and centrality entropy mea-
sures Hce of a graph G in the following way:

Hco.G/ D �
nX

iD1

�.vi / � log2�.vi / (2.7)

Hce.G/ D �
nX

iD1

�.vi/ � log2�.vi/ (2.8)

It must be noticed that Eqs. 2.7 and 2.8 should be normalized to enable us to
compare the centrality or connectivity entropies obtained from different types of
networks. However, this is not done here since we will not be comparing different
networks.

The connectivity entropy measure provides information about the connectivity
degree of a node in the graph. In a fully connected graph, the removal of a node will
decrease the total entropy of the graph in the same proportion as when any other
node is removed. All nodes will have the same effect on the graph entropy leaving
it still densely connected after a node is removed. However, in a graph with lower
density, the removal of nodes with many incident edges will have a larger impact in
decreasing the total connectivity entropy of the system, compared to the case when
a node with a smaller connectivity degree is removed. This effect is illustrated in
Figs. 2.3 and 2.4.

Centrality entropy provides information on the degree of reachability for a
node in the graph. In a fully connected graph the removal of any node will have
the same effect on centrality entropy as when any other node is removed. All nodes
are equally important for the flow of information. This effect is illustrated in Fig. 2.4.
Contrarily, in partially connected graphs, those nodes whose removal will split the
graph in two or more parts or that will reduce substantially the number of geodesic
paths available to reach other nodes when removed, will have a higher impact in
decreasing the total centrality entropy. This effect is illustrated in Figs. 2.5 and 2.6
where the removal of node v5 causes the disconnection of node v6, and this event
produces the largest change in centrality entropy for the graph.
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Fig. 2.3 Fully connected graph

Fig. 2.4 Entropy variation of a fully connected graph

Note that Figs. 2.4 and 2.6 also show that there is either perfect or very high corre-
lation between the connectivity and centrality entropy measures when applied to the
fully connected and partially-connected graph examples, respectively. This happens
due to the fact that these graphs are very symmetric. Homogeneity is the strongest
form of symmetry that a graph can posses. Therefore, the correlation among these
two measures will decrease as the network becomes more and more heterogeneous.
This fact will be illustrated in the following example graphs.

In general, centrality and connectivity entropies provide an average measure of
network heterogeneity since they measure either the diversity of paths to reach the
nodes within the graph or the diversity of link distribution in the graph, respec-
tively. Heterogeneity in complex networks is identified by looking at the degree
distribution Pk , which is the probability of a node having k links [21]. The method
introduced in this section additionally to degree distribution adds path distribution,
which is the probability Pl that a node is being reached by other nodes through l

different geodesic paths.
The entropy-based method introduced in this chapter is presented in

Algorithm 2.2. In summary, the algorithm attempts to solve KPP-Pos and KPP-Neg
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Fig. 2.5 Partially connected graph

Fig. 2.6 Entropy variation of a partially connected graph

problems using connectivity entropy and centrality entropy. The basic idea is to find
those nodes that produce the largest change in connectivity or centrality entropy
when removed from the graph. These nodes should be included in the set of key
players as they have the largest impact in the structure (information content) of the
network. The value of ıi , allows us to control how many players should be included
in the set.

Since centrality entropy is based on the calculation of all the unweighted shortest
paths in the network, it has the highest effect in the complexity of Algorithm 2.2.
The complexity of Dijkstra’s shortest path algorithm (from a single source node to
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all others) is O.n2/.3 However, given that Algorithm 2.2 needs to calculate all the
shortest paths from every single node in the graph its overall complexity is O.n3/.

Algorithm 2.2 Entropy-based method
1: Calculate initial total entropy Hco0.G/ and Hce0.G/

2: for all nodes 2 graph G do
3: Remove node vi , creating a modified graph G0

4: Recalculate Hcoi .G
0/ and Hcei .G

0/, store these results
5: Restore original graph G

6: end for
7: To solve the KPP-Pos problem select those nodes that produce the largest change in graph

entropy Hco0 -Hcoi � ı1

8: To solve the KPP-Neg problem select those nodes that produce the largest change in graph
entropy Hce0 -Hcei � ı2

Figure 2.8 shows the results of applying Algorithm 2.2 to the graph in Fig. 2.7.
The graph is provided as an example by Borgatti in [12]. Our results show that
centrality entropy is capable of detecting redundant nodes such as h and i . Node
i is redundant as its removal will not have any impact on the number of partitions
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Fig. 2.7 Graph taken from Borgatti’s examples in [12]

3 The complexity is calculated assuming that an adjacency matrix is used to represent the graph,
other implementations using other more efficient data structure representations perform better.
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Fig. 2.8 Entropy variation of a graph taken from Borgatti’s examples in [12]

created, once h has been removed. This happens in spite of i having a high centrality
value. The reason this occurs is that when node h is disconnected it leaves node r

isolated from the rest of the graph, fragmenting the network into three components.
The paths that go from r to the rest of the nodes contribute significantly to the overall
centrality entropy of the graph. Contrarily, when node i is removed, the graph will
be fragmented into two components. However, as node r will remain connected
it will still be able to communicate with the subnetwork to which it is attached,
contributing with these paths to the total entropy calculation. In this simple example,
the algorithm will find the set of key players consisting of fh; m; qg. By adjusting
the value of ıi we can control how many nodes we will include in the final set of
key players.

It must be noted that in a graph similar to the one in Fig. 2.7, but where node
r is eliminated, our algorithm will still be able to determine that node h is more
important than node i . This is due to the fact that there are more nodes in that part of
the graph where node i is the “gatekeeper” and therefore more paths leading to that
subnetwork. Figure 2.9 shows the result of applying the entropy-based algorithm
to a graph similar to the one in Fig. 2.7 but not containing node r . The set of key
players in this case will still be fh; m; qg as these are the nodes that produce the
largest change in centrality entropy.

Figure 2.9 also shows that node h has the largest impact on connectivity entropy
when removed from the graph. Interestingly, the same graph also shows that node q

has more effect on connectivity entropy, when compared to node m. The reason is
that removing m leaves still a connected graph composed of nodes q and s, which
contributes to the total entropy. Contrarily, removing q leaves the single node s

isolated.
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Fig. 2.9 Entropy variation of modified graph taken from Borgatti’s examples in [12]

2.4.1 Applying Entropy Measures to More Complex
Social Networks

Figure 2.11 shows the results of applying Algorithm 2.2 using centrality and con-
nectivity entropy to the terrorist graph in Fig. 2.10. The graph is a simplification
of the graph provided by Krebs in [7]. Figure 2.11 shows that centrality entropy
identifies a set of key players consisting of fatta; nalhazmi; darkazalnig, since these
are the nodes that produce the biggest changes in entropy when removed, with atta
producing the largest change. It must be noticed that nodes nalhazmi and darkazanli
have the same effect on centrality entropy. This is because if we look at Fig. 2.10
we can see that both nodes will disconnect a single node if removed. However, re-
moving nalhazmi will also cause a major impact in connectivity entropy, contrarily
to the case when darkazanli is removed. This indicates that nalhazmi may be indeed
more important than node darkazanli, even if both produce a similar effect on cen-
trality entropy. This factor can also be used to grade the importance of a node in the
graph.

Removing the set consisting of fatta; nalhazmi; darkazalnig causes the network
to be fragmented into five components. The optimization algorithm proposed by
Borgatti produces a fragmentation of seven components.

Our Algorithm 2.2 finds that the set of nodes in Fig. 2.10 that solves KPP-Pos
problem consists of fnalhazmi; halghamdi; salghamdi; attag, as these are the nodes
that will have the biggest impact on connectivity entropy when removed from the
graph. The optimization algorithm proposed by Borgatti found that only three nodes
are needed to reach 100% of the graph.

Previous results show that when entropy measures are applied to the terrorist
network we can find similar results as those obtained by Borgatti. However, it must
be remarked that the graph used by Borgatti in his experiments (derived from the one
made available by Krebs in [7]) contains 63 nodes, whereas the network employed
in our experiments (also derived from Krebs graph) contains only 34 nodes.
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Fig. 2.10 Terrorist network

Figure 2.12 shows the result of calculating the efficiency of the terrorist network
in Fig. 2.10. The figure illustrates that the key players detected by the graph effi-
ciency calculation are fatta; nalhazmi; darkazalni; hanjourg. The graph efficiency
calculation finds hanjour as key player contrarily to centrality entropy measure.
However this node does not cause a fragmentation in the network. Interestingly, it
is connectivity entropy which also finds hanjour as key player since this node will
cause a major disruption in the connectivity of the key players with the rest of the
network.

In a different example of social network, Fig. 2.14 shows the result of applying
centrality and connectivity entropy to the graph in Fig. 2.13. The graph describes the
advise-seeking ties between members of a company and was obtained from [12].

Applying Algorithm 2.2 to this network, we found that the set of most impor-
tant players for solving KPP-Neg consists of fHB; BM; WD; NP; SRg. In this same



2 Discovering Sets of Key Players in Social Networks 43

Fig. 2.11 Entropy variation of terrorist network

Fig. 2.12 Efficiency variation of terrorist network

example, Borgatti obtained a set of key players consisting of fHB; BM; WDg [12].
This is the set of players that if removed will divide the network into six compo-
nents. Our algorithm finds the same elements additionally to NP and SR. However,
it must be remarked that contrarily to [12], the centrality entropy-based algorithm
does not try to optimize any specific metric.

In KPP-Pos problem, we are asked to find the smallest set of nodes that are well
connected to the entire network. This set of players are the ones that if used as
“seeds” will reach 100% of the network.

If we look only at the connectivity entropy chart in Fig. 2.14 we notice that
Algorithm 2.2 will select nodes

˚
BM; DI; HB; BW; CD; BS0; NP; TO; BS

�
as the key

players when a set of size k D 9 is selected. These are the nodes that when re-
moved will produce the largest changes in connectivity entropy. This list indicates
that connectivity entropy allows us to get 89% of the key players found by Borgatti
for a similar set size. However, if we add to the set, the 10th node that produces
the next largest change in connectivity entropy, we will obtain a set consisting of˚
BM; DI; HB; BW; CD; BS0; NP; TO; BS; PS

�
. This new set contains 100% of the

nodes that Borgatti found as the key players in [12].
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Fig. 2.13 Company ties network

Fig. 2.14 Entropy variation of company ties network

In this last example it must be noted that the graph used in these experiments is
exactly the same that represents the “company ties” problem described in [12].

Finally, Fig. 2.15 shows the result of calculating the efficiency of the company
ties network in Fig. 2.14. The figure illustrates that the key players discovered by
the graph efficiency calculation are fHA; SR; HB; WDg. In this case the efficiency
calculation finds two of the three key players that were also found by Borgatti’s
optimization method and our centrality entropy-based calculations.
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Fig. 2.15 Efficiency variation of company ties network

It must be remarked that being connectivity and centrality entropies average mea-
sures of the heterogeneity of a graph, these measures will not be useful when applied
to more homogeneous graphs. This fact is partially shown in Fig. 2.4 for the fully
connected graph shown in Fig. 2.3. When a network obtained from Enron’s e-mail
corpora was constructed, it was found that the network was very homogeneous. Be-
cause of this, results showed that the entropy-based centrality measure had very little
variations when nodes were removed from the graph.

2.5 Conclusions and Future Work

In this chapter we have described methods aimed at discovering sets of key players
in social networks. A new method that finds the set of key players within a network
using entropy measures was introduced. The method provides a simple solution to
the KPP-Pos problem, selecting the set of nodes that produce the largest change
in connectivity entropy when removed from a graph. Similarly, to solve KPP-Neg
centrality entropy is used, measuring how the overall entropy changes when a node
is removed from the graph. The main advantage of this method is its simplicity.
We have shown the application of an entropy-based method in discovering sets of
key players to two examples of social networks: a terrorist organization and a com-
pany. Our experimental results show that these methods are capable of obtaining
comparable results with those described in [12], where combinatorial optimization
algorithm and special performance metrics are used. However, one of the disad-
vantages of entropy-based methods is that these methods only work on non-dense
heterogeneous networks.

We created a special simulation environment to asses the performance of the
some of the methods presented. The simulation environment accepts as input the
description of a graph in the standard XML-based file format for graphs called
GraphML. The development process of the simulation environment was substan-
tially reduced by using open source libraries. To create the mathematical models
and representation of a graph we use the jGraphT library. JGraphT is an extension
to jGraph, a popular graphic visualization library that has been optimized to handle
several data models and algorithms. The algorithms provided by jGraphT allow us
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to traverse and analyze the properties of a graph. To show the simulation results we
used jChart and jFreeChart. Finally, as jGraph does not provide a free graph lay-
out algorithm we have implemented a variation of the well-known spring algorithm
[22]. The whole simulation environment was designed using design patterns and
was written in the Java language.

A possible extension to the study of entropy-based measures of centrality is to
investigate their robustness, using a method similar to the one described in [11]
on both random and real graphs. The entropy-based approach may also be extended
with heuristics targeted at optimizing some specific metrics, similarly as it was done
in [12]. Other measures borrowed from information theory such as mutual informa-
tion may be used to provide insights into the dependencies between the nodes in the
graph.

Finally, we plan to investigate techniques aimed at reducing the current overall
complexity (O.n3/) of the algorithms employed to find all the shortest paths within
the network more efficiently. This is one of the weaknesses not only of the entropy-
based measures described in this chapter but also of other similar methods that
require to find all possible shortest paths between pairs of nodes within a network.
In this regard we are exploring a simple approach that finds simultaneously all the
shortest paths within the nodes in the graph on the multicore shared memory per-
sonal computers that are widely available today. The entropy-based algorithms will
be implemented in the programming language Erlang, a functional language that
provides parallel-processing capabilities based on the message passing model.
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Chapter 3
Toward Self-Organizing Search Systems

Stanislav Barton, Vlastislav Dohnal, Jan Sedmidubsky, and Pavel Zezula

Abstract The huge amount of images, videos, and music clips produced everyday
by various digital devices must be processed. Firstly, this kind of data calls for
content-based search or similarity search rather than keyword-based or text-based
search. Secondly, new scalable and efficient methods capable of storing and query-
ing such data must be developed. Although many distributed approaches exist, one
of the most suitable and flexible is provided by self-organizing systems. These sys-
tems exhibit high resistance to failures in dynamically changing environments. In
this chapter, we propose a general three-layer model for designing and implement-
ing a self-organizing system that aims at searching in multimedia data. This model
gives a developer guidelines about what component must be implemented, and how
they should behave. The usability of this model is illustrated on a system called Met-
ric Social Network. The architecture of this system is based on the social network
theory that is utilized for establishing links between nodes. The system’s properties
are verified by organizing and searching in 10 million images.

3.1 Introduction and Motivation

In recent years, the growing demand for search within multimedia on the Web scale
escalated a very popular scientific field of content-based information retrieval. In
this area, the exact match is becoming insufficient as the search criteria and rather
very close objects to the query are desired. The problem is that the multimedia data
are binary data by orders of magnitude more voluminous than textual data. In order
to transform such data objects to a more convenient form, various techniques
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to extract only characteristic features have been introduced. The extracted
characteristic features are used for indexing and searching instead of the raw
(binary) data. However, the metadata, which are usually represented as vectors,
cannot be ordered in the natural way in contrast to numbers or strings. Therefore,
they cannot be indexed by traditional indexing structures, e.g., B-tree.

The most general approach to similarity search, still allowing construction of
index structures, is modeled as a metric space. Thus, a metric function is used to
measure the distance of any pair of objects from a dataset. The higher the distance
is, the less similar the objects are. Many index metric structures were developed
and surveyed recently [43,58]. With the exponential growth of the data volume, the
problem of scalability must be tackled. Thus, search algorithms should be constant
in time, or logarithmic at most, to be applicable on huge data volumes. For these
volumes, the centralized approaches to index metric spaces such as M-tree [18] and
D-index [21] do not suffice anymore, so a straightforward shift from centralized
toward distributed index structures has been made.

Distributed systems are characterized by nearly unlimited storage resources and
significant computational power in contrast to centralized applications. A query is
usually processed in parallel by several nodes in the network and, therefore, the size
of a dataset practically does not influence their searching costs. Examples of such
systems that build on the metric-space model, are GHT� [5] and M-Chord [39]. Nev-
ertheless, such structures define a global data-assignment protocol, so data changes
lead to large data reorganizations among the peers.

Current research trends focus on the shift toward systems with much looser struc-
ture like self-organizing systems. Unlike structured peer-to-peer (P2P) networks,
self-organizing systems are resistant to node failures and data changes because there
is no global data-assignment protocol defined and each node organizes its own data
and rules itself. Moreover, self-organizing systems are able to control and evolve
autonomously. On the other hand, their searching performance is usually worse in
comparison to the structured networks. Figure 3.1 illustrates increasing scalability
while shifting from centralized solutions to distributed systems. Nevertheless, the

Fig. 3.1 Trade-off between scalability and determinism in system control
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improved scalability comes at the expense of determinism [34]. The decreasing
determinism may be expressed by several properties. The most characteristic one
is the transition from complete answers to approximate answers. In general, cen-
tralized applications are usually exploited for indexing small amounts of data and
provide precise answers to queries. On the other hand, self-organizing systems are
capable of indexing huge amounts of data, but computing complete answers is in-
feasible. Centralized applications are well established, distributed networks become
a cutting-edge technology, and self-organizing systems are under research.

In this chapter, we focus on a general approach for building unstructured P2P net-
works having their loose structure created and maintained through self-organization.
Main contribution of this chapter is the three-layer model proposed as a successful
design method for this kind of systems. To prove the concept of the design method,
an example of a self-organized system for similarity search in multimedia is pre-
sented and tested.

The remaining part of the chapter is organized as follows. In Sect. 3.2, related
work and basics of self-organizing systems are summarized. In Sect. 3.3, a three-
layer architecture model is introduced. In Sect. 3.4, we present Metric Social
Network (mSN) as an instance of a self-organizing system implemented using the
three-layer model. Experimental trials with this system are presented in Sect. 3.5.
Section 3.6 concludes the chapter and draws future research directions.

3.2 Self-Organizing Search Systems

We aim at developing a search system that will allow users to query large data
collections on similarity. Thus, we survey existing systems suitable for large-scale
similarity search. Next, principles of self-organizing systems are overviewed.

3.2.1 Similarity Search Systems

Many systems for similarity search that can be applied on large data archives have
been proposed. However, only some of them are able to process complex data types,
such as images or video clips. All these systems exploit a distributed computational
environment, but they differ mainly in the aspect of distributing data within the
system. First, we survey structured systems that define a global data partitioning
schema. Next, we focus on unstructured systems.

A P2P structure that indexes text documents transformed to a vector space model
is called pSearch [51]. This system uses the CAN structure [41] internally to dis-
tribute the documents over the network. When a query consisting of terms is posed,
the query’s position in the space is determined, and it is then forwarded to the
peer responsible for the position. Finally, the query is spread to neighboring peers
that may contain other relevant documents. Distributed Quadtree [52] is a P2P
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index for spatial data (Euclidean space). This structure manages a virtual global
quad-tree [42]. The leaves (data blocks) of the tree are assigned to individual peers
by means of the Chord [48] protocol. This protocol defines a hashing function that
maps the blocks into a linear domain. The authors of the SWAM approach [3] gen-
erally formalize the issue of similarity search in vector data and define the similarity
in terms of Lp metrics. All these systems exploit specific properties of the data
domain that organize, so their applicability to other data is cumbersome.

In the following, we focus on structured systems that use a metric space to model
similarity. The metric space offers the required generality and extensibility to the
systems. GHT� [5] and VPT� [6] structures capitalize on the metric space model and
create a distributed tree structure based on generalized-hyperplane [54] and vantage-
point [57] partitioning schema of the metric space, respectively. On the other hand,
M-Chord [39] maps the metric space into a one-dimensional domain exploiting a
set of selected pivots. It employs a standard P2P technique called Skip Graphs [2]
to divide the one-dimensional domain among the peers and to provide the routing
algorithm. MCAN [24] transforms the metric space using a set of selected pivots
into n-dimensional vector spaces and applies the CAN partitioning and routing pro-
tocol. A disadvantage of MCAN is that it becomes inefficient for a larger number of
dimensions.

All the structures surveyed above define a global protocol for distributing data
over the network, which leads to two main disadvantages. Firstly, data has to be
migrated to the peer identified by the protocol, which is not suitable for large and dy-
namically changing networks containing a huge number of data objects. Secondly,
these structures are vulnerable to peer failures because of the assumption that target
peers function properly, but this disadvantage can be addressed using node or data
replication.

Systems operating in unstructured P2P networks would solve the problems of
peer failures and data migration. In contrast to structured P2P networks, the peers
of an unstructured network do not exchange the data with one another in order to
efficiently process queries. MRoute [25] is an unstructured P2P network for in-
dexing and searching in multimedia data. The data is considered as objects of a
metric space. MRoute transforms the objects to binary vectors using preselected piv-
ots. Then, Routing Index [19], originally developed for organizing text documents,
is applied to index these binary vectors. SIMPEER [23] introduces a super-peer
architecture where the super-peers collect information about the content of peers
connected to the particular super-peer. This approach uses a metric technique iDis-
tance [30] for clustering data and creating a concise representation of a peer stored at
a super-peer. However, the super-peers can be observed as a bottleneck of the whole
system due to their centralized-control nature. Another work [33] presents prelimi-
nary results on Metric Overlay Networks (MONs), inspired by the idea of Semantic
Overlay Networks (SONs [20]). The basic idea of SONs is that peers in an unstruc-
tured network are joined into semantically close groups. However, the scalability
issue of MON is unclear. The authors used a dataset of 68,000 images. From our
experience [44], such systems applied to small networks exhibit good results, but
on a large scale the results deteriorate radically.
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Current research directions in searching in large data archives exhibit shift from
hierarchical and centralized structures to network-like and distributed systems that
are autonomous and do not need any centralized control. However, such a novel ap-
proach requires scalable, distributed, and robust algorithms with self-adaptive and
self-organizing mechanisms [34]. Therefore, systems utilizing these algorithms or-
ganize themselves usually without any human intervention. In the following, we
summarize basic principles of self-organizing systems.

3.2.2 Self-Organizing Systems

A self-organizing system consists of many entities interacting with each other in
order to create a desired outcome. In other words, the structure of a self-organizing
system often appears without an explicit pressure from outside the system, so the
constraints on organization are internal to the system and result from interactions
among the entities. The system can evolve in time or space and show various
organizations [34].

The essence of self-organizing systems is that organization is achieved in a dis-
tributed manner, thus there is no need for centralized control. Individual entities
communicate and exchange information locally, so there is no global view of the
entire system. High-level, but simple, rules defined in the individual entities lead to
sophisticated functionality of the overall system.

A very important property of self-organizing systems is their ability to exploit
positive and negative feedback. Based on the feedback, the system is able to decide
what action is more useful for a specific context. The positive feedback permits
the system to evolve and support the creation of the desired outcome, whereas
the negative feedback aims at regulating the influence of previous bad adaptations
and preventing the system to get stuck in local solutions [14, 34]. Every good self-
organizing system should satisfy the following properties.

� Scalability With an exponential increase of entities and their interactions, the sys-
tem must be able to finish operations within acceptable bounds, e.g., expressed
in computational costs, communication costs, or in time.

� Adaptability Resources of the system change over time, which can degrade
system’s performance and cause operation interruption. In order to preserve per-
formance and operation accessibility in dynamic environments, systems must
provide mechanisms to adapt to changes in a coordinated manner.

� Robustness There is no single point of failure. Systems usually rely on fluctua-
tions and randomness which provides them with several solutions that come into
account when critical errors occur. The entities of the systems can automatically
detect and recover from failures caused by internal errors or external inconsisten-
cies. Increasing damage will decrease performance, but the degradation will be
graceful – the quality of the output will deteriorate gradually, without any sud-
den loss of function in contrast to common systems where removing a random
number of components cause systems’ breakdown [34].
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The entities and their mutual communication should be resistant to errors and
malicious attacks. When self-organization is applied to computer systems, a crucial
aspect is how security, privacy, and trust are maintained. A lot of research in the
area of trust management covering security policies, credentials, relationships, and
authorization has been already done. Various works describe algorithms for decen-
tralized security [8,9], rights delegation [32], trust measurement and defense against
malicious attacks [50], and trust management and authorization [10, 11].

The field of self-organization seeks general rules about the growth and evolution
of system’s structure and methods which should predict the future organization.
It is expected that the results will be applicable to all other systems exhibiting
similar characteristics. However, self-organization has also its limits and some self-
organizing processes cannot be directly mapped to computer systems.

3.2.2.1 Application Areas

Current research tends to exploit the properties of self-organizing systems such
as scalability, adaptability, or robustness for modern network designs. However,
such behavior forms the basis of many natural systems, e.g., in human society or
animal behavior, the process of self-organization forms the essence of individual
survival. In the following, we introduce examples of self-organization from various
disciplines.

Biology

The behavior of most biological systems is based on self-organization. For example,
ants looking for food employ quite a simple self-organizing behavior. They are able
to find a very short path from the nest to the food source and back owing to their
pheromone trails [31]. Dorigo [22] employed this method to optimize finding the
shortest path in a graph. Michlmayr [36] applied the same to search in unstructured
P2P networks. The authors of [16] optimized routing in mobile networks. Another
example is a school of thousands of fish moving together as a coordinated unit.
When the school changes direction, all its members rapidly respond [53].

Sociology

Human society represents a large self-organizing system of people forming social
network. Social network is the term used in sociology since the 1950s and refers to a
social structure of people related either directly or indirectly to each other through a
common relation or interest [55]. In 1967, the social psychologist Stanley Milgram
presented the small-world phenomenon [37], sometimes referred as six degrees of
separation. The experiment revealed that most pairs of people in USA are reachable
by the chain of five intermediates on average. Other examples of self-organization
are an economy, a brain, or a city [26].
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Computer Science

The process of self-organization may be seen in computer systems. Especially
Internet Protocol (IP) gives many examples of such behavior, e.g., auto-
configuration of IP addresses, router auto-configuration, or service discovery.
Devices attaching to a network configure their address themselves with the help of
a router. Using Dynamic Host Configuration Protocol (DHCP) devices are able to
automatically obtain an IP address from the router, which allows devices to adapt
to changes in their environment (e.g., to obtain a new IP address when they move
to a different network) [40]. Neural networks aim at recognizing patterns and are ca-
pable of returning good results even if some their nodes or links are removed [29].
In robotic systems, stand-alone robots self-organize their activities, and they are
able to dynamically adapt to a changing environment [13, 15]. For example, in
case of a robot’s breakdown, other robots try to self-organize and take over all its
tasks. The idea of self-tuning databases keeping performance at a satisfactory level
automatically was proposed in [56].

Physics

Magnetization is one of the simplest process of self-organization. Magnetic mate-
rial consists of many tiny magnets, each of them with a particular orientation. The
molecules in the tiny magnets randomly move resulting in their disorganized behav-
ior. With the growing temperature, random movements are stronger which makes
the tiny magnets more difficult to arrange [28]. Crystallization is a self-organizing
process where molecules randomly move and create a symmetric pattern of dense
matter. Lasers, ideal gas, and most dynamical systems are self-organizing [1, 7, 38].

The process of self-organization includes many disciplines not mentioned above,
such as information theory, mathematics, philosophy, chemistry, and others. Various
disciplines show a totally different form of self-organization, so we usually choose
a concept, e.g., ant colony system, and apply similar principles to the system being
designed and implemented. The model we introduce can guide system developers
throughout the whole development process and can identify possible hitches in early
stages.

3.3 Three-Layer Model of Self-Organizing Search Systems

In this section, we propose a three-layer model of self-organizing search systems.
The purpose of this model is to help in all development stages of a system being
created. The guidelines given in the model should prevent from missing an important
part of the system that would lead to the system that is not scalable, robust, or
adaptable. In order to accept various theories of self-organization, the model is very
general but it still gives clear guidelines.
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Fig. 3.2 Influence graph of
the components of a node

The model consists of three layers: (1) abstract layer specifies basic strategies
and the way of behavior that the target system has to satisfy; (2) conceptual layer
extends the abstract layer and defines principles of the self-organization theory se-
lected; (3) implementation layer focuses on specific algorithms that implement the
principles defined on the conceptual layer.

A self-organizing system lacks a firm structure, so the system is described
through the entities it comprises of and by the means of their mutual interaction.
From the computer science point of view, the system will usually operate in a P2P
network, so from now on, we will refer to the entities of the system as nodes.

Each node consists of three logical components:

� Knowledge is the node’s repository that stores data and information about the
neighboring parts of the system.

� Abilities are actions the node can carry out, such as query processing.
� Behavior denotes strategies that are used by the abilities.

The node’s components influence each other and cannot be conceived as isolated
parts of the design. For instance, the knowledge is used to determine the current
behavior of the entity for the incoming impulses, and on the other hand the behavior
substantially influences the way the abilities are conducted. Figure 3.2 depicts the
individual influences.

3.3.1 Abstract Layer

The abstract layer serves as a platform for general description of a node of the
system being designed. The description concerns the logical design of the node
including the means of communication with other nodes: querying, behaving, and
self-managing. As mentioned before we recognize three main logical components
of the node. In the following, we give more detail description of them.

3.3.1.1 Knowledge

This component functions as the node’s repository. An important part of it is the
node’s local data. Another part stores the links to other nodes in the system (the
node’s neighbors).
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� Data repository is where the searchable local data is kept.
� Semantic links represent the node’s awareness about the system – links to other

nodes. Semantic information can be associated with these links. Notice that the
links are logical connections between nodes. The information is actually ex-
changed between the nodes using an underlying physical network, where a link
can lead to a path of individual physical interconnections.

� Statistics or summary information gathered from the local data, the queries pro-
cessed so far, or the system’s dynamism subjectively observed by the node.

3.3.1.2 Behavior

The behavior represents strategies that are chosen to conduct the algorithms rec-
ognized as abilities of the node. The way the node behaves depends on node’s
self-confidence that can be influenced by the query being processed. In particular, the
self-confidence is an indicator of certainty about the node’s knowledge, e.g., the re-
cency of the knowledge or its completeness. We distinguish two possible strategies:

� Exploitation Deterministic decisions made upon certain parts of the node’s
knowledge toward looking for the most relevant parts of the system. It is applied
when the self-confidence is high.

� Exploration Decisions made upon the node’s current knowledge toward discov-
ering unvisited or unseen parts of the system. It can also include randomness. It
is applied when the self-confidence is low.

3.3.1.3 Abilities

The node’s abilities are algorithms that evaluate requests received by the node. The
execution of the algorithms often depends on the value of self-confidence. On the
abstract layer of the model, the algorithms state their aims and purpose rather than
how the goals are achieved.

3.3.1.4 Query Processing

As the primary goal of the system is searching, the foremost ability is query process-
ing. The aim is to find the best community (group) of nodes that carry the answer to
the query. According to the node’s knowledge, the node is able to forward the query,
or process it directly on its own data. The general query-processing algorithm can
be characterized as follows:

1. The user poses a query at a node. We refer to this node as the query-issuing node.
2. The node’s self-confidence is computed.
3. Outgoing links are selected based on the exploitation or exploration strategy. In

particular, when self-confidence is high the exploitation strategy locates the most
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promising nodes directly and the exploration is employed moderately. On the
other hand, when self-confidence is low, the exploration is prevalent and explores
the system to locate the relevant data.

4. The contacted nodes return their answers to the query-issuing node.

3.3.1.5 Announcement or Advertising

An ability usually used for knowledge dissemination. The node is able to commu-
nicate with other nodes without requiring any response (one-way communication).
For instance, this ability can be used for the knowledge update in the system after
query processing. This is called announcement and can be seen as the exploitation
strategy because the nodes where the knowledge should be updated were identified
at the query-processing stage. On the other hand, advertising stands for the explo-
ration strategy. For example, the node can asynchronously notify random nodes in
the system with the knowledge update.

3.3.1.6 Node Management

The node is also capable of managing the data it governs. This obviously includes
inserting new data, deleting, and updating existing data. The node is also able to
manage itself which includes updating statistics gathered through out the system’s
lifetime. The dynamicity of the self-organizing system expresses the volatility of
nodes and data, which is ubiquitous in huge systems. The data volatility means mod-
ifying (adding, deleting) data stored on individual nodes, whereas the node volatility
represents joining of new nodes and leaving of existing nodes. This is in P2P net-
works referred to as peer churn [49]. By monitoring the number of advertisement
coming from new nodes or existing nodes and by analyzing changes in answers dur-
ing query evaluation, the self-confidence of the node can be influenced. In highly
dynamic systems, the self-confidence should decrease in time, which causes the
system to behave more exploratively.

3.3.2 Conceptual Layer

In the proposed model, the conceptual layer lists and describes concepts used to
achieve the self-organization of the system. Firstly, a general concept has to be cho-
sen (e.g., social networking or ant colony). Next, the abstractions from the abstract
layer are instantiated using this selected concept. In particular, semantics is given to
the individual node’s components and their parts. However, the implementation of a
specific part can still be ambiguous on this layer.

To be successful with the design of a self-organizing search system, the designer
has to consider the following recommendations:
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� Completeness of the instantiation Not necessarily the constructed system has to
have a concept for all abstractions described on the abstract layer. For example,
the system does not need to know how to actively spread knowledge in a push
model (advertise). Yet, if the main concern of the design is searching, the inability
to process queries would be inappropriate.

� Completeness of the conceptual design Usually some of the concepts imply an
existence of another. Therefore the conceptual description of the search system
should be complete in the sense of transitive enclosure. For instance, if self-
confidence is based on relevance of node’s links related to a query, relevance
must be defined on this layer.

� Particular concept selection The general concept sometimes allows various ap-
proaches to the instantiation. In that case, this level may contain a list of possible
instantiations under consideration and may specify which of them were selected
for implementation.

3.3.3 Implementation Layer

Finally, on this layer, the semantic and conceptual description get their exact spec-
ification. It comprises of functions and algorithms implementing the concepts from
the conceptual layer. All the concepts on the above layer must be implemented.

3.4 Building a Social-Network Search System

In this section, we show how the proposed three-layer model can be utilized for
designing a self-organizing search system. Firstly, the selected concepts of so-
cial network and metric space along with their principles are presented. Secondly,
the implementation of instantiated parts on the abstract and conceptual layer is
described.

3.4.1 Conceptual Layer

In our experimental system design, we have chosen to tailor the system according
to the concept of social network. The term refers to a structure of people related by
social ties that allow communicating among people or searching for desired infor-
mation. The social ties (semantic links) are usually divided to

� Strong (Friend) Links A person has a close connection with friends; they usually
share interests similar to the person’s interests for a certain activity; most of them
are in touch with one another.
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� Weak (Acquaintance) Links A person knowing another person as an acquaintance
gives him or her an opportunity to contact outside world from the person’s inter-
ests point of view; the acquaintances serve to get new information; few of them
can know each other.

Granovetter [27] discovered that in many activities, such as finding a job, get-
ting news, launching a restaurant or spreading the latest fad, week links are more
important than strong links.

Real social networks are governed by two laws: dynamism and preferential con-
nectivity. Each network starts from a small nucleus and expands with the addition of
new nodes. Then these new nodes first link to another nodes in an existing network
practically at random, but through consequent communication they find better and
better friends and acquaintances. However, the connectivity process is also dynamic
as good friends and acquaintances disappear or become less friendly and other bet-
ter friends and acquaintances show up. Once a network is created, there are usually
many paths between a starting and target node. However, an important question is
how to select among many acquaintances the correct node to form the next link in
the chain so that the resulting path becomes as short as possible.

We adapt this concept to computer systems where the nodes (computers) of
the system act on behalf of their users and create a self-organizing search system.
According to the small-world experiment [37], any node of the system should be
reachable in a small, preferably constant, number of hops.

3.4.1.1 Knowledge

The knowledge consists of the three components defined on the abstract layer. The
data-repository module is influenced by the metric space model chosen and the con-
cept of social networks requires to determine and store two kinds of semantic links.
At this stage, we do not need to keep any additional statistics about the local data or
queries processed.

3.4.1.2 Data Repository

Extensibility is another notion that has started to play an important role because it
ensures that a system can be applied to various and quite different in nature data
without any fundamental change in the system’s design or implementation. The
notion of metric space offers this kind of extensibility [43]. We decided to adopt
the metric space, so the data items stored in the system are actually objects in the
metric space.

Formally, a metric space M D .D; d / is defined for a domain of objects D and
a total function d that evaluates a distance between a pair of objects. The properties
of this function are: non-negativity, symmetry, and triangle inequality. In particu-
lar, the distance expresses dissimilarity between two objects. Examples of distance
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functions are Lp metrics (City-block (L1) or Euclidean (L2) distance), the edit
distance, or the quadratic-form distance. The distance function is not typically ap-
plied directly to a binary form of data, but it is rather applied to some features
extracted from it. For instance, a color histogram can be extracted from an image or
a photo.

The way of modeling data is closely related to the form of querying. In the metric
space, similarity queries are usually represented as nearest-neighbors and range
queries. The nearest-neighbors query is specified by a query object q 2 D and a
positive integer k. From a database X � D, the query returns k most similar objects
to q. The range query R.q; r/ is specified by a query object q 2 D and a radius r

as the distance constraint. From the database X , it retrieves all objects found within
the distance r from q. There are also other types of queries, for example similarity
joins or combinations of basic queries [58].

3.4.1.3 Semantic Links

We define semantic links between nodes in the system based on results of querying.
During query processing, some nodes that are likely to contain data relevant to a
query are contacted. These nodes evaluate the query on their local data and return
their answers to the node which posed the query. The query-issuing node decides
which nodes become friends and which become acquaintances on the basis of results
received. Thus new semantic links are created. These links are accompanied with
the metadata about this processed query. The metadata consist of items defining the
query (e.g, query object and radius in case of the range query), time when the query
was issued, and a quality of the answer (defined below).

Formally, the node Pstart issues a query Q and the routing algorithm locates
the most promising nodes P1; : : : ; Pn in the system. These nodes process the query
on their local data and return their answers (partial answers) APi

.Q/ to the query-
issuing node Pstart . This node merges the partial answers and returns the combined
answer A.Q/ D Sn

iD1 APi
.Q/ to the user. Note that the combined answer is ap-

proximate. The node that answered as best is denoted as the acquaintance. Whereas
the nodes that answered similarly become friends. The decision is based on the
definition of quality of a partial answer. It is a function Qual.APi

.Q//, returning
a quality object Qi scoring the partial answer APi

.Q/ passed in the argument. A
linear ordering �Q is defined on the quality objects: Q1 �Q Q2 iff Q2 is worse
than Q1. As a result, the best answer and the most similar answers can be easily
determined. A specific algorithm for evaluating the quality as well as the ordering
is defined on the implementation layer.

Semantic links can be created upon other concepts that the selected one. For
example, friends can become

� Nodes posing similar queries, which can express similar tastes of their users
� Nodes maintaining similar local data
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3.4.1.4 Behavior

To select the correct behavior strategy, each node must be able to compute its self-
confidence. We define self-confidence using relevance of links. Relevance expresses
the link’s usability with respect to the query being evaluated. In particular, the meta-
data of the query is compared with the metadata of the query associated with the
link. Relevance of the link is then the similarity of these two metadata. The links
having high relevance are used to compute the node’s self-confidence. Specific al-
gorithms that evaluate self-confidence and relevance of links are defined on the
implementation layer.

3.4.1.5 Abilities

The node’s abilities on the conceptual layer include a more specific query-routing
algorithm which exploits the acquaintance and friend links. These links may also be
used for advertising when new nodes join the system or for announcing when the
node’s knowledge has been updated. The social network concept does not concern
itself about data management routines, i.e., they remain unchanged.

3.4.1.6 Query Processing

Query processing represents looking for the most promising acquaintances because
it is supposed that acquaintance links lead to the communities of friends that manage
the queried data. In other words, the acquaintance links are followed during query
forwarding. When the best acquaintance is contacted, it evaluates the query on its
data and asks its query-related friends for the evaluation as well. Finally, the partial
answers are sent back. The friend links are used for further improving the query
result. The procedure is summarized as follows.

1. The user poses a query at the query-issuing node.
2. Each node contacted computes self-confidence:

a. Relevance of each link to the query is computed
b. The most relevant links are used to compute self-confidence

3. The value of self-confidence influences the selection of the exploitation or explo-
ration strategy.

� Exploitation (high self-confidence) – the query is forwarded using the most
relevant acquaintance links.

� Exploration (low self-confidence) – the query is sent to the nodes that are
targets of the links that have small probability to contain data relevant to the
query. This corresponds to an attempt to locate unvisited parts of the system
that can be relevant to the query.
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Query forwarding stops when a better acquaintance cannot be found.
4. The best acquaintances evaluate the query on their local data and ask all their

query-related friends to do it too.
5. All partial answers are returned to the query-issuing node.

3.4.1.7 Announcement

Semantic links maintained by each node have to be updated continuously in order
to allow the system to evolve and adapt to changes in data or users’ requirements.
Since these links are related to a query, a straightforward algorithm is to update them
immediately after the query is processed. Partial answers returned by nodes during
query processing are analyzed and the information about newly identified acquain-
tances and friends is spread to the system. However, the spreading is controlled and
the information is announced to identified acquaintances and friends as well as the
nodes contacted by the exploration strategy.

3.4.1.8 Advertisement

A node usually advertises its content when it joins the system, i.e., a bootstrap proto-
col. We use the procedure that selects representatives from the locally stored objects
and queries the system for similar objects to these representatives. Because the node
is new in the system, it has poor knowledge about the system, so the exploration
strategy prevails during the query evaluation. When the node updates its data, it
can also use advertising messages to propagate the changes but we do not use this
mechanism yet.

3.4.2 Implementation Layer

In this section, we describe specific algorithms for the notions drawn in the previ-
ous section. The algorithms implement all the functionality required at a node, so
the nodes together create a whole self-organizing search system. In particular, we
describe the algorithms that mSN [44] consists of mSN is a self-organizing system
for searching in image or photo collections shared by individual users of the system.
Only range queries are supported by the system, however algorithms of existing dis-
tributed indexes implement nearest-neighbors queries using repeating a range query
and varying the query radius. In the following, we present the algorithms separately
for each of the node’s components.
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Fig. 3.3 Schema of an mSN node

Knowledge

The particular components of node’s knowledge are depicted in Fig. 3.3. The data
repository describes the way of storing individual objects within this component.
The semantic links are kept in a structure of processed queries. A list of random
nodes is maintained in the statistics. This list is later used by an exploration strategy.

Data Repository

Each node organizes a user’s collection of images. Thus, a specific metric space
must be defined. The domain of the metric space is formed by five characteristic fea-
tures extracted from the images. All the features are stored as one 280-dimensional
vector. These features are standard MPEG-7 [35] descriptors: color structure (CS),
color layout (CL), scalable color (SC), edge histogram (EH), and homogeneous tex-
ture (HT). In detail, CS, CL, and SC express the spatial distribution of colors in an
image. The EH captures local density of edge elements and their directions (some-
times called the structure or layout); it acts as a simple and robust representation
of shapes. Finally, HT is a texture descriptor. The MPEG-7 standard also defines
the distance functions for comparing the individual features. Table 3.1 summarizes
them. There are five distinct distance functions, but we need just one. So, it is de-
fined as a weighted sum where the weights are given in the table.

Semantic Links

Semantic links in the system are maintained by a structure called query history.
This structure keeps links to other nodes and allows storing semantic information
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Table 3.1 Summary
of extracted features

MPEG-7 Feature Metric Weight

Scalable Color L1 metric 2
Color Structure L1 metric 3
Color Layout Sum of L2 2
Edge Histogram Special 4
Homogeneous Texture Special 0.5

associated with each link. In detail, the query history H D fE1; : : : ; Eng consists
of individual entries Ei , where the entry represents information about a query pro-
cessed by the system. The entry E is a tuple E D .Q; Acq.Q/; Qual.AAcq.Q/.Q//;

Fri.Q//, where Q D R.q; r; t/ denotes the regular range query enriched with the
time when the query was issued, Acq.Q/ is the acquaintance, Qual.AAcq.Q/.Q//

is its quality, and Fri.Q/ is the set of identified friends. The quality of the acquain-
tance is important in the query routing algorithm because the stop condition of query
forwarding is based on this quantification.

The links are created upon scoring the partial answers returned by the nodes
contacted during processing the query Q. The quality of partial answer is measured
as the number of retrieved objects:

Qual.APi
.Q// D jAPi

.Q/j (3.1)

The linear ordering is straightforward since the quality is integer. The better the
partial answer is, the higher number of objects it contains. The acquaintance is then
the node returning the highest number of objects:

Acq.Q/ D P , 8Pi W jAP.Q/j � jAPi
.Q/j (3.2)

where Pi are all the nodes that participated in the evaluation of the query Q. The
other kind of link (friend link) connects nodes that returned similar answers, i.e., the
nodes returning a significant number of objects compared to the combined answer
size:

Fri.Q/ D fPi W jAPi
.Q/j � jA.Q/j=ng (3.3)

where n denotes the number of answering nodes.

Statistics

We do not keep any special statistics about the system dynamicity. However, each
node maintains a list of random nodes that are employed in the exploration strategy
of query routing. It helps find the new and previously unvisited parts of the sys-
tem efficiently. An experiment that compares the evolution speed of mSN system
when random nodes are used and are not used was undertaken. The results in terms
of recall are depicted in Fig. 3.4. One identical query was repeatedly issued from
different nodes in the system. Observe that some nodes were unable to locate any
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Fig. 3.4 Progress of recall when the query is not (left) routed to random nodes and when it is
(right)

relevant objects when the list of random nodes was not used. Moreover, the answer
size was increasing slowly as compared to the system using the list of random nodes.
Notice that the recall was obtained by dividing the size of answer returned by the
query routing algorithm of mSN by the size of total answer. The total answer was
determined by asking all nodes in the system just for this purpose.

Each node manages the list of random nodes as follows. Initially, when it joins
the network, the list of random nodes is empty and must be filled. Despite this,
the node must know at least one another node because it has joined the system
successfully. The new node sends a special request to all known nodes and waits for
response. Upon receiving a response, it adds the responding node to the list. Any
node receiving such a request decides with a random function whether to respond
to the node that originated this request or not. In either case, the node forwards this
request further to all its random nodes. To avoid flooding the system, the forwarding
is repeated until time-to-live (TTL) is zero. We empirically verified that TTL set to
four is sufficient to obtain a list of 30–50 random nodes. In the situation of having the
list empty, any node can end up since the list of random nodes can get underfilled
or invalidated due to the nodes leaving the system or expelling nodes that were
identified as acquaintances or friends.

Behavior

Before presenting the procedure for computing self-confidence of a node, we define
the concept of confusability of two queries.

Confusability

We present confusability of queries [45, 46] that extends the universal law of gen-
eralization [17, 47] by taking into account the extent of queries and the time. The
confusability of two range queries Q D .q; r; t/ and Qi D .qi ; ri ; ti / is defined as
a weighted sum of the distance (D), intersection (I ) and time (T ) confusability:

C.Q; Qi/ D wD �D.Q; Qi /C wI � I.Q; Qi/C wT � T .Q; Qi/ (3.4)
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The weights must satisfy: wD;I;T � 0 and wD C wI C wT D 1. The resulting
confusability returns a value between zero and one as the individual components do.

The confusability is usually used to retrieve entries from the query history when a
query is evaluated, thus Q stands for the query being processed and Qi for the query
stored in an entry Ei in the query history. The partial confusabilities are defined as
follows:

� Distance confusability D.Q; Qi / is Shephard’s confusability [47] applied to the
query objects of queries Q and Qi :

D.Q; Qi / D e�B �d.q;qi / (3.5)

The parameter B is data- and distance-function-dependent. From our experience,
a convenient value of B is the inverted value of the most frequent distance in the
dataset (refer to Fig. 3.5b). In our setting, B D 2:1�1 D 0:476.

� Intersection confusability I.Q; Qi/ expresses the volume of space covered by
the intersection of the query regions (ball-like regions). We define it in two-
dimensional space:

I.Q; Qi/ D jregion.Q/\ region.Qi /j
jregion.Q/j (3.6)

This helps in selecting similar queries by the size and overlap of their regions.
� Time confusability T .Q; Qi/ expresses the similarity of queries Q and Qi with

respect to their timestamps in wall clock time:

T .Q; Qi/ D max

�
0;

tmax � jt � ti j
tmax

�
(3.7)

The parameter tmax stands for the time interval after which a query is considered
to be archaic. In real systems, this value should correspond to data volatility. Due
to experimenting with the system, we used 5 min only, which corresponds to 600
queries processed in the system.

We empirically verified that the weights wD D 0:38, wI D 0:38, and wT D 0:24

are suitable for our system searching in the image database. In particular, we give
three times higher preference to the query shape than to the time aspect.

Self-Confidence

On the conceptual layer, we outlined that the computation of self-confidence uses
relevance of links. We define relevance of a link as the confusability of the query
being processed and the query associated with the link. As a result the node’s con-
fusability is defined as
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1. Compute confusability for each entry in the query history (i.e., take the query
associated with the entry and the query being processed).

2. Take the five entries E1; : : : ; E5 having the highest confusability. Self-
confidence (SC) is the mean value of these confusabilities, i.e., SC D
avgiD1::5.Ei /.

Abilities

In the following, query-processing steps are summarized in a routing algorithm. Sec-
ondly, a procedure to update node’s knowledge called announcement is presented.
Next, the actions that a new node joining the system must do are outlined. Finally,
a technique to index local data for efficient searching is mentioned as a part of node
management.

Query Processing

Each node proceeds the following steps when it receives a range query Q D
R.q; r; t/. Complete specification of the query-routing algorithm is available in
Algorithms 3.1 and 3.2. The first algorithm is used for locating the best acquain-
tance and the second algorithm contacts all friends of the best acquaintance. Initially,
a user poses the query Q at the node Pstart (query-issuing node). Next, the node
proceeds the steps of Algorithm 3.1:

1. Node’s self-confidence (SC) is computed.
2. Depending on the value of SC, the ratio of exploitation and exploration strategy

is determined, so the algorithm can adapt to a new query (unseen before) fast:

� Exploitation – the query Q is forwarded to acquaintances of n entries having
the highest confusability. The number of entries (flooding factor) is decided
by the value of SC:

Flooding factor.SC / D

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

1 ifSC 2 Œ0:90; 1:00�

2 ifSC 2 Œ0:65; 0:90/

3 ifSC 2 Œ0:40; 0:65/

4 ifSC 2 Œ0:15; 0:40/

5 ifSC 2 Œ0:00; 0:15/

(3.8)

Notice that different entries can have the same acquaintance, hence the query
is forwarded only once.

� Exploration – the query Q is forwarded to a random node with the probability
p inversely proportional to the value of self-confidence, i.e., p D 1 � SC .
A random node is always contacted when the node has less than five entries
in its query history. To avoid an infinite loop during contacting random nodes,
the forwarding is stopped after a predefined number of hops is reached.
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Algorithm 3.1 Routing Algorithm forwardQueryAdapt
Input: sender PS , contacted node PC , range query Q D R.q; r; t /, previous answer size pas,
query-issuing node Pstart

1: V  five most similar entries E1; : : : ; E5 to Q from the query history respecting C.Q; Qi /,
where Ei D .Qi ; Acq.Qi /; jAAcq.Qi /.Qi /j; Fri.Qi //

2: V  ordered entries of V by decreasing confusability
3: SC  the average confusability value of the entries of V (self-confidence)
4: n floodingFactor(SC )
5: W  first n entries of V

6: useRandomNode decide whether a random node will be used with a probability 1�SC

7: if (useRandomNode or jV j < 5) then
8: P rand  a node randomly chosen from the list of random nodes
9: forwardQueryAdapt(PC , P rand , Q, pas, Pstart )

10: end if
11: for each entry Ei 2 W do
12: /* Ei D .Qi ; Acq.Qi /; jAAcq.Qi /.Qi /j; Fri.Qi // */
13: P Acq.Qi/

14: if jAP .Qi /j > pas then
15: forwardQueryAdapt(PC , P, Q, jAP .Qi /j, Pstart )
16: else
17: for all Pj 2 F ri.Qi / do
18: answerQuery(Pj , Q, Pstart )
19: end for
20: retrieve all objects from the local data that satisfy Q

21: send retrieved objects back to Pstart

22: end if
23: end for

Algorithm 3.2 Friend-of-Friend Answering answerQuery
Input: contacted node PC , range query Q D R.q; r; t /, query-issuing node Pstart

1: /* Ei D .Qi ; Acq.Qi /; jAAcq.Qi /.Qi /j; Fri.Qi // */
2: V  fEi jEi 2 query history of node PC ^ d.q; qi / � rg
3: for all Ei 2 V do
4: for all Pj 2 Fri.Qi / do
5: answerQuery(Pj , Q, Pstart )
6: end for
7: end for
8: retrieve all objects from the local data that satisfy Q

9: send retrieved objects back to Pstart

Remark. The adaptability of this algorithm is wired in the automatic increase or
decrease of the flooding factor. The process of query forwarding can be repeated
more times to locate the nodes that are the most promising to hold the searched
data. The forwarding stops when the contacted node’s quality (pas value in Algo-
rithm 3.1) is higher than any of its acquaintances to which the node can forward
the query. The node Pstart sets pas D 0.
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3. If this node is the most promising acquaintance (i.e., forwarding has stopped),
the query Q is evaluated on the local data and the partial answer is returned to
Pstart . Simultaneously, the query-related friends of this node are contacted to
evaluate the query on their local data and Algorithm 3.2 is called. This algorithm
locates all close entries Ei in this node’s query history (having its query object
qi close to the current query, i.e., d.q; qi / � r) and asks the friends associated
with these entries to evaluate the query on their local data too. It is supposed that
these friends hold substantial parts of the total answer A.Q/.

Announcement

After processing a query Q, the node Pstart analyzes the partial answer received
and identifies the acquaintance and friends. As a result, the new entry E D .Q;

Acq.Q/; jAAcq.Q/.Q/j; Fri.Q// is created. This entry is stored in the query his-
tory of: Pstart , the friends identified, and also nodes Pi

rand that were contacted by
the exploration strategy. In this way, a new acquaintance link from Pstart to the
node Acq.Q/ as well as acquaintance links between all random nodes Pi

rand and
Acq.Q/ get instantiated. Also friend links between each pair of nodes in Fri.Q/ are
established.

Advertisement

A node joining the system needs to be incorporated in the structure fast. After the
node obtains the list of random nodes, it runs a k-means algorithm on its local data
to identify ten good representatives of data, i.e., the node creates its data profile.
Next, the node forms range queries for each of the representative and poses them
to the system. This way the node’s data profile is spread into the system. In case
the node does not share any data, just the list of random nodes is obtained, which is
crucial for the routing algorithm functionality.

Node Management

The node internally stores its data in M-tree [18]. M-tree is a hierarchical index
structure that supports secondary storage. The algorithms in M-tree inserts new and
queries existing data efficiently.

3.4.3 Implementation Summary

In this section, we summarize why our approach satisfies conditions for being a
good self-organizing system. The system has no single point of failure because all



3 Toward Self-Organizing Search Systems 71

nodes are equal from the functionality point of view. The self-organization of mSN
is achieved by mutual interaction of its nodes. No global rule is defined nor imposed,
so the nodes’ behavior is affected by their current knowledge only. In detail, the
system fulfills following properties.

� Scalability The system is able to answer similarity queries within predefined
costs. Communication costs can be bounded by an appropriate setting of (i) the
maximum number of hops, (ii) the flooding factor intervals determining the num-
ber of nodes to which a query is forwarded, and (iii) the maximum number of
friends contacted. Computational costs are influenced by the index structure man-
aging local data and the size of query history. To speed up query processing on
local data, we utilize an approximate search algorithm in M-tree. The size of
query history should be kept in certain bounds to identify useful links efficiently,
so the capacity of query history is 100 entries in mSN. When the query history
overflows, the oldest entry gets removed.

� Adaptability mSN adapts to a dynamic environment in terms of changing data
and user tastes. Firstly, new nodes joining the system advertise their data ef-
ficiently by executing several queries. Secondly, randomness in the routing
algorithm ensures fast location of unvisited parts of the system, so even the first
answer is of a satisfactory quality and it further improves. Due to aging of entries
in the query history, the system also adapts to changes in nodes’ local data.

� Robustness The nodes do not depend on any other node. When a node asks
another node to do a task (to process or forward a query, to update its query
history, etc.) and the node does not respond within a predefined timeout, all links
pointing to this faulty node can be removed and a different node can be asked
to complete the task. After a massive physical communication network failure,
the system can split into two systems, each of them continuing their existence
independently.

Our system is implemented based on the proposed three-layer model for self-
organizing search systems but the real use of mSN is not possible because we do
not deal with security issues, trust management, and resilience against malicious
attacks.

3.5 Experimental Evaluation of mSN

To proof the concept of the proposed three-layer model, the functionality of imple-
mented mSN was tested. Descriptive features of 10 million images taken from the
CoPhIR [12] collection were used as a dataset. The description of the extracted fea-
tures and the distance function used to define the metric space is given in Sect. 211.
Recall that the features of each image forms a 280-dimensional vector. The distance
distribution of the dataset is quite uniform and such a high-dimensional data space
is extremely sparse. Figure 3.5b depicts distance density of this dataset.



72 S. Barton et al.

a b

Fig. 3.5 (a) Number of photos per user. (b) Distance density of the image dataset

With respect to the nature of indexed data, there are two different approaches to
the method of assigning the data to nodes in the network. Firstly, the data can be
assigned to a node regarding the objects mutual distances. Thus, the objects being
close to each other are assigned to the same node. The method implemented by
us incorporated the transformation of the vector into one-dimensional space and
afterwards an data assignment algorithm for P2P networks based on M-Chord [39].
Secondly, since each image contains information about the owner, the nodes can
represent the users and the data the images they own. Figure 3.5a demonstrates the
photo count per user in the image data set. As can be seen a substantial number of
users have a really small photo count. Since we have been limited by hardware to a
certain maximum number of nodes, we had to group users with small photo count
to fit the whole database to the available nodes.

3.5.1 Measures

The properties of the answer to the processed query have been quantified using
following measures. The approximate answer corresponds to the combined answer
gained by mSN and the total answer corresponds to the precise answer.

� Recall – A ratio of the size of the approximative answer gained from mSN to the
size of the total answer in percent.

� Costs – A number of nodes contacted by the routing algorithm in order to either
forward the query or to process it on local data.

� EOPP – A normalized error on nodes’ positions gaining values from the interval
Œ0; 1�. It expresses the accuracy of approximate search. The approximate and the
total answer are ordered lists of nodes (that participated in answering) by the
distance of node’s nearest object to the query object. The formula is defined as:

EOPP D

jApproxjP
iD1

TotalŒNodei � � ApproxŒNodei �

jApproxj � jTotalj (3.9)
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where Approx stands for the approximate answer and Total for the total answer.
The Approx[Node] denotes the position of the node Node in the ordered list Ap-
prox. If EOPP D 0, the approximate and the total answer are equal. The higher
value EOPP has, the more inaccurate the answers are. If the approximate answer
was found on 10 nodes, and the total is located on 20 nodes and EOPP D 0:1,
the first two nodes from the total answer are missed. In the case of EOPP D 0:5,
the first half of nodes from the ordered total answer is missed.

� mSN-NER – A number of nodes that returned a non-empty answer to a query
processed by mSN.

� Total-NER – A number of all relevant nodes to a processed query – non-empty
answering nodes in the total answer.

� NER-ratio – A ratio of mSN-NER and Total-NER.

Concerning the legibility purposes, notice that the measured values are in some
figures multiplied by a constant – usually 10 or 1,000.

3.5.2 Analysis of Self-Adaptability

The self-adaptability of the proposed network represents the ability to process un-
seen queries that have not been processed before, well and to improve response
to repeatedly processed queries. Ideally, the recall of the newly processed query
should not be lower than the random access and should be acquired with consid-
erable costs. As for repeatedly processed queries, their recall should rise together
with lowering costs.

To analyze the self-adaptability of the network to newly coming and repeated
queries, the following experiment has been conducted. The methodology is to iter-
atively execute a series of testing queries whose metadata is stored to the particular
nodes’ query history. After such executed series, a subset of this series is used to
measure the adaptability of the network. This processing does not affect the state
of the network since the metadata is not stored to nodes’ query history. Moreover,
for each particular query regardless to the state of the network, Pstart was chosen
randomly from all nodes in the network. The distance density of the set of testing
queries is in Fig. 3.6.

Fig. 3.6 Distance density of
the set of 50 testing queries
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To give the reader the insight into the dependence of the network size onto the
self-adaptability, two sizes of network were used for each data assignment approach,
their properties are summarized in Table 3.2. In the case of the similarity clustering
assignment method, the smaller dataset was acquired by randomly selecting 500
nodes of the larger network. In the case of the data owner assignment method, the
smaller network was acquired by taking the 2.5-million dataset and distributing it
over nodes according to the original owner.

3.5.3 Clustered-Data Assignment Evaluation

Figure 3.7 depicts the results measured on the two networks where data were as-
signed to the nodes using the method of similar distances. The settings used for
these networks varied in the number of maximal hops in the query routing algo-
rithm. In the smaller network, the maximal number of hops was four and in the
larger one it was set to five. All the processed queries were range queries with the
radius r D 1. The average total answer comprised of 1,708 objects on the smaller
network and 6,880 on the large one.

The progress of the recall curve in both cases has the same ascending trend. The
zeroth measuring was obtained after all nodes joined to the system using the boot-
strap protocol. The smaller network accessed a half of its nodes and retrieved about
40% of the total answer whereas the larger network accessed about 18% of its nodes
and achieved recall of 17%. After 20 iterations, the achieved maxima are 90% on the
smaller network and 84% on the larger one. Yet, concerning the adaptability, after
second iteration the recalls were 60% and 52%, respectively. Notice that in Fig. 3.6 it
is illustrated that most queries from the testing set have their mutual distance greater
than one. From the routing algorithm point of view, the presence of metadata about
such queries in nodes’ query history does not affect the routing itself – it seems that
the queries are processed independently on each other.

Table 3.2 Properties
of analyzed networks

Network size Object count

500 nodes 2,500,000
2,000 nodes 10,000,000

Fig. 3.7 Self-adaptability of the 500 nodes (left) and 2,000 nodes (right) networks where the data
is assigned according to similar distances
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As for the costs, the primary expectations were that the costs will diminish with
each iteration dramatically. This trend can be observed for both networks, yet its
progress is not as fast as expected. This is due to contacting random nodes in order
to achieve the consistency of the combined answer and for exploration reasons. Still,
the reader can observe certain drop in costs accompanied with considerable rise of
recall.

We also compared our results to the results of M-Chord – a structure whose data
clustering method was used. The idea of clustering is to divide the data set into
groups using the iDistance method [30]. Thus, each group corresponds to the data
assigned to one node. We processed the same 20 measuring queries by M-Chord and
monitored the costs. Since M-Chords always retrieves the total answer, 266 nodes
were contacted on average in order to process the query on the smaller network and
945 nodes on the larger network. Therefore, we can state that for instance, after
processing of five identical queries in the network, we get 65% of the total answers
with 33% of costs of the M-Chord structure. This difference increases hand in hand
with further processing of the same or similar queries.

Another way to express the quality of mSN’s answer is to study the EOPP co-
efficient. Ideally, the EOPP should remain in low numbers which would mean that
the routing algorithm contacted nodes that contain the most similar parts of the total
answer. As can be observed in Fig. 3.7 for both networks, the progress is auspicious.
In case of the larger network, the lowest values are actually higher than the values
of the smaller one. This is caused by the smaller ratio of mSN-NER and Total-NER
and by the fact that the routing algorithm favors the nodes with larger amounts of
relevant objects rather than those with closer objects. This error propagates more
into evaluation of the EOPP.

3.5.4 Data-Owner Assignment Evaluation

The results gained by the data-owner clustering method have already been presented
in [4]. Figures 3.8 and 3.9 depict the averages measured on the smaller and larger
networks. All the queries used were the same as in the clustered-data experiments.

Again, the progress of the recall curve in both cases has the same ascending
trend. The initial recall in the smaller network is larger than in the larger one – the

Fig. 3.8 Self-adaptability of the smaller network
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Fig. 3.9 Self-adaptability of the larger network

smaller network accessed 52% of its nodes and retrieved about 47% of the total
answer whereas the larger network accessed about 28% of its nodes and achieved
recall of 32%. After 20 iterations, the achieved maxima of recall are 80% in the
smaller network and 71% in the larger one.

To compare the costs, the total answer to each of the training queries was ob-
tained by flooding the whole network. The average value measured is depicted in
Fig. 3.8 as the Total-NER. As can be observed in the case of the smaller network, the
total answer is spread on average over 36% of the total amount of nodes. The image
retrieval network has to contact on average 55% of the network after ten iterations
to locate 77% of the total answer. In the case of the larger network, see Fig. 3.9, the
total answer is spread on 33% of the nodes in the network, and the search algorithm
contacted on average after ten iterations 30% of the network to reach 60% of the
recall. After 20 iterations, the recall on the larger network is on average 72%. The
recall achieved grows slower on the larger network which is due to the slower learn-
ing ability and lower proportions of nodes contacted in order to locate the answer.

As we see, the numbers measured are proving the scalability of the proposed
system, since the spread of the answer among nodes grows linearly, the recall does
not degrade significantly and still, we observe a decrease in the costs. The quality
of approximation is again studied by the EOPP coefficient. The results are depicted
in Figs. 3.8 and 3.9, where the progress is again auspicious. The trends should be
strictly decreasing, which means that the algorithm retrieves from the network in
each step more relevant parts of the answer. As we see the EOPP of mSN follows
such progress.

3.6 Conclusion and Future Enhancements

Our search system (mSN) whose nature lies in the combination of self-organization
and social networking is not the only contribution of work presented in this chapter.
The abstractions behind the presented research outline the broader design leading
toward a creation of systems enabling the similarity search in multimedia data with
intrinsic efficiency (and effectiveness), yet being only marginally influenced by the
Web-scale amounts of indexed data.
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As is proven in the practical part of this work, such design addresses problems
coming along efforts of building large-scale distributed databases – the problem of
limited or even lacking control of the data distribution over nodes in the built system.
Such a setting demands modern adaptive approaches whose design is supported by
the rules given in this chapter.

mSN, developed using the universal design guidelines, is an example of a strict
system in which every participating entity conducts in a good will. Although one of
the experimental evaluation scenarios presents a real-life deployment of this struc-
ture, the real life use is not possible because the issues regarding trust as partially
mentioned in Sect. 3.2.2 are not implemented.

Since the proposed three-layer model allows a combination of multiple self-
organization concepts, the future work will focus on the study of these concepts
and their suitability for various tasks in a good self-organizing search system. For
instance, this means the combination of social networking for discovery of the de-
sired resources and the ant-colony approach facilitating the lookup of the shortest
path to such resources and the path’s aging, like the pheromones do. These issues
also lead to the management of query history in general, which is omitted in the pre-
sented version of mSN. Other improvements that are under investigation comprise
of the efficiency in node communication like piggy-backing during query evaluation
and agents trading information in order to improve search results.
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Chapter 4
DISSECT: Data-Intensive Socially Similar
Evolving Community Tracker

Alvin Chin and Mark Chignell

Abstract This chapter examines the problem of tracking community in social
networks inferred from online interactions by tracking evolution of known
subgroups over time. Finding subgroups within social networks is important for
understanding and possibly influencing the formation and evolution of online com-
munities. A variety of approaches have been suggested to address this problem
and the corresponding research literature on centrality, clustering, and optimization
methods for finding subgroupings is reviewed. This review will include a critical
analysis of the limitations of past approaches. The focus of the chapter will then
turn to novel methods for tracking online community interaction. First, the method
proposed by Chin and Chignell called SCAN will be briefly introduced, where a
combination of heuristic methods is used to identify subgroups in a manner that can
potentially scale up to very large social networks. Then, we present the DISSECT
method where multiple known subgroups within a social network are tracked in
terms of similarity-based cohesiveness over time. The DISSECT method relies on
cluster analysis of snapshots of network activity at different points in time followed
by similarity analysis of subgroup evolution over successive time periods. The
DISSECT method can be supplemented with behavioral measures of sense of com-
munity where administration of a questionnaire is feasible. Finally, we conclude the
chapter with a discussion on possible applications and use of the DISSECT method.
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4.1 Introduction

For many people and organizations, the Internet has become a place where
communication interactions occur, supplanting part of the functionality of face-
to-face meetings and group interactions. With the growth of social networking on
the Internet and Web 2.0 functions such as blogging, social tagging, and video
sharing, more and more information is becoming available online about how people
interact and with whom. Vast social hypertexts [36] are forming on the World Wide
Web as networks of documents are increasingly being connected explicitly and
implicitly to networks of people, and on a grand scale. Rich online social networks
may be inferred relatively easily from blogs, Web forums, e-mail, and the emer-
gence of Web 2.0 [86]. Web sites incorporating around tags, social bookmarks,
podcasts, and mashups are examples of social hypertexts, where Web pages are
nodes in a social network and hyperlinks between pages form links (relationships)
between the nodes [21]. Feedback on Web pages foster online conversation, creating
explicit links between authors and readers. It is now possible to infer social behav-
ior from studying the relationships between nodes and patterns of communication
that are formed from these communication media, using social network analysis
[46]. As people communicate with each other through networks of interconnected
Web pages, common ties may be established and social interactions may develop
[8, 31, 38, 61, 93, 115], leading in some cases to a sense of virtual community [8]
that may sometimes be analogous to the sense of community that people develop in
physical environments [17].

When analyzing the social networks formed from online interaction, the focus
can be on using graph structure (nodes and links) or on semantics (content analysis
and text analysis). Previous research has shown that cohesive subgroups form com-
munities of interest [29], have weak ties [46], and have cohesive bonds that bring
people together [90]. Research on finding cohesive subgroups of online interactions
within social networks remains an interesting and open issue.

Finding cohesive subgroups can be used as a first step to identify communities of
interest that people belong to. Tags can then be assigned to the subgroups by using
semantic analysis to form meta-tags that describe the interests or the expertise of a
group of people. The assigned tags can then be used for activities such as marketing
research, advertising, and expertise location. For instance, someone who seems to be
actively involved in a number of communities involving Linux and its applications
is likely to have expertise that is relevant to Linux problems, or to know someone
else who has that expertise.

Online social networks evolve over time, and research has looked into the tempo-
ral aspects of social networks changing over time (e.g. [72, 100]). It has been found
that groups discovered in social networks differ in their cohesiveness or bonding
[90], which can be in time or space. Since online social networks have time inherent
in their structure, cohesive subgroups can be defined as those that are similar over
time based on Social Identity Theory [103] where group members feel closer if they
are similar to each other. Cohesive subgroups can also be considered as optimum
subgroups by calculating the optimum number of clusters [62], modularity [85], or
optimizing graphs [104]. Similarity measures are used in our research to assess the
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cohesiveness of subgroups. Since they explicitly consider changes in subgroupings
over time, similar measures take into account network membership dynamics in the
social network. Different types of similar measures can be constructed depending
on the particular network dynamics observed.

This chapter addresses the problem of tracking community in social networks in-
ferred from online interactions, by expanding on the problem of finding subgroups
initially explored through the SCAN method [22] and addressing the limitations of
the SCAN method. The first section of the chapter provides the literature review of
research that can be used for finding subgroups for tracking community. This forms
the basis for the creation and explanation of our SCAN method in the second sec-
tion, which addresses the drawbacks of previous research. In addition, we describe
the applications and limitations of the SCAN method. This results in the creation
of a new framework called Data-Intensive Socially Similar Evolving Community
Tracker or DISSECT as described in the third section, where multiple known sub-
groups within a social network are tracked in terms of similarity-based cohesiveness
over time. We also discuss the implications of DISSECT for community evolution,
and the evaluation of DISSECT using behavioral measures. Practical applications
of the DISSECT approach in expertise location, marketing, and information search
are discussed in the conclusions section of the chapter.

4.2 Finding Subgroups for Tracking Community

In this section, we review previous literature on finding subgroups in social net-
works. This work can be differentiated according to the different types of measure
or structure that are targeted: centrality, cohesive subgroups and clustering, and
similarity.

4.2.1 Centrality

Network centrality (or centrality) [44] is used to identify the most important/active
people at the center of a network or those that are well connected. Numerous cen-
trality measures such as degree [40,45,79,116], closeness [19,70,75], betweenness
[30,47,49,57,76,85,106,108], information [25,26,42], eigenvector [37,84,95], and
dependence centrality [78,79] have been used for characterizing the social behavior
and connectedness of nodes within networks. The logic of using centrality measures
is that people who are actively involved in one or more subgroups will generally
score higher with respect to centrality scores for the corresponding network.

Researchers have compared and contrasted centrality measures in various social
networks (e.g. [19, 34, 66, 80]), however three centrality measures which have been
referred to the most with respect to subgroup membership are degree, closeness, and
betweenness centrality.
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Degree centrality [44] measures the number of direct connections that an
individual node has to other nodes within a network. Nodes with high degree
centrality have been shown to be more active [45] and influential [79]. Degree
distribution has been used to visualize the role of nodes within subgroups [116].
Closeness centrality [44] measures how many steps on average it takes for an indi-
vidual node to reach every other node in the network. In principle, nodes with high
closeness centrality should be able to connect more efficiently or easily with other
nodes, making them more likely to participate in subgroups. Closeness centrality
has been used to identify important nodes within social networks [26, 70, 75], and
identify members with a strong sense of community [19,20]. Betweenness centrality
measures the extent to which a node can act as an intermediary or broker to other
nodes [44]. The more times that a particular node lies on paths that exist between
other pairs of nodes in the network, the higher the betweenness centrality is for that
node. Nodes that have a high betweenness centrality may act as brokers between
subgroups and they may have stronger membership in surrounding communities
[30, 47]. Betweenness centrality has been used to reveal the hierarchical structure
of organizations [49, 106, 108], and to identify opinion leaders [76] and influential
members with a strong sense of community in blogs [19, 20].

Betweenness centrality is mostly used to find and measure subgroup and commu-
nity membership [47–49, 76, 85, 106, 108], whereas degree and closeness centrality
are used for characterizing influential members. Although network centrality mea-
sures are easy to calculate using computer programs such as Pajek [28] and UCINET
[9], there has been no consensus among researchers as to the most meaningful cen-
trality measure to use for finding subgroup members [25]. In extremely large social
networks, computational efficiency may become an issue in selecting which cen-
trality measure to use. With respect to three commonly used centrality measures,
degree centrality is the easiest to calculate, closeness centrality is more complex,
and betweenness centrality has the highest calculation complexity [18].

4.2.2 Cohesive Subgroups and Clustering

Finding cohesive subgroups within social networks is a problem that has attracted
considerable interest (e.g. [42, 92, 102, 114]), because cohesive subgroups can in-
dicate the most active members within a community. There are two types of
approaches to finding cohesive subgroups. In the first approach, clique analysis and
related methods look directly at the links that occur in a network and identify spe-
cific patterns of connectivity (e.g., subgroups where everyone in the subgroup has
a direct connection to everyone else). In the second approach, clustering and parti-
tioning methods are used which are less direct (but more computationally efficient)
in that they base their groupings (clusters) on proximity measures (similarities or
distances) derived from the connection patterns between network nodes.
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4.2.2.1 Clique and k-Plex Analysis

Cliques and k-plexes have been used to characterize groupings in social networks
[2, 5, 21, 32, 92, 102, 113]. Cliques are fully connected subgroups [113] where each
member has a direct connection to every other member in the subgroup, thus form-
ing a completely connected graph within the subgroup. Pure cliques tend to be rare
in social networks [102] because the criterion of full connectedness tends to be
overly strict, thus pure clique analysis will miss many meaningful subgroupings
[2, 5, 113].

In a subgroup of n members, the full connectedness requirement of cliques
(where every person in the clique is connected to n � 1 other members in the
clique), may be relaxed by requiring fewer connections to other group members.
In the k-plex approach, connectedness is expressed as the minimum number n � k

of connections that each person in the group must have to the other group members.
In a k-plex, as the parameter k increases, the connectedness requirement is relaxed
[54]. k-Plex analysis has been used for finding subgroup members [5, 21, 82, 102]
in a network. However, as with clique analysis, finding k-plexes in large networks
is a computationally expensive and exhaustive process because it scales exponen-
tially with the number of nodes in the network and is an NP-complete problem [5].
An additional issue with k-plex analysis is that the most appropriate value of k for
subgroup analysis in a particular social network may not be obvious.

4.2.2.2 Clustering and Partitioning

Clustering and other techniques such as link analysis [10, 65] and co-citation anal-
ysis [1, 41, 64, 67–69] can be used to detect subgroups within social hypertext
networks. Hierarchical clustering automates the process of finding subgroups by
grouping nodes into a cluster if the nodes are similar and then successively merging
clusters until all nodes have been merged into a single remaining cluster. Tech-
niques based on hierarchical clustering have been used to quantify the structure of
community in Web pages [24,30,47,73], blogs [88,89], and discussion groups [50].
Hierarchical clustering (using such algorithms as in [55,118]) results in a hierarchy
(tree) being formed where the leaves of the tree are the nodes that are clustered and
can be visualized as dendrograms. Nested clusters within the derived hierarchy may
then be inferred to be subgroups.

In contrast to hierarchical cluster analysis, the groups formed in partitioning
methods are not nested. Partitioning methods are relatively efficient, but they require
that the number of subgroups in the partition be defined prior to the analysis. On the
other hand, hierarchical cluster analysis does not yield a partition, and the hierarchy
(dendrogram) that is output needs to be cut in order to identify a particular set of
subgroups. For partition analysis, the method is run using a number of different val-
ues of k (i.e., number of groups in the partition) and the selection criterion is used
to define which of the possible partitions should be chosen as the best subgrouping.
For hierarchical clustering, the selection criterion is used to decide at which point
the dendrogram should be cut in order to obtain a non-nested set of subgroups.



86 A. Chin and M. Chignell

Orford [87] described a range of criteria for determining where to partition a
dendrogram; however, the best criterion to use will generally vary with the problem
context. Recent research has tended to assess specific measures for obtaining an op-
timal partition (e.g. [62]), using modularity (designated as Q) proposed by Newman
and Girvan [85] for finding community structure in [7, 27, 33, 91, 94], vector par-
titioning [111] or normalized cut metrics [71, 97, 98, 117]. However, as noted by
Radicchi et al. [91], it is not clear whether the “optimal” partitions are represen-
tative of real collaborations in the corresponding online communities. Van Duijn
and Vermunt [110] noted that it is difficult to determine which measure is the most
appropriate to use across a range of applications.

4.2.2.3 Summary

Hierarchical clustering has been shown to produce similar subgroupings as k-plex
analysis and is less computationally intensive [22]. Modularity has been proposed
as an optimizing method for partitioning dendrograms obtained from hierarchical
clustering into subgroupings. Researchers (such as Lin et al. [74] and Traud et al.
[105]) have combined clustering and partitioning algorithms together in order to
identify subgroups instead of relying on one alone. However, relatively little eval-
uative research has been carried out thus far on which methods of unsupervised
subgroup formation work well in subgroup analysis of social networks, and under
what conditions.

4.2.3 Similarity

Cohesive subgroups should have a core group of people that remain the same over
different time periods, because we hypothesize that subgroups will be cohesive to
the extent that their members remain together based on “common fate” [109] where
objects are more likely to be part of a grouping if they move together over time.
However, subgroups may split or merge, so that cohesiveness is not necessarily a
property of a single subgroup, but may sometimes relate to a family of one or more
related subgroups. In general, cohesive families of subgroups at one time period
should be similar to corresponding subgroups at a different time period.

Mathematically, similarity may be viewed as a geometric property involving the
scaling or transformation necessary to make objects equivalent to each other. Several
mathematical similarity measures have been defined such as Euclidean distance [35]
and the cosine distance or dot product [112]. Other models of similarity are based
on comparison of matching and mismatching features using a set-theoretic approach
such as Tversky’s feature contrast model [107], Gregson’s content similarity model
[51], and the Jaccard coefficient [59], which is defined as the size of the intersection
divided by the size of the union of the objects being compared.

For assessing cohesion within subgroups, Johnson [60] proposed the ultramet-
ric distance as a way of measuring distance within a hierarchy. For comparing
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two different clustering hierarchies, one heuristic method for estimating similarity
consists of converting each hierarchy to a matrix of ones and zeros where the ones
represent the parent–child links in each hierarchy. The similarity between two hier-
archies is then estimated as the correlation between the two corresponding matrices
of ones and zeroes. A more formal approach is to use quadratic assignment [58] to
assess the similarity between two partitions. Other related work by Falkowski et al.
[39] focused on finding community instances using similarity.

From the preceding review, it can be seen that there are a number of similarity
assessment approaches that may be applied to the problem of measuring the cohe-
siveness of subgroups over time. Unlike previous similarity methods, our method
addresses the strength of cohesiveness of subgroups over time using a custom-built
measure of similarity to meet the demands of identifying subgroups in a dynamic
social network based on the content model of similarity [51].

4.3 Tracking Online Community Interactions
Using the SCAN Method

A number of methods already exist for finding subgroups and clusters, but there
is as of this writing no method that can potentially scale up to handle large social
networks, or can identify subgroups that remain cohesive over time using an unsu-
pervised learning approach. In this section, we explain the SCAN method and use
an example to illustrate how to track online community interactions.

4.3.1 Social Cohesion Analysis of Networks (SCAN) Method

The Social Cohesion Analysis of Networks (SCAN) method was developed for au-
tomatically identifying subgroups of people in social networks that are cohesive
over time [22]. The SCAN method is to be applied based on the premise that a social
graph can be obtained from the online community interactions where the links are
untyped (i.e., there are no associated semantics). In the social graph, each link rep-
resents an interaction between two individuals where one individual has responded
to the other’s post in the online community. The SCAN method has been designed
to identify cohesive subgroups on the basis of social networks inferred from online
interactions around common topics of interest. The SCAN method consists of the
following three steps:

1. Select: Selecting potential members of cohesive subgroups from the social
network.

2. Collect: Grouping these potential members into subgroups.
3. Choose: Choosing cohesive subgroups that have a similar membership over time.
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4.3.1.1 Select

In the first step, the possible members of cohesive subgroups are identified. We set a
cutoff value on a measure that is assumed to be correlated with likelihood of being a
subgroup member, and then filter out people who fail to reach the cutoff value on that
measure. We use betweenness centrality as this cutoff measure, since prior research
has found that it does a fairly good job of identifying subgroup members although
other centrality measures such as degree and closeness centrality could also be used.
By selecting a cutoff centrality measure, we obtain a subgraph of the original social
graph where all members that have a centrality below the cutoff centrality measure
are removed, resulting in a list of potential active members of subgroups.

4.3.1.2 Collect

In the second step of the SCAN method, the objective is to recognize active sub-
groups from the subset of network members identified in the Select step. This is
accomplished by forming subgroups of the selected members using cluster analysis,
specifically weighted average hierarchical clustering. In general, hierarchical cluster
analysis is more computationally efficient than k-plex analysis [22], and weighted
average hierarchical clustering is a relatively efficient approach that has been used
frequently by researchers. The output of hierarchical clustering is a set of nested,
non-overlapping clusters, i.e., a tree, or dendrogram (a visual representation of a
tree that is frequently used to represent a hierarchy of nested clusters visually). The
extraction of the hierarchy shows potential cohesive subgroups, but it does not ac-
tually partition the people into a particular set of non-nested subgroups.

4.3.1.3 Choose

In the third step of the SCAN method, we identify the most cohesive subgroups
over periods of time by computing the similarity of the possible cohesive subgroups
between pairwise consecutive periods of time, and then selecting the cohesive sub-
groupings that result in the highest similarity. In comparing subgroups between
pairwise consecutive periods of time, we need to consider networks in each period
where membership is either fixed, where new members enter but existing members
do not leave the network, or where new members enter and existing members leave
the network at different time periods. The present version of the SCAN method only
considers constant membership and new members that enter the network, through
the application of two similarity measures.

For the first similarity approach (as described in detail in [22]), the cohesion
across all subgroups between two consecutive time periods T1 and T2 can be calcu-
lated according to Eq. 4.1:

SimT1;T2
D 2 	N.T1 \ T2/

N.T1 [ T2/
; (4.1)
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where N.T1\T2) is the number of pairs where both members are in the same cluster
in T1 and in T2. N.T1[T2) is the total number of pairs who are in the same cluster in
either (or both) T1 and T2. The parameter 2 is added as a multiplier to the numerator
of this expression so that the resulting similarity measure is scaled between 0 and 1.

The second similarity approach (as detailed in [18]) measures the cohesion of the
largest individual subgroup. This examines all the possible pairwise relationships
between members of the subgroup, and determines how many of the pairs still exist
(i.e., are inside a subgroup) in the second time period. The similarity can then be
calculated using the following formula according to Eq. 4.2:

SimT1;T2
D N.S1 \ T2/

N.S1/
; (4.2)

where S1 is the largest subgroup in T1, N.S1 \ T2) is the number of common pairs
from the largest subgroup S1 that still exist in T2, and N.S1) is the number of pairs
in the largest subgroup S1. As an example, if there was a subgroup of five people
which then split into a group of two and a group of three, then there would be a
combination of five choose two or ten pairs from the first time period and after that
there would be three choose two or three pairs remaining together in one of the
spin-off groups plus one pair together in the second spin-off for a total of four pairs
remaining together in the second time period, so the similarity between the two time
periods would then be 4=10 D 0:4: It can be seen that this approach results in an
intuitive measure that is easy to calculate.

These measures of similarity can then be used to assess cohesiveness over time
with a betweenness centrality cutoff being chosen that maximizes this measure of
similarity in the sample. The clusters for each time period T1 and T2 that are ob-
tained from the highest similarity using the selected betweenness centrality cutoff,
then form the cohesive subgroups, with the level of measured similarity between
adjacent time periods providing an indicator of the amount of cohesiveness.

4.3.2 Application and Limitations of the SCAN Method

The SCAN method was tested on the TorCamp Google group (as explained in [22])
and a set of YouTube vaccination videos and its comments (as explained in [23]).
The SCAN method was able to find a cohesive subgroup in the TorCamp Google
group case study even though semantics of the links between members in the social
network were not utilized in this task. In general, the cohesiveness criterion using
similarity and the SCAN method worked well with the TorCamp Google group
because the dataset reflected online interactions of topics of common interest, from
which the discussions had clearly identifiable active members based on the number
of responses.

However, the method was unable to distinguish between two types of activist
groups (anti-vaccination and pro-vaccination) in a set of YouTube vaccination
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Table 4.1 Content analysis of the comments made on anti-vaccination and
pro-vaccination videos (using the anti- and pro-labeling of videos provided
by Keelan et al. [63])

Network
Number of
videos

Number of
anti-comments

Number of
pro-comments

Anti-vaccination 34 76 6
Pro-vaccination 66 67 13

videos because the conversational threads contained mixtures of people from those
two types of activist groups (anti- and pro-vaccination) as shown in Table 4.1 [23].

In datasets where online interactions revolve around debate and activism, the
SCAN method will not be able to find particular classified subgroups, because these
types of people are intertwined within the discussions around social media (such as
the YouTube vaccination videos) and many of the comments may not be related to
the discussion.

One of the remaining challenges in applying the SCAN method concerns the se-
lection of time periods across which subgroup cohesion is compared. It seems likely
that the appropriate time period will depend on how quickly a subgroup evolves or
grows, and also on the size of the subgroup and the rate of interaction that occurs
within the subgroup. Within each time period selected for analysis, there needs to be
social interaction to allow application of the SCAN method, while it should also be
possible to construct multiple periods where there is a reasonable expectation that
sufficient cohesion will occur across time periods to make similarity assessment
viable. While past research has examined cohesion between pairs of time windows,
it is possible that in long-lasting subgroups comparison of cohesion across mul-
tiple time windows may also provide more accurate estimates of cohesion within
subgroups.

4.4 Data-Intensive Socially Similar Evolving Community
Tracker (DISSECT)

In this section, we outline a framework for a new method for tracking community
evolution based on the SCAN method. This method is referred to as the Data-
Intensive Socially Similar Evolving Community Tracker (DISSECT). The steps in
this method are listed and possible techniques for implementing each step are dis-
cussed. Detailed implementation of the steps in the DISSECT method are left as
topics for future research.

In the SCAN method, the problem of finding cohesive subgroups across dif-
ferent time periods using similarity was addressed. The DISSECT methodology
provides a framework for more extensive analysis of community formation in online
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interactions. The DISSECT method addresses the following shortcomings of the
SCAN method:

1. The SCAN method only focused on betweenness centrality; other centrality mea-
sures may be useful.

2. The SCAN method only looked into two types of similarity measures (constant
membership and members entering the network); there is a need to examine for
other types.

3. The time periods used in the SCAN method were defined ad hoc as a matter of
convenience, without any systematic evaluation.

4. The SCAN method fails if semantic properties determine subgroup membership.

4.4.1 Framework for the DISSECT Method

The DISSECT method addresses the shortcomings identified in the SCAN method,
and uses the following steps:

1. Find the initial time periods for analysis.
2. Label subgroups of people from the network dataset using content analysis and

semantic properties. If possible, individuals are also labeled so as to facilitate
later similarity analysis between subgroups at different time periods.

3. Select the possible members of known subgroups to be tracked using the Select
step from the SCAN method.

4. Carry out cluster analysis of interaction data taken at snapshots in time and
involving known subgroups of people (using the Collect step from the SCAN
method).

5. Repeat steps 3 and 4 for different values of centrality (note that the DISSECT ap-
proach is agnostic in terms of which of the many available measures of centrality
should be used).

6. Calculate similarity of subgroups for the designated time periods from step 1 us-
ing the clustering results of the previous step. In this case, the similarity measure
can be augmented to take into account semantic labels assigned to different peo-
ple. The advantage of using similarity measures that include semantics as well
as link structure is that they can identify non-cohesive groups of people with het-
erogeneous viewpoints and affiliations who may yet have bursts of interaction
during specific periods of debate.

7. Repeat steps 2 through 6 for different time period intervals and combinations.
8. Construct a chronological view of each subgroup showing how it changes over

time (as the assigned semantic labels change), and also showing how subgroups
merge and split in response to the changing interests of their members.

The ultimate goal in a DISSECT analysis is to trace the evolution of subgroups
into communities. The DISSECT method does not stand as a theory of how commu-
nities form. However, logically it would seem that if communities do emerge out of
online interactions then they are likely to evolve, initially, from smaller subgroups.



92 A. Chin and M. Chignell

Some of the steps in the DISSECT method are now described further below.

4.4.1.1 Find the Initial Time Periods for Analysis

Here, the objective is to divide the dataset into time periods (which may be equal
or unequal in duration) in order to track subgroups in the network over time. Time
periods should be long enough so that there is enough data to distinguish potential
subgroups, and there should be a sufficient number of them to estimate cohesion
over time. Further research is needed to determine guidelines concerning what
lengths and numbers of time periods should be used for different types of online
interaction.

4.4.1.2 Label Subgroups of People from the Network Dataset
Using Content Analysis and Semantic Properties

For each time period defined from the previous step, content analysis may be per-
formed to label the links and/or individuals within the network. Techniques such
as noun-phrase analysis [52] and other natural language-processing techniques that
analyze content of the posts [53] can be used for classifying the links and the nodes.
For example, in the YouTube vaccination video study as mentioned in the previous
section, people were labeled based on the comments they made, and videos were la-
beled based on whether they were anti-vaccination or pro-vaccination in viewpoint.

4.4.1.3 Select the Possible Members of Known Subgroups
that You Want to Track (from the Previous Step)

While betweenness centrality appears to be a useful filter for screening potential
subgroup members, further research is required to assess when and how other cen-
trality measurement methods might be used. In addition, more rigorous criteria
(other than simple inspection of the frequency distribution) are needed for choos-
ing the appropriate cutoff centrality in the Select step of the SCAN method. As a
starting point, degree centrality may be a better criterion with which to screen po-
tential subgroup members because it deals with direct interactions where the ties
have stronger bonds that indicate stronger cohesion, and also because it has lower
computational complexity than the betweenness, and closeness centrality measures.

4.4.1.4 Cluster Analysis to Infer Possible Subgroups

Once the network is screened for potential subgroup members, hierarchical clus-
tering (e.g., weighted average hierarchical clustering) is used to group the potential
members into subgroups. The output of the cluster analysis is a hierarchy (den-
drogram) that contains nested subgroups of people. The nested nature of these
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subgroups means that hierarchical cluster analysis does not yield unambiguous
subgroups (i.e., a partition) directly. In order to create a subgroup partition, the den-
drogram has to be cut at a particular similarity value. Further research is needed on
how best to cut dendrograms in order to obtain partitioned subgroups.

The issue of how to create subgroup partitions is likely to be particularly
important in situations where multiple subgroups are expected. Orford [87] made
the point that the best method for partitioning a dendrogram will depend on the type
of data. It is suggested that while modularity has received recent attention in par-
titioning community data into subgroups, further research is needed that compares
its effectiveness in this context to other potentially useful measures that have been
proposed in the literature. For example, random walks have been suggested as an
alternative approach for finding community structure [101].

4.4.1.5 Repeat the Steps in Sects. 4.4.1.3 and 4.4.1.4 for Different
Values of Centrality

There are a number of ways in which centrality measurement and clustering or par-
titioning can be carried out. If we treat maximization of the subgroup similarities
across time periods as the objective (criterion), then the problem of choosing the
particular methodology to be used can be envisioned as a parameter search (max-
imization) problem where the goal is to obtain subgroupings that are maximally
cohesive (self-similar) over time.

4.4.1.6 Calculating Similarity

As noted in the preceding subsection, similarity (as an indicator of cohesiveness)
can be treated as an objective function to be maximized. Further research is needed
to determine which similarity measures are best for finding cohesive subgroups,
since Eqs. 4.1 and 4.2 were formulated from first principles and their use in this
context is not, as yet, backed by research evidence. As noted elsewhere, the similar-
ity measures that were developed in SCAN have to be modified to take into account
incoming and outgoing actors from different time periods. When pairwise similar-
ities are calculated, for each pairing of people, the pair should only be included in
the analysis if both people in the pair were part of the social network for both time
periods being assessed.

Other issues concern the problem of making the SCAN or DISSECT methodol-
ogy scalable to very large online social networks. Subgroupings can be represented
as matrices of ones and zeros (where an edge with one between two people indicates
some kind of interaction with the challenge being to implement the set-theoretic
similarity measure as a sequence of relatively simple operations on the two matrices
of binary data). Block modeling may be one way of accomplishing this by identi-
fying blocks of structurally similar actors within an adjacency matrix derived from
social network data [3, 11, 99]. While blocks may indicate the presence of cohesive
subgroups, Frank [43] has argued that blocks differ from cohesive subgroups since
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blocks of actors engage in common patterns of interaction throughout the network,
but do not necessarily engage in the direct interactions that occur between members
of cohesive subgroups. Nonetheless, block modeling could be applied to the adja-
cency matrix to construct possible subgroups in an alternative fashion.

4.4.1.7 Repeat Steps in Sects. 4.4.1.2 Through 4.4.1.6 for All Possible
Time Period Intervals and Combinations

How do we know that the time periods that are selected initially in step 1 provide
the most optimum cohesive subgroups? We need to study the effect of varying the
number of time periods and the size of each time period on subgroup cohesion
and similarity. There are many other methods that can be used for analyzing net-
works over time such as probabilistic stochastic models, time windows, and time
graphs and burst analysis. For example, SIENA [100] is a network package that
uses stochastic, actor-oriented models for the evolution of social networks which
could be used to take all the possible configurations of the network ties and then
model the observed network dynamics (the actual ties that happened in different
time periods). The results could then be compared with that found from the similar-
ity analysis in order to evaluate its performance. In addition, time windows can be
defined such as in Social Networks Image Animator (SoNIA) in order to visualize
the subgroups [81] and sliding time windows can be used for varying the time win-
dow to determine their effect on the formation of subgroups and their cohesiveness
[39]. By representing the social interactions as time graphs that have time added to
the link indicating when the social interaction happened (forming typed links), burst
analysis can be used in order to discover subgraphs of bursts that indicate cohesive
subgroups around a specific event [67] and to study the formation of groups [4].

No matter which method is used to define the time periods, we need to repeat
the steps in Sects. 4.4.1.2 through 4.4.1.6 for each time period selected in order to
determine which one provides the optimal subgroup cohesion.

4.4.2 Using DISSECT to Identify Community Evolution

As motivation for identifying community evolution, we previously used the results
of our SCAN method [22] to track the subgroups within the TorCamp Google group
for 2 years. Figure 4.1 visualizes the cohesive subgroups from the TorCamp Google
group and shows how members in the TorCamp Google group move in and out of
subgroups at different time periods. The movement of the members into clusters in
different time periods is indicated by the arrows, whereas the shades of the nodes
indicate (as shown in the legend) in which time period the member first appeared as
a member of the subgrouping.
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Fig. 4.1 Visualizing cohesive subgroupings in the TorCamp Google group from 2006 to 2007

Similarly, from the results of DISSECT, Communities might evolve in a number
of ways. For instance:

1. A core subgroup growing until it becomes a highly centralized community

By computing the degree and closeness centralities of each of the people in the
network in each time period, we can see if the centralities and the number of
members increase. This will determine which people from the core subgroup
become more tightly connected to the group. If the number of members increases
within the core subgroup is growing and the members are becoming more tightly
connected, therefore forming into a highly centralized community.
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2. A number of subgroups coalescing into a multipolar community

At a specific time period, we can have various numbers of subgroups within
an online community. These subgroups can combine to form a multipolar com-
munity in which various subgroups can be connected to each other. During the
merging and community formation process, leaders or activity members within
the contributing (merging) subgroups will act as bridge connectors, and the be-
tweenness centrality of these members will likely be the highest in the overall
network. One can then follow how the subgroups change with time, and track
which members are more central at different times as the network evolves.

3. Coalesced subgroups forming clusters which then become affiliated in a multi-
layered community which may have both centralized and multipolar aspects

The community formed can have a core subgroup that is highly centralized but
with subgroups that coalesce into a multipolar community. To find these types of
subgroups, we can use techniques based on the previous steps as starting points.

Presumably many different methods of community formation occur online. The
unsolved problem is how to come up with reliable and flexible algorithms for track-
ing a broad range of community evolution processes. To determine how well the
algorithms find subgroups and the central members, we can use behavioral mea-
sures such as Sense of Community, Social Network Questionnaire, and Frequency
of Ties [18] for evaluating the subgroups found in the DISSECT method.

4.4.2.1 Behavioral Measures for Evaluating Subgroups

The Sense of Community inventory [77] assesses the internal perceptions that a
person has about his or her role in a community. The inventory consists of four com-
ponents: membership, need, influence, and shared emotional connection. Chavis
[16] created the Sense of Community Index to provide a quantitative measure for
sense of community and its components. Members of cohesive subgroups have been
shown to have high scores of sense of community (calculated in [16]) from our case
study of the TorCamp Google group [21].

The Social Network Questionnaire (developed by Chin and Chignell [18]) is
based on the Social Network List (SNL) developed by Hirsch [56] and the So-
cial Support Questionnaire (SSQ) developed by Sarason et al. [96]. These tools
are based on name generator techniques [6, 12–14, 113] in which participants are
asked to name all the people that they know or communicate with (considered as
ties). The Social Network Questionnaire is designed to obtain a social network of
acquaintances that participants have by asking them which members that they know
from the subgroups identified in DISSECT and how close their relationship is with
those members.

The Frequency of Ties questionnaire (also developed by Chin and Chignell [18])
is designed to provide a more quantitative interpretation of the frequency of commu-
nication for each network tie. Participants are asked the frequency of communication
using approximate number of exchanges that they have with a list of members
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identified as part of subgroups from the DISSECT method. This helps to determine
which members of the subgroups are the most influential based on communication
with other members in the network.

All three measures described above can be used to characterize the behavior of
cohesive subgroup members by making correlations with centrality and the edge
weights in the network (number of interactions between two members). For exam-
ple, we performed correlations between sense of community, number of ties known
with other members and network centrality. Table 4.2 summarizes these results.

Figure 4.2 shows that degree centrality in the TorCamp Google group tends to
increase as the number of ties known increases.

According to the TorCamp Google group case study that we conducted [18], co-
hesive subgroup members have higher centrality scores, send more messages, have
weak ties, have greater number of known ties, and have a higher sense of community

Table 4.2 Pearson correlations between Sense of Community subscales, number of ties
known, and network centrality (N D 9) in the TorCamp Google group

Sense of community
subscale

Number of ties
known

Degree
centrality

Betweenness
centrality

Closeness
centrality

Membership 0.737 0.589 �0.408 0.542
Emotional

connection
0.634 0.292 �0.552 0.453

Influence 0.211 0.096 �0.398 0.182
Needs 0.089 0.173 �0.563 0.196
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than other members that are not part of cohesive subgroups. Further research, how-
ever, is still needed to show how the results generalize to other data sets.

4.5 Conclusion

In this chapter, we propose a framework for tracking community evolution in an on-
line community called DISSECT or Data-Intensive Socially Similar Evolving Com-
munity Tracker. This framework is an expanded and enhanced version of the SCAN
method [22], for finding cohesive subgroups in online interactions. The framework
is designed to be a step-by-step process to track the evolution of community
members. This chapter has discussed the steps in the framework, and has raised
research issues that need to be considered.

4.5.1 Applications

Given that a method now exists for tracking cohesive subgroups from large networks
(of at least 200 nodes) automatically, there are many applications to which it can be
used of which three examples will be briefly mentioned here

1. Marketing
2. Expertise location
3. Information search

4.5.1.1 Marketing

Knowledge of where people live has long been used to develop targeted marketing
campaigns on the assumption that “birds of a feather flock together.” For instance,
Claritas Corporation of San Diego developed the PRIZM system which assigns one
or several of 66 clusters to each US zipcode. The clusters range from #1 Upper
Crust, composed mainly of multimillionaires, to the relatively impoverished #66
Low-Rise Living, with many lifestyles in between. Clearly, it would be beneficial to
have similar online maps of where people “live” on the Internet that can predict their
lifestyle and interests. Instead of the zipcodes where people “hang out” physically,
online clusters could be based on who people interact with online and the subgroups
that they belong to. Products and advertisements could then be marketed to relevant
members and interested subgroups using the DISSECT method. For example, based
on a subgroup of friends who are avid watchers of the television series Lost (identi-
fied through the DISSECT method), and given that some of those friends also watch
another television series called Heroes, then the system would recommend the user
to watch Heroes.
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4.5.2 Expertise Location

Well-cataloged and organized maps of online communities and subgroups would
also facilitate tasks such as expertise location, either by inferring expertise directly
based on subgroup membership, or else by asking relevant subgroups to nominate
a suitable expert who could respond knowledgeably to an inquiry once irrelevant
members such as spammers have been removed. For many applications, finding
the right neighborhood may be the main problem (after which “locals” can act as
guides to detailed information) and labeled subgroups can serve as entry points into
neighborhoods. An example of such an application could be an expert-finding ap-
plication for finding experts and leaders in online environments using the SCAN
method (such as blogs, video, and social networking platforms such as Facebook
and MySpace). This would then allow users to contact and connect to those experts
to grow their social network and engage in constructive debate and conversation.

4.5.3 Information Search

The DISSECT method may also be useful for enhancing information search prac-
tice, including search within a social network and community-based search. The
first approach deals with searching for content or searching for people, using a so-
cial network as a form of filtered or targeted network compared to the broad search
that is carried out today on search engines such as Google. This approach is needed
because according to Cervini, “without the ability to execute directed searches,
through a social network, the transition cost of finding other users within the system
is simply too high to warrant using the system” [15]. Applications such as Social
Network and Relationship Finder (SNARF) [83] have been created for visualizing
and ranking the most relevant contacts to the user based on contact interactions in
e-mail, for example. However, these types of applications are very general and do
not take into account how to identify the experts within the social network and how
to recommend specific people to the user. The DISSECT method can be used to find
the “expert” people within the social network. A contact search application could be
created as an interface to search for information from relevant people and subgroups
in a user’s social network, obtained from e-mail or some other online collaborative
medium or even people’s search histories.

The second approach is community-based search and involves the development
of community-based search engines that use knowledge of labeled subgroups to
improve search performance. This can be done both by labeling information (e.g.,
blogs or Web pages) in terms of the subgroups that authors and readers belong to,
and also in terms of modifying queries based on the subgroups that the people com-
posing those queries belong to. Pages that reflect matching communities or interests
could then be ranked higher in search results, and could be labeled according to the
communities that they are associated with.
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Chapter 5
Clustering of Blog Sites Using Collective
Wisdom

Nitin Agarwal, Magdiel Galan, Huan Liu, and Shankar Subramanya

Abstract The blogosphere is expanding at an unprecedented speed. A better
understanding of the blogosphere can greatly facilitate the development of the
social Web to serve the needs of users, service providers, and advertisers. One im-
portant task in this process is the clustering of blog sites. Although a good number
of traditional clustering methods exist, they are not designed to take into account the
blogosphere’s unique characteristics. Clustering blog sites presents new challenges.
A prominent feature of the social Web is that many enthusiastic bloggers voluntarily
write, tag, and catalog their posts in order to reach the widest possible audience
who will share their thoughts and appreciate their ideas. In the process, a new kind
of collective wisdom is generated. The objective of this work is to make use of this
collective wisdom in the clustering of blog sites. As such, we study how clustering
with collective wisdom can be achieved and compare its performance with respect
to representative traditional clustering methods. Here contain, we will present sta-
tistical and visual results, report findings, opportunities for future research work,
and estimated timeline, extending this work to many real-world applications.

5.1 Introduction

The advent of Web 2.0 [17] has created a surge of content via online media such
as blogs, wikis, social bookmarking such as del.icio.us, online photo sharing such
as Flickr, and other such services. Although blogging is not a new phenomenon, it
has been there for the past 7–8 years, Web 2.0 has helped make it more accessible
and permeate the society rapidly. Journalism “by the people” or citizen journalism
began to flourish. In 2006, Time named “You” as Person of the Year, due to the
growth of user-generated content.

People not only generate content but also enrich the existing media (both text and
non-text). A popular example is Google’s image labeler, which is a social game that
involves human subjects labeling images and retaining the most commonly used
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tags for a particular image. Other examples include tagging blog sites or posts with
relevant labels, providing feedback for search results, etc. This results into what
is known as a new form of collective wisdom. Collective wisdom (also known as
group wisdom, wisdom of crowds, open source intelligence, and co-intelligence) is
defined as the shared knowledge arrived at by a group of individuals, used to obtain
the best possible approximation to the perfect solution.

With an explosive and continuous growth of the blogosphere, there is a need
for automatic and dynamic organization of the blog sites. Clustering of these blog
sites is a promising way to achieve the automatic organization of the content. In this
work we focus on the challenges involved in clustering blog sites by leveraging the
available collective wisdom.

Blog site clustering not only helps better organize the information, but also aids
convenient accessibility to the content. Clustering blog sites helps in optimizing the
search engine by reducing the search space. As such, we would only need to search
the relevant cluster and not the entire blogosphere.

Blogosphere follows a scale-free model and obeys Long Tail distribution [2]. A
vast majority of bloggers reside in the Long Tail and cannot be well targeted for
otherwise potential business opportunities (i.e., niches). To do better, it requires a
good number of bloggers who can provide more data for targeted marketing. This
warrants a need for aggregating the Long Tail bloggers. Clustering various Long
Tail bloggers to form a critical mass will not only potentially expand a blogger’s
social network, but also increase participation so as to move them from the Long
Tail toward the Short Head. This could help the search engines to expand their result
space and include results beyond just the Short Head. Including relevant clusters
from the Long Tail in the search space would help in identifying those niches.

Clustering blog sites will invariably lead to connecting the bloggers. Connecting
the bloggers in the Long Tail helps in identifying familiar strangers [1]. The under-
lying concept of familiar strangers is that they share some patterns and routines (or
commonalities), although they are not directly connected. Clustering blog sites also
helps promote the Web 2.0 new marketing 4Ps [16]: personalization, participation,
peer-to-peer, and predictive modeling.

5.2 Related Work

5.2.1 Blog Clustering

Blogs have increasingly become a subject of research. Authors in [5, 13, 18, 21]
explore clustering of the blogs to identify communities. Such blog community-
based clustering relies on user-induced connections in the underlying blog network
to identify communities. However, such blog clusters only identify the community
structure of the blogosphere and may not necessarily help in clustering blogs of
similar contents. A closer attempt to contents is done by Brooks and Montanez [4]
utilizing the blog tags for hierarchical clustering.
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Though content- or topic-based clustering of Web documents and text has been
widely studied, content-based clustering of blogs has not been studied widely. Work
by Bansal et al. [3] performs semantic analysis in order to discover topic trends,
with the goal of identifying clusters that persist over time. The clusters are based
on identifying biconnected components in a graph. In [24,26], Web document clus-
tering has been done based on the k-Means algorithm [14]. Apart from k-Means,
agglomerative and hierarchical clustering has also been used for document cluster-
ing. Such is the case for [25], which uses a hierarchical structure for linkage-based
clustering measured as by similarities of other objects linked to a pair of objects,
where objects can refer to authors, papers, links, and Web sites. Similar work is
accomplished by Li and Liu [22], where the authors use hierarchical clustering to
try to identify communities by establishing connections per the co-occurrance of
words and entities in entities such as Web pages and blogs. Authors in [9] present
a review of the clustering algorithms and both [6, 20] have provided reviews of
document-clustering techniques.

The mentioned clustering algorithms can be directly applied to blogs by con-
sidering blogs as Web documents. The adopted vector space model can be used to
encode the blogs represented as term frequency vectors for the similarity matrix
using Singular Value Decomposition (SVD), to which apply a clustering technique
such as some form of k-Means or hierarchical clustering and/or variations of them.
However, by doing this, we would be ignoring the many unique characteristics of
blog which would aid us in obtaining a better clustering. A significant considera-
tion is that blog sites are not as rich in text as Web documents. Most blog sites are
personal accounts, opinions, ideas, thoughts, and expressions that have less content
and not well authored. However, labels or tags assigned by humans (both bloggers
as well as readers), also known as the collective wisdom, make them special and
different from Web documents. As such, traditional Web documents keyword clus-
tering algorithms mentioned above would fail to return good results due to blog’s
sparsity and curse of dimensionality. Therefore, novel techniques are required that
leverage the enormous collective wisdom available.

5.2.2 Leveraging Tag Information

The tags and labels provided by humans, which represent our case for Collective
Wisdom, have been previously used for various tasks like search and retrieval, and
recommender systems. The human annotation provided for Web pages and blogs
provide valuable metadata for use in search. Web sites like “del.icio.us,” “Flickr,”
and “YouTube” use such user-provided metadata in the form of collaborative tag-
ging for search and retrieval. Since large amount of such metadata is available even
in the blogosphere, it can be leveraged for search and retrieval operations. Authors
in [11] provide an algorithm to search using the tag information. In [10] the authors
have used the tag information for a blog recommendation algorithm.
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Though the use of “collective wisdom” has been studied as just mentioned, there
is still opportunity for improvements in terms of using a greater variety of user-
generated data (like user-provided labels in blogs) and for more kinds of applications
in the blogosphere (like clustering of the blogs in the blogosphere) and the Web in
general.

5.3 Problem Definition

The focus of this work is of the clustering of blog sites. More formally, given m

blog sites, S1; S2; : : : ; Sm, we construct k disjoint clusters of the m blog sites,
such that k � m. We exploit the collective wisdom while forming clusters of these
blog sites. The collective wisdom that is available and we make use is in the form
of predefined labels for each blog site. A single blog site could be tagged under
multiple such labels.

With the proposed new framework for clustering, based on the predefined labels,
we intend to explore new ways for clustering. We also show that the clusters thus
obtained are more meaningful as compared to traditional ways for clustering. More-
over, conventional approaches for clustering have inherent shortcomings such as:

� Text clustering suffers from the curse of dimensionality and sparsity [8].
� The similarity measure does not capture the semantic similarity very well [12].
� The clusters thus obtained are sometimes not very meaningful [12].
� User needs to specify the number of clusters a priori which could be hard to

anticipate [19].

Based on these shortcomings, we propose a novel clustering approach that lever-
ages collective wisdom and tackles the challenges of the conventional clustering
approaches listed above.

5.4 Generating Similarity for Blog Clustering

5.4.1 Wisdom: Leveraging Collectivism

We leverage the label information available with each blog site in clustering them. A
naive approach would be to treat all the blog sites that have same label as one cluster
but that would result in as many clusters as there are labels. We may also then find,
upon analysis, that some of the clusters thus obtained might be related and would
be better if they were to be merged into one representative cluster. An even greater
challenge is in regards to blog sites that may be tagged under multiple labels, which
makes it difficult to form clusters in the naive way, since it would be difficult to
decide with certainty to which of the multiple labels the blog should be clustered
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upon. While the naive approach struggles in this scenario, it is precisely in this type
of scenario, of multiple labels, that our approach excels the most.

Our goal in clustering is to cluster similar labels. Clustering the similar labels can
be formulated as an optimization problem. Assume we have t labels, l1; l2; : : : ; lt
and are clustered into k clusters, C1; C2; : : : ; Ck , then optimal clustering is ob-
tained if, for any two labels li and lj ,

min
P

d.li ; lj /;8.li ; lj / 2 Cm; 1 � m � k; i ¤ j (5.1)

max
P

d.li ; lj /;8li 2 Cm;8lj 2 Cn; 1 � .m; n/ � k; m ¤ n (5.2)

Here d.li ; lj / refers to a distance metric between the labels li and lj . Formu-
lation 5.1 minimizes the within-cluster distance between the cluster members and
Formulation 5.2 maximizes the between-cluster distance. Finding efficiently an op-
timal solution for the above min–max conditions is infeasible.

Existing work like [23] proposes a method for clustering based on maximum
margin hyperplanes through the data by posing the problem as a convex integer
program. The hard clustering constraint is relaxed to a soft clustering formulation
that can be feasibly solved with a semidefinite program. In a probabilistic approach,
data is considered to be identically and independently drawn from a mixture model
of several probability distributions [15]. An expectation maximization (EM) based
approach is used to first estimate conditional probabilities of a data point (x) given
a cluster (C ) by .P.xjC // and then find an approximation to a mixture model given
the cluster assignments. k-Means is an approximation to EM-based clustering ap-
proach. Another approach to cluster the blog sites is based on the tags assigned to
the blog posts and the blog site. Each blog site can be profiled based on these ac-
cumulated tags. A simple cosine similarity distance metric could be used to find
similarity between different blog sites. However, the vector space model of the blog
sites based on the tags is high-dimensional and sparse. We use a SVD-based cluster-
ing algorithm as the baseline to avoid the curse of dimensionality. This is discussed
in greater detail in Sect. 5.4.2.

There are also instances in which bloggers include hierarchical labels in their la-
beling. Also in this case, one intuitive solution is to cluster the blogs by the labels.
However, this naive clustering approach may not be suitable for clustering the blogs
since, as illustrated in Fig. 5.1, bloggers often use Personal as the label descriptor
for varied interests. Using this naive approach may not be helpful in capturing the
nuances of bloggers’ interests and we need to refine the label descriptor by identify-
ing and aggregating the related labels. This is also referred as the topic irregularity
problem where bloggers use the same label descriptor to define their blog which in
fact contains blog posts of varied interests. That would require that different labels
with similar themes be connected even when a blogger does not list his or her blog
under all these labels. For example, a blog named “Words From Iraq” is labeled as
Iraq and Society; another blog, “Iraq’s Incovenient Truth,” is labeled as Political,
and News and Media. Although they are related blogs, they are annotated by com-
pletely different labels. Connecting these labels through some sort of link or relation
would make more sense.
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Fig. 5.1 Distribution of blog sites with respect to the labels

Based on the above discussion and limitations with the vector space model, we
propose an approach to achieve blog site clustering leveraging the “collective wis-
dom” of the bloggers. Often bloggers specify more than one predefined labels for
a particular blog site or post. When a blogger assigns multiple of these predefined
labels, the blogger imposes a level of similarity between the selected labels. In this
context, we can make the assertion that the labels are related, or that a relation exists
between the labels due to the commonality to the blog as interpreted by the blogger
in his wisdom. As such, this action has the effect of establishing a link between these
predefined labels, or that a link has been imposed, between the labels. When addi-
tional bloggers create the same relation between the same predefined labels within
their blog, they validate the notion that a relation does exists between said labels.
The greater the number of bloggers that, in their wisdom, generate the same rela-
tion, the greater the notion that the labels are strongly related. We record the level
of the relation, as measured by the number of bloggers who made the same link or
connection.

The number of blog sites that create the links between various labels is termed as
link strength, which could be treated as the edge weights of the label relation graph.
It is the link strength that becomes the basis of our collective wisdom approach of
creating clusters of strongly linked interrelated labels. We capitalize upon this inter-
pretation and translate into a label relation graph for the labels associated to a blog,
an instance of which is depicted in Fig. 5.2. For example, predefined labels like
Computers and Technology; Computers and Internet; Computers
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Fig. 5.2 An instance of label
relation graph
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and Bloggingwere linked by the bloggers. Using the label relation graph, differ-
ent labels can be clustered or merged. We will refer to this collective wisdom-based

Algorithm 5.1 WisColl
1: Record label-pairs for first blog/blogger
2: Repeat:
3: Record label-pairs for next blog/blogger.
4: Increment link strength for common label-pairs to previous blog/bloggers.
5: Until: all blogs/bloggers.
6: Remove label pairs whose link strength less than threshold.

approach, as WisColl. The steps necessary for WisColl are illustrated in Algorithm
5.1. The algorithm assumes the pre-processing steps, such as stemming, stop words,
and other related preprocessing steps has already been completed.

We experiment with different thresholds for the link strength in Sect. 5.5. We
visualize the label relation graph thus obtained using a visualization and analy-
sis tool, Pajek.1 Once the label relation graph is computed after thresholding, we
perform label clustering using k-Means and Hierarchical clustering algorithms and
compare their results. The results are presented in Sect. 5.5.2.

The following short example can help better illustrate the relation of link strength
and threshold. In this example of five blogs and seven labels, a “1” indicates that the
label l was selected by the blogger for the blog b for the respective label.

blog/label l1 l2 l3 l4 l5 l6 l7

b1 0 1 1 1 0 0 0
b2 1 0 0 0 1 1 0
b3 1 0 0 0 0 1 0
b4 0 0 0 0 0 1 1
b5 0 0 1 1 0 0 1

In the example, the linked labels, and their respective link strength (LS) are:
l1–l5 (LS D 1 since the link between the two labels was only made once by blog
b2), l1–l6 (LS D 2 since the link between the two labels was made twice, first by

1 http://vlado.fmf.uni-lj.si/pub/networks/pajek/
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blog b2, and secondly, by blog b3), l2–l3 (LS D 1: b1), l2–l4 (LS D 1: b1), l3–l4
(LSD 2: b1, b5), l5–l6 (LSD 1: b2), and l6–l7 (LSD 1: b4). Initially, in this set-up,
all labels are connected together in a single cluster, as seen in Fig. 5.3. Linked labels
with link strength of “1” are quickly removed, as they indicate they were linked only
once among all the blogs. After the removal, two clusters emerge: l1–l6 (LS D 2:
b2, b3) and l3–l4 (LS D 2: b1, b5) as shown in Fig. 5.4. It should be noted that the
removal of nodes or labels that are below the threshold, it is in effect reducing the
vector space “dimensionality.”

1
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1 1

1 l22
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Fig. 5.3 Link strength example: initial setup
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Fig. 5.4 Link strength example. After removal of linked labels with link strength of ‘1’
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WisColl is time-sensitive and adaptive to the current interests, since the labels
of a blog site could change depending on what the blogger is blogging about. This
results in dynamic, as well as adaptive, clustering. Every time new blog posts appear,
either there will be new edges appearing in the label relation graph and/or link
strength changes, as blogger specifies different labels. As such, the clustering results
would change.

5.4.2 A Conventional Approach

As a clustering algorithm for the baseline, we cluster the blogs using the blog post
text and then find the predominant label for each cluster. The “Vector Space” model
is used to encode the blogs with each blog being represented as a term frequency
vector. SVD and the cosine similarity measure are then used to obtain the similarity
matrix for clustering.

The vector space representation for each blog is constructed to find the term fre-
quencies in the blog posts of each blogger. For each blogger up to five blog posts
are available and thus extracted and using these posts a ‘blog-term’ matrix is con-
structed. The following preprocessing steps are applied to the terms obtained by
blog posts before constructing the matrix:

1. Trim white spaces and punctuation marks, token scrubbing is performed on the
blog post text.

2. All the terms are stemmed using the portal stemmer to obtain their morphological
roots.

3. The stop words are removed from the remaining list of terms.

After the preprocessing steps, using the resulting normalized terms, the blog-
term matrix B (m� t matrix, with m bloggers/blog sites and t terms) is constructed.
Latent semantic analysis [7] is performed on this matrix to obtain the lower di-
mensional semantic representation of each blog. This involved decomposing the
blog-term matrix using SVD [7].

B D USVT (5.3)

The blogger-term vectors were then projected into the semantic feature space by
selecting the top k singular values and the corresponding singular vectors from U

and V . The reconstructed blog-term matrix is of rank k.

Bk D UkSkV T
k (5.4)

In our experiments we achieved the best performance by selecting top 25 eigen-
vectors. In the resulting matrix Bk each row corresponds to one blog and is
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represented by the vector di D .di1; di2; : : : ; di t /1 � i � m. The m � m sim-
ilarity matrix S was then constructed by finding “cosine similarity” between term
vectors corresponding to each pair of blogs. The .i; j /th element of S gives the
similarity between blogs i and j and is given by

S.i; j / D .di � dj /=.kdik � kdj k/ (5.5)

Once we have the similarity matrix, clusters of bloggers/blogs can be easily visu-
alized. Clustering is achieved by setting a threshold � for similarity. A link between
two nodes is considered weak if the similarity is less than � . When the weak links
are removed, clusters emerge. By identifying the predominant labels for the nodes
in each cluster, we identify the cluster labels.

5.5 Experiments and Discussion

Figure 5.5 illustrates our approach to data collection and experimentation. We ini-
tiate our technique by drawing from a pool of bloggers. To this set of bloggers, we
apply typical baseline clustering approach (Sect. 5.4.2). We also apply our approach
to draw from wisdom collectivism that identifies commonality among bloggers.
To evaluate the two approaches: baseline vs. collective wisdom, we implement
agglomerative Hierarchical and k-Means clustering techniques to make possible
comparison between the two approaches, as well as Pajek, to help visualize the
results.

Fig. 5.5 Analysis tree
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5.5.1 Design and Methodology

We test WisColl with sample data collected from a blog site directory available
at BlogCatalog,2 which will serve as template to further test other blog sources.
BlogCatalog is a directory of blog sites that allows bloggers to label the blog sites
under a given hierarchy. The directory structure of BlogCatalog is relatively shallow,
with 33 nodes having no children. The maximum depth of the hierarchy is three
and only two nodes have that depth. We experiment with varying granularity of
structural information. Bloggers submit the blog sites to BlogCatalog. Each site is
authored by a blogger. Each blog site contains some blog posts of which last five are
displayed on the BlogCatalog.

To collect the BlogCatalog, data we started with four bloggers from different
labels as the starting points and crawl their social networks, recursively in a breadth-
first fashion. These bloggers belong to the most popular labels (i.e., having largest
number of blog sites) at BlogCatalog. For each blogger thus crawled (uniquely iden-
tified by their blogger IDs), we collect their blog site’s URL, title, and labels, the
blog post tags, snippets, title, and permalink, and the blogger’s social network in-
formation, i.e., his or her friends.

Along with evaluating collective wisdom, we also evaluate the structural prop-
erties of the labels, i.e., since the labels have a nested hierarchical structure, what
level gives the best clustering results. To perform this we construct three different
datasets:

1. Top-Level The hierarchical structure of the labels is known a priori. For this
dataset we abstract the labels of all the blog sites to their parent level labels.
For example, Family is a child of Personal. So all the blog sites that are
labeled Family are relabeled as Personal, thus abstracting their labels to the
parent level. Note that the maximum depth of this hierarchical structure of labels
is three and we abstract the labels to the highest parent level label. There are in
total 56 labels.

2. All-Label This variant of the dataset does not abstract the label information. It
considers the full hierarchical structure of the labels. There are in total 110 labels
at all the levels of the hierarchy.

3. One Node-Split According to the distribution of blog sites in various top level
labels, illustrated in Fig. 5.1, Personal has the largest number of blog sites.3

Hence, we split Personal into its child labels, to reduce the skewed distri-
bution.

Note that the approach presented here would work for any blog dataset with user-
specified metadata like labels or tags.

2 http://www.blogcatalog.com/
3 For the sake of space constraint and the analysis presented here, we limit the labels in this chart
that have at least 1,000 blog sites.
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5.5.2 Results and Analysis

In this section, we present the experiments’ results and analyses. The experiments
are designed to evaluate the following:

� What granularity of label hierarchical structural information generates best clus-
tering? For this we study the clustering results for the three variants of the dataset
mentioned in Sect. 5.5.1.

� Which one of the two clustering approaches: (a) link-based clustering approach
(that leverages collective wisdom), or (b) the baseline approach performs best
per k-Means, Hierarchical, or Visualization clustering?

Before we delve into the parameter tuning of various clustering methods issues, we
study the effect of different thresholds for link strength on WisColl. Based on the
results of this study, we fix the threshold for link strength for rest of the experiments.
For threshold experiments, we use the All-label variant of the dataset (Sect. 5.5.1).

5.5.2.1 Link Strength

We experiment with different thresholds for the All-label link strengths range of
values. These values have been captured in Table 5.1. The table shows the range of
values, and their distribution, for all of the 456 line pair values, for all of the 110

All-label nodes.
Each link strength, or threshold selection, results in a network restructuring and

reduction. The restructuring occurs as a result of removing those links whose line
values are below the threshold value, which can cause a cluster to transform or
break into smaller clusters. The reduction occurs by removing those nodes that are
no longer connected to any other node as a result of their links being removed.

Table 5.1 Link strength statistics for ALL labels

Line Value Frequency Freq% CumFreq CumFreq%

1 320 70.1754 320 70.1754
2 62 13.5965 382 83.7719
3 33 7.2368 415 91.0088
4 15 3.2895 430 94.2982
5 7 1.5351 437 95.8333
6 7 1.5351 444 97.3684
7 6 1.3158 450 98.6842
8 0 0.0000 450 98.6842
9 2 0.4386 452 99.1228

10 1 0.2193 453 99.3421
11 3 0.6579 456 100.0000

Totals 456 100.0000
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Figure 5.6 illustrates the dependency of threshold value, and the distribution of
clusters by cluster size and frequency. The figure is for the range of All-label thresh-
old values, corresponding to those values in Table 5.1. This figure shows for example
that after selecting a threshold value of 2, this will result in a network structure con-
sisting of two clusters, one of size 2, as containing two nodes, and the other of size
72, as being formed by 72 nodes. For the case that the threshold is set to 3, this
results in three clusters: two of them of size 2, one of size 48. In looking at the data
from Fig. 5.6, the plot shows that as we increase the threshold, the number of smaller
size clusters increases, and the larger size clusters decreases, up to a certain transi-
tion point, after which also the smaller cluster size decreases, as the total number
of remaining nodes in the network decreases. For the All-label case, this transition
point is centered around a threshold value of 5 as illustrated by Fig. 5.7.

Fig. 5.6 All-label cluster frequency by cluster size per corresponding threshold value

Fig. 5.7 All label cluster histogram for small size clusters per corresponding threshold value
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Pajek

Fig. 5.8 WisColl results for link strength �3 for All-label dataset

Pajek

Fig. 5.9 WisColl results for link strength �5 for All-label dataset

We present the cluster visualization results4 for the All-label link strength range,
for representative threshold values of 3, 5, and 7 in Figs. 5.8 through 5.10. Contour
lines highlight the clusters. Node placement was maintained throughout the figures
to facilitate visualizing clusters transitions.

4 Pajek was used to create the visualizations.
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Pajek

Fig. 5.10 WisColl results for link strength �7 for All-label dataset

In the figures, link strength is denoted by the values on the edges. Names of the
nodes depict the labels assigned by the bloggers to the blog sites. A cluster of labels
would represent a cluster of all the blog sites that are labeled with one of these
labels. Some nodes like Internet>Web Design depict the hierarchical struc-
ture of labels. Here the blog sites are labeled Web Design which is a child of
Internet. We present detailed statistics for clustering results for all the threshold
values in Table 5.2. For threshold >D 3, total coverage is highest but we have a sin-
gle large cluster and two very small clusters depicted by the cluster coverages. Sim-
ilar is the case for threshold >D 4, 7, and 10. This indicates that highly unbalanced
clusters are achieved at other thresholds as compared with threshold >D 5. This
value coincides with our previous notion that this is the transition point as shown in
Figs. 5.6 and 5.7. Hence we set thresholdD 5 for remainder of the experiments.

5.5.2.2 Label Hierarchy

Next we study the effect of structural information of labels on WisColl. For this
experiment we consider all the three variants of the dataset, i.e., Top-level, All-label,
and One node-split.

A sample of the clustering results for Top-level is shown in Fig. 5.11. This option
performs the worst among all the three variants. The cluster size is highly unbal-
anced. There is a single cluster to which all the nodes belong. This is the case
throughout all threshold levels. No contour lines are drawn since no additional clus-
ters are generated at any level. A sample clustering results for One node-split is
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Fig. 5.11 WisColl results for link strength �3 for Top-level label dataset
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Fig. 5.12 WisColl results for link strength �3 for Personal label dataset

shown in Fig. 5.12. The results are a slightly better than Top-level but still the clus-
tering quality is poor with unbalanced cluster size, as only in a couple of instances,
more than a single cluster is present. As such, best clustering results are obtained
with All-label as shown in Figs. 5.8 through 5.10.

We compare the statistics of clusters obtained from WisColl for different ver-
sions of datasets in Table 5.3. Although the total coverage is maximum for Top-level
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label structure, there is only one cluster that connects all the labels. This results in
100% coverage for the first cluster. As such, there is no search space reduction
for this case. Every time a query comes the results are returned from the 1st and
only cluster and since it contains all the labels, whole dataset would need to be
searched. Similarly, results for One node-split show that the cluster size is highly
unbalanced. There are only three clusters with the first cluster having majority of
coverage (D76.44%) and the difference between 1st and 2nd cluster is very small.
This largely affects the search space reduction. Results for All-labels has the low-
est coverage but the cluster sizes are not as unbalanced. Moreover, the difference
between the coverage for first and second clusters is larger than One node-split.
This leads to better search space reduction. This shows that leveraging the complete
structure of collective wisdom gives best results as compared to exploiting a part
of it. This demonstrates the contributions of collective wisdom in improving the
search space.

5.5.2.3 Visualizations – Pajek

Here we visualize the results of WisColl algorithm (e.g. Fig. 5.9) and baseline
algorithm to study the advantages of collective wisdom. Results for the baseline
clustering were generated in an analogous fashion as to what was collected for
the WisColl approach. As such, we first studied the Baseline’s link strengths range
of values. These values are shown in Table 5.4. The table shows the range of values,
and their distribution, for all of the 346; 921 edge line pair values, corresponding to
842 baseline nodes.

Figure 5.13 illustrates the dependency of threshold value, and the distribution
of edge-connected clusters by size and frequency, for the Baseline range of thresh-
old values, corresponding to those values in Table 5.4. This figure shows a similar
behavior as was observed for Fig. 5.6, that as we increase the threshold, the num-
ber of smaller size clusters increases, and the larger size clusters decreases, up to
a certain transition point, after which the total number of remaining nodes in the
network decreases. For the Baseline case, this transition point is centered around
a threshold value of 0:75 to 0:80. This is illustrated by Fig. 5.14 which shows
cluster size distribution and the transition, with increasing threshold value, for the
smaller size clusters. Figure 5.15 presents the edge-connected cluster visualiza-
tion results for the Baseline link strength range, for representative threshold value
of 0:80.

Best visualization of cluster type clustering forming results for baseline ap-
proach were achieved with the threshold � D 0:9 for Fig. 5.16. Here, nodes represent
the blog sites or bloggers. For easier comparison, we also display the labels of
their blog sites besides their name. For example, a node label like, emom=Small
Business:Moms, tells us that the blogger emom has a blog site with labels
Small Business and Moms. Cluster quality for both the approaches could be
compared by looking at the labels of the cluster members. However, we do not use
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Table 5.4 Baseline link strength statistics

Line Value Range Frequency Freq% CumFreq CumFreq%

0.0000 : : : 0.0417 53288 15.3603 53288 15.3603
0.0417 : : : 0.0833 51239 14.7696 104527 30.1299
0.0833 : : : 0.1250 47085 13.5723 151612 43.7022
0.1250 : : : 0.1667 40021 11.5361 191633 55.2382
0.1667 : : : 0.2083 33588 9.6817 225221 64.9200
0.2083 : : : 0.2500 27705 7.9860 252926 72.9059
0.2500 : : : 0.2917 22250 6.4136 275176 79.3195
0.2917 : : : 0.3333 18505 5.3341 293681 84.6536
0.3333 : : : 0.3750 14759 4.2543 308440 88.9078
0.3750 : : : 0.4167 11054 3.1863 319494 92.0942
0.4167 : : : 0.4583 8581 2.4735 328075 94.5676
0.4583 : : : 0.5000 6052 1.7445 334127 96.3121
0.5000 : : : 0.5417 4290 1.2366 338417 97.5487
0.5417 : : : 0.5833 2823 0.8137 341240 98.3625
0.5833 : : : 0.6250 2382 0.6866 343622 99.0491
0.6250 : : : 0.6667 1364 0.3932 344986 99.4422
0.6667 : : : 0.7083 851 0.2453 345837 99.6875
0.7083 : : : 0.7500 488 0.1407 346325 99.8282
0.7500 : : : 0.7917 279 0.0804 346604 99.9086
0.7917 : : : 0.8333 167 0.0481 346771 99.9568
0.8333 : : : 0.8750 79 0.0228 346850 99.9795
0.8750 : : : 0.9167 33 0.0095 346883 99.9890
0.9167 : : : 0.9583 23 0.0066 346906 99.9957
0.9583 : : : 1.0000 15 0.0043 346921 100.0000
Totals 346921 100.0000

Fig. 5.13 Baseline cluster frequency by cluster size per corresponding threshold value
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Fig. 5.14 Baseline cluster histogram for small size clusters per corresponding threshold value

Fig. 5.15 Results for link strength �0.80 for baseline dataset

the label information while clustering in baseline approach. We report the differ-
ences between the two approaches based on the results as follows:

1. There are too many clusters obtained from baseline approach and many have very
small size (most of them are two-member clusters). However, this is not the case
with WisColl.

2. As a result of too many small-sized clusters, clusters are too focused. This affects
the insertions of new blog site later on. Cluster configurations are highly unstable
in such a focused clustering. For example cozimono = Music:Rock:Pop
and billiam = Music:Rock:Pop are clustered together. This group is
highly focussed and if a new blog about Music comes is added then it would
not be assigned to this group.
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3. Close analysis shows that some clusters obtained from baseline clustering,
have members whose blog site labels are not semantically related. For exam-
ple, bluemonkey jammies = Humor:Personal and emperoranton
= SEO: Marketing are clustered together. However, the labels are totally
different and are not at all semantically related. There are several such clusters
obtained from baseline clustering approach. This demonstrates that baseline
clustering does not give semantically coherent clusters. This is because vector
space clustering using blog posts are susceptible to text noise, and blogs are
usually noisy. Also blogs are dynamic in nature with the blogger occasionally
posting about different topics. Such off topic posts affect the clustering us-
ing vector space methods. However WisColl gives high-quality, semantically
coherent clusters. For example, clusters having members like Internet>
Web Design and Internet> Web Development; Food & Drink and
Food & Drink> Recipes; Internet, Computers, Technology, and
Technology> Gadgets, etc. are semantically related.

4. Several clusters obtained from baseline approach have members that have exactly
same labels. For example, the cluster with bloggers emom and geraelindsey
have the same labels, i.e., Small Business and Moms. This does not help
in identifying relationships between blog sites that have different themes. Clus-
tering blog sites that have different yet related theme/topics are more helpful.
WisColl generates clusters that have blog sites with topics like, Technology,
Computers, Internet, and Technology> Gadgets. Such a cluster
serves a better purpose for various applications like search, organization of
information, etc.

5.5.2.4 k-Means vs. Hierarchical Results

A Hierarchical clustering was generated for the 27 labels identified by WisColl
for Link Strength five or greater, (see Fig. 5.9). The clustering was achieved using
Pajek’s Hierarchical Ward method, and is illustrated in Fig. 5.17. From the hierar-
chical diagram, we selected seven major clusters, as illustrated by Table 5.5. We
then generated a k-Means clustering for kD 7 for the labels to analyze how well
k-Means and Hierarchical clustering compared between the two methods.

In order to compare how WisColl-based clustering fares with regards to the base-
line blogger clustering, we generated similar Hierarchical and k-Means clusters for
the baseline’s blogger space as follows. In order to be able to compare between the
results obtained from the label space, into the blogger space, we “map” each vector
in the label space to its corresponding vector(s) in the blogger space. This was
accomplished by associating the bloggers to each of the labels in the label cluster,
given the blogger had used that label in his or her blog. This transforms the clusters
in the label space to an equivalent cluster made out of bloggers in the blogger space.
The mapping was generated for both Hierarchical and k-Means results. Since many
of the bloggers had used more than one label for a blog, if the between-cluster
distance is computed using single link, then many of these distances would be 0.
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Philosophy

Pajek - Ward [0.00,1.94]

Arts & Ent
Society  
Personal>R
Photo Blog
Photo Blog
Humor
Writing
Internet>W
Internet>W
Personal>F
Personal>P
News & Med
Political
Food & Dri
Food & Dri
Business>S
Internet>S
Business>M
Blog Resou
Personal>D
Blogging
Personal
Computers
Internet
Technology
Technology

Fig. 5.17 Hierarchical clustering for link strength �5 for All-label dataset

This will skew the distribution of the cluster distances. Therefore we calculate the
between-cluster and within-cluster distances using the average link. The mapping
generates same number of clusters in the blogger space as the number of clusters
obtained in label space. Since we selected seven clusters for hierarchical clustering
in the label space, after mapping we get seven clusters of bloggers.

Next we try to observe the best value for K in k-Means. For the analysis and com-
parison, we followed the premise discussed in Sect. 5.4.1, where we presented the
min and max criteria based on Formulation 5.1, which minimizes the within-cluster
distance between the cluster members (i.e., more cohesive clusters) and Formula-
tion 5.2 with regards to maximizing the between-cluster distance (i.e., well separated
clusters). Figure 5.18 shows these results for the blogger clusters. To asses the value
of K , we take advantage from the results obtained from Fig. 5.13, which suggests
that based on link-strength analysis, the highest cluster count is for link strength
0:75, which is slightly above 60. Hence, we use 60 as the maximum value of K .
We perform clustering of bloggers for K D 5 to 60. As shown in the figure, we
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Table 5.5 Hierarchical clustering table with clustering
assignment for link strength �5 for All-label

Index Clus ID Cluster Component

1 1 Philosophy
2 1 Arts & Entertainment
3 1 Society
4 1 Personal>Relationships
5 1 Photo Blog
6 1 Photo Blog>Photography
7 2 Humor
8 2 Writing
9 3 Internet>Web Design

10 3 Internet>Web Development
11 3 Personal>Family
12 3 Personal>Parenting
13 3 News & Media
14 3 Political
15 3 Food & Drink
16 3 Food & Drink>Recipes
17 4 Business>Small Business
18 4 Internet>SEO
19 4 Business>Marketing
20 4 Blog Resources
21 4 Personal>Development and Growth
22 5 Blogging
23 6 Personal
24 7 Computers
25 7 Internet
26 7 Technology>Gadgets
27 7 Technology

Fig. 5.18 k-Means k-analysis for baseline dataset
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Table 5.6 Comparing WisColl with baseline approach using k-Means and hierarchical clustering

Type Method Within Between

(a) Baseline-Blogger space k-Means 0:0363˙ 0:1264 0:2194˙ 0:1301

Hierarchical 0:0890˙ 0:1186 0:3644˙ 0:0903

(b) WisColl-label space k-Means 0:0615˙ 0:1643 0:2860˙ 0:0536

Hierarchical 0:0857˙ 0:1672 0:2761˙ 0:0571

(c) WisColl-Blogger space k-Means 0:0844˙ 0:0995 0:7090˙ 0:0143

Hierarchical 0:0849˙ 0:0943 0:8118˙ 0:0047

observe a lot of fluctuations in the range K D 5 to K D 12. Upon deeper analysis
it shows that we obtain lowest within-cluster distance for K D 7. This results is
in accordance to the hierarchical clustering as it also generated seven clusters. Note
that for K > 25 even though it looks that the clustering is better (large between-
cluster distance and small within-cluster distance) but in reality we obtain a lot of
two member clusters for higher value of K , just like in Fig. 5.15.

The results comparing Hierarchical and k-Means clusters are summarized in
Table 5.6. The table shows three categories: (a) “Baseline - Blogger Space” refers
to the clustering generated by clustering in the blogger’s space; (b) “WisColl – label
Space”, evaluates the clustering generated using label relation graph in the label’s
space; and (c) In “WisColl – Blogger Space,” we transformed the label space clusters
into the blogger space as described previously. It is in this last case, since we project
the labels into the bloggers space, we can then make a fair comparison between
the methods.

From the results in Table 5.6, we make two observations. First, WisColl performs
better than Baseline in both clustering algorithms, k-Means and hierarchical
(i.e., categories “a” and “c” in the table). Although we get lower within-cluster
distance for baseline approach than the WisColl, the between-cluster distance is
higher for baseline as compared to WisColl. This means that though we have co-
hesive clusters from baseline approach but they are not well separated. Also, the
variance in the between-cluster distance of baseline approach is much higher than
that of WisColl. Note that this comparison is made in blogger space to be fair.
Second, k-Means performs better than hierarchical for WisColl in label space, since
k-Means has lower within-cluster and higher between-cluster distance. However,
in blogger space for WisColl, hierarchical clustering performs a little better than
k-Means clustering with higher between-cluster distance and comparable within-
cluster distance.

To summarize the results, we can clearly see that our method, when compared
with baseline after mapping the labels to blogger space, has a better “separation”
and tighter variation between the clusters.



5 Clustering of Blog Sites Using Collective Wisdom 133

5.6 Conclusions and Future Work

Clustering blog sites is a challenging task with many real-world applications.
Classic clustering methods are not designed to take advantage of some of the char-
acteristics of the blogosphere, like user-specified metadata. In this research, we
propose to cluster blog sites by employing collective wisdom. We investigate vari-
ous types of information available in a blog catalog site like user-specified tags and
labels. We propose to leverage collective wisdom to generate graph that represents
similarity between labels. We call this collective wisdom-based approach, WisColl,
which is further used to perform clustering using conventional clustering approaches
such as k-Means and hierarchical clustering algorithms. We compare WisColl with
a representative SVD-based approach that does not use collective wisdom to dis-
cern their differences. Since WisColl mainly relies on the label information by the
bloggers, it is poised to automatically adapt to the dynamic changes of the label
information. Furthermore, in search of an effective clustering algorithm with col-
lective wisdom, we evaluate different values of link strengths and various levels of
directories, present results statistically and visually, and summarize findings.

Future work includes the integrative use of multiple types of information such as
labels, tags, and posts in clustering, and use of the clustering results to help focused
search in the blogosphere. We will also analyze the cluster’s transitions with sub-
sequence adjustments to link strength threshold values, and explore the possibility
of defining rules to manage them, such as to the cases when numerous pair-wise
clusters are generated, and others deleted, even though the seem to belong; may
be sampling related. Our tests will include an expanded base beyond the original
data collected from BlogCatalog, and analyze how well our methods conform with
the newer data set. In the long term, subsequent to this work, we will explore how
effectively bloggers belonging to the Long Tail are aggregated and represented as
part of the critical mass. This corresponds to understanding how much we can close
the gap with respect to the Short Head, which would result in a more effective target
search space.
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Chapter 6
Exploratory Analysis of the Social Network
of Researchers in Inductive Logic Programming

Nada Lavrač, Miha Grčar, Blaž Fortuna, and Paola Velardi

Abstract In this chapter, we present selected techniques for social network analysis
and text mining and interpret the results of exploratory analysis of the social network
of researchers in inductive logic programming (ILP), based on the ILP scientific
publications database collected within the ILPnet2 project. Part of the analysis was
performed with the Pajek software for large (social) network analyses, where the
central entity of the analysis was the author, related to other authors by coauthorship
links, weighted by the number of his or her publications registered in the ILPnet2
database. The chapter presents also a novel methodology for topic ontology learn-
ing from text documents. The proposed methodology, named OntoTermExtraction
(Term Extraction for Ontology learning), is based on OntoGen, a semiautomated
tool for topic ontology construction, upgraded by using an advanced terminology
extraction tool in an iterative, semiautomated ontology construction process. The
approach was successfully used for generating the ontology of topics in Inductive
Logic Programming, learned semiautomatically from papers indexed in the ILPnet2
publications database.

6.1 Introduction

In social sciences, social network analysis has become a powerful methodology,
complementing standard statistical approaches. Network concepts have been de-
fined, tested, and applied in research traditions throughout the social sciences,
ranging from anthropology to business administration and history. Social network
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analysis focuses on interpreting patterns of social ties among people, groups of
people, organizations, or countries [9,12,14]. A typical domain is a group of individ-
uals and their characteristics and the structure of their ties. Social network analysis
tools have recently gained much popularity; these include a specialized professional
tool for social network analysis, named Pajek [9].

Exploratory analysis of social networks can be made more powerful if comple-
mented by the use of data mining tools [4], and text mining [1] in particular. A
frequently used approach is to use clustering techniques [6] for clustering of text
documents. In order to complement social network analysis, a particularly interest-
ing goal is to automatically detect the main topics addressed by the community of
actors of a social network, e.g., topics of papers written by researchers of a specific
research area.

In order to detect the document topics, and cluster the documents according to
these topics, the OntoGen tool [2] for semiautomated, data-driven ontology con-
struction can be applied, focused on the construction and editing of topic ontologies.
In a topic ontology, each node is a cluster of documents, represented by keywords
(topics), and nodes are connected by relations (typically, the SubConceptOf rela-
tion). The system combines text mining techniques with an efficient user interface
aimed to reduce user’s time and the complexity of ontology construction. In this
way, it presents a significant improvement in comparison with present manual and
relatively complex ontology editing tools, such as Protégé [13], the use of which
may be hindered by the lack of ontology engineering skills of domain experts con-
structing the ontology.

Concept naming suggestion (currently implemented through describing a docu-
ment cluster by a set of relevant terms) plays one of the central parts of the OntoGen
system. Concept naming helps the user to evaluate the clusters when organizing
them hierarchically. This facility is provided by employing unsupervised and super-
vised methods for generating the naming suggestions. Despite the well-elaborated
and user-friendly approach to concept naming, as currently provided by OntoGen,
the approach was until now limited to single-word keyword suggestions, and by the
use of very basic text lemmatization in the OntoGen text preprocessing phase. This
chapter proposes an improved ontology construction process, employing improved
concept naming by using terminology extraction as implemented in the advanced
TermExtractor tool [11].

The domain we analyzed was the social network of authors of scientific publica-
tions, stored in the publications database of the ILPnet2 Network of Excellence
in Inductive Logic Programming [5, 10]. ILPNet2 consisted of 37 project part-
ners composed mainly of universities and research institutes performing research
in the area of Inductive Logic Programming [8]. Our main entity for the analysis
were individual authors, related to other authors by coauthorship relationships. The
database includes 589 authors, 1,046 coauthorships, and most ILP-related papers
published in 1970–2003. We first performed social network analysis experiments,
aimed at answering some questions such as: Who are the most important authors in
the area? Are there any closed groups of authors? Is there any person in-between
most of these groups? Is this person also very important? Social network analysis
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was followed by text mining experiments, performed on ILPNet2 documents, aimed
at semiautomatically building a topic ontology of the domain of Inductive Logic
Programming.

The chapter presents the ILPNet2 domain and data preprocessing in Sects. 6.2
and 6.3. Analysis of the social network of ILP authors, performed by the Pajek tool
in terms of cohesion (density, degree, components), brokerage (degree, closeness,
betweenness), and ranking (prestige, acyclic decomposition) techniques used for
ILPNet2 analysis, is presented in Sect. 6.4. Section 6.5 describes text mining tech-
nologies, as implemented in the OntoGen and TermExtractor tools, and their use
in ILPNet2 data analysis. Section 6.6 presents the improved methodology, through
a detailed description of the individual steps of the advanced ontology construction
process. In Sect. 6.7 the approach is illustrated by the results achieved in the analysis
of the ILPnet2 database. The chapter concludes with a summary in Sect. 6.8.

6.2 The ILPnet2 Database

The analyzed domain is the scientific publications database of the ILPnet2 Network
of Excellence in Inductive Logic Programming [5]. ILPnet2 consisted of 37 project
partners composed mainly of universities and research institutes. The entities for
our analysis are ILP authors and their publications. The ILPnet2 database is pub-
licly available on the Web and contains information about ILP publications between
1971 and 2003. The data about publications were in the BibTeX format, available in
files at http://www.cs.bris.ac.uk/
ILPnet2/Tools/Reports/Bibtexs/2003,. . . (one file
for each year 2003, 2002, . . . ).

The first stage of the exploratory data analysis process is data acquisition and
preprocessing. The data were acquired with the wget utility and converted into the
XML format. A part of the shell script that collects the data from the Web is shown
below.

$for ((iD1971;i<2004;iCC)); do

wget

http://www.cs.bris.ac.uk/
ILPnet2/Tools/Reports/Bibtexs/$;

done

To simplify data manipulation and analysis, it was convenient to store the data
also into a relational database format, using the Microsoft SQL Sever. The resulting
ILPnet2 database (see its database schema in Fig. 6.1) contains the following tables:

� Authors: ID (key), name of the author
� AuthorOf (relates authors to publications with a many-to-many relation): ID

(key), ID of the author, ID of the publication
� Publications: ID (key), title, abstract, institution, year, month
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Fig. 6.1 The ILPnet2 database schema

� KeywordIn (related keywords to publications with a many-to-many relation): ID
(key), ID of the keyword, ID of the publication

� Keywords: ID (key), keyword

One of the tasks accompanying the database construction was the normalization
of authors’ names. Due to the simplicity of our heuristics, some names were not
normalized correctly hence the same author was given several different identifiers.
Such false normalizations were corrected manually by reviewing the table of map-
pings between authors’ names and their identifiers. While this was crucially needed
for social network analysis, this step was not needed for the experiments in ontol-
ogy construction, as ontology construction uses only document titles and abstracts,
preprocessed using a predefined list of stop-words and the Porter stemmer.

6.3 Data Preprocessing for Social Network Analysis

We converted the data into the Pajek compatible input file (.net) which contain the
following mandatory elements:

� Vertices Each vertex represents an author and is described with an ID (in our case
this is the sequential number of the author in the Authors table), a short string (in
our case this is the normalized name of the author), and some other parameters.
We have also set the vertex size (parameters x and y fact) which denote the
author’s productivity.

� Edges Each edge is described with two IDs corresponding to the two vertices that
define the edge (i.e., the two vertices connected by this edge). Furthermore, each
edge is characterized with a weight that corresponds to the degree of collabora-
tion (i.e., coauthorship) between the two authors.
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Fig. 6.2 A network
converted to bond by
coauthorship

For certain types of analyses, our undirected social network of authors was
converted to a directed network, using bond by coauthorship. We first created a
complete directed network (i.e., a network based on a graph containing no loops and
multiple arcs but connecting each and every pair of vertices both ways) based on the
vertices representing the authors. We weighted each arc according to the trust of the
source author in the target author; as suggested in [9] trust is modeled as a linear
combination of the number of joint publications and the number of target author’s
publications as illustrated in Fig. 6.2.

In our application, we applied the logarithm to the number of individual’s pub-
lications and the number of joint publications (i.e., wA and wA&B in Fig. 6.2) when
calculating arc weights. With the logarithm we achieved a near-linear growth in
the “logarithmized” productivity from the least to the most productive author. This
in effect prevented the few hyper-productive authors from getting all the highest
in-arc weights as soon as ˛ was set to somewhat less than 1. The values of the num-
ber of joint publications were treated equally. Furthermore, both types of values
were normalized with respect to their corresponding maximum value so that “high
productivity” was able to compete with “high level of collaboration” (both were
represented with a value close to 1 after the normalization).

The next step was to remove some of the arcs from our complete directed net-
work. We decided to allow each author to keep at most k outgoing arcs – the ones
with the highest weights. With the so-obtained directed network (directed graph to
be more specific) we were able to calculate the structural prestige of authors (see
Sect. 6.4.3).

6.4 ILPNet2 Social Network Analysis

Several techniques for social network analyses on ILPnet2 database were used: co-
hesion, brokerage, and ranking.

6.4.1 Cohesion

Cohesion is an attractive force between the individuals (network nodes). Solidarity,
shared norms, identity, collective behavior, and social cohesion are considered to
emerge from social relations. Therefore, the first concern of social network anal-
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ysis is to investigate which individuals are related and which are not. A general
hypothesis is that people who match on social characteristics will interact more
often, and people who interact regularly will foster a common attitude or identity.
The ultimate goal is to test whether structurally delineated subgroups differ with
respect to other social characteristics, for instance, norms, behavior, or identity. For
the purpose of our analysis we used the following techniques to detect cohesive
subgroups in our ILPnet2 network: density, degree, and components.

Density In network analysis density represents the number of lines in a simple
network, expressed as a proportion of the maximum possible number of lines. It is
inversely related to network size: the larger the social network, the lower the density
because the number of possible lines increases rapidly with the number of vertices,
whereas the number of ties which each person can maintain is limited.

Degree The degree of a vertex is the number of lines incident with the vertex.
Degree is a discrete attribute of a vertex (it is always an integer).

Figure 6.3 shows the distribution of the degree of coauthorships ILPnet2. Almost
150 authors have two coauthorships and only few authors have more than ten.

Since the visualization of our network (Fig. 6.4) showed no specific characteris-
tics, we looked for vertices with the highest degree. The removal of the lines with
value less than 10 and the reduction of the vertices with degree less than 1 resulted
in the visualization shown in Fig. 6.5. Note that 24 authors which have more than
10 coauthorships are grouped together in seven subgroups, mostly consisting of re-
searchers from the same country.

Components Components identify cohesive subgroups in a straightforward man-
ner: each vertex belongs to exactly one component. Networks are connected weakly
or strongly. A network is weakly connected if all vertices are connected by a semi-
path. A semi-path is a semi-walk in which no vertex in between the first and last
vertex of the semi-walk occurs more than once. A semi-walk from vertex u to vertex
v is a sequence of lines such that the end of one line is the starting vertex of the next
line and the sequence starts at vertex u and ends at vertex v. Figure 6.6 shows 110

Fig. 6.3 The distribution of the degree of coauthorships
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Fig. 6.4 Connections in ILPnet2, visualized by Pajek

Fig. 6.5 Visualization of the ILPnet2 network after removal of the lines with value less than 10
and the reduction of the vertices with degree less than one

components of the ILPnet2 network. Having analyzed the individual components
we have observed that the individuals in smaller components are mostly grouped
according to the country, whereas the biggest component includes different individ-
uals connected with each other.
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Fig. 6.6 Visualization of the ILPnet2 network using the algorithm for discovering components
in Pajek

6.4.2 Brokerage

The notion of brokerage is based on the notions of centrality and betweenness.

Centrality When talking about center and periphery in social networks we want
to discover who has a better access to information or a better opportunity to spread
the information. Term centrality is used to refer to the position of individual vertices
within the observed nondirected network where we assume that the flow of informa-
tion may be exchanged both ways between people or organizations that are linked. A
network is highly centralized if there are clear boundaries between the center and the
periphery, which means that information can be distributed very quickly between the
center and the subjects (noncentral nodes), which is indispensable for the transition
of information. The vertices vary with respect to their centrality. The degree of cen-
trality of a vertex is its degree, and its closeness centrality is the number of other
vertices divided by the sum of all distances between the vertex and all others.

Betweenness Degree and closeness centrality are based on the reachability of a
vertex within a network. Other approach to centrality and centralization is based
on an idea that vertex is more important as an intermediary in the communication
network. This approach is based on the notion betweenness, where betweenness
centrality of a vertex is measured by the proportion of all shortest path between
pairs of other vertices that include the given vertex. See the visualization of this
notion in Fig. 6.7.
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Fig. 6.7 Betweenness in ILPnet2 shown in Pajek, where larger vertices represent people that have
more direct or indirect connections (i.e., have a better ability to disperse information)

6.4.3 Ranking

Ranking deals with the notions prestige and ranking through acyclic decomposition.

Prestige In social networks there are many techniques to calculate the so-called
structural prestige of a person. Note, however, that structural prestige is not identical
to the concept of social prestige (or social status), but depends on the data from
which we are able to infer a structure so that the structural prestige of a person only
reflects his or her actual social prestige.

� The in-degree of a vertex represents the popularity of the person represented by
the vertex. To measure popularity, we need to have a directed network.

� Domains represent extend prestige to indirect in-links so that the overall structure
of the network is taken into account. The input domain of a vertex is defined as
the number or percentage of all other vertices that are connected by a path to
this vertex. A restricted input domain restricts the maximum paths length. In
well-connected networks it is recommended to limit the input domain to direct
neighbors (i.e., to use popularity instead) or to those at a predefined maximum
distance (e.g., 2).

� Proximity prestige of a vertex is defined as the proportion of all vertices (except
itself ) in its input domain divided by the mean distance from all vertices in its
input domain. It ranges from 0 (no proximity prestige) to 1 (highest proximity
prestige).
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Fig. 6.8 Top 25 authors in the ILP domain according to the three structural prestige measures,
namely input degree, unrestricted domain size, and proximity prestige

Ranking We now discuss a technique for extracting discrete ranks from social
relations. A recipe for determining the hierarchy, named acyclic decomposition,
is presented. Once we have determined the nature of our network, we can start
discovering the clusters and/or the hierarchy. The first approach we discuss is the so-
called acyclic decomposition. While cyclic subnetworks (i.e., strong components)
represent clusters of equals, acyclic subnetworks perfectly reflect the hierarchy. The
recipe for determining the hierarchy is as follows:

1. Partition the network into strong components (i.e., clusters of equals, described
in Sect. 6.4.1).

2. Create a new network in which each vertex represents one cluster.
3. Compute the maximum depth of each vertex to determine the hierarchy.

Figure 6.9 shows the hierarchy in the ILPnet2 network. Each vertex represents
one strong component (cluster of equals), each labeled by a random representative
(e.g., #KING, R. D.). If we then “extract” individuals from each of the compo-
nents, we get the network shown in Fig. 6.10. The size of the vertex denotes the
author’s productivity (the number of publications). Once the hierarchy has been
established, we remove the intercluster arcs (i.e., arcs that were interconnecting
the strong components), and convert the bi-directed intra-cluster arcs (arcs within
a strong component) into edges. After removing all the remaining arcs, we are left
with the network shown in Fig. 6.11. With this procedure we have fine-grained each
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Fig. 6.9 The hierarchy in the ILPnet2 network

Fig. 6.10 The hierarchy in the ILPnet2 network. The individuals were “extracted” from the strong
components
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Fig. 6.11 The hierarchy in the ILPnet2 network. The strong components were fine-grained into
smaller clusters of bidirectional connected individuals

strong component into smaller clusters of people that are interconnected (see an
enlarged cluster in Fig. 6.11).

6.5 Document Analysis: Background Text Mining Technologies

This section describes the background technologies used in ILPNet2 publications
analysis: semiautomated topic ontology generation tool OntoGen, and term extrac-
tion tool TermExtractor.

6.5.1 OntoGen

The two main design goals of the ontology construction tool OntoGen [2,3] were to
enable (1) the visualization and exploration of existing concepts from the ontology,
and (2) addition of new concepts or modification of existing concepts using simple
and straightforward machine learning and text mining algorithms. These goals are
supported by the following two main characteristics of the OntoGen system:

� Semiautomatic The system is an interactive tool that aids the user during the
topic ontology construction process. It suggests concepts, relations between the
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concepts, and concept names, automatically assigns instances to the concepts,
visualizes instances within a concept and provides a good overview of the on-
tology to the user through concept browsing and various kinds of visualizations.
At the same time, the user is always in full control of the system and can affect
topic ontology construction by accepting or rejecting the system’s suggestions or
manually editing the ontology.

� Data-Driven Most of the aid provided by the system is based on the underlying
data provided by the user typically at the start of the ontology construction pro-
cess. The data affect the structure of the domain for which the user is building
the topic ontology. The data are usually a document corpus, where ontological
instances are either documents themselves or named entities occurring in the doc-
uments. The system supports automated extraction of instances (used for learning
concepts) and co-occurrences of instances (used for learning relations between
the concepts) from the data.

The main window of the system provides multiple views on the ontology. A tree-
based view on the ontology, which is intuitive for most users, presents a natural way
to represent a topic ontology as a concept hierarchy. This view is used to show the
folder structure and as a visualization offering a one-glance view of the whole topic
ontology. Each concept from the ontology is further described by the most infor-
mative keywords, automatically extracted (employing unsupervised and supervised
learning methods) from the cluster of documents defining the concept.

A sample topic ontology in the form of a tree-based concept hierarchy, con-
structed from the ILPnet2 documents, is shown in Fig. 6.12. Both the first and the
second level of the concept hierarchy were constructed using the k-Means cluster-
ing algorithm, where the first level was split into seven concepts and each of these
concepts was further split into three sub-concepts. The hierarchical structuring is
user-triggered. At each single level, k-Means is invoked for various user-defined
values of k, then selecting the preferred k and dividing all the documents into k-
subclusters, consequently.

While this procedure of topic ontology construction is elegant and simple for
the user, quite some effort is needed to understand the contents and the meaning
of the selected concepts. This is especially striking when comparing the second-
level concepts, for example the sub-concepts of the concept named logic program,
program, and inductive logic in Fig. 6.12 with the sub-concepts of the concept logic
program in Fig. 6.13, which shows the concept hierarchy developed by the novel
concept naming methodology based on TermExtractor, proposed in the next section.

6.5.2 TermExtractor

The TermExtractor tool [11] for automatic extraction of terms (possibly consisting
of several words, as opposed to single keywords) from documents works as follows.

Given a collection of documents from the desired domain, TermExtractor first
extracts a list of candidate terms (frequent multi-word expressions). In the second
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Fig. 6.12 Ontology constructed by the standard OntoGen approach, constructed from the ILP-
net2 publications data, using the k-Means clustering algorithm without using the pre-calculated
vocabulary extracted by TermExtractor

Fig. 6.13 Ontology constructed from the ILPnet2 documents using the pre-calculated terminology

step it evaluates each of the candidate terms using several scores which are then
combined and the candidates are ranked according to the combined score. The out-
put is a set of candidates whose score exceeds a given threshold. Documents from
contrast domains are used as extra input for term evaluation and serve as a control
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group for measuring the term significance. The following scores are used to eval-
uate candidate terms in the second step (normalized score values are in the [0,1]
interval):

� Domain relevance is high if the term is significantly more frequent in the domain
of interest than in other domains.

� Domain consensus is high if the term is used consistently across the documents
from the domain.

� Lexical cohesion is high if the words composing the term are more frequently
found with the term than alone in the documents.

� Structural relevance is high for terms that are emphasized in the documents (e.g.,
appear in the title).

� Miscellaneous set of heuristics is used to remove generic modifiers (e.g., large
knowledge base).

The combined score is a weighted convex combination of the individual scores.

6.6 The OntoTermExtraction Methodology

There are several ways in which a vocabulary can be acquired. In some domains
there already exist established vocabularies (e.g., EUROVOC used for annotat-
ing European legislation, AGROVOC used for annotating agricultural documents,
ASFA used within UN FAO, DMOZ created collaboratively to categorize Web
pages, etc.). Another option is automatic extraction of terms from documents, which
is especially attractive for the domains where there is no established vocabulary.

Concept and concept name suggestions play a central part in every ontology
construction system. OntoGen provides unsupervised and supervised methods for
generating such suggestions [2, 3]. Unsupervised learning methods automatically
generate a list of sub-concepts for a currently selected concept by using k-means
clustering and latent semantic indexing (LSI) techniques to generate a list of possi-
ble sub-concepts. On the other hand, supervised learning methods require the user to
have a rough idea about a new topic1 – this is identified through a query returning the
documents. The system automatically identifies the documents that correspond to
the topic and the selection can be further refined by the user–computer interaction
through an active learning loop using a machine learning technique for semiauto-
matic acquisition of user’s knowledge.

While OntoGen originally used only the input documents for proposing con-
cept suggestions and term extraction techniques for providing help at naming the
concepts, it should be noted that the whole process can be significantly improved
by constructing a predefined vocabulary from the domain of the ontology under

1 Hereafter, we name concepts the document clusters generated by the k-Means clustering algo-
rithm, while a topic is a description of the concept, e.g., a term of a set of terms that best identify
the document cluster.
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construction. The vocabulary can be used to support the user during hierarchi-
cal ordering of concepts, and to create concept descriptions, thus helping concept
evaluation.

The rest of this section presents the proposed OntoTermExtraction methodology,
through a detailed description of the individual steps of this ontology construction
process.

6.6.1 Steps in the Proposed OntoTermExtraction Methodology
for Concept Naming

The advanced ontology construction process, proposed in this chapter, consists of
the following steps:

(a) Document clustering to find the nodes in the ontology
(b) Terminology extraction from document clusters using TermExtractor
(c) Populating the term vocabulary and keyword extraction
(d) Choosing the concept name (topic) by comparing the best-ranked terms with

the extracted keywords

6.6.2 Populating the Terms and Keyword Extraction

For each term from the vocabulary, a classification model is needed which can pre-
dict if the term is relevant for a given document cluster. In this chapter we use a
centroid-based nearest neighbor classifier which was developed for fast classifica-
tion of documents into taxonomies. We use this approach since it can scale well
to larger collections of terms (hundreds of thousands of terms). A training set of
documents is needed to generate a classification model. In some cases vocabularies
already come with a set of documents annotated by the terms. In this case these
documents can be used for training the term models. When no annotated documents
are available, information retrieval can be applied for finding documents to populate
the terms.

In this chapter we propose using two different techniques to populate terms ex-
tracted by TermExtractor.

Let T be the set of terms automatically extracted from document clusters:

� The first technique used the ILPnet2 collection. Each term t 2 T was issued in
turn as a query and the top-ranked documents (according to cosine similarity,
using TFIDF word weighting) were used to populate the term.

� The second technique did not use the ILPnet2 collection and relied on Google
Web search instead. A query was generated from each term t by taking its words
and attaching an extra keyword “ILP” to limit the search to ILP-related Web
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pages. For example, if t is inductive logic programming, the query is ILP induc-
tive logic programming. The query was then sent to Google and snippets of the
returned search results were used to populate the term.

The ILP vocabulary prepared in this way was used as an extra input to OntoGen,
besides the collection of the articles. We tried both approaches but in this chapter we
only show the results of the second technique, because the retrieval from the whole
Web turned out to be a richer resource than just the ILPnet2 collection. Details on
how the vocabulary looked and how it was applied in the ILP ontology construction
are described in Sect. 6.5.

6.7 ILPnet2 Vocabulary and Ontology Construction

In this section, the approach is illustrated by the results achieved in the analysis of
the ILPnet2 publications database.

6.7.1 Vocabulary Extraction

As described in the previous section, we used TermExtractor to automatically extract
the vocabulary for the ILP domain from the ILPnet2 collection of ILP publications.
Table 6.1 shows the 11 top-ranked terms (out of 97) extracted from ILPnet2 docu-
ments.

All the terms were populated using Google Web search. As an example, here are
the top five snippets that were returned for the query “ILP predictive accuracy”:

� Boosting Descriptive ILP for Predictive Learning in Bioinformatics – General,
this means that a higher predictive accuracy can be achieved. Thirdly, although
some predictive ILP systems may produce multiple classification . . .

Table 6.1 Top-ranked terms extracted by TermExtractor from ILPnet2 documents

Top-10 terms extracted from
ILPnet2 Term weight

Domain
relevance

Domain
consensus

Lexical
cohesion

Inductive logic 0.928 1.000 0.968 0.557
Logic programming 0.924 1.000 0.988 0.293
Inductive logic

programming
0.893 1.000 0.966 0.181

Background knowledge 0.825 1.000 0.737 0.835
Logic program 0.824 1.000 0.867 0.203
Machine learning 0.785 1.000 0.777 0.221
Data mining 0.776 1.000 0.691 0.672
Refinement operator 0.757 1.000 0.572 1.000
Decision tree 0.742 1.000 0.613 0.714
Inverse resolution 0.722 1.000 0.557 0.894
Experimental result 0.718 1.000 0.594 0.684
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� Imperial College Computational Bioinformatics Laboratory (CBL) – Results on
scientific discovery applications of ILP are separated below . . . Progol’s predic-
tive accuracy was equivalent to regression on the main set of 188. . . .

� Evolving Logic Programs to Classify Chess-Endgame Positions – Indicate that
in the cases where the ILP algorithm performs badly, the introduction of either
union or crossover increases predictive accuracy. . . .

� Estimating the Predictive Accuracy of a Classifier – The predictive accuracy of
a classifier. We present a scenario where meta-. . . . Workshop on Data Mining,
Decision Support, Meta-Learning and ILP, 2000. . . .

� -*-BibTeX . . . – An outline of the theory of ILP is given, together with a descrip-
tion of Golem. . . . Performance is measured using both predictive accuracy and a
new cost. . . .

For each query the snippets of the first 1,000 results were used. The snippets served
as input for term modeling, while the models generated for each term, using this
data, were then used for generating the concept suggestions and name suggestions
in OntoGen.

6.7.2 Ontology Learning

First the ILPnet2 collection and vocabulary were loaded into the program. The col-
lection was imported in OntoGen as a directory of files, where each document was
a separate ASCII text file (File ! New ontology! Folder). The vocabulary was
loaded using the Tools! Context menu.

After experimenting with different numbers and with the help of concept visual-
ization, a partition into seven concepts using the k-Means clustering algorithm was
chosen. For all the seven concepts the first-ranked term suggested from the vocabu-
lary suggested by TermExtractor was selected. This means that the term extraction
and population have indeed succeeded to rank the terms in a meaningful way. This
is illustrated also by the following list of discovered concepts, with best-ranked con-
cept names proposed by TermExtractor, followed by the second best-ranked concept
name (in parentheses), and the list of most important keywords, as chosen originally
by OntoGen:

� Learning system (learning algorithm) – learning, system, rule, language, meth-
ods, machine learning, machine, approach, ilp, grammars

� Decision tree (logical decision tree) – order, inductive, trees, order logic, discov-
ery, decision, application, decision trees, database, experiments

� Structured data (chemical structure) – structural, data, machine, predict, exam-
ples, relations, machine learning, mining, definitions, knowledge

� Clausal theory (theory revision) – theories, refinement, inverse, resolution, pred-
icates, operators, inverse resolution, invention, refinement operators, revision

� Relational database (inductive learning) – ilp, generalization, relations, model,
algorithm, constraints, integrating, rule, agent, evaluation
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By checking the publication years of articles from different concepts it was possible
to analyze the evolution of topics. For example, we can notice that most frequent
years in concepts clausal theory, concept learning and logic program were around
1994, concepts structured data and learning system were most frequent around year
2000, and concepts decision tree and relational database appear to be most recent in
years following 2000. Each of the concepts was further split into sub-concepts using
suggestions from the vocabulary which resulted in the two-level taxonomy shown
in Fig. 6.13.

6.8 Summary

We have presented specific techniques for social network analyses and text min-
ing, applied to the discovery of regularities in the ILPNet2 scientific publications
database. Using the social network analysis software Pajek, the graphical presen-
tations give us an insight into the relational ties between the ILPNet2 authors.
Moreover, this chapter presents the results of text analysis techniques, and a novel
concept naming methodology applicable in semiautomated topic ontology construc-
tion, and illustrates the improved concept naming facility on the ontology of topics
extracted from the ILPnet2 scientific publications database. Concept naming sup-
ports the user in the task of concept discovery, concept naming, and keeps the
constructed topic ontology more consistent and aligned with the established ter-
minology in the domain. Further work will be devoted to the evaluation of the
constructed ontologies [7].
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13. The Protégé project 2000. Available online at http://protege.stanford.edu
14. Wasserman S, Faust K (1994) Social network analysis: Methods and applications. Cambridge

University Press, New York



Chapter 7
Information Flow in Systems of Interacting
Agents as a Function of Local and Global
Topological Features

Andre S. Ribeiro

Abstract Information flow between elements of a system determines the system’s
functioning. This flow depends on the topology of the system. This chapter presents
the latest results on how a system’s structure, namely, its topological features, at
global and local levels, affect the flow of information among its elements. It shows
how the topology determines the amount and diversity of information flow, and the
ability to cope with noise and uncertainty in the information transmitted.

We use Boolean Networks as models of dynamical systems of interacting
elements whose structure is characterized at a global level by size and average
connectivity and at a local level by a generalized clustering coefficient. The dy-
namics is characterized by the pairwise mutual information of the time series of
the elements states, which quantifies the amount of information flow, and by the
Lempel–Ziv complexity, which characterizes the complexity, i.e., diversity of the
messages flowing in the system. With these measures, we relate structure and
dynamics.

7.1 Introduction

Increase in complexity of organizations such as in the diversity of its agents’
knowledge and tasks is forcing hierarchical structures to be replaced by clustered
structures. Groups of agents are required to perform unique tasks and thus are given
the power of decision, which are no longer made by a single or a few agents of the
system [1]. Such organizational structures require complex information flow among
its agents [2, 3] to maintain their cohesion and allow the execution of joint complex
tasks, due to the variety of unique specialties and responsibility sharing. A sys-
tem’s structure, i.e., how elements of a system are interconnected, is a key factor for
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information retention and transmission through its elements.This chapter presents
the recent results and new insights on information flow among agents of systems as
a function of the system’s local and global structure.

A system’s behavior, when not fully explainable by the individual behavior of its
elements, is said to be emergent. Such emergent behaviors occur in many complex
systems, such as brains, ecosystems, societies, and gene regulatory networks.

Emergence of new behaviors, not present in the behavior of the individual el-
ements that compose the system, occurs when elements are connected such that
information flows between them. One simple example is the toggle switch, a small
gene network of two genes, which repress one another via their expression prod-
ucts, the proteins. This interaction allows information flow between the two genes.
For example, when one of the two proteins’ is present in high amounts, it is able
to repress the other gene’s expression. The proteins’ temporal expression pattern
observed in a toggle switch cannot be explained without the repression interactions
between the two genes [5]. These two interactions are the channels by which the
information, about the proteins levels of each gene, flows between the two genes.
From this information flow emerges a characteristic stochastic toggling behavior
where, at each moment, only one of the two genes has a high expression level [4].

The behavior of systems thereby depends, to a great extent, on its structure. How
the structure determines the system’s dynamics is what is addressed in this chapter.
First, we focus on how global topological features regulate the flow of information
among elements of a system [2]. Next, we address the effects of local topological
structures on this information flow [6, 7]. Finally, introducing noise in the dynam-
ics, which models events such as information loss and errors in transmission, we
study how the information flux can be optimized as a function of global and local
topologies and of path length between the elements of a system.

Importantly, the model system is dynamical, based on Boolean networks (BNs),
and not only topological, which allows measuring the effects of the structure on
the dynamics of information flow. The efficiency of this flow is measured by the
temporal mutual information between the elements of the system. This allows mea-
suring to what extent the information flow is able to generate coordinated complex
behaviors.

7.2 Methods

7.2.1 Boolean Networks as Models of Systems
of Interacting Elements

The theory of the dynamics of complex networks such as gene regulatory networks
began with the study of the simplest model systems able to exhibit complex be-
haviors: Random Boolean Networks (RBNs) [8]. A BN is a directed graph with N

nodes. Nodes represent elements of the system, and graph arcs represent interactions
between the elements. Each node is assigned a binary output value and a Boolean
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function, whose inputs are defined by the graph connections. The network’s state
at a given moment is the vector of nodes’ state at that moment. In a synchronous
BN, all nodes are updated simultaneously. By running the network over several time
steps starting from an initial state, a trajectory through the network’s state space can
be observed (referred to as a “time series”).

RBNs can be drawn randomly from an ensemble of networks in which the inputs
to each node are chosen at random from among all of the nodes in the system,
and its Boolean rule can be selected at random from a specified distribution over
all possible Boolean rules. These two assumptions of randomness allow analytical
insights of the behavior of large networks. RBNs were used as the first model of
GRN [8]. Each node is a gene and is assigned a Boolean function from the set of
possible Boolean functions of k variables. In the RBN model studied here, time is
discrete and nodes update their states synchronously. Thus, a state of the network
passes to a unique successor state at each moment. Over time, the system follows a
trajectory that ends on a state cycle attractor. In general, an RBN has many attractors.

One important feature of RBNs is that their dynamics can be classified as or-
dered, disordered, or critical. As the dynamics of an RBN is simulated some nodes
become “frozen”, meaning that they no longer change their state, while others re-
main dynamic, meaning that the state periodically changes from one state to the
other. The fractions of frozen and dynamic nodes depend on the dynamical regime.

In ordered RBNs, the fraction of nodes that remain dynamical after a transient
period vanishes like 1=N as the system size N goes to infinity; almost all of the
nodes become “frozen” on an output value (0 or 1) that does not depend on the initial
state of the network. In this regime, the system is highly stable against transient
perturbations of individual nodes, meaning that externally imposing a change in one
node state does not cause significant changes in other nodes states. In disordered (or
chaotic) RBNs, the number of dynamical or unfrozen nodes scales like N , and the
system is unstable to many transient perturbations, meaning that a perturbation will
spread through many nodes.

We consider ensembles of RBNs parameterized by the average indegree K (i.e,
average number of inputs to the nodes in the network) and the bias p (i.e., the frac-
tion of inputs states that lead to an output with value “1”) in the choice of Boolean
rules. The indegree distribution is Poissonian with mean K , and at each node the
rule is constructed by assigning the output for each possible set of input values to
be 1 with probability p, with each set treated independently. If p D 0:5, the rule
distribution is ‘unbiased’. For a given bias, the critical connectivity, Kc , is [9]:

Kc D Œ2p.1 � p/��1: (7.1)

For K < Kc , the ensemble of RBNs is in the ordered regime; for K > Kc ,
the disordered regime. For K D Kc , it is in the ensemble exhibits critical scaling
of the number of unfrozen nodes; the number of unfrozen nodes scales like N 2=3.
The order–disorder transition in RBNs has been characterized by several quantities,
including fractions of unfrozen nodes, convergence or divergence in state space, and
attractor lengths.
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7.2.2 Mutual Information as a Measure of Information Flow

The mutual information contained in the time series of two elements measures how
their dynamics are coordinated in time [10]. In a large, complex network of inter-
acting elements, I is a global measure of how well the system coordinates with the
dynamics of its elements. I is defined as follows. Let sa be a process that generates
a 0 with probability p0 and a 1 with probability p1. We define the entropy of sa as

HŒsa� � �p0 log2 p0 � p1 log2 p1: (7.2)

For a process sab that generates pairs xy with probabilities pxy , where x; y 2
f0; 1g, the joint entropy is defined as

HŒsab � � �p00 log2 p00 � p01 log2 p01 � p10 log2 p10 � p11 log2 p11: (7.3)

If any of the probabilities in the entropy formulas is zero, its contribution to the
entropies is zero as well, i.e., in this context, we assume: 0 log2 0 D 0. Ideally, for a
particular RBN, we would run the dynamics starting from all possible initial states
and observe the time series for infinite time steps. However, the state space of even
modestly sized RBNs is prohibitively large for such approach. Instead, the network
is started from random initial states, and is run for a certain number of time steps,
from which one attains an unbiased sample of the network dynamics.

The fraction of steps for which the value of node i is x gives px for the process
si . The value of pxy for the process sij is given by the fraction of time steps for
which node i has the value x and on the next time step node j has the value y. The
I between the time series of the pair ij is then defined as [2]

Iij D HŒsi �CHŒsj � �HŒsij �: (7.4)

With this definition, Iij measures the extent to which information about node i

at time t influences node j one time step later, at t C 1. Note that the propagation
may be indirect; a nonzero Iij can result when i is not an input to j but both are in-
fluenced by a common node through previous time steps. To quantify the efficiency
of information propagation through an RBN, we use the average pairwise mutual
information, defined as

I D N�2
X

i;j

Iij : (7.5)

The efficiency of information propagation in an ensemble of networks is given by
the average pairwise mutual information of the ensemble, hI i, where h�i indicates
the mean value over the members of the ensemble.

In general, since usually the networks’ connectivity is relatively low (K � 5),
one does not expect an element to be strongly correlated with more than a few other
elements in the network, so the number of pairs ij that contribute significantly to
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the sum in Eq. 7.5 is expected to be at most of order N . It is therefore convenient
to work with the quantity IN � N hI i, which may approach a nonzero constant in
the large N limit. The symbol I1 denotes the N !1 limit of IN .

We estimate the average mutual information of RBNs by a mean-field analytical
calculation of hI i (for this one assumes sparse, tree-like structures), and by numeri-
cal measurements of the hI i of quenched networks. In this latter case, we calculate
the hI i of the time series of RBNs for a given time interval.

Two arguments show that I1 is zero both in the ordered regime and deep in the
disordered regime. First, Mij is zero whenever si or sj generates only 0s or only
1s. In the ordered regime almost all nodes remain frozen on the same value on all
attractors, so the number of nonzero elements Mij remains bounded for large N .
Thus hI i must be of order N�2 and I1 D 0 everywhere in the ordered regime.

Second, if sij is the product of two independent processes si and sj , then
Mij D 0. When the system is highly disordered, where K is large and the Boolean
rules are drawn from uniformly weighted distributions over all possible rules, the
correlation between the output of a node and any particular one of its inputs be-
comes vanishingly small. That is, all pairs of nodes will mostly have independent
time series, thus, I1 vanishes in the limit of large K .

Given that I1 D 0 for all network parameters that yield ordered ensembles, one
might expect that it rises to a maximum somewhere in the disordered regime before
decaying back to zero in the strong disorder limit. However, this is not the case [2].
Fixing the bias parameter p at 1=2 and allowing K to vary, I1 exhibits a jump
discontinuity at the critical value K D 2, then decays monotonically to zero as K

is increased. For example, in ensembles of unbiased RBNs, hI i is maximized for
critical ensembles [2].

Mean-field calculations are commonly used in the theory of RBNs. The most
common ones are within the realm of the annealed approximation where one as-
sumes that the rules and the inputs are randomized at each time step. This approach
is sufficient, for example, to calculate the average number of nodes that change value
at each time step. To understand the propagation of information, a more elaborate
mean field model is needed, based on the assumption that the state of a node in a
large disordered network is independent of its state at the previous step, but that its
rule remains fixed [2].

Additionally, an important feature characterizing the propagation of information
in a network is the distribution of local biases. The local bias at a given node is
determined by the rule at that node and the local biases of its inputs. When the
bias of the output value is stronger than the bias of the inputs, information is lost
in transmission through the node. In the meanfield model of RBN used here, each
node takes the value 1 with a given probability b, the local bias. In the annealed
approximation all local biases are equal since rules and inputs are redrawn randomly
at each time step, so the system is characterized by a single global bias. In the
extended mean field model used here and first presented in [2], it is considered a
distribution of local biases. To determine I1, one has to determine the distribution
of local biases, b, and then use it to analyze the simple feed forward structures that
provide the non-vanishing contributions to I1 in the disordered regime.



160 A.S. Ribeiro

7.2.3 Generalized Clustering Coefficient

In general, real large-scale gene networks are not locally tree-like [11], although
they are sparse. Thus, it is of importance to investigate how local topological fea-
tures affect the dynamical behavior, i.e., the differences in the dynamics of tree-like
and non tree-like structures. Also, it was observed that RBNs with large and small
number of nodes, while having the same average connectivity, exhibited different
dynamical behavior [3]. Differences in the clustering coefficient (C ) [12] of those
networks was hypothesized as a possible cause.

We investigate this further and show that it is not sufficient to account for the
original C to characterize networks’ local structure. Other local structures besides
triangles, also play a role. Thus, to characterize the local topological structure of
finite networks we introduce the “generalized clustering coefficient”, Cp. This mea-
sure allows quantifying the dependence of I on the degree of global clustering. We
show that Cp accounts for all local effects by simulating RBNs where the Cp is
zero, and showing that hI i of the network ensemble becomes independent of net-
work size.

The original clustering coefficient (C ) measures the fraction of connections be-
tween the first nearest neighbors of a node in an undirected graph, out of the total
number of possible connections [12]. If Ei is the number of connections between
the ki nodes connected to a node i, the network’s average C is

C D 1

N

NX

iD1

2Ei

ki .ki � 1/
: (7.6)

Notably, the hI i of small RBNs (approximately N < 250) with an imposed
C D 0 (no triangles) is still dependent on N , but not as much as when C ¤ 0.

An annealed approximation can predict the hI i of ensembles of RBN given k

[2], if N is large enough and the networks have relatively low connectivity (k < 5)
(resulting in locally tree-like topologies) but fails otherwise.

Small RBNs (or highly connected ones) are usually not locally tree-like
structures when randomly generated, even for small k values. The existence of
self-inputs, bidirectional connections, triangles, and other small structures (e.g.,
squares), destroy the tree-likeness of a structure, and hence affect hI i.

To generate an ensemble of RBNs whose dynamics (characterized by hI i) is
independent of N , one must impose to the RBNs an equal value of some generalized
version of C that accounts for all non-tree-like local structures. This procedure can
also be used to study the dynamics of specific networks using an ensemble approach.

This generalized clustering coefficient (Cp) is, as the original C , computed for
each node and averaged over all the nodes. For simplicity, connections directionality
is not accounted for in Cp’s calculation. The coefficient p denotes the following: Cp

is the clustering coefficient of a network due to local structures of order p (here, only
up to order 5 is considered). C.i;j / is the clustering coefficient of a network from
order i up to order j (inclusively).
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Let ˛ be the node index and �˛
i;j the amount of connections between the nodes

at distance i and the nodes at distance j from node ˛. T ˛
i;j is the possible maximum

amount of such connections. Cp (for order p > 2) is defined as

Cp D 1

N

NX

˛D1

 Pp�2
rD1 �˛

r;p�r�1Pp�2
rD1 T ˛

r;p�r�1

!
: (7.7)

For p < 3, we define C1 as the fraction of nodes with self inputs and C2 as the
mean ratio of connections that are bidirectional connected to each node. If a node
has 3 connections and one of them is bidirectional, then its contribution to C2 is 1

3
.

Note that C3 equals the original C [12]. The generalized clustering coefficient of a
RBN, from order i up to order j , is thus defined as

C.i;j / D
jX

pDi

Cp: (7.8)

In the numerical simulations presented in the results section, we consider local
structures only up to order 5, due to computational limitations in determining higher
orders of Cp and because this was sufficient to account for all local structure effects
in RBNs of 25 nodes or more. Notice that the value of Cp for each p value is com-
puted independently, and the set of Cp values for each p is what characterizes the
network topology. For simplicity, so that network topologies can be characterized
by a single value, rather than a sequence of values, we opt to sum the values of each
Cp into a single quantity, the “network Cp”. Other ways of combining each of the
Cp values into a single quantity could also be considered.

This quantity is sufficient to characterize, from a global point of view, the effects
of the local structures in the dynamics, at the level of detail observed here. A more
exact procedure to compare the local structure features of two RBNs is to compare
their values of Cp, for each order p, independently.

Also, the algorithm that computes Cp only recognizes substructures in which
each node is unique so that, e.g., self-inputs (order 1) are not accounted for again
when counting bidirectional connections (order 2), and so forth. The same principle
is followed when imposing a Cp value to a RBN.

To test if the hI i of RBNs with Cp D 0 (or another imposed value), is indepen-
dent of the network size N , one must generate RBNs with random topology which
are then rewired to impose a target Cp. The rewiring procedure must not change
other properties of the topology and logic of the network. Namely, the in- and out-
degree distributions must remain unchanged.

In- and Out-Degree Distributions and Rewiring

To compare networks with a different generalized clustering coefficient we need to
generate networks in which other affecting factors are unchanged. Most importantly,
we want to compare networks in which the in- and out-degree distributions of the
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nodes are the same but which differ only in their local clustering structure. To do
this, we use the following iterative algorithm.

First, a network is generated with desired in- and out-degree distributions with
no local clustering by selecting an in-degree and out-degree for each node to ap-
proximate the desired distributions and then drawing the connections randomly so
that the constraints created by the degrees are fulfilled. The resulting network is
likely to have a low Cp. Starting from a network generated as described, we then
use an iterative optimization method to increase or decrease Cp without changing
the degree distributions. At each iteration, we determine if the Cp of the network
is higher or lower than desired. If it is higher, then we search the network for the
loop structures corresponding to the order of the Cp that we want to reduce, and
one of the connections that forms the loop is removed in such a way that the num-
ber of nodes with a given in- or out-degree does not change. This means that if we
remove a connection that goes out from a node with out-degree m and connects to a
node with in-degree n we will use the connection to link some node with out-degree
m � 1 and a node with in-degree n � 1. To ensure that the loops are searched for in
an unbiased manner, the indices of the nodes are shuffled at each iteration.

Likewise, if Cp is lower than desired, loops must be introduced. The network is
searched for a chain of length pC 2, where the direction of the first connection cor-
responds to the direction of the last. The first and last connections are then moved so
that the first node becomes an input of the last node in the chain, and the second-last
becomes an input of the second node. This forms a loop of length p and maintains
the nodes’ in- and out-degree distributions. Again, the indices of the nodes are shuf-
fled at each iteration to ensure that the loops are generated uniformly throughout the
network.

Both the destruction and construction of loops involves moving connections in
the network. This can have unintended side effects such as increasing or decreasing
Cp of other orders than we were intending to modify. Thus, the algorithm must be
re-run for other orders until the target Cp values have been reached. In some cases,
the search for a possible rewiring can be extremely long. For practical purposes we
limit that search. Namely, after a specified number of attempts, if the algorithm is
unable to find a rewiring scheme which imposes the desired Cp value, it simply
discards this network, and starts all over with a newly created network.

Since the cost of finding loops grows exponentially with p, this becomes an ex-
pensive operation to perform at higher orders. We limit ourselves to order 5, but
show that this is enough to account for almost all local structure effects in the
dynamics.

7.2.4 Lempel–Ziv Complexity

We focus on how networks can be optimized for information transfer. Besides the
correlation between nodes dynamics, it is also important to be able to maximize
the complexity of the information sent via the existing communicating channels
between the system’s elements.
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Lempel–Ziv (LZ) [13] is a measure of the complexity of a sequence over a finite
alphabet (here f0,1g) counting the number of new sub-strings (words) found as the
sequence is read from left to right. The algorithm separates the sequence into short-
est words that have not occurred before, and the complexity equals the number of
such unique words, except the last word, which may not be unique [14].

For example consider the sequence 01100101101100100110 [14]. The first digit,
0, is a new word since it hasn’t been seen before. So is the second digit, 1. The
third digit, also a 1, has been seen before, so one must increase the length of the
word by one, resulting in a new word “10”, and so on. Repeating this process, the
sequence gets parsed as follows: 0.1.10.010.1101.100100.110, where the dots de-
limit new words. Thus, the LZ complexity of this word is 7. All words, except
the last one, are unique and, using this definition of LZ complexity, the search for
previous occurrences of a word can span across previously seen word boundaries
[14]. Repetitions leads to lower LZ. For example, the complexity of the sequence
01010101010101010101 is only 3. In general, time series with repetitive or simple
patterns have low LZ, whereas series with complex pattern structures have high LZ.

It has been shown [14] that “networks in the ordered or critical regimes exhibit
lower LZ complexities of the sequences generated by each node due to their pattern-
like behavior over time, as compared to networks in the chaotic regime, which
give rise to more random gene behavior”. We measured the average LZ complexity
(hLZi) of the time series of elements states, using the algorithm suggested in [15].

7.3 Results

7.3.1 Mutual Information as a Function of the Global Topology

In this section we study, using a meanfield approximation and numerical calcula-
tions, how the global topological features of RBNs, e.g., average connectivity, affect
the average flux of information between its nodes.

Mutual Information in Feed-Forward Structures

To develop a meanfield approximation of information flow in RBNs we first study
how <I> propagates in feed-forward structures such as the one shown in Fig. 7.1
[2]. Given a well-defined distribution of local biases, one can calculate the <I> be-
tween pairs of nodes in feed-forward structures that are relevant in the large network
limit in the disordered regime. This technique assumes that the state of a given node
at time t C n is statistically independent of the state at t for n ¤ 0, in which case
the behavior of the inputs to a feed-forward structure can be fully determined from
the distribution of local biases.

The most direct contribution to hI i between t and t C 1 comes from pairs of
nodes where one is the input to a third node, and the other is an output of that same
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Fig. 7.1 Schematic structure
assumed for the mean-field
calculation of I1. Black
nodes exemplify directly
linked pairs. Light grey nodes
exemplify a pair that
contributes to I1 due to a
shared influence (i0).
Information from i0 takes one
time step longer to reach the
light grey node on the right
than to the one on the left.
Hatching indicates frozen
nodes

i0

i1 j1

j2i2

j3

Fig. 7.2 The large system
limit I1 for N hI i (solid
line) and the contribution to
I1 from direct information
transfer through single nodes
(dashed line). The empty
circles at the discontinuity of
I1 indicate that we do not
know the value of I1 for
K D 2. The size of sample
vectors is S D 104
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third node. Other significant contributions to hI i come from chains of nodes that
share a common starting point. From the analysis in [2] of these structures it was
shown that the critical point occurs at K D 2, with ordered networks arising for
K < 2 and disordered networks for K > 2.

The Large System Limit. Meanfield Approach

The results of the analytical estimation of I1 for K > 2 and for limK!2C
I1

using a meanfield analysis are shown in Fig. 7.2 [2]. It is interesting to note that
the direct links alone are not responsible for the peak at criticality. Rather, it is
the correlations between indirectly linked nodes that produce the effect, and in fact
dominate I1 for K at and slightly above the critical value (K D 2).
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Because as the network becomes more chaotic (as K increases) the dashed and
solid lines converge, one can conclude that the loss of correlation between the long
chains is the cause for loss of criticality of the RBN. Also, one can conclude that
critical networks are the only ones where such long chains starting from the same
node exist. This topological feature is unique to critical networks and is responsible
for the maximization of hI i in this regime.

Distribution of Local Biases

The distribution of local biases affect I1. Biases significantly different from b D
1=2 are important for networks with K that is not deep into the disordered regime,
and the distribution of local biases is highly nonuniform. Dense histograms of biases
distributions for various K are shown in Fig. 7.3. Singularities at b D 0 and b D 1

occur for K in the range 2 < K < 3:4, and for all K > 2 there is a singularity at
b D 1=2.

Meanfield Estimation of the Effect of Noise in the Dynamics

When uncorrelated noise is added to each node at each time step, I1 may decrease
due to the random errors, but may also increase due to the unfreezing of nodes. It is
therefore of interest to analyze how these effects combine.

The results of an analytical analysis of this problem is shown in Fig. 7.4 for the
case where each output is inverted with probability " on each time step [2]. In the
following section are shown the results using a numerical analysis.

As " is increased from zero, the peak at which I1 is maximized shifts to the
disordered regime and broadens. The increase of I1 due to random unfreezing is
visible on the ordered side (K < 2). In the critical regime, where indirect contri-
butions dominate I1, there is a strong decrease as correlations can no longer be
maintained over long chains. This is the main reason why noise causes a shift in the

Fig. 7.3 Histograms for the
distributions of unfrozen local
biases b for K ! 2C (bold
black line), K D 3 (bold grey
line), and K D 4 (thin black
line). Bins of width 10�4

were used to estimate the
probability density from a
sequence of 106 sample
vectors drawn after 103 steps
for convergence. The size of
the sample vectors is
S D 104

0.0 0.5 1.0
101

1

10

Unfrozen local bias

Binned probability density



166 A.S. Ribeiro

Fig. 7.4 The large system
limit I1 as a function of K

for various noise levels " in
the updating. The thin solid
line shows I1 for networks
without noise. The other lines
represent " D 0:001 (thick
solid line), 0:01 (dashed line),
and 0:1 (dotted line). The size
of the sample vectors is
S D 104
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value of connectivity that maximizes mutual information and is confirmed by the
numerical simulations. Deep in the disordered regime, there is a slight decrease ex-
pected due to the added randomness. For " > 0:1, the maximum of I1 shifts back
toward K D 2. In fact, it can be shown that as " approaches 1=2, which corresponds
to completely random updating, the I1 curve approaches:

I1 D K

ln 2

�
1

2
� "

�2

exp.�K=2/ : (7.9)

In this limit, the maximum mutual information occurs at K D 2 and the peak
height scales like .1=2 � "/2. Interestingly, the fact that the critical K is recovered
in the strong noise limit is coincidental, since it does not occur for other choices of
Boolean rule distributions.

Finite Size Effects

Numerical simulations on finite networks [3] reveal an important feature near the
critical value of K that is not analytically accessible using the above techniques
because of the difficulty of calculating I1 at the critical point. In [2] only the limit
as K approaches Kc was computed, not the actual value at Kc . hI i is now computed
by sampling from pairs of nodes of many networks.

In collecting numerical results to compare to the I1 calculation, there are some
subtleties to consider. The calculations are based on correlations that persist for
long times in the mean-field model. To observe these, one must disregard transient
dynamics and also average over the dynamics of different attractors of each net-
work. The latter average should be done by including data from all the attractors
in the calculation of IN , not by calculating separate mutual information calculated
for individual attractors. For the results presented here, a satisfactory convergence
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was observed both for increasing lengths of discarded transients and for increasing
numbers of initial conditions per network. Finally, an accurate measurement of IN

requires sufficiently long observation times; short observation times cause system-
atic overestimations. In the figures below, the size of the spurious contribution due
to finite observation times is smaller than the symbols on the graph.

Figure 7.5 shows that the peak in IN extends well above the computed I1
value. The figure shows IN as a function of K for several system sizes N . As N

increases, the curve converges toward the infinite N value both in the ordered and
disordered regimes. In the vicinity of the critical point, however, the situation is
more complicated. The limiting value at criticality will likely depend on the order
in which the large size and K ! Kc limits are taken.

One can also study IN as a function of the bias p, while holding K fixed at 4.
Figure 7.6 shows that IN again peaks at the critical point p D .2 � p2/=4; the
qualitative structure of the curves is the same as that for varying K .

Fig. 7.5 IN as a function of
K for several different system
sizes. For these calculations
we use 104 networks with 40

runs from different initial
states per network and a
discarded transient of length
104 updates for each run. The
sequences of states were
recorded for a sample of 10N

pairs of nodes in each
network. The vertical dashed
line indicates the critical
value of K
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Fig. 7.6 IN as a function of
p for several different system
sizes. For these calculations
we use 103 to 104 networks
with 40 runs from different
initial states per network and
a discarded transient of length
104 updates for each run. The
sequences of states were
recorded for a sample of 10N

pairs of nodes in each
network. The vertical dashed
line indicates the critical
value of p
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7.3.2 Effects of Local Topology on Global Dynamics

Local topological features affect I in RBNs. Using the definition of generalized
clustering coefficient, Cp, we show that this quantity captures the effects of lo-
cal structures on the global dynamics of networks. Namely, the variation of hI i
(I averaged over an ensemble of RBNs with the number of nodes N and average
connectivity k) with N and k is caused by the variation of hCpi. Also, the variability
of I between RBNs with equal N and k is due to their distinct values of Cp.

Consequently, we use the described rewiring method to generate ensembles of
BNs, from ordinary RBNs, with fixed values of Cp up to order 5, while maintaining
in- and out-degree distributions. Using this methodology, the dependency of hCpi
on N and k and the variability of I for RBNs with equal N and k are shown to
disappear in RBNs with Cp set to zero. The hI i of ensembles of RBNs with fixed,
non zero Cp values, also becomes almost independent of N and k. In addition,
it is shown that hCpi exhibits a power-law dependence on N in ordinary RBNs,
suggesting that the Cp affects even relatively large networks.

The method of generating networks with fixed Cp values is useful to generate
networks with small N whose dynamics have the same properties as those of large
scale networks, or to generate ensembles of networks with the Cp of a specific net-
work, and thus comparable dynamics. The results show how a system’s dynamics
is constrained by its local structure, suggesting that the local topology of biologi-
cal networks might be shaped by selection, e.g., towards optimizing coordination
between its components.

First, we quantify the hI i and standard deviation (�.I /) over an ensemble of
RBNs, each independently simulated, as N and k vary. A network’s I is computed
from a time series starting at a random state, and corresponds to the average Ii;j

between all pairs of nodes. The values of the standard deviation show how variable
the I of networks with the same k and N can be, due to having different Cp values.

Next, we measure the average and standard deviation of Cp, up to order 5, of
that ensemble of networks which confirm that these quantities behave similarly to
the average and standard deviation of I as N varies, respectively. Also, it is shown
that the differences in Cp between RBNs, with equal k and N values, cause the
differences in behavior between them, i.e., in hI i.

After, we show that as Cp is set to zero for increasing values of p, hI i becomes
less dependent on the size N . For p > 3 no dependency is observed. Importantly,
the same is true for the standard deviation of I , indicating that RBNs built according
to this procedure have a more predictable dynamics.

Finally, we show that hI i of an ensemble of RBNs, generated imposing a fixed
value of Cp up to order 3, does not depend on network size either. This shows
that the ensemble approach can be used to explore the dynamical properties of real
networks with a non-zero Cp value, as long as the same value of that quantity is
imposed to the networks of the ensemble.

In all following results, each data point corresponds to the average, or standard
deviation, of either I or the generalized Cp, computed respectively from a 1,000
time step time series, and topology of 100 independent simulations. Each simulation
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consists of generating an RBN, with a given k and N . In some cases, the network
Cp is fixed as well (when explicitly stated). Then, from a random initial state, we
extract a time series of 1,000 consecutive time steps, from which I is calculated.

We do not discount initial transients in the time series. Although, in 1,000 time
steps, most of the time the RBN will be in an attractor (representing “long term
behavior”), we aimed to observe the effects of hCpi also in transients. In all cases,
the BNs have random topology. Connections are placed following a Poisson dis-
tribution of in-degrees with a random selection of inputs resulting in a Poissonian
out-degree distribution also. Strictly speaking, the degree distribution is binomial,
which for large networks, sparsely connected, is a good approximation of a Poisson
distribution.

The update rules are random Boolean functions with a pbias of 0.5. This means
that for each combination of input values, the output value is selected randomly
(independently with respect to other input combinations) with probability pbias of
obtaining a 1. In the case a given Cp value is imposed on the topology, this is done
according to the method previously described.

Mutual Information of Finite Size BNs

The detailed analysis of I as a function of k for RBNs with large N [2] assumes
that the networks are locally tree-like structures. To analyze the effects “non-tree-
like” local structures on I , we start by measuring the variation of hI i with network
size and connectivity. In Fig. 7.7, the hI i of the time series of RBNs is plotted as
a function of k and N . The most important observation from this figure is that the

Fig. 7.7 hI i of RBNs of time series of length T D 103. Each data point is the average of 100
independent RBNs. Effects of local structures are most prominent for small N and large k
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local structure of the networks randomly generated must change as N increased,
causing the differences in dynamics (expressed in the average correlation between
all nodes in the time series).
hI i is highly dependent on k and N . As N increases, as expected, local structural

effects play a less relevant role since maintaining k constant and increasing N cre-
ates structures which are locally more tree-like, resulting in a significant decrease
of hI i as N increases. For N > 250 and low connectivity values (k < 2), the hI i
becomes almost invariant for further increases of N .

All curves in Fig. 7.7 follow the same trend as N increases, except for kD 2

which corresponds to the critical regime of RBNs (k D 2 and pbias D 0:5), as
previously shown. For N < 250, RBNs with k D 2 do not have the highest hI i,
exemplifying the relevance of local structure effects in the dynamics of these net-
works.

As k increases, the number of local structures increase, thus hI i increases. Im-
portantly, for k D 3, e.g., only for N > 500 do local effects appear me negligible.
This is another indication that the main cause for the difference between predic-
tions using the annealed approximation and numerical simulations is the existence
of local structures.

We note that the results of the simulations (Fig. 7.7) are consistent, in the
sense that lowering k and/or increasing N always decreases hI i, indicating that
numerically sampling 100 networks per data point is sufficient to obtain the average
behavior. The only two exceptions to these trends are the RBNs with N > 500 and
k D 2, and the RBNs with 100 < N < 300 and k D 2:5. Both cases are explained
by the fact that these networks are in the critical regime [2]. The maximization of
hI i at k D 2:5, when 100 < N < 300, is due to the values of Cp. As shown in
subsequent results, these networks hI i is maximized at k D 2 if the Cp of these
networks is fixed to zero.

In Fig. 7.8, the standard deviation of I (�.I /) is plotted, computed from the same
set of RBNs and respective time series used to obtain hI i in Fig. 7.7. The �.I /

captures how networks with the same values of N and k can differ in their dynamics,
if the construction of the topology is not restricted in any other way but fixing N

and k. The results in Fig. 7.7 confirm that as N decreases and/or k increases, �.I /

increases and is very large, i.e., of the same order of magnitude as I , for small N ,
which indicates the high variability of I in RBNs when sampling networks with
equal N and k.

We now investigate if the variation of Cp explains the variability of I .

Effects of the Generalized Clustering Coefficient on RBNs Dynamics

Figure 7.9 shows, up to order 5, the hCpi of the same ensembles of RBNs. The
standard deviation of the Cp values, up to order 5, of these ensembles is plotted
in Fig. 7.9. Given Figs. 7.6 to 7.8, a correlation is clear. One sees that I and Cp

vary in a very similar way with N and k. Both decrease as N increases. After,
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Fig. 7.8 Standard deviation of I of RBNs from time series of length T D 103. Each data point
is the average of 100 independent RBNs, varying N and k. The diversity of dynamical behavior is
higher for small N and large k

Fig. 7.9 Cp up to order 5, averaged over 100 networks, for networks with random topology
(RBN), varying k and N . For lower values of N and higher k more nodes become part of highly
interconnected local structures

approximately N ' 400, the two quantities decrease very slowly as they converge
to the values estimated in [2], dependent only on the average connectivity. A similar
correlation exists between the standard deviation of these two quantities (Figs. 7.8
and 7.10).
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Fig. 7.10 Standard deviation of Cp up to order 5, averaged over 100 RBNs, varying k and N . The
diversity of topological features is higher for small N and large k

Removing the Dependence of hIi on hCpi

To observe if the hCpi of RBNs explains the dependence of hI i on N , we measured
the hI i for RBNs with k D 2, removing various orders of Cp by rewiring main-
taining in- and out-degree distributions unchanged. If the dependence of hI i on N

is completely removed (as the order of the local structures removed by rewiring in-
creases) it indicates that it is sufficient to account for this global measure of local
structures to generate ensembles of RBNs whose dynamics is independent of N .

Additionally, if this is true, then the variability of I between networks of same
N and k, ought to be due to the variability in values of Cp between those networks.
Thus, the hI i of ensembles of networks whose Cp is imposed to a fixed value should
become independent of N and its standard deviation diminish significantly, in com-
parison to the values previously observed.

To test this, we generated ensembles of RBNs with Cp D 0, of increasing order,
up to order 5 (Fig. 7.11). In agreement with the hypothesis, the higher the order of
Cp fixed to zero, the more uniform the dynamics of the ensemble is in terms of
correlations between temporal patterns of nodes activities. The results in Fig. 7.12
agree with the hypothesis as well, by showing that �.I / when C.1; 5/ D 0 is much
smaller than �.I / when Cp is not imposed, given equal N and k (converging only
for N > 800 where local structures are no longer present in networks of either en-
sembles).

Based on the simulation results with the ensembles of networks used here, it
is necessary to account for Cp only up to order 5. Higher order terms, difficult to
account for computationally, did not significantly affect the dynamics of RBNs. For
higher values of k than the ones considered here, it might become necessary to
account for higher orders of Cp. However, it is increasingly difficult to find rewiring
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Fig. 7.11 hI i of RBNs from time series of length T D 103 . The topologies are built such that up
to various p the Cp D 0. Each data point is an average of 100 independent RBNs, varying N and
with k D 2

schemes to remove increasing orders in high-k networks, maintaining in- and out-
degree distributions unchanged. We also note the consistency in the results in the
sense that as higher orders of Cp are fixed to zero by rewiring, the dependence of
hI i on N decreases further. Another observation from Fig. 7.11, in the case of Cp

removed up to order 5, the hI i of networks with N < 100 is slightly smaller than
for larger RBN. This difference is of the order of 10�4, whereas the variation in hI i
due to Cp variation is on the order of 10�2. This weak dependency of hI i on N ,
only visible when removing Cp up to order 5, is addressed ahead.

It is now of importance to determine if one can generate RBNs whose dynamics
is independent of N by imposing a uniform Cp value up to order 5. If Cp can capture
local structure effects on the global dynamics of networks, the hI i of networks of
an ensemble with an imposed non-zero value of Cp should be independent of N .

In Fig. 7.12 the hI i is shown for ensembles of RBNs with increasing size N . The
topologies of these networks were generated by fixing Cp of orders 1, 2, 4 and 5 to
zero, while C3 is imposed such that 0:09 � C3 � 0:11. C3 is allowed an interval of
values since setting it to a specific unique value makes the generation of such RBN
topologies very time consuming.

As shown in Fig. 7.13, the hI i is virtually independent of N , for N � 100. Also,
in comparison to the hI i of RBNs where Cp is not fixed, for large values of N ,
the networks with fixed values of Cp ought to have a higher hI i, because, for large
values N , the first ones have Cp D 0. Finally, for small values of N , the situation
should invert, i.e., the RBNs whose Cp is not fixed, ought to have a higher hI i
because they will have a higher Cp. In addition, interestingly, networks with fixed
Cp and K D 2 still maintain the property of maximizing the value of hI i [2]. This
property does not appear to be significantly affected by the procedure of imposing
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Fig. 7.12 Standard deviation of I of RBNs from time series of length T D 103 . The topologies
are built such that up to various p the Cp D 0. Each data point is an average of 100 independent
RBNs, varying N and with k D 2

Fig. 7.13 hI i of RBNs computed from time series of length T D 103. The RBN topologies are
built such that C3 is imposed to be between 0.09 and 0.11, while other orders of Cp are fixed to
zero up to order 5. Each data point is the average result of 100 independent RBNs, varying N and
with k D 2 and k D 3. The hI i of these RBNs shows virtually no dependency on N

values to the Cp of the RBNs, which explains the difference between the values
of hI i for K D 2 and 3. Other factors, such as the average path length are almost
negligible, otherwise one would expect the opposite results, namely, hI i of networks
with K D 3 is bigger than hI i of networks with K D 2.



7 Information Flow in Systems 175

In [2] it was shown that hI i is maximized for critical RBNs whose Cp is not
fixed. These results [6] indicate that this holds true for RBNs with an imposed value
of Cp. Also, for large N , both for k D 2 and k D 3, networks with fixed Cp have
higher hI i than otherwise, since if Cp is not fixed it approaches zero for large N .

Additionally, networks with higher Cp will have, given equal values of k and N ,
higher hI i. Importantly, and in agreement with the goals of applying a constraint
in the Cp of the networks of the ensemble, the increase of hI i as N decreases was
reduced by two orders of magnitude, and only starts increasing at N < 100, while
previously, the increase occurred at N < 250.

Here we have mostly focused on the effects of varying N in RBNs where the Cp

is imposed up to a certain order. Varying k and maintaining N fixed has the same
effects, that is, imposing Cp constant up to order 5 to this ensemble also results in
removing the dependency of hI i of k (data not shown).

7.3.3 Dynamics of Lattice Structures

This section investigates the influence of lattice geometry in network dynamics,
using a cellular automaton with nearest-neighbor interactions and two admissible
local states. We show that there are significant geometric effects in the distribution
of local states and in the distribution of clusters, even when the connection topol-
ogy is kept constant. Moreover, we show that some geometric structures are more
cohesive than others, tending to keep a given initial configuration. To characterize
the dynamics, we determine the distributions of local states and introduce a cluster
coefficient. The lattice geometry is defined from the number of nearest neighbors
and their disposition in ‘space’, and here we consider four different geometries: a
chain, a hexagonal lattice, a square lattice, and a cubic lattice [7].

We consider periodic lattice structures, all with the same topological features, av-
erage path length and clustering coefficient, and investigate what differences prevail
in their dynamics when only the lattice geometry is varied.

To this end, we model four lattice geometries with k nearest neighbors: chain
(k D 2), hexagonal lattice (k D 3), square lattice (k D 4), and cubic lattice (k D 6),
and impose a dynamics of a cellular automaton as a prototype model of dynamical
systems with spatiotemporal complexity (Fig. 7.14).

Model

We consider a two-state cellular automaton, whose local states s D 0 and s D 1

evolve according to a nearest-neighbor homogeneous coupling: for each node r the
present state st .r/ influences, with the same weight, the future state stC1.r/ as its
neighborhood, and the neighborhood contributes to that future state as a mean field
of the k nearest neighbors. The equation of evolution of the model is

stC1.r/ DH
�
St .r/� 1

�
; (7.10)
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Fig. 7.14 Several lattices
considered

d k=3
c k=4 (n even)

b k=4 (n odd)

n

a k=2

n

where H .x/ is the Heaviside function, guaranteeing that stC1.r/ assumes only the
values 0 and 1, and the quantity St .r/, that varies between �1 and 1, is

St .r/ D st .r/C 1

k

X

r0;k

st .r0/; (7.11)

with r0 representing the coordinates of the k nearest neighbors. Given these equa-
tions, each future local state tends to be at the same state as the majority part of the
sites r and r0. The particular case St .r/ D 1, for which stC1.r/ has a discontinuity,
occurs only when all neighbors of node r are at the same state, different from the
state of r, and, in this case, is assume that r changes to the state of its neighbors.

This model has the property that for any geometry, i.e. for any value of k, the
number of combinations of local states and neighboring states evolving toward
a future state stC1.r/ D 0 equals the number of combinations evolving toward
stC1.r/ D 1. Also, for k D 2, i.e., in the case of one-dimensional cellular automa-
ton with nearest-neighboring coupling, the model reduces to the Wolfram’s rule
number 232. Periodic boundary conditions are imposed.

With this framework and fixing the average path length and the clustering coef-
ficient one guarantees that all differences in the dynamics are due to differences in
the lattices geometry.

Comparing Different Lattice Geometries

We study state and cluster distributions for each lattice geometry mentioned above,
considering the cellular automaton ruled by Eq. 7.10. We determine the fraction Rs

of states at s D 0 and measure a cluster coefficient Rc which quantifies the tendency
for cluster formation. Here, we use the usual definition of cluster [16], i.e., a set of
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adjacent nodes at the same state, and therefore, the cluster coefficient Rc is defined
from the fraction of adjacent nodes at different states, namely

Rc D 1 � 1

kN

X

r;N

X

r0;k

jst .r/ � st .r0/j : (7.12)

The cluster coefficient ranges from 0, when any two adjacent nodes have different
amplitudes, i.e., the number of clusters equals the number of nodes, and 1, when all
nodes have the same amplitude, i.e., the entire lattice is part of a single cluster.

For each lattice geometry, Table 7.1 gives the expression of the average path
length h`i as a function of the number N of nodes. These expressions are obtained
either from the corresponding adjacency matrix or from geometric procedures [7].
For the four geometries the clustering coefficient is always 0. Thus, to impose the
same value of the topological quantities one just needs to determine the number of
nodes in each case, namely for the chain of nodes we choose N D 143, for the
hexagonal lattice N D 12, for the square lattice N D 72, and for the cubic lattice
N D 48. For these choices one finds approximately the same average path length,
h`i ' 36, for all lattices.

Figure 7.15a shows for each geometry the distribution F of fraction Rs of states
at s D 0, from a sample of 106 random initial configurations, while Fig. 7.15b shows
the same distribution after a transient of 103 time-steps, beyond which the system
is thermalized. While for k D 2 the unit interval where fraction Rs is defined was
divided always in 100 subintervals, for the other geometries the number of divisions
depends on the total number N of nodes. Therefore, although the four distributions
have apparently different ‘integrals’, they are in fact all equal to 1.

From Fig. 7.15a one observes Gaussian-like distributions of the initial configura-
tions, centered at Rs D 0:5, whose widths !0

s depend on the geometry, decreasing
when k increases. After thermalization (Fig. 7.15b) all distributions remain centered
at Rs D 0:5, but now have a different width !s than the initial one. Since the width
of the distribution of initial random configurations depends on the total number N

of nodes used for each geometry, to compare geometric effects in the final state dis-
tribution, one must compare the ratio !s=!0

s . Here, one finds !s=!0
s 
 3:4 for the

chain, !s=!0
s 
 2:6 for the hexagonal lattice, !s=!0

s 
 2:1 for the square lattice
and !s=!0

s 
 0:8 for the cubic lattice. Thus, different geometries correspond to
different state distributions.

Figure 7.16 displays the distributions of the clustering coefficient Rc for the same
sample of initial configurations, after thermalization, while in the inset are the cor-
responding initial distributions of Rc . When changing the geometry, one observes
a distribution of Rc not only with a different width, but also with a different mean
value �c . After thermalization the mean values are quite different: �c D 0:84 for
the chain, �c D 0:78 for the hexagonal lattice, �c D 0:61 for the square lattice, and
�c D 0:54 for the cubic lattice. In other words, the mean value of cluster distribu-
tions decreases when the number of k nearest neighbors increase. Subtracting from
this final mean �c , the mean value �0

c of the corresponding initial distribution, one
finds a measure of the ‘cohesion’ in the system, i.e., a measure of the ability of the
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Fig. 7.15 Different lattice geometries have different widths of the distribution F.Rs/, where Rs

is the fraction of states at s D 0. For each geometry: (a) the distribution F.Rs/ of a sample of
106 initial configurations and (b) the same distribution after a transient of 103 time-steps after
which the system is thermalized. The ratio !s=!0

s of both distribution widths, before and after
thermalization, depends on the lattice geometry, i.e., on k. While the mean value F.Rs/ is always
�s D 0:5, (c) the distribution F.Rc/ of the cluster coefficient Rc shows a ‘shifting’ of the mean
values when compared to the one of the initial configurations (see inset (�0

c D 0:5))

system to change a given initial state configuration. In this sense, from Fig. 7.15c,
the cubic lattice is the most cohesive one, while the chain allows more variation of
state configurations with respect to the initial system’s configuration.

The particular feature observed for the chain (k D 2), whose cluster distribution
has zero and non-zero values, is due to the fact that for this geometry N � Rc must
be an even number. In the chain the product N � Rc equals precisely the number
of clusters in the lattice and, since one has only two admissible local states, the
number of clusters must be even. For all other geometries, Rc varies monotonically
with the number of clusters, being still a suitable measure of the number of clusters
and consequently a suitable measure of their average size. The results in Fig. 7.15
were obtained for a specific average path length h`i. In Fig. 7.16 we show how the
width ratios !s=!0

s and !c=!0
c and the mean difference �c � �0

c vary with the
average path length. Horizontal lines indicate the linear fitting obtained for each
geometry. The fittings correspond to different values, depending on the geometry
one is considering. Note that, this fitting was computed from a wider spectrum of
h`i than the one shown in the figure. Therefore, for the hexagonal lattice (k D 3),
since the average path length increases fastly with N , only one data point is visible
in the range shown (see Table 7.1).

As seen from Fig. 7.16, each geometry has specific values of the width ratios
and mean differences. In fact although these quantities vary significantly with the
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s between the widths of final and initial state configurations distribu-

tions as a function of the average path length h`i. Right: The ratio !c=!0
c and the mean difference

�c � �0
c of the cluster distribution F.Rc/. Horizontal dashed lines indicate the linear fitting for

each geometry, that characterizes it

Table 7.1 The average path length h`i for four different geometric structures with k nearest
neighbors: a chain (k D 2), a hexagonal lattice (k D 3), a square lattice (k D 4), and a cubic
lattice (k D 6)

Chain (k D 2) Hexagonal (k D 3) Square (k D 4) Cubic (k D 6)

N C 1

4
(n odd)

p
N

2
(n odd)

3.N CN 2=3/

4.N 2=3 CN 1=3C 1/
(n odd)

7

12
N 3=2 � 1

3
N 1=2

N 2

4.N � 1/
(n even)

N 3=2

2.N � 1/
(n even)

3.N 4=3 CN 1=3/

4.N � 1/
(n even)

average path length, oscillating around the horizontal fitting lines, for each geometry
these variations occur in particular ranges of values. Therefore, lattice structure is
well characterized by any of these quantities.

Discussion

The ratio between width of the final state distribution and width of the correspond-
ing set of initial configurations characterizes each geometry. The measurement of
the number of clusters showed that, even for a constant average path length, some
geometries are more prone to cluster than other. In particular, the ability for cluster
formation decreases significantly with the number of nearest neighbors.
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For simplicity, we only investigated two-state cellular automaton. However, all
the dynamical quantities, state distribution, and cluster coefficient can be extended
to any spatially discrete extended systems. Moreover, since the lattice evolution
depends only on the connections between elements (topology) and not on specific
functions (maps) of local states, one can expect that for other cellular automata the
geometric effects should prevail. As a final remark, from this preliminary study it
would be interesting to investigate for each particular geometry, not only the number
and the size of clusters emerging in the system, but also their shape and dynamics.

7.3.4 Information Propagation and Retention in Noisy BNs.
Implications to a Model of Human Organizations

Structures where knowledge creation and flow of information are present are inher-
ently dynamic and adaptive to external and internal changes [17,18] to be resistant to
environmental uncertainty [19] and internal noise. Human organizations have these
capacities, with variable degrees of effectiveness.

We focus on organizations’ topology of interactions between elements [20] and
quantify mutual information and L-Z complexity to study which structures optimize
information propagation and retention through its elements. While in the previous
sections we studied the dynamics of information flow assuming noiseless commu-
nication, now we consider the existence of noise in the interactions between the
elements of the system.

We explore how this noise affects the mutual correlations between the elements
of the system and global knowledge acquirement, quantified with the LZ complexity
of each element, averaged over all elements.

Distinction between information and knowledge is not trivial [17]. Information
is understood as flow of signals [10], while knowledge is not just the storing of in-
formation, but depends on the receiver’s interpretation of the messages. Here, we do
not deal with the problem of converting information into knowledge, which has been
extensively studied (see e.g. [17]). Rather, we focus in information propagation and
retain from which, consequently, knowledge arises, e.g., in human organizations.

Optimizing information propagation and retention between the elements of a sys-
tem is a complex but important task since the knowledge an organization retains is
a fundamental resource, affecting how efficient is the organization.

Several mechanisms allow communication among people within an organization.
Usual communication mechanisms, such as face-to-face meetings, provide the op-
portunity to share knowledge, create empathy and trust, and focus explicitly on com-
mon problems and their solutions have been studied [21]. Even features such as the
building structure play a role in the efficiency of a work environment. The process
of transfer of learning, both among its members and with outsiders, allows organi-
zations to develop their competitiveness. Several studies suggest that organizational
structure is fundamental for enhancing learning and affects performance [22].
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Most previous works on optimizing knowledge sharing in organizations focused
on the individuals’ characteristics and how information sharing can be improved
given human behavior. Here we focus on the effects of the global topological struc-
ture, defined by direct work relations such as employer-employee and between
co-workers. We model the structure as a directed graph between elements. The dy-
namics is Boolean, as in a synchronous BN.

Each message, sent from one element to another, has an information content (ei-
ther 0 or 1). There is a probability that the message will not be accurately perceived,
which we refer to as “noise”. Its content, either correctly or wrongly perceived, acts
upon the receiving element, according to its internal properties (mimicking individ-
ual perception), modeled by assigning to each element a random Boolean function
which, given the combination of inputs values, determines the output value at the
next time moment.

Each element of the system has memory, where it is stored the states that element
experienced over time. This binary array of the internal states time series constitutes
the information received, from which knowledge is acquired. Information can be
lost due to the noise in transmission and/or perception, modeled by introducing a
probability that an element will, at each time step, do the opposite of what the inputs
states and its Boolean function determine.

We measure this system’s ability to propagate information through the elements
and store information in each element from the time series of the elements’ states,
for various levels of noise and average connectivity.

Note that an element’s state doesn’t necessarily change each time step, even if
the information is correctly perceived. For example, in a real setting, when someone
receives an information, his “internal state” changes provided that the message con-
tains information that requires a change in behavior, i.e., messages can be irrelevant
given previous knowledge.

The elements that send the information (inputs) and the receiver (output) should
be dynamically correlated if the information is relevant, which occurs by the state
change of output when the inputs’ state changes, or by maintenance of state in the
opposite case. The temporal mutual information, I , captures this correlation, since
its zero between two elements if one of the elements’ time series is “frozen” (no
relevant information being propagated, thus, no state change), and for uncorrelated
time series (no information being propagated in such a way that the elements states
become correlated). When inputs and output states change over time in a correlated
manner, their pairwise mutual information ought to be high.

Regarding the diversity of messages sent, it should be maximized in a system that
desires effective information transmission between its elements with relevant mean-
ing (messages from which the receiver can extract new knowledge). To measure the
diversity of messages sent, we compute the normalized (also called relative) L-Z
complexity (LZ) of each element’s time series since this quantity increases with the
diversity of messages sent.

These two measures complement one another in the present setting. Imagine that
an element has a periodic or nearly periodic time series. While hI i will be high,
in a long time scale perspective, this element is not actually transmitting diverse
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Fig. 7.17 Average LZ for
various average connectivity
values k in 1,000 time steps.
One hundred networks per
data point, each with 1,000
nodes

information to its outputs. This is observed in the value of LZ, which in these cases
is low. For noiseless RBNs, we already studied the variation of hI i with the average
connectivity k of an RBN. The variation of hLZi with k is shown in Fig. 7.17.

The hLZi goes through a phase transition for the same connectivity value that
maximizes mutual information (k D 2). Thus, critical networks are not only optimal
for transmitting information, but also, the content of the information transmitted
suffers a dramatic increase as the network connectivity reaches the critical regime.
These results indicate that, assuming no noise, the structures optimal for information
transfer and for maximizing messages content diversity is critical or slightly chaotic.

Variation of Mutual Information with Noise Level

Mutual information of a noiseless RBN is maximized in the critical regime. Given
noise in the dynamics, one expects that this will change. It is not, however, straight-
forward to predict if noise increases or decreases the value of the average connectiv-
ity for which hI i is maximized. On one hand, increasing noise reduces the number
of frozen nodes in the RBN, thus noise increase is expected to increase mutual infor-
mation. However, noise also decreases the correlation between inputs and outputs
states causing the opposite effect.

To address the effects of noise in the global dynamics, we measured hI i and hLZi
of RBNs with average connectivity of 1, 2, and 3, with various levels of noise. The
results, in Fig. 7.18, can be summarized as follows. When introducing very small
noise levels, hI i grows significantly due to a drastic decrease of the fraction of
frozen nodes (notice that unfreezing a node causes many of its outputs to unfreeze as
well). Above 0.02 noise level, hI i starts decreasing due to the generalized decrease
of correlation between all inputs and its outputs. Because at this noise level, most
nodes are already, most of the time, unfrozen, increasing noise further causes only
decreasing of hI i.

Importantly, given noise, the hI i of RBNs with k D 1 is much higher than of
k D 2 networks. Noise causes a decrease of the average connectivity that maxi-
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Fig. 7.18 <I> and LZ for networks with k D 1; 2; 3 in 1,000 time steps, with various levels of
noise. One hundred networks per data point, each with 1,000 nodes

mizes mutual information. The LZ always increases with the increase of noise. This
increase however, is not beneficial to information transmission between the elements
of the system, since while the messages are more complex, its complexity is due to
noise, thus, its storing is not beneficial.

Finally, it is interesting to notice that the RBNs whose hI i was least affected by
noise were those with k D 3, implying that the best way to cope with noise is to have
redundancy in the topology. Imagine that someone is transmitting a message of N

bits to someone else. The message has a probability of arriving with errors in some
bits. If the errors appear always in randomly located bits, one way to detect them
is to send the same message three times at least, and infer the “correct message”
with the majority rule. If position j , was equal to ‘1’ two times and equal to ‘0’
one time, the true value for that position is, with some certainty, ‘1’. One cannot,
however, be 100% certain that in fact the correct value is ‘1’, since there is a small
probability that is ‘0’. The larger the number of repetitions, the less likely it is for the
majority rule to fail. In general, one can estimate, from the value of the probability
of error per bit, the number of repetitions of the message and the message length, the
probability that the message obtained by applying the majority rule has no errors, 1
error, etc.

7.4 Conclusions

On Systems’ Global Topological Properties

Eukaryotic cells may be dynamically critical [23]. Our calculations indicate that,
within the class of RBNs with Poissonian degree statistics and typically studied
rule distributions, critical networks provide an optimal capacity for coordinating



184 A.S. Ribeiro

dynamical behaviors. This coordination requires the presence of substantial
numbers of dynamical (unfrozen) nodes, the linking of those nodes in a man-
ner that allows long-range propagation of information while limiting interference
from multiple propagating signals, and a low error rate. To the extent that evolu-
tionary fitness depends on such coordination and RBN models capture essential
features of the organization of genetic regulatory networks, critical networks are
naturally favored. Thus, it was conjectured that mutual information is optimized in
critical networks for broader classes of networks that include power-law degree dis-
tributions and/or additional local structure such as clustering or over-representation
of certain small motifs [2].

A key insight from these studies is that the maximization of average pairwise
mutual information is achieved in RBNs by allowing long chains of effectively
single-input nodes to emerge from the background of frozen nodes and nodes with
multiple unfrozen inputs. The behavior of the average pairwise mutual information
in RBNs with flat rule distributions is nontrivial and somewhat surprising. This is
due largely to the fact that the network of unfrozen nodes in nearly critical systems
does indeed have long single-input chains. By choosing a rule distribution carefully,
however, one can enhance the effect and produce arbitrarily high values of I1 even
deep in the disordered regime. Whether real biological systems have this option is
less clear. The interactions between transcription factors and placement of binding
sites required to produce logic with high sensitivity to many inputs appear difficult
(though not impossible) to realize with real molecules.

Maximization of pairwise mutual information may be a sensible proxy for max-
imization of fitness within an ensemble of evolutionarily accessible networks: we
suggest that systems based on high-hI i networks can orchestrate complex, timed
behaviors, possibly allowing robust performance of a wide spectrum of tasks. If so,
the maximization of pairwise mutual information within the space of networks ac-
cessible via genome evolution may play an important role in natural selection of
real genetic networks. We have found that maximization of pairwise mutual infor-
mation can be achieved deep in the disordered regime by sufficiently non-uniform
Boolean rule distributions. However, in the absence of further knowledge, a roughly
flat rule distribution remains the simplest choice, and in this case pairwise mutual
information is maximized for critical networks. Given the tentative evidence for crit-
icality in real genetic regulatory networks [23–26], these results may be biologically
important.

It is an attractive hypothesis that cells’ genetic regulatory networks are critical or
perhaps slightly in the ordered regime [27]. Critical networks display an intriguing
balance between robust behavior in the presence of random perturbations and flexi-
ble switching induced by carefully targeted perturbations. That is, a typical attractor
of a critical RBN is stable under the vast majority of small, transient perturbations
(flipping one gene to the “wrong” state and then allowing the dynamics to proceed
as usual), but there are a few special perturbations that can lead to a transition to
a different attractor. This observation forms the conceptual basis for thinking of
cell types as attractors of critical networks, since cell types are both homeostatic
in general and capable of differentiating when specific signals (perturbations) are
delivered.
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Recently, some experimental evidence has been shown to support the idea that
genetic regulatory networks in eukaryotic cells are dynamically critical. In [24], the
microarray patterns of gene activities of HeLa cells were analyzed, and the trajec-
tories in a HeLa microarray time-series data characterized using a L-Z complexity
measure on binarized data. The conclusion was that cells are either ordered or crit-
ical, not disordered. In Ref. [25], it was deduced that deletion of genes in critical
networks should yield a power law distribution of the number of genes that alter
their activities with an exponent of �1:5 and observed data on 240 deletion mu-
tants in yeast showed this same exponent. In [26], microarray gene expression data
following silencing of a single gene in yeast was analyzed. Again, the data sug-
gests critical dynamics for the gene regulatory network. These results suggest that
operation at or near criticality confers some evolutionary advantage.

On Systems’ Local Topological Properties

The results show that Cp is an appropriate global measure of the “degree” of effects
of local structures in network dynamics. Importantly, we show that the original clus-
tering coefficient [12] (here corresponding to C3) is insufficient to explain the effects
of local structures. This was shown by the fact that in RBNs with C1;3 D 0, the hI i
still varies with N . Namely, it increases as N decreases which means that the local
structures of these networks still play a role in the dynamics. By removing the fourth
and fifth order Cp, this dependency of hI i on N is removed and even the smallest
networks behave identically to the larger “tree-like” networks (i.e., have identical
hI i). Additionally, the values of the standard deviation of Cp over the ensemble ex-
plain the diversity in the dynamics of RBNs where only the values of N and k are
constrained.

The hI i of RBNs with zero or some other fixed value of Cp, becomes almost
independent of N . The dynamics of RBNs of equal N and k also become far more
uniform. Finally, the higher the order of Cp removed, the more the networks behave
like “infinite” (tree-like) structures. This means that the method of network con-
struction proposed here allows constructing RBNs with a small number of nodes to
which mean field approximations can be applied, since these usually assume tree-
like structures (Cp D 0). It also allows the generation of large networks with a
given Cp, which might be of importance especially when using the ensemble ap-
proach [27] to study the dynamics of biological networks such as GRNs, since these
rarely have locally tree-like structures.

Overall, the results show that “non-tree-like” local structures cause a significant
increase in the dynamical correlation between nodes in an RBN. This agrees with
one of its topological consequences, the decrease of the average path length [12].
Also, it suggests that networks, such as biological ones, subject to selection, are
most likely not tree-like structures, if high correlation between the functioning of its
elements is required.

If a network is to be selected based on its hI i, our results indicate that this can
be done by selecting a certain Cp. Moreover if the maximization of the expected



186 A.S. Ribeiro

range of variability of I is what is being selected, then the range of variability of Cp

should be maximized. This range is most likely bounded by the necessity of main-
taining all nodes connected to a single network, and perhaps also by the necessity
of minimizing the network’s average path length.

While critical networks maximize hI i in RBNs [2] assuming tree-like RBNs,
these results suggest that the value of Cp of the networks in the ensemble cannot be
neglected, and perhaps the notion of criticality could be extended to incorporate this
topological feature.

Networks with a high Cp might be naturally favored since they maximize hI i.
Interestingly, studies of the structure of natural networks [28] suggest that their C

(as originally defined [12]) is higher than expected by chance. If this holds true, it
necessarily implies that the same is true for Cp.

Our conclusions suggest that when applying the ensemble approach [27] to study
biological networks, such as genetic networks, the networks of these ensembles
ought to have similar Cp values as the biological network in question, if they are
to properly mimic the global dynamical properties as well. Moreover, our measure-
ments of the standard deviation of Cp and the distribution of I values of networks
with equal N and p, show that for those networks to have uniform dynamical prop-
erties, it is not sufficient to impose an average Cp over the ensemble. Instead, the
Cp of each individual network must be fixed to the same value.

These results are an example of how a system’s structure affects its dynamics
regardless of the nature of the components and interactions [20]. Boolean network
dynamics are highly constrained by their local topological structure. Changing the
local topological features while maintaining update rule distributions results in sig-
nificant changes in average global coordination. We expect that these results are
extendable to a wide variety of systems, including stochastic delayed genetic net-
works [29].

Finally, we note that the results may be of biological relevance, by suggesting
that large networks, including genetic networks, might follow local and global topo-
logical constraints, such as criticality and high Cp, if they are to maximize the
coordination between their components. Namely, the results are another tentative
evidence that one should not expect to find biological networks with random topol-
ogy at local or global level.

On the Effects of Noise in Information Flux

Finally, it is of interest to note that a small increase in the networks’ average con-
nectivity is sufficient to cope with high levels of noise. This observation may be of
importance, for example, to understand how gene regulatory networks, which have
been shown to be stochastic [29, 30], may cope with its internal stochasticity. Also
of interest is the fact that a small amount of noise causes a significant decrease of the
fraction of frozen nodes in a system, and thus, the high increase of the global mu-
tual information between all the elements dynamics, indicating that proper wiring
schemes between genes might take of the underlying noise to maximize constant
information flow.
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Social Network Evolution



Chapter 8
Network Evolution: Theory and Mechanisms

Saeed Omidi and Ali Masoudi-Nejad

Abstract In this chapter, we intend to give a review on some of the important
network models that are introduced in recent years. The aim of all of these models
is to imitate the real-world network properties. Real-world networks exhibit be-
haviors such as small-world, scale-free, and high clustering coefficient. One of the
significant models known as Barabási–Albert model utilizes preferential attachment
mechanism as a main mechanism for power-law networks generation. Ubiquity
of preferential attachment in network evolution has been proved for many kinds
of networks. Additionally, one can generalize functional form of the preferential
attachment mathematically, where it provides three different regimes. Besides, in
real-world networks, there exist natural constraints such as age or cost that one can
consider; however, all of these models are classified as global models. Another im-
portant family of models that rely on local strategies attempt to realize network
evolution mechanism. These models generate power-law network through making
decisions based on the local properties of the networks.

8.1 Introduction

Network and graph are synonymous conceptions. Accordingly, the first well-known
model was Erdös–Rényi random graph model that was introduced in the 1950s [1,2].
One of the important properties of this model is the degree distribution among graph
vertices that obeys approximately Poisson distribution [3]. Nevertheless, empirical
results have confirmed that many kinds of real-world networks follow power-law
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degree distributions with relatively high clustering coefficient [4, 5]. Furthermore,
the majority of real-world networks is dynamic systems and evolves in time. The
evolution implies continued addition of new vertices into the network [6]. Accord-
ingly, Barabási and Albert [5] proposed a network model that composed of two
components. That is growth and preferential attachment mechanism. Preferential
attachment means that degree of each vertex determines its attractiveness. This
principle is similar to the one introduced in renowned Simon model used to ex-
plain power-law distribution in various social and economic systems [7]. Albeit this
model could generate power-law networks, still there exist other global properties
that this model is unable to fulfill them. For example, average clustering coefficient
that measures the clumpiness or cliquishness of the real-world networks [8] is much
higher than BA model. Nevertheless, Barabási–Albert model was a significant step
toward finding the actual mechanisms for growing real-world networks. Therefore,
this model has provided the foundation for theoretical networks researches and of-
fered an important inspiration source for new network models. As a result, many
network models generalized the Barabási–Albert model to enhance the conformity
to the real-world networks.

Another important model is the model that relies on the local strategies for evolv-
ing networks [9–12]. This model tries to mimic the behavior of real-world networks
by proposing local strategies that act upon a vertex and its neighbors. This is a
pragmatic approach to the network evolution since, when a vertex enters into the
network, it does not have to know the overall topology of the network; still, many of
these local models implicitly display the preferential linking behavior by the local
rules.

In this chapter, we aim to review some of the significant network models and
briefly examine their features. We are trying to provide an essential basis for the-
oretical researches on the networks theory. In Sect. 8.2, we present the preliminary
concepts briefly. We give an introduction to the Erdös–Rényi random graph model
in Sect. 8.2.2; then we present the Barabási–Albert model in detail in Sect. 8.3.
In Sects. 8.4 and 8.5, we will present the generalizations of the Barabási–Albert
model such as aging and fitness models; in Sect. 8.6, we will study some of the
important local models to produce networks by using local rules. In Sect. 8.7, self-
similarity in real-world networks and a model that generates fractal networks are
considered; after that, deterministic models as a means to approximating properties
of the stochastic models are demonstrated in Sect. 8.8; and finally, we give a brief
review on models that are relying on the self-organization criteria in Sect. 8.9.

8.2 Preliminary Concepts

In this section, we intend to investigate some basic concepts that will be used
throughout this chapter. A graph is a pair G D .V; E/ of sets that the elements of
V are the vertices (or nodes) of the graph G and the elements of E are two-element
subsets of V referred to as edges (or, links or connections) satisfying E � V � V .
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The vertex set of a graph G is referred to as V.G/, and its edge set as E.G/. Let
N D jV j and M D jV j are the number of vertices and edges, respectively. Hence,
V.G/ D fv1; v2; : : : ; vN g and E.G/ D fe1; e2; : : : ; eM g. Each element of E.G/

consists of two vertices hvi ; vj i, where vi and vj are called initial and final vertices,
respectively. It is possible to categorize graphs as directed and undirected. For an
undirected graph, the order of initial and final vertices in each edge is considered
trivial, but, for directed graphs, the order is strictly necessary.

A vertex vk is incident with an edge el if vk 2 el . Two vertices vi and vj of G

are adjacent, or neighbors if hvi ; vj i 2 E.G/. Degree di of vertex vi is the number
of neighbors of vi , or in other word defined as the number of edges incident to vi .
A vertex of zero degree is called isolated vertex, or simply isolated. For directed
graphs, we can definitely take apart degree value for each vertex into in-degree and
out-degree values. If all the vertices of G have the same k, then G is k-regular, or
simply regular. The number hkiG for graph G is defined as follows.

hkiG D 1

jV.G/j
X

8vi2V

ki (8.1)

This is the average degree of G. In fact, if we sum up all the vertex degrees in G,
we count every edge exactly twice, so that we can deliberately rewrite Eq. 8.1 as
follows

hkiG D 2M

N
(8.2)

For instance, the average degree of the Internet at router level was about 2.57 at
1999 [13] and had grown to 2.66 up to 2000 [14]. Therefore, the average degree
is not a fixed value for many real-world networks. We won’t take into account the
dynamism of average degree, since this matter is extensively discussed in [15]. This
model called accelerating growth is proposed by Dorogovtsev and Mendes [16] and
generalized by Gagen and Mattick [17].

A path is a sequence of vertices such that each vertex in the sequence being
adjacent to its immediately next and previous vertices in the sequence. A graph is
called connected if there is at least a path between any pair of vertices in the graph. A
maximal connected subgraph of a graph is called a component. The number of edges
of a path is its length `. An important quantity of a graph is average path length
h`iG . The shortest path length between two vertices vi and vj in graph G is called
distance and is shown by dis.vi ; vj /. The diameter dG of graph G is the longest
distance between any pair of vertices in graph. Clearly, h`iG � dG , but in most
cases h`iG is not much smaller than dG [15]. Network with relatively low h`iG and
dG is called small-world network. When in particular network with h`iG / ln N is
called small-world network.

In real-world networks, not all vertices have the same degree. Distribution func-
tion P.k/ indicates the probability that a randomly picked vertex has degree k and
is called degree distribution, which deals with the spread of vertices degrees in net-
work. There are some well-known degree distributions such as Poisson, power-law,
and exponential distribution. Network with power-law degree distribution is called
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scale-free. Scale-free networks are also small-world network [4]. What is the degree
distribution for generated networks by the model is the first question that arises when
one suggests a new network model.

Clustering coefficient C.vi / measures the number of edges between the neigh-
bors of the vi , or in other words ‘what proportion of the acquaintances of a person
(vertex) know each other’. The root of the clustering coefficient concept is from
sociology [6] and first, suggested by Watts and Strogatz [18] in the context of net-
works. Formally, the clustering coefficient of vi is defined as the ratio between the
number of existing edges between neighbors of the vertex, say 	i , and its maximum
possible value, ki .ki � 1/=2, as follows

C.vi / D 2	i

ki .ki � 1/
(8.3)

As a result of this formulation, 0 � C.vi / � 1. The average clustering coefficient
hC iG of the graph G is the average of C.v/ over all vertices in the graph,

hC iG D 1

n

X

8v2V.G/

C.v/ (8.4)

Thus, it measures the degree of transitivity of a graph that implies neighbors of a
vertex themselves likely to be neighbor. Transitivity occurs when triangles exist in
the graph. Consequently, this can be used to reformulate Eq. 8.4 as we get

hC iG D 3 � number of triangles in the graph

number of connected triples in the graph
(8.5)

Average clustering coefficient of a network is another significant global (or macro-
scopic) property of the networks that must be addressed by network growing
models. Empirical results have shown that average clustering coefficient for many
real-world networks is comparatively higher than average clustering coefficient of
produced networks by existing network growing models. For example, for Math
co-authorship network obtained from all relevant journals in the field of mathemat-
ics and published in 1991–1998 [19], hC imath D 0:46, but for the corresponding
random graph of the same size and average degree, hC irand D 5:9 � 10�5.

The first model, which tries to capture the small-world phenomena, as well as
high average clustering coefficient in real-world networks, was proposed by Watts
and Strogatz [18] in 1998. Watts–Strogatz (WS) model postulates many real-world
networks that tend to have small diameter in addition to large average clustering
coefficient [15]. WS model interpolates between an ordered finite diameter lattice
and a random graph through rewiring. The algorithm of this model briefly consists
of two successive steps: (1) start from a lattice, and (2) with probability p rewire
each edge and exclude self-loops at the end.

Another important global property of the networks is degree correlation. Corre-
lation between degrees of the nearest neighbors in a network is naturally described
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by the joint distribution of the degrees for end vertices of edges in graph, Pr.kjk0/
(35) Pr.kjk0/ indicates the probability of a vertex with degree k, being adjacent to
another vertex of degree k0.

8.2.1 Power-Law Distribution

Before introducing Barabási–Albert model, it would be advantageous to explain
power-law distribution. Let us start with a simple example [20]. Fig. 8.1 shows the
histogram of the US city population distribution, which is plotted from the 2000 US
census.

The left panel of the Fig. 8.1 shows a highly right-screwed diagram that means
most US cities have small population; however, there is a small number of cities,
which have higher population than mean value. Surprisingly, the right panel of
Fig. 8.1 replotted left panel with logarithmic horizontal and vertical axes. As you
can see, this diagram (right hand) follows nearly a straight line with negative
slope.in Regardless of logarithmic axes, converting this straight line to functional
form named P.k/ is simple, as follows on

P .k/ D ��k C c (8.6)

Now, deal with logarithmic nature of right-hand histogram. We can simply times
two sides of Eq. 8.6 with the a logarithm function,

ln P.k/ D �� ln k C c (8.7)

Fig. 8.1 Left: histogram of the populations of all US cities with population of 10,000 or more.
Right: another histogram of the same data, but plotted on logarithmic scales. The approximate
straight-line form of the histogram in the right panel implies that the distribution follows a power-
law (Data from the 2000 US Census [20])
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Taking the exponential of both sides, this is equivalent to

P.k/ D C � k�� (8.8)

where, C D exp.c/. Equation 8.8 indicates the probability of finding a city with
population k, in other word, it is distribution function of population of US city.
Distributions of the form of Eq. 8.8 are said to follow a power-law distribution. The
constant � is called the exponent of the power-law. Constant C in Eq. 8.8 provides
normalization requirement of distribution function P.k/ and calculate as follows:

1 D
Z 1

kmin

P.k/ dk D C

Z 1

kmin

k�� dk D C

1 � �
Œk��C1�1kmin

(8.9)

C D .� � 1/k
��1
min (8.10)

From Eq. 8.9 the restriction � > 1 emerges as a result. In addition, there is a re-
striction on value k, if k D 0 the distribution function P.k/ diverges. Furthermore,
scaling exponent must be � > 1 since for k !1 when � D 1, P.k/ diverges. The
moments of distribution are defined by

Mn.Pk/ D
Z kmax

kmin

kn: P.k/ dk (8.11)

where the first moment of degree distribution is equivalence to hki, or average de-
gree of the network Eq. 8.2. Note that, for constant value of the first moment of
degree distribution the average degree of the network does not change in time.

Power-law distribution for discrete variables is different. For discrete variables
for finding the value of C , instead of integration in Eq. 8.9, we have to use summa-
tion operator and this yields

P.k/ D k��


.�/
(8.12)

or, equivalency

P.k/ D C
� .k/� .�/

� .k C �/
(8.13)

where 
.x/ and � .x/ are the Riemann zeta and Gamma functions, respectively.
In networks, we are only interested in the behavior of the degree distribution in

large degrees. Therefore, we need not worry about the low degree region. The cut
in degree distribution may be emerging and the position that this cut-off appears
called kcut and one should estimate this value for particular network model [15].
One interesting point about power-law degree distributions or scale-free networks is
robustness against error and random perturbations [21]. This is reasonable, since the
number of vertices of low degrees is higher rather than the number of hubs and this
means that the chance of removing hubs is relatively low and the chance of removing
low degree vertices is high. Removing low degree vertices is not dangerous and hubs
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keep the network connected. However, the Achilles’s heel of scale-free networks is
vulnerability against the intentional attacks. An intentional attack tries to remove
most connected vertices to make the network disconnect [15].

8.2.2 Erdös–Rényi Random Graph Model

The theory of random graphs was founded by Erdös and Rényi in 1959–1961 after
Erdös had discovered the ability of probabilistic methods to tackle the problems in
graph theory [1, 2, 22]. Random graph theory studies the properties of the proba-
bility space associated with the graphs at infinitive graph size. Its main goal is to
determine threshold probabilities that a particular property of graph will most likely
reveal at above threshold and disappear below the threshold. We are not discussing
random graph theory here; but we found it useful before starting the other models
and only focused on properties of graphs that we need them later on in this chapter.
For comprehensive information about this topic, refer to “Random Graphs” from
Bollobás [3].

Let N be a positive integer, and 0 � p � 1. The random graph GN;p is a prob-
ability space over the set of graphs on the vertex set V D fv1; v2; : : : ; vN g and
present of each edge determined by

P.hvi ; vj i 2 E/ D p (8.14)

Note that, existences of edges are mutually independent. In other word, p deter-
mines whether any pair of vertex set is connected or not and is fixed for all pairs.
The value of p determines properties such as density, average degree, and clustering
coefficient of the graph. From the algorithmic perspective, this model starts from a
set of isolated N vertices, and connect each of two vertices with the constant prob-
ability p. Therefore, it is clear that

jE.G/j D p � N.N � 1/

2
(8.15)

Moreover, because hKi D 2M=N , we can find average degree as follow when
N !1

hKi D p �N (8.16)

The observations have shown that many real-world networks are scale-free. How-
ever, ER model (that stands for Erdös–Rényi random graph model) is unable to
generate graphs with power-law degree distribution. Let, ki is a random variable
that indicates degree of vertex vi . For random graph GN;p the ki follows a binomial
distribution bin.ki ; N – 1; p/ as follow

P.ki / D
�

N

ki

�
pki .1 – p/N�ki (8.17)
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For two different vertices vi and vj , P.ki / and P.kj / are almost independent.
For finding the degree distribution of graph GN;p , we utilize generating function
method [32]

G0.s/ D
NX

kD0

P.k/ sk (8.18)

By substituting Eq. 8.17 into Eq. 8.18, we will get

G0.s/ D
NX

kD0

�
N

k

�
pk.1 � p/N�k sk

G0.s/ D .1� p C ps/N (8.19)

Now, suppose p D �=N , we can approximate Eq. 8.19 as the following, which is
close to it in limit N  1. These assumptions make Eq. 8.19 as

G0.s/ D e�.s�1/ (8.20)

G0.s/ is truly normalized because, G0.1/ D 1. Furthermore, average degree
hki D G00.1/ D �. Now, let us compute degree distribution of GN;p with p D �=N ,

P.k/ D 1

kŠ

d kG0

ds

k

jsD0 D �ke��

kŠ
(8.21)

which is the Poisson distribution, and for N  1, P.k/ is approximately Poisso-
nian. Therefore,

lim
N!1P.k/ D �ke��

kŠ
(8.22)

Therefore, Erdös–Rényi model generates networks that obey from Poisson degree
distribution.

Another important property is average path length between all pairs of vertices
in the graph, which increase logarithm in graph size [23],

h`iER D ln.n/

ln.hki/ (8.23)

Therefore, ER model generates small-world graphs. In addition, ER random graphs
are uncorrelated [33].

8.3 Barabási–Albert Model

Power-law distributions have emerged in an extraordinary diverse of phenomena and
are widespread in real-world networks. In [4–6] there are many examples of power-
law, and hence scale-free networks. The origin of the power-law degree distribution
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was explained first in seminal paper of Barabási and Albert [5], and they found this
feature as a consequence of two generic mechanisms: (1) networks grow continu-
ously by the addition of new vertices, and (2) new vertices attach preferentially to
vertices that have relatively high degree. A model based on these two ingredients
reproduces the observed stationary scale-free distributions.

Most real-world networks are an open system that means new vertices can be
inserted to them by passing time, therefore set V is dynamic and increase its cardi-
nality. For example, emergence of new web sites in the Internet, or addition of new
topics to the Internet Wikipedia [24]. In Barabási–Albert, the number of vertices
in the network will grow linearly by time. Therefore, rate of addition in Barabási–
Albert model is constant and is equal to 1.

Preferential attachment mechanism has been adopted as a crucial assumption in
growing networks since 1999 when Barabási–Albert model was introduced. This
principle is similar to the one introduced in well-known Simon model used to ex-
plain power-law distribution in various social and economic systems [7]. In fact, the
existing vertices that are more “attractive” will have a higher chance to receive new
connections, and hence increase their degrees; as a result, this mechanism leads to
“popularity is attractive” in networks. Barabási and Albert proposed the vertex de-
gree as a measure of attractiveness. Ubiquity of preferential attachment in network
evolution has been proved for many kinds of networks [25]. A good illustration of
this is the influence of preferential attachment in protein network evolution that has
been confirmed via cross genome comparison [26]. To formulate preferential attach-
ment we assume that the probability

Q
.ki / that a new vertex will be connected to

existing vertex vi depends on the degree ki of that vertex, such that

˘.ki / D ki

˙8j kj

(8.24)

Therefore, as opposed to the ER random graph model that connection probability is
a fixed value, the connection probability ˘.k/ of BA model (stands for Barabási–
Albert model) is not a predefined constant value for all vertices in the network. The
algorithm of the Barabási–Albert model is the following:

1. Growth Starting with fixed number mo of vertices, at every time step, we add
a new vertex with m.�mo/ edges that connect the new vertex to m different
vertices that have already presented in the system.

2. Preferential Attachment The probability of connecting new vertex to existing
vertices follows Eq. 8.24.

After t time steps the above algorithm generates a network with n D mo C t ver-
tices and mt edges. Numerical simulations indicated that this network evolves into
power-law degree distribution with a scaling exponent � Ð 3. Barabási and Albert,
also, demonstrated that for generating scale-free networks, the existence of both
growth and preferential attachment are indispensable; in other words, without one
of them the generated networks will not be definitely scale-free [5, 6].
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8.3.1 Master-Equation Approach

The dynamic properties of the BA model can be characterized by using various
analytical approaches. Here we are going to introduce master equation approach
and its continuous limits which was used by Dorogovtsev et al. [27]. For the sake of
simplicity, suppose mo D m D 1. Let function p.ki ; vi ; t/ indicates the probability
that the vertex s has degree k at time t . Hence, p.k; t/ is total degree distribution
of network in time t and p.k/ D p.k; t ! 1/ is stationary degree distribution of
network that does not change in time. Now, it is possible to write the following
master equation for degree probabilities of an individual vertex [27, 28]

p.k; vi ; t C 1/ D k � 1

˙j�tkj

p.k � 1; vi ; t/C
�

1 � k

˙j�t kj

�
p.k; vi ; t/ (8.25)

The first term in the above equation accounts for connecting new edge to vertex vi ,
where its degree is .k � 1/ at time t and the second term conveys nonincreasing of
degree k of vertex vi at time t . Clearly, ˙j�tkj D 2t when m D 1, which means
number of edge endpoints. Rearranging Eq. 8.25 gives

2t Œp.k; vi ; t C 1/� p.k; vi ; t/� D .k � 1/p.k � 1; vi ; t/ � dp.k; vi ; t/ (8.26)

Passing to the continuous limit in t and k, we get

2t
@p.k; vi ; t/

@t
C @ Œdp.k; vi ; t/�

@t
D 0 (8.27)

In addition, average connectivity of an individual vertex vi at time t is equal

k.vi ; t/ D
1X

kD1

k � p.k; vi ; t/ D
Z 1

0

k � p.k; vi ; t/ dk (8.28)

Now, by applying
R1

0
k dk to Eq. 8.27 and integrating its right, we get

@k.vi ; t/

@t
D k.vi ; t/
R t

0 k.v; t / dv
(8.29)

The meaning of Eq. 8.29 is fairly obvious; each new edge is distributed homo-
geneously among all vertices by considering the preferences. By above modeling,
one can find degree distribution of a network analytically. Assuming that P.k/ and
k.v; t/ exhibit scaling behavior, that is P.k/ D k�� and k.v; t/ D v� . Consequently,
we obtain the following scaling relation

� D 1C 1


(8.30)

That means the scale-free nature of generated networks in BA model, (Fig. 8.2).
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Fig. 8.2 (a) The power-law connectivity distribution at t D 150;000 (o) and t D 200;000 (2) as
obtained from the model, using m 0 D m D 5. The slope of the dashed line is � D 2:9. (b) The
exponential connectivity distribution for model A, in the case of m0 D m D 1 (o), m0 D m D
3.�/, m 0 D m D 5.˙/ and m 0 D m D 7.M/. (c) Time evolution of the connectivity for two
vertices added to the system at t1 D 5 and t2 D 95. The dashed line has slope 0.5 [5]

8.3.2 Properties of the BA Model

As we have empirically seen, networks that generated by BA model obey a power-
law degree distribution and in asymptotic t ! 1 the scaling exponent approaches
to 3; nonetheless, there are other properties that a model should fulfill: clustering
coefficient, average path length, network diameter, degree correlation are examples
of some of the important global properties of networks. Thus, we need to exam-
ine whether the global properties of generated networks by the model are fairly
close to the real-world networks properties. In this section, we consider some of
these properties.

8.3.2.1 Degree Distribution of BA Model: Continuum Approach

Another important analytical method to inspect properties of the networks is contin-
uum theory that was proposed by Barabási and Albert [5] that is chiefly focused on
the dynamics of the vertex degree. Let unknown function ki .t/ indicates degree of
vertex vi at time t . Due to the preferential attachment, a vertex that acquired more
connections than another vertex will increase its degree at relatively higher rate;
thus an initial difference in the degree between two vertices will increase further as
the network grows. As demonstrated by Barabási and Albert [5], the rate at which a
vertex acquire edges is

dki .t/

dt
D ki .t/

2t
(8.31)

rearranging Eq. 8.31 gives
dki .t/

ki .t/
D dt

2t
(8.32)
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We can solve Eq. 8.32 easily by integrating its two sides from the introduction time
ti of vertex vi , to arbitrary time t .

Z ki .t/

ki .ti /

dki .t/

ki .t/
D
Z t

ti

dt

2t

ln

�
ki .t/

ki .ti /

�
D 1

2
ln

�
t

ti

�

ki .t/ D ki .ti /

�
t

ti

�1=2

(8.33)

By assumptions of BA model, each new vertex initially has m edges, so ki .ti / D m,

ki .t/ D m

�
t

ti

�1=2

(8.34)

Using above equation we can find the probability that a vertex has degree smaller
than k, as

Pr.ki .t/ < k/ D Pr

�
ti >

m2t

k2

�
(8.35)

From basic probability, we can rewrite Eq. 8.35 as

Pr

�
ti >

m2t

k2

�
D 1 � Pr

�
ti � m2t

k2

�

D m2t

k2.t Cm0/
(8.36)

The degree distribution P.k/ can be obtained using

P.k/ D @ Pr.ki .t/ < k/

@k
D 2m2t

m0 C t
� 1

k2 C 1
(8.37)

In asymptotically t !1, P.k/ will be

P.k/ 
 2m2 � k�3 (8.38)

Therefore, scaling exponent of a network that is generated by BA model when
t !1 will be � D 3.

In addition, we can find the degree distribution by solving Eq. 8.27 and finding
unknown function p.k; vi ; i /. The solution of Eq. 8.26 is

p.k; vi ; t/ D ı
�
k �

p
t=i

�
(8.39)
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We can find the stationary degree distribution in the continuous approximation by
following equation

P.k/ D P.k; t !1/ lim
t!1 D

1

t

Z t

0

p.k; v; t/dv (8.40)

Hence, by inserting p.k; vi ; t/ in Eq. 8.39 into the Eq. 8.40 we will get approxi-
mately

P.k/ 
 2k�3 (8.41)

This is close to the solution Eq. 8.38, which is obtained by means of the continuum
theory.

8.3.2.2 Clustering Coefficient

As we mentioned in Sect. 8.2, real-world networks exhibit a large degree of clus-
tering. For classical random graph with fixed connection probability p, connecting
two neighbors of a vertex is same as connecting two vertices without any common
acquaintance. Hence, in average, there will be p� k.k�1/

2
edges among k neighbors

of every vertex. Therefore, the average clustering coefficient of random graphs is
corresponding to the value of p and hence,

hC iER D p D hki
N

(8.42)

The important point is that the average clustering coefficient in ER model is de-
pendent on reverse network size. Conversely, in many real-world networks average
clustering coefficient is nearly independent of the network size; so by increasing
network size this value will be almost stable.

Figure 8.3 shows the clustering coefficient of a network that is generated by
BA model with average degree hki D 4 and different sizes, comparing with the
clustering coefficient of ER random graph model.

It is clear from Fig. 8.3 that clustering coefficient of BA networks diminishes
slower than ER random graph as the network size increases. Clustering coefficient
of the real-world networks is about five times higher than ER random graph, and
decreases gradually as network size increases even in many of real-world networks
that is independent of the network size [6]. Numerical simulations [6] have shown
that the average clustering coefficient of the BA model is approximately hC iBA �
N�0:75, which asserts that clustering coefficient of BA networks decays slower than
ER model with hC iER � N�1. Nevertheless, it is still much different from the
behavior of real-world networks.

Xu et al. [9] analytically have shown that

hC iBA D m ln2 N

8N
(8.43)
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Fig. 8.3 Clustering
coefficient versus size of the
BA model with hdi D 4,
compared with the
clustering coefficient of ER
random graph, with
hC irandom D hdi=N [6]

So, as N grows by time, the clustering coefficient scales as ln2 N=N . Note that, we
can substitute t in the above equations instead of N , since N D t when t  1.

Notice that the average clustering coefficient value dramatically decreases when
there are isolated and leaf vertices in the network; because, by definition of Eq. 8.3
the clustering coefficient value for isolated and leaf vertices is zero. Hence, these
zero values decrease the average clustering of the network. Kaiser [29] excludes this
effect from Eq. 8.3. This exclusion leads to calculating average clustering coefficient
values that are up to 140% higher than the traditional values.

8.3.2.3 Average Path Length

Another important property to characterize a network model is the average path
length or the network diameter. Analytically, the average path length of BA model
grow logarithmically with the increase of graph size and observations demonstrate
that the average path length in real-world networks is generally small too. These
networks thus exhibit small-world effect. For instance, despite the large number
of vertices, the World Wide Web demonstrates the small-world property. The most
popular manifestation of small-world is the “six degrees of separation” concept,
which is uncovered by the social psychologist Stanley Milgram in 1967, who con-
cluded that there was a path of acquaintances with a typical length of about 6
between most pairs of people in the USA [30].

Analytical results [31] have shown that average path length of BA model is
equal to

h`iBA D
ln.n/

ln ln.n/
(8.44)

The average path length of BA model is typically lower than the average path length
of real-world networks and ER random graphs of the same size [6]. Scale-free
networks with scaling exponent 2 < � < 3 possess a diameter d 
 ln ln.n/,
smaller than ER random graph. Similar result was found by generating function
formulation [32].
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Due to high clustering coefficient we can reach any desired vertex in the network
by passing through a very small step or intermediate vertices. In addition, there is
another reason that is emergence of high degree vertices in the scale-free networks,
namely “hubs”, which connect different parts of networks. Hubs efficiently decrease
average distance path in the networks. Apparently, existence of hubs is the factor that
leads to average path length in BA networks being smaller than ER random graph
of the same size.

8.3.2.4 Degree Correlations

Krapivsky and Redner [33] have shown analytically that there is a untrivial correla-
tion between the degrees of connected vertices. This means that the joint distribution
does not factorize. As Krapivsky and Redner claimed that this is the most important
distinction between ER random graphs and BA model, Barrat and Pastor-Satorras
[34] analytically studied this property for BA model.

8.3.3 Generalization of Preferential Attachment: Rate
Equation Approach

As demonstrated in the previous section the probability of connecting a new vertex
to existing ones is linearly proportional to the degree of those vertices; in other
words, the probability of connecting to vertex vi is equal to,

˘ki / ki

We can, however, generalize this mechanism by allowing ˘k / k˛ , where it was
found that the degree distribution P.k/ crucially depends on the value of ˛ [35]. For
˛ D 1 this model will reduce to classical BA model with connecting probability Eq.
8.14. For ˛ < 1, connecting probability grows weakly with the vertex degree (or
popularity) and P.k/ decreases as an exponential distribution in k. The case of ˛ >

1 leads to gelation phenomenon, that means a single gel vertex connects to nearly all
other vertices in the network [33]; consequently, it absorbs almost all of the edges
in the network. Only in the borderline case of an asymptotically linear connecting
probability (equation above) is particularly intriguing as it leads to P.k/ 
 k�� with
the tunable scaling exponent � to any value larger than 2, which is depending on the
detail of connecting probability formula. Specifically, the strictly linear connecting
probability, ˘k D k, leads to � D 3 as we have shown in Sect. 8.3.2 by continuum
theorem approach. Now, let us portray this generalization via rate equation approach
that employed by Krapivsky et al. [33, 35]. The rate equations for Nk.t/ are

dNk

dt
D ˘�1Œ˘k�1Nk�1 �˘kNk�C ık;1 (8.45)
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The first term on the right-hand side of Eq. 8.45 accounts for the process in which
a vertex of degree k � 1 connects to the new vertex and consequently Nk increases.
The second term accounts for Nk reduction since a vertex of degree k connects to
the new vertex and causes to increase its degree to k C 1, hence leads to reduce
Nd . Note that, ˘.t/ D P

k�1 ˘kNk.t/ is for normalization purpose. In every step
our model adds a new vertex with single edge; therefore, N1.t/ grows by time or
N1.t/ D t . Accordingly, rate of change in N1.t/, (or dN1=dt) is equal to 1, and
the last term on the right-hand side of Eq. 8.45 deals with this. Also, N0 � 0, so
Eq. 8.45 applies for k � 1.

It will be useful to define the moments of degree distribution as

Mn.t/ D
X

k�1

knNk.t/ (8.46)

The first two moments of degree distribution are trivial and equal to M0.t/ D t C
M0.0/ – total number of vertices – and M1.t/ D 2t C M1.0/ – total number of
endpoints of edges. Noticeably, the first two moment are independent of connecting
probability ˘k ; higher order of moments, however, are reliant upon ˘k .

At this time, we are going to find Nk by solving Eq. 8.45 for variant types of
connecting probability ˘k . For solving Eq. 8.45, we need an initial condition where
in long-time behavior t !1 this initial condition vanishes, and we do not take into
account initial condition in asymptotical regime t !1.

First, let us consider linear case ˘k D k for which ˘.t/ is equal to M1.t/;
as a result, normalization constant is ˘.t/ D 2t . Equation 8.45 when ˘k D k is
equivalent to

dNk

dt
D 1

2t
Œ.k � 1/Nk�1 � dNk�C ık;1 (8.47)

for k D 1 will be
dN1

dt
D �1

2t
N1 C 1

A guess to solve above equation is N1 D n1t , so

n1 C 1

2
n1 D 1

ni D 2

3

Therefore, N1 D 2
3
t . Furthermore, N2 D 1

6
t and we can simply find N3, N4, etc.

for Eq. 8.47. The linear functional form of Nk implies that it grows linearly with
time. In general form,

Nk.t/ D nk � t (8.48)

Now, substituting Eq. 8.48 in Eq. 8.47, yields the simply recursion nk D nk�1

.k � 1/=.k C 2/. Solving it for nk will provide,
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nk D 4

k.k C 1/.k C 2/
(8.49)

As a result, nk � 4k�3 continuously. When k ! 1, we can estimate this result
discretely by Gamma-function � .x/, which we know � .x C 1/ D xŠ and hence,
limx!1 � .x/

� .x�y/
D xy which gives

nk D 4 � .k/

� .k C 3/
(8.50)

Then, by substituting Nk.t/ D nk � t and ˘.t/ D �� t into Eq. 8.45 we obtain the
recursion relation nk�1 D nk�1˘k�1=.�C ˘k/ and n1 D �=.�C ˘1/. Solving
for nk brings forth

nk D �

˘k

kY

jD1

�
1C �

˘1

��1

(8.51)

To complete the solution we need to calculate �. Combining the definition � DP
k�1 ˘knk and Eq. 8.51 we obtain the implicit relation

1X

kD1

kY

jD1

�
1C �

˘j

��1

D 1 (8.52)

Thus the value � always depends on the entire connecting probability ˘k . For
˘k 
 k˛ , when 0 < ˛ < 1, substituting this asymptotics into Eq. 8.51 and writ-
ing the product as the exponential of a sum and converting the sum to an integral
expression, finally perform the integration, we will achieve

nk 


8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

k�˛ exp

	
��

�
k1�˛ � 21�˛

1� ˛

�

1

2
< ˛ < 1

k�2�1=2 expŒ�2�
p

k� ˛ D 1

2

k�˛ exp

	
��

k1�˛

1 � ˛
C �2

2

k1�2˛

1 � 2˛



1

3
< ˛ <

1

2

(8.53)

To complete the solution we need to determine the value of �. We are to find an
explicit expression for �, even if the connecting probability is strictly homogeneous
(we’ll take into account nonhomogeneous in Sect. 8.5). However, numerical tech-
niques shows that �.˛/ varies smoothly between 1 and 2 as ˛ increases from 0 to 1.
From (Fig. 8.4) it is clear that when ˛ D 1, � D 2 and accordingly nk D k�3-
original BA model by Eq. 8.24.

For the asymptotically linear connecting probability ˘k 
 k, expanding the
product in Eq. 8.51 and following step by step the approach that led to Eq. 8.53 now
gives the power-law asymptotic behavior,
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Fig. 8.4 The amplitude
of � versus ˛ [33]

nk 
 k�� with � D 1C � (8.54)

An important feature of this result is that the scaling exponent v can be tuned to any
value larger than 2, since � D P

k�1 ˘k nk 

P

k�1 k nk must converge, which
leads to 2 < � <1.

For example, consider the connecting probability ˘k D k for k � 2, while
˘1 � ˛ is an arbitrary positive number. It is convenient to separately treat ˘1 and
˘k for k � 2 in Eq. 8.52, hence

� D ˘1

1X

kD2

kY

jD2

�
1C �

˘j

��1

(8.55)

� D ˛� .2C �/

1X

kD2

� .1C k/

� .1C �C k/
(8.56)

The summation term can be evaluated by employing

1X

iD2

� .˛ C i/

� .ˇ C i/
D � .˛ C 2/

.ˇ � ˛ � 1/� .ˇ C 1/
(8.57)

As a result, Eq. 8.56 is converted into

� D ˛

�
2

� � 1

�
(8.58)

�2 � � � 2˛ D 0 (8.59)

� D 1˙p1C 8˛

2
(8.60)

By omitting negative result for � in the above equation, it is impossible to
˙k�1˘knk being negative. For that reason, by substituting � into the scaling
exponent v in Eq. 8.54 is
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v D 3Cp1C 8˛

2
(8.61)

Eventually, by Eq. 8.52 the degree distribution for instance model ˘1 D ˛ and
˘k D k for k � 2 is

n1 D �

�C ˛
; nk D �˛ � .2C �/� .k/

�C ˛ � .1C �C k/
for k � 2 (8.62)

For ˛ > 1, we have v > 3; in particular, v ! p2˛ as ˛ ! 1. For ˛ D 1 we
get classical BA model. For the superlinear connecting probability ˘k D k˛, with
˛ > 1. In superlinear connecting probability, “gelation” or “winner-take-all” phe-
nomena arises [36]. when ˛ > 2 there is nonzero probability that the initial vertex
is connected to almost every other vertex of the network. First, suppose the model
in which at every discrete time step a new vertex would be introduced and through a
single edge connected to the presented vertices of the network by connecting prob-
ability ˘k D k˛. Therefore, after N time step where there are N vertices in the
network the probability that a new vertex makes a connection to initial vertex is
equal to

˘.k1/ D k˛
1

,
NX

iD1

k˛
i (8.63)

Without loss of generality, we are suppose to at N th step every vertex except initial
vertex connected to the initial vertex and their degree is only one, this is equivalent
to star topology on the network with N vertices. Hence, k1 D N and ki D 1 for
2 � i � N which we can rewrite Eq. 8.63 as,

N ˛

N ˛CN
D 1

1CN 1�˛
(8.64)

Now, we can easily determine the probability of emergence star like topology in the
network with initial vertex centrality, as follows,

P D
1Y

ND1

1

1CN 1�˛
(8.65)

Clearly, P D 0 when ˛ � 2 and P > 2 when ˛ > 2. Thus, for superlinear con-
necting probability with ˛ > 2 there is a nonzero probability that the initial vertex
absorbs all other vertices of the network. For 3=2 < ˛ < 2, the number of ver-
tices with two edges grows as t2�˛ , while the number of vertices with more than
two edges is finite. Generally, for .m C 1/=m < ˛ < m=.m � 1/, the number of
vertices with more than m edges is finite, while Nk 
 tk�.k�1/˛ for k � m. At
the end, Krapivsky and Redner [33] asserted that the correlation between the de-
grees of neighboring connected vertices exist for any functional form of connection
probability ˘i .
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8.4 Network Growing with Aging

In previous section we have seen connecting probability ˘k / k, which means ˘k

depends only on the degree of vertex. As demonstrated by [33] although in the BA
model there is no explicit aging, in which the connection probability depends on the
age of the target vertex, older vertices will be much better connected than younger
vertices. Let ck.t; a/ be the average number of vertices of age a (their born time is
t �a that called ti ) which have degree k. Noticeably, number of vertices at time t of
degree k is related to ck.t; a/ through Nk.t/ D ˙a�t ck.t; a/. The joint distribution
for linear preferential attachment evolves according to the following rate equation,

�
@

@k
C @

@a

�
ck D .k � 1/

2t
ck�1 � k

2t
ck C ık;1ı.a/ (8.66)

By solving Eq. 8.66 we will get

ck.t; a/ D
r

1 � a

t

�
1 �

r
1 � a

t

� k�1

(8.67)

As a consequence, the degree distribution of vertices with fixed age decays expo-
nentially with degree. Young vertices .a=t ! 0/ typically have smaller degree than
old vertices .a=t ! 1/ as you can see in Fig. 8.5. It is the slow decay of the degree
distribution for old vertices that ultimately leads to a power-law degree distribution.

However, in most real-world networks, there is an aging factor that exerts direct
influence over connection probability

Q
k ; and hence, the evolution of network.

A well-known example of the networks is the network of citations of scientific pa-
pers [37] in which each paper is a vertex and direct edges exhibit references to
the cited papers. Indeed, we rarely cite old papers, and the citation rate of an arti-
cle decreases in time; yet the reduction rate of citations for different papers is not
identical.

Fig. 8.5 Age-dependent
degree distribution in the BA
model. Low-degree nodes
tend to be relatively young
while high-degree nodes are
old [33]
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For that reason, one should incorporate the effect of age factor in preferential
attachment mechanism. Aging model that studied by Dorogovtsev and Mendes
[38], in which each new vertex of the network will be attached to one (this means,
m D 1) already existed vertex with a probability proportional to (i) the connectiv-
ity of the old site as in the Barabási–Albert’s models and (ii) a�ˇ where a is the
age of the vertex and equal to .t � ti /, where ti is the vertex introduction time.
Theoretically, the exponent ˇ may be of any value �1 < ˇ < C1. Obviously,
for negative value of ˇ, the attractiveness of vertices increases with aging; and
hence many edges are connected to the oldest vertices. In practice, however, we
must accurately determine ˇ that guarantees to generate networks, which explicitly
conform to observations in real-world networks.

By means of continuum approach in Sect. 8.3.2 we can immediately model aging
[38] by following equation

@k.vi ; t/

@t
D k.vj;t/.t � ti /ˇR t

0 k.vj ; t/.t � tj /�ˇ dvj

; Nk.t; t/ D 1 (8.68)

We are interested to solve Eq. 8.68 in the scaling form

Nk.vi ; t/ � k.s=t/; s=t � 
 (8.69)

Then by substituting Eq. 8.69 into Eq. 8.68, one can get the following equitation

�
.1� 
/ˇ d ln k.
/

d

D
	Z 1

0

k.
/.1 � 
/ˇ d



�1

�  (8.70)

where  is the scaling unknown constant for Nk.vi ; t/ and initial condition of Eq. 8.70
is k.1/ D 1. By solving Eq. 8.70 we find for �1 < ˇ < 1, .ˇ/ when ˇ ! 0 will
be,

 Š 1

2
� .1 � ln 2/ˇ (8.71)

Finally, through � D 1C 1= , we get

� Š 3C 4.1� ln 2/ˇ (8.72)

When �1 < ˇ < 1. In the limit case ˇ ! 1, we find

 Š c1.1 � ˇ/; � Š 1

c1

1

1 � ˇ
(8.73)

Here, c1 Š 0:8065, c�1
1 � 1:2400. As it should be, we get the values � D 3

and  D 1=2 for ˇ D 0 (BA model without aging). In brief, at ˇ > 1, degree
distribution of network obeys exponential distribution, while ˇ changes from 0 to
1, � grows from 3 to 1, and  decreases from 1=2 to 0 (Fig. 8.6). Simulations
demonstrate also that � has a tendency to decrease from 3 to 2, and  grows from
1=2 to 1 when ˇ decreases from 0 to �1.
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Fig. 8.6 Left: Scaling exponent � versus aging exponent ˇ, the inset depicts the analytical solution
in the range �5 < ˇ < 1. Right: Exponent  of the mean connectivity ( Nk.�; t / / �� ) versus
aging exponent ˇ. The inset shows the analytical solution in the range �5 < ˇ < 1. Note that
points are obtained from the simulations and line is analytical solution [38]

8.5 Fitness Model

Bianconi and Barabási [36] pointed out that in real-world networks there is a
competitive aspect, and each vertex has an intrinsic ability to collect edges in evo-
lution process of network. For example, on the World Wide Web, the web pages
compete for URLs to augment their visibility and consequently their attractiveness,
also in the scientific community, scientists and publications compete for citations.
The dynamics and outcomes of this competition emerge itself on the global struc-
tures of the network. In addition, by the preferential attachment formula Eq. 8.24 of
BA model there is no chance to receive edges by an isolated vertex (attractiveness
of an isolated vertex is noting), or in other word ˘0 D 0. However, there should be
a finite chance to collect edges by even isolated vertices.

The reasonable linear form of the connection probability Eq. 8.24, as well as an
additive value together offers the broader attachment probability ˘ D ˘ D �kC
.
The coefficient � may be called “strength” or “multiplicative fitness” of vertex and

 is “initial attractiveness” or “additive fitness” of vertex. In relation to � and 
 there
would be multiple cases. In this section, we will aim to investigate the models that
deal with these issues.

8.5.1 Pure Additive Fitness

Dorogovtsev and Mendes [38] demonstrate a directed graph model that connection
probability of the model is proportional to constant additive fitness and vertex in-
degree (number of incoming links). The algorithm of the model is: at each time
step, a new vertex is added which has n incoming edges. These edges go out from
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arbitrary vertices. Simultaneously, m extra edges are distributed with preference.
This means that again, they go out from random vertices but target end of each of
them is attached to a vertex with probability that is proportional to kin C 
 (note
that, � D 1 in this model). In that 
 is a predefined constant and is identical for all
vertices in the network. Here, we are going to study only in-degree distribution, and
it is possible to generalize the method for undirected networks [39]. By continuous
approach (Sect. 8.3.2), we may assume m and n are real values and not necessary
integer values. The equation for average in-degree is of the form

@ Nq.vi ; t/

@t
D m

Nq.vi ; t/C 

R t

0 Œ Nq.v; t /C 
�dv
(8.74)

Through the initial condition Nq.0; 0/ D 0, and the boundary condition Nq.t; t/ D n.
The solution of Eq. 8.74 can be

Nq.v; t/ D .nC 
/
�v

t

��m= .mCnC�/�
 (8.75)

Hence, the scaling exponent for average in-degree is

 D m

mC nC 

(8.76)

And from Eq. 8.30 we have

� D 2C .nC 
/=m (8.77)

Because n C 
 > 0 the exponent � is in the range 2 < � < 1 while  is in the
range 0 <  < 1. Notice, by the setting of n D 0 and 
 D m, this model will be
reduced to classical BA model.

Now, we consider a network where an additive fitness 
, chosen from a probabil-
ity distribution fA.
/, is assigned to each vertex’s connection probability. However,
the answers do not change crucially. Merely we need to substitute the average value,
hfA.
/i or simply h
i, instead of 
, in to Eq. 8.30 to obtain scaling exponent as
following on

� D 2C nCP8� Œ
 f A.
/�

m
(8.78)

In addition, we can choose n and m randomly and we can find scaling exponent by
substituting hni and hmi into Eq. 8.77, instead of n and m. Ergün and Rodgers [39]
proposed an undirected model for additive fitness and solve it analytically through
rate equation approach, which is consistent across the obtained results.
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8.5.2 Pure Multiplicative Fitness

Bianconi and Barabási [40] proposed a model in which, for each vertex, a multi-
plicative fitness parameter �i is assigned, which does not change in time, and chosen
from a distribution function �.�/. Their model exhibits the competition aspect in
classical BA model. But, instead of preferential attachment Eq. 8.24 here we have

˘i D �i kiP
8j �j kj

(8.79)

The continuum theory approach (mentioned before that for study the BA model)
predicts that the change rate of degrees [40] is equivalent to

@ki

@t
D m

�i kiP
8j �j kj

(8.80)

The solution of Eq. 8.80 is

ki .t; ti / D m

�
t

ti

�g.	i /

(8.81)

Equation 8.81 indicates that vertices with higher �i increase their degree faster than
those with lower fitness even older ones. The dynamic exponent satisfies

c D
Z

�.�/
�

1 � g.�/
d� (8.82)

g.�i / D �

c
(8.83)

The degree distribution of the model is a weighted sum of the different power-law
distributions

P.k/ 

Z

�.�/
C

�

�m

k

�C
� C1

(8.84)

which depends on the fitness distribution �.�/.
In addition, if we let �i D .t � ti /

�ˇ , where ti is introduction time for vertex vi ,
our model will be aging model (Sect. 8.4).

8.5.3 Mixed Multiplicative and Additive Fitness

In this section, we will follow the rate equation formulation by Ergün and Rodgers
[39] in which network is built by connecting vertices with probability proportional
to vertex degree, random additive fitness 
, and random multiplicative fitness � as
follows

˘i D �.ki � 1/C 
 (8.85)



8 Network Evolution: Theory and Mechanisms 215

where 
 and � are chosen from a distribution function fA.�; 
/. This model is a
generalization of renowned BA model. The rate equation of this model, which de-
scribes unknown function Nk.�; 
; t/ that indicates number of vertices of degree k

at time t , is

@Nk.�; 
; t/

@t
D A�1Œ.�.k � 2/C 
/Nk�1 � .�.k � 1/C 
/Nk�

Cık;1fA.�; 
/ (8.86)

The first term on the right-hand side of Eq. 8.86 characterizes the increase in the
number of vertices with k edges when a vertex of degree k � 1 gains an edge. The
second term accounts the decrease in the number of vertices of degree k. The last
term expresses the continuous addition of vertices of degree one and fitness values

 and � with probability fA.�; 
/. Moreover, the normalization factor is

A.t/ D
X

k;	;�

Œ�.k � 1/C 
�Nk.�; 
; t/

D
Z Z Z

Œ�.k � 1/C 
�Nk.�; 
; t/dk d� d
 (8.87)

To solve Eq. 8.16, we would define the moment of Nk.�; 
; t/ as follow

Mi;j;l D
X

k;	;�

ki �j 
lNk.�; 
; t/ (8.88)

We can obtain Nk.�; 
; t/ via lowest moments of Nk.�; 
; t/, and it also gets all
of moments as linear function of time. Therefore, we define M.t/ � mt and
Nk.�; 
; t/ � �k t . Now, we can find m as follow

m D 1

m

X

k;	;�

�Œ�.k � 1/C 
�nk C h
i (8.89)

where h
i is the average additive fitness. So, from Eq. 8.86 obtain

Œ�.k � 2/C 
 Cm�nk.
; �/ D Œ�.k � 1/C 
�nk�1.
; �/Cmık;1fA (8.90)

We obtain nk.
; �/ from Eq. 8.90 as

nk.
; �/ D

2

664

�

�
k C 


�
� 1

�

�

�
k C 
 Cm

�

�

3

775 �
�

�

 Cm

�

�

�

�



�

� m

�
fA.�; 
/ (8.91)

Equation 8.91 in asymptotical regime k ! 1, the first term in above equation

becomes approximately k
�
�

m
�
C1

�

and hence by take out the last term

nk.
; �/ 
 k
�
�

1Cm
�

�

(8.92)
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Therefore, the degree distribution of the model for triple hk; 
; �i obtains as a
power-law distribution with scaling exponent � D 1 C m=�. From Eq. 8.92 it is
clear that for different values of multiplicative fitness, the model generates networks
with different power-law distributions. To gain m in Eq. 8.92 we need to solve

“
fA.�; 
/




m � �
d� d
 D 1 (8.93)

To obtain the degree distribution of the model with respect to different values of 


and � that obey from distribution function fA.�; 
/, we need to solve the following
equation

nk D
“

k
�
�

1Cm
�

��

�

 Cm

�

�

� .
=�/

m

�
fA.�; 
/d
d� (8.94)

where the integrations are performed in predetermined regions for both 
 and �. For
instance, for fA.�; 
/ D 1 and 0 � �; 
 � 1, by solving Eq. 8.93 we will get

m D 1

1 � e�2
� 1:156 (8.95)

Then, in the course of substituting m from Eq. 8.95 into Eq.8.94 and applying region
[0,1] for integration in Eq. 8.94, we will get

nk 
 1

ln k
k�2:156 (8.96)

which is power-law distribution with exponent � D �2:156.

8.5.4 Bose–Einstein Condensation

Bianconi and Barabási [36] mapped the network evolution into an equilibrium Bose
gas, which is extremely studied in statistical mechanics. In their model vertices cor-
respond to energy levels, and each edge represents two particles in different energy
levels (or perhaps same, if the growth model permits self-loops) (Fig. 8.7). This
model allows to assign an energy level 	i to each vertex that is determined by its
multiplicative fitness �i through the following relation

	i D �1

v
ln �i; v D 1=T (8.97)

where T indicates system’s temperature. An edge between two vertices vi and vj

corresponds to two particles on the energy levels 	i and 	j . The addition of a new
vertex in the evolution process introduces a new energy level 	i , as well as 2m

particles in which m of these particles land at energy level 	i and other m particles
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Fig. 8.7 Mapping between
the network model and Bose
gas [36]

land on each energy level by probability given by Eq. 8.79 with �j D exp.�v	j /.
The rate at which energy level 	i acquires new particles will be obtained by solving
equation

@ki .	i ; t; ti /

@t
D m

e�v
i ki .	i ; t; ti /

Zt

(8.98)

where ki .	i ; t; ti / indicates the number of particles on energy level 	i at time t , and
Zt is defined as

Zt D
tX

jD1

e�v
j kj .	j t; tj / (8.99)

We assume that each vertex increases its degree following power-law distribution

kj .	i ; t; ti / D m

�
t

ti

�f .
i /

(8.100)

One can find f .	/ as

f .	/ D e�v.
��/ (8.101)

where f .	i / is the energy-dependent dynamic exponent and � plays the role of the
chemical potential, which fulfill the equation

I.v; �/ D
Z

g.	/
1

ev.
��/ � 1
D d	 D 1 (8.102)

where g.	/ is the degeneracy of the energy level 	, since � is chosen from the dis-
tribution �.�/, the energy levels are chosen from the distribution g.	/ D ve�v
e�v
 .
Equation 8.102 indicates that in the thermodynamic limit t !1 the fitness model
maps into the Bose gas. As a result, the occupation number follows the Bose
statistics

n.	/ D 1

ev.
��/ � 1
(8.103)
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The mapping into a Bose gas in fitness network model in which its connection
probability is Eq. 8.79 predicts the existence of three distinct phases that character-
izing the dynamical properties of evolving networks.

(a) Scale-free phase: when all vertices have the identical multiplicative fitness
value, the model reduces to the scale-free model. Hence, it obeys a power-law
degree distribution. This model emerges the “first-move-winner” behavior; this
means old vertices have higher degree than younger vertices. Indeed, Eq. 8.100
predicts f .	/ D 1=2. Therefore, Eq. 8.100 reduces to Eq. 8.33 and this yields
degree distribution P.k/ 
 k�3 likewise the classical BA model.

(b) Fit-get-rich phase: when different vertices in the network have different mul-
tiplicative fitness values and Eq. 8.102 has a solution (i.e., I.v; �/ D 1).
Equation 8.100 indicates that each vertex increases its degree in time, but the
growth rate of degree for vertices with higher multiplicative fitness is relatively
higher than vertices with lower fitness. This allows fitter vertices that added to
the network later than the older but less fit vertices acquire more edges along the
network evolution process. This phase exhibits the “fit-get-rich” phenomenon.
It is important to note that, the vertex with the highest fitness is not an abso-
lute winner at the end. Again, in this phase degree distribution obeys power-law
P.k/ 
 k� , where � can be calculated if fitness distribution �.�/ is known and
well-defined.

(c) Bose–Einstein condensate: Bose–Einstein condensation appears when Eq. 8.102
has no solution. In this phase, the vertex with the highest multiplicative fitness
is absolute winner. Thus, Bose–Einstein condensation predicts a real “winner-
take-all” phenomenon. In this phase, despite the continuous addition of new
vertices, vertex with the highest fitness always maintains a finite fraction of the
total number of edges. Notice that, we have seen the “winner-take-all” behavior
in Sect. 8.3.3 that the super-linear connection probability ˘k / k˛ for ˛ > 2

leads to emergence of “gelatin” phenomena in evolving network.

8.6 Local Strategy

Up to now, we have considered network growing strategies that are based on the
global features of networks. For example, in BA model when a new vertex enters
into the network it makes its connection decisions based on the overall degrees
of the network. This statement is true for other mechanisms that try to generalize
BA model such as, aging and fitness. Therefore, these models only consider the
macroscopic configuration of the network. However, this is a crude interpretation
of networks evolution. For instance, when someone decides to add a router to the
Internet he or she must know about the whole topology of the Internet! Actually,
there are local or microscopic events that occur in real-world networks and thereby
collection of these local actions shapes the network global structure. In this section,
we want to introduce “local” or “microscopic” strategies that are another family
of strategies that endeavor to mimic growing behavior of real-world networks. The
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term local or microscopic expresses evolution rules that involve a vertex and its
neighbors (a local area in the network). Ultimately, these local rules influence the
overall network structure such as the network degree distribution.

8.6.1 Rewiring Model

Albert and Barabási [41] first tried to extend the well-known BA model by incor-
porating local strategies into the model. Their extended model encompasses from
rewiring of existing edges, adding new edges to the network without addition of
new vertices, and adding vertices with predetermined degree. Their model predicts
existence of two regimes: the scale-free and exponential regimes. Albeit, many of
the real-world networks are scale-free, but still there exist a number of networks that
obey exponential degree distributions [4].

The algorithm of this new model starts from m0 isolated vertices, and at each
iteration performs one of the following three operations:

(i) With probability p add m .�m0/ new edges: for doing this, randomly select a
vertex and connect the selected vertex to another vertex with probability

˘i D ki C 1

˙j .kj C 1/
(8.104)

Repeat this operation m times for m distinct edges. In the continuum theory
the growth rate for degree of vertex vi is given by

�
@ki

@t

�

i
D pm

1

N
C pm

ki C 1

˙j .kj C 1/
(8.105)

where N is the network size. The first term on the right-hand side of Eq. 8.104
accounts of random selection of vi as an end point of the new edge, while the
second term reflects the preferential attachment Eq. 8.104 for another end point
of the new edge.

(ii) With probability, q rewire m edges: remove a randomly selected edge e D
hvi ; vj i and replace with another edge erew D hvi ; vj

0i, where vertex vj
0 is se-

lected with preferential probability Eq. 8.104 (note that, rewiring operation is
a composite operation that consists of remove and replace operations, concur-
rently). Repeat this operation m times. Therefore, it gives

�
@ki

@t

�

ii
D �qm

1

N
C qm

ki C 1

˙j .kj C 1/
(8.106)

(iii) With probability, 1� .pCq/ add one vertex to the network: the new vertex has
m edges that connect new vertex to already available vertices in the network
with probability ˘i from Eq. 8.104.
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�
@ki

@t

�

iii
D .1 � p � q/m

ki C 1

˙j .kj C 1/
(8.107)

Note that, purpose of ki C 1 in Eq. 8.104 is to give a finite chance to isolated
vertices to acquire edges, same as additive fitness or initial attractiveness that leads
to ˘.0/ ¤ 0 (Sect. 8.5.1). In addition, it is clear that extended model reduces to
Barabási–Albert model when p D q D 0.

Now, by gathering the contributions of the three mentioned operations that are
formulated by Eqs. 8.105–8.107, we will obtain

@ki

@t
D .p � q/m

1

N
Cm

ki C 1

˙j .kj C 1/
(8.108)

Expected number of vertices at time t is equal to N.t/ D m0C.1�p�q/t . Solution
of Eq. 8.108 will be

ki .t/ D ŒA.p; q; m/CmC 1�

�
t

ti

� 1
B.p;q;m/ � A.p; q; m/� 1 (8.109)

where

A.p; q; m/ D .p � q/

�
2m.1 � q/

1 � p � q
C 1

�
(8.110)

B.p; q; m/ D 2m.1 � q/C 1 � p � q

m

The degree distribution has the generalized power-law form that obtained from con-
tinuum theory

P.k/ / Œk C �.p; q; m/���.p;q;m/ (8.111)

where �.p; q; m/ D A.p; q; m/C 1 and �.p; q; m/ D B.p; q; m/C 1.
Equation 8.111 is valid only when A.p; q; m/ C mC 1 > 0, which for fixed p

and m we must take into account the value of q. If q < qmax, the degree distribu-
tion P.k/ obey power-law distribution and hence generated networks are scale-free.
However, for q > qmax, Eq. 8.111 is not feasible which indicates that continuum the-
ory fails to predict the behavior of “rewiring model”. In [41], it is demonstrated that
in this regime P.k/ shifts to an exponential distribution. Therefore, there would
emerge two phases in network evolution and the boundary between scale-free and
exponential phases is determined by a function of m.

Another rewiring strategy is proposed by Krapivsky and Redner [33] named
GNR, which is a generalized model of Eq. 8.45. The GNR model incorporates a
simple form of edge rewiring into the model that is specified by Eq. 8.45. In GNR
model, the newly created edge can be redirected to the “ancestor” vertex (the ver-
tex that is pointed by particular vertex is called its ancestor) of the original target
vertex. Generated networks by this model are directed and resulting networks have
a simple tree-like topology – they posses no cycles. At each time step, a new vertex
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Fig. 8.8 Illustration of the
main processes in the GNR
model. The new vertex (solid)
selects a target x,
haphazardly. with probability
1� r a link is established to
the x, while with probability
r the link is redirected to the
ancestor of x [33]

n is added and an earlier vertex x is selected randomly. With probability 1 � r , a
link from n to x is created and with probability r , the link is redirected to the vertex
x ancestor – vertex y (Fig. 8.8).

We can analyze GNR model in the rate equations framework, as following:

dNk

dt
D ık;1 C 1 � r

M0
ŒNk�1 �Nk�

C r

M0
Œ.k � 2/Nk�1 � .k � 1/Nk� (8.112)

The two first terms on the right-hand side of Eq. 8.112 for r D 0 are equivalent to
Eq. 8.47 and the last two terms characterize the change in Nk due to redirection. By
solving Eq. 8.112 we can find the degree distribution of generated networks, which
obey power-law distribution with scaling exponent � D 1 C 1

r
and one can tune it

to any arbitrary value larger than 2. For r D 1=2 this model will be reduced to BA
model. As a result of the tree-like structure for produced networks by GNR model
(Fig. 8.8), the average clustering coefficient of the generated networks is absolutely
zero. Hence, this model cannot bring a good explanation about the real-world net-
works that commonly possess high average clustering coefficient.

It would be possible in GNR that whenever a new vertex connects to more
than one vertex the resulting networks possess cycles that leads to nonzero aver-
age clustering coefficient. The model that generalized GNR model was proposed by
Rozenfeld and Avraham [42]. Their model makes it possible that a newly added ver-
tex connects to more than one vertex. In every step, the model introduces one vertex
to the network and connects it to m already presented vertices, with probabilities
fpmg for m D 1; 2; : : : ; and each of the m target vertices selected randomly and for
each of them with probability 1 � r makes a connection, or redirect to an “ances-
tor” of the vertex. One can recognize that the GNR model corresponds to the choice
Pm D ım;1 in Rozenfeld and Avraham model. Let N

.l/

k
indicates number of vertices

of degree k that have exactly l ancestor. In rate equation framework we have
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Fig. 8.9 Degree distribution
of network constructed with
pm D 1=100 for
m D 1; 2; : : : ; 100 (uniform
probability), and r D 0:5.
The solid line shows
analytical prediction yield
from Eq. 8.113 [42]

dN.l/

k

dt
D
X

m

mpm

�
.1 � r/

M0

h
N

.l/

k�1
�N

.l/

k

i

C r

M

h
.k � l � 1/N

.l/

k�1
� .k � l/N

.l/

k

i �
C plık;l ; k � l

N
.l/

k
D 0; k < l (8.113)

This model exhibits scale-free behavior with scaling exponent � D 1C 1=r . Notice
that, the scaling exponent � is independent of fPmg, despite it influences on other
properties such as average degree of network. Empirically, the degree distribution
for small k values is determined by the particular choice of the fpmg (Fig. 8.9).

In addition, this model generates networks with nonzero average clustering co-
efficient in comparison with the GNR model that produces tree-like networks with
zero average clustering coefficients.

8.6.2 Random Walk Model

In this section, we aim to study the growing strategy that relies on the random explo-
ration of the sub-networks via vertices, which are recently entered into the network.
This model, which is proposed by Vázquez [11, 43] is inspired from the informa-
tion discovery in citation and WWW networks. There are different ways to obtain
information about documents (articles, web pages) in citation and WWW networks,
such as following the references (citations, hyper-links) from the other known doc-
uments. In the case of citation networks, we often find new articles through the
following references for an article. In addition, people find out new web pages by
following hyper-links of the other web pages. This model characterizes the network
surfing (random walking) by new vertices. Let us assume that the walk starts from
a vertex selected in random fashion and with probability, qe it decides to follow
one edge on that vertex or otherwise select another vertex. Then the probability of
visiting vertex vi will be,
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pi D 1 � qe

N
C qe

X

j

jij
pj

Kout
j

(8.114)

where Jij is the i th row and j th column of network’s adjacent matrix and is equal
to 1 if, there exist edge hvi ; vj i in network, or otherwise is zero. In a mean-field
approximation, one can replace the sum term in Eq. 8.114 by �d in

i , and it gives

pi D 1� qe

N
C qe�d ini (8.115)

where � indicates the average probability of visiting a vertex that points to vertex vi .
When we visit a vertex, we can make a connection to that vertex and new vertex
with probability qv and hence increase the degree of that vertex. So, we can obtain
Theta as

� D va

qvvsN
(8.116)

where vs and va are number of surfers (walker) and number of newly added vertex
per unit time, respectively. Now, the probability of that the in-degree of a vertex of
in-degree kin increase by 1 is A.kin/ D qvp.kin/ which from Eqs. 8.115 and 8.116
we obtain it as follows

A.kin/ D 1

N

	
qv.1 � qe/C qe

va

vs

kin



(8.117)

The degree distribution corresponding to this attachment rate can easily be obtained
by following rate equation

dNkin

dt
D vsŒAkin�1Nkin�1 �Ak

inNk
in�C vaıin

k ; 0 (8.118)

As a result, Eq. 8.118 yields a power-law in-degree distribution with scaling expo-
nent � D 1C =qe, for large in degrees (Fig. 8.10). Hence, the random walk model
produces in-degree power-law networks that their exponent can be tuned to any
value upper than 2. Note that, scaling exponent � is independent of qv. In addition,
one can compute the average clustering coefficient of networks that are generated
by random walk model. Independent of directed form of networks in random walk
model we suppose k D kin C kout. The average clustering coefficient of random
walk model is equivalent to [11]

hC ik � 2.1C qe/

K
(8.119)

Thus, we obtain an inverse proportionality between the clustering coefficient and
the vertex degree (Fig. 8.10).

Note that, random walk on the network leads to an effective linear preferential
attachment. In the random walk model, a surfer follows only an edge from a vertex.
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Fig. 8.10 Left: In-degree distribution of random walk model for different qe values for
N D 106. Right: Clustering coefficient as a function of vertex degree in the random walk model
from Eq. 8.119 [43]

However, one may consider a recursive schema for connecting to neighbors of a
vertex by connecting to each of the vertex neighbors with probability qe. As this is
done by Vázquez [11] when surfer visits a vertex follows all of its edges and con-
nects to each of its neighbors with probability qe. This new model called “Recursive
Search model” allows exploring larger portion of the network. For limiting cases,
qe D 0 the degree distribution is exponential and for qe D 1 is power-law for large
kin with scaling exponent � D 2.

8.6.3 Copying Mechanism

Kumar et al. [44] proposed a model for growing web graphs by copying mecha-
nism. Their model is motivated by existing commonality between certain pages.
The primary idea of this model is based on copying mechanism in evolving WWW
network in which new web pages will copy links from existing pages link lists in the
same subject. Alas, copying the references lists in the context of citation networks
is even more commonplace. In this model in each stage, a new vertex with a single
edge enters to the network. Then, arbitrarily select a vertex u and with probability
˛ connect to this vertex or with probability 1 � ˛ connect to the ancestors of u.
This leads to implicit preferential attachment, because vertices with higher degrees
have relatively higher chance to receive new edges than low connected vertices. In
fact, since is u selected randomly, the probability that a vertex (web page) of degree
k receives a new edge (hyperlink) is proportional to .1 � ˛/k, indicating that the
copying mechanism is similar to the linear preferential attachment mechanism in
Sect. 8.3.3 Kumar et al. proved that the expectation of in-degree distribution is

P.kin/ D k�.2�˛/=.1�˛/ (8.120)
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Fig. 8.11 Illustration of
GNC model. The new vertex
attaches to randomly selected
target vertex, as well as to all
of its ancestors [45]

Thus, scaling exponent � can be tuned between 2 and1. Another network model
that utilized copying mechanism is proposed by Krapivsky and Redner [45], named
GNC. In this model, at each step a new vertex enters into the network and connects
to a randomly selected vertex and ancestors of the target vertex (Fig. 8.11).

If the target vertex is the initial root vertex, resulting graph will be star and if
target is the recently added vertex into the network, the final graph will be complete
graph of order N. As Krapivsky and Redner [33] have shown analytically, aver-
age degree of the GNC networks grows logarithmically with the system size N.
The GNC model can be extended. For instance, instead of connecting to single
vertex connect to m vertices. Furthermore, we can connect to each target vertex
with probability p and its ancestors with probability q. The in-degree distribution
of GNC model obeys a power-law distribution Pin.k/1k�2 and out-degree distri-
bution follows Poisson distribution. However, out-degree distribution does not obey
commonly presumed power-law form, but the analysis of [46] that is based on latest
data on the structure of the Web [47] convincingly shows that power-law distribu-
tions do not fit to actual out-degree distribution. In addition, Dorogovtsev et al. [48]
proposed a growing network model in which preferential linking is combined with
partial inheritance of edges of the target vertex by newly introduced vertex. The
degree distribution of this model depends on the network size. When the size of
network tends to infinity, the degree distribution behaves as power-law with scaling
exponent � D p2.

Another kind of model that reveals copying mechanism is Duplication-
Divergence model that is employed to illustrate the evolution mechanisms in
biological networks such as Protein networks and Gene Regulation networks.

8.6.4 Duplication-Divergence Model

The evolution of some real-world networks such as protein interaction network,
gene regulation network is given by replication (copying) or partial replication of
its local structures. Gene duplication is considered the main evolutionary source
of new functions. The protein interaction network is commonly defined as an
evolving network with vertices and edges corresponding to proteins and their in-
teractions, respectively. Mainly, two processes can influence the growing protein
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Fig. 8.12 An instance of
duplication divergence
model. Edges between
duplicated vertex and vertices
3 and 4 disappeared as a
result of divergence [50]

interaction networks: addition and elimination of interactions among proteins, and
gene duplications increase number of proteins and interactions [49]. The rate of
these processes can be estimated from available genome data and are sufficiently
high to affect network structure on short time scales. For instance, more than 100
interactions may be added to the yeast network every million years. Thus, single
gene duplication leads to addition of new vertex (that is, copy of an existing vertex)
into the network, which is initially connected to all of the original vertex’s neigh-
bors. Later, some edges between each of the duplicates and their neighbors vanish
as a result of mutation (Fig. 8.12).

Duplication and divergence can occur simultaneously or separately. Here,
we analyze the separated version of duplication-divergence model and follow
Vázquez analysis [11,43] by continuum theorem. In this model, we assume that the
creation and deletion of edges take place randomly and independent of the vertices
degrees at the edge both ends, or any other topological properties. Hence, growth of
a vertex degree is given by

@ki

@N
D vDki C vc.N � ki / � vLki (8.121)

where, vD , vC and vL are the rates per unit of vertex added to duplications, edge
creation, and edge lost, respectively. Each duplication implies the addition of a new
vertex and, therefore,

vD D 1

N
(8.122)

We will further assume that

vc D �0

N
; vL D �1

N
for �1 < 1 (8.123)

Substituting Eqs. 8.122 and 8.123 into Eq. 8.121 yields

N
@ki

@N
D �0 C .1 � �1/ki (8.124)
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Note that, the linear dependency of the growth rate in Eq. 8.124 and degree
ki manifested again the existence of linear preferential attachment. Solving
Eq. 8.124 give

ki .N / D
�

ki .Ni /C �0

1 � �1

��
N

Ni

�ˇ

� �0

1 � �1

; ˇ D 1 � �1 (8.125)

where Ni and ki .Ni / are the graph size and degree of vertex vi when vertex vi is
added to the graph. From Eq. 8.125, one can find Pr.ki < k/ as we have seen in con-
tinuum theory approach and then find the degree distribution N  1 for as follows

Pk D @ Pr.ki > k/

@k


�

�0

1 � �1

C k

���

(8.126)

In addition, Ispolatov et al. [50] inspected duplication-divergence model in an-
other fashion. Another model in this family is Deletion and Duplication model
that was proposed by Farid et al. [51]; their model intended to capture the essen-
tial features of the evolution of protein interaction networks. In [52, 53], the used
duplication-divergence approach to model protein interaction evolution. Addition-
ally, Teichmann and Babu [54] investigate the role of gene duplication in network
transcriptional regulatory network evolution and define possible duplication sce-
narios as evidence on how duplication mechanism shapes the genetic networks.
Enemark and Sneppen [55] studied existence duplication models and extend them
to achieve conformity with the gene regulatory networks.

8.7 Self-Similarity in Growing Networks

Emergence of self-similarity in many real-world networks raises a fundamental
question: “What are the mechanisms that lead to these structures?”. However, there
is a contradiction. If we rewrite Eq. 8.44 as follows

N � eh`i (8.127)

The form of Eq. 8.127 that indicates small-world in network implies that real-
world networks are not self-similar, because self-similarity requires a power-law
relation between N and `. Therefore, there is a paradox between small-world and
self-similar properties in real-world networks [56]. However, many real-world net-
works are self-similar as proposed by Song et al. [56, 57] in which they calculate
the fractal dimension by borrowing the concept of large-scale renormalization from
critical phenomena. The renormalization schema tiles a network of N vertices with
NB.`B/ boxes (Fig. 8.13a) through box-covering algorithm. The boxes contain ver-
tices separated by a distance `B , measured as a length of the shortest path between
them. Next, replace each box with a vertex and this process repeats until the whole
network is reduced to a single vertex. For more information about box-covering
algorithm, refer to [58].
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Fig. 8.13 Self-similar dynamical evolution of networks. (a) QN .t/ D 16 vertices are renormalized
with NB .`B/ D 4 boxes of size `B D 3. (b) Analysis of Mode I alone, which leads to hub–
hub attraction. This model generates scale-free although non-fractal networks. (c) Model II alone
produces scale-free and fractal network together. Mode II exhibits hub–hub repulsion [56]

As a result of preceding algorithm, fractal networks can be characterized by the
following scaling relations

NB.`B/

N

 `
�dB

B ;
kB.`B/

khub

 `B

�dk (8.128)

where khub and kB .`B/ are the degree of the most connected vertex inside each
box and that of each box, respectively. Two exponents dB and dk in Eq. 8.128
are the weak version of the fractal dimension and the scaling exponent of the box,
respectively. For the non-fractal networks like the Internet or BA model decay rate
of NB.`B/ is exponential, indicating either infinity dB or not a well-defined value
for fractal dimension. At this time, one can suggest a growing strategy by reversing
above algorithm that leads to growing fractal networks in predefined dimension.
A present time network with QN .t/ vertices had QN .t � 1/ D NB.`B/ vertices at
previous step. In [56], authors studied degree correlation profiles of various kinds of
networks that include fractal and non-fractal networks. Observations of correlation
profiles of fractal and non-fractal networks that offered persuasive evidence that
fractal networks pose a high degree of anticorrelation – vertices of high degree tend
to connect to low degree vertices. Therefore, in fractal networks there is a strong
repulsion between the most connected vertices (or, hubs) on all length scale. On the
other hand, non-fractal networks such the Internet is less anticorrelated.

Mathematical framework that addresses the mechanism for fractal network

QN .t/ D n QN .t � 1/;

D .t/CD0 D a.D.t � 1/CD0/ (8.129)
Qk.t/ D s Qk.t � 1/

growth could be where n > 1, s > 1, and a > 1 are constants and Qk.t/ indicates the
maximum degree of the vertices inside a box at time t and D.t/ is the diameter of the
network. The first term in Eq. 8.129 accounts to growth rate, the second term is anal-
ogous to the linear preferential attachment mechanism and the last term describes
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the growth of the diameter, which determines whether the network is small-world
and/or fractal. The scaling exponents in Eq. 8.128 will be equal to dB D ln n= ln a,
dk D ln s= ln a. The scaling exponent � will be

� D 1C ln n

ln s
(8.130)

In addition, it would be suitable to incorporate different growth modes for box con-
nectivity into Eq. 8.129. Mode I with probability e connects two boxes through an
edge between their hubs leading to hub–hub attraction (Fig. 8.13b). Mode II with
probability 1 � e connects two boxes through non-hub vertices leading to hub–
hub repulsion (Fig. 8.13c). Mode I bears the non-fractal and small-world networks,
whereas Mode II leads to fractal networks without small-world effect. Simultaneous
appearance of both small-world and fractal properties in scale-free networks is due
to a linear combination of modes I and II. Therefore, we can combine these two
modes into the growing mechanism by set 0 < e < 1.

8.8 Deterministic Growth Models

Up to now, we have considered stochastic growing mechanisms in which growing
networks obey probabilistic rules. This randomness causes difficulty in under-
standing what shapes networks as scale-free. As we have seen, retrieving the
characteristics from these models is so difficult or even impossible. When one faces
to complex problems in a random network model, it would be helpful to make a con-
formable tractable model and then acquire interested properties from this simpler
model and lend the results to the corresponding random model. A kind of simplifi-
cation in random models is to construct deterministic models that generate networks
by simple deterministic rules and obey properties of their random counterparts like,
degree distribution, clustering coefficient, etc. Therefore, it would be of major theo-
retical interest to construct models that lead to scale-free networks in a deterministic
fashion. In general, analytical investigation of deterministic models is much easier
than stochastic models owing to their definite nature. The first deterministic model
was proposed by Barabási et al. [59]. Another significant deterministic model was
proposed by Dorogovtsev et al. [60].

8.8.1 Barabási–Ravasz–Vicsek Model

The construction of BRV model that follows a hierarchical rule commonly used in
deterministic fractals [59], is shown in Fig. 8.14.
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Fig. 8.14 Deterministic scale-free network generated by BRV model. Red vertices indicate rim
vertices and black ones specify hubs. Actually, the graph is a bipartite graph [61]

The network was built in iterative manner and in each iteration reuses the ele-
ments from the previous step as follow:

Step 0: start from an isolated vertex, called root
Step 1: Add two other vertices and connect them to the root, hence root gain two

edges
Step 2: Add two unit graphs identical to the graph in step 1 and connect all of the

four rim (bottom) vertices in these two graphs to the root vertex hence, root
gain four edges and its degree enhances to six

Step 3: Add two unit graphs identical to the graph in step 2 and connect all the
eight rim vertices in these two graphs to the root vertex, hence root gain
eight edges and its degree increases to 14. . . .

Step n: Add two unit graphs (with 3n�1 vertices each of them) identical to the graph
in step n � 1 and connect all 2n rim vertices in these two graphs to the root
vertex
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In this model, the total number of vertices N.n/, the total number of edges L.n/,
and the degree of maximum connected vertex kmax.n/ are given by [61]

8
ˆ̂<

ˆ̂:

N.n/ D 3n

L.n/ D 3L.n � 1/C 2n D 2.3n � 2n/

kmax.n/ D 2C 22 C � � � C 2n D 2.2n � 1/

(8.131)

The average degree at time n is equivalent to

hkin D 1

N.n/

N.n/X

iD1

ki D 2L.n/

N.n/

D 4.3n � 2n/

3n
D 4

�
1 �

�
2

3

�n�

n
1

� 4 (8.132)

Now, let us determine the degree distribution of this model. Thanks to its determin-
istic and discrete nature, the model can be solved exactly. To show scale-free nature
of this model we should show the tail of the degree distribution determined by the
most connected vertices, or hubs [59]. In the i th step the degree of root is 2iC1 � 2.
In addition, after n steps there are 2 � 3n�i�1 vertices of degree 2iC1 � 2 in the net-
work. At this time, we can derive the scaling exponent for hubs. Let k D 2iC1 � 2

and P.k/ D 2 � 3n�i�1 and by supposing P.k/ / k�� we can derive � as follows

� D ln 3

ln 2
� 1:585 (8.133)

This shows a scale-free nature of the hubs in the network. For bottom (rim) vertices,
in the i th step there exist 2i vertices of degree i. In nth step, there are 2i :3n�i�1 bot-
tom vertices of degree i in the network. Let P.k/ D 2i � 3n�i�1 and k D i , we find

P.k/ /
�

2

3

�k

D e�� 0k (8.134)

where
� 0 D ln .3 = 2/ � 0:405 (8.135)

Therefore, the scaling of bottom vertices follows an exponential degree distribution.

8.8.2 Pseudofractal Scale-Free Web

The PSW (Pseudofractal Scale-free Web) model is another deterministic model that
proposed by Dorogovtsev et al. [60]. The PSW can be considered as a process of
edge multiplication [62]. In this model, the growth starts from a single edge con-
necting two vertices at t D �1. At each time step, for every edge of the network, a
new vertex is added and connected to the both end vertices of the edge (Fig. 8.15).
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Fig. 8.15 Deterministic scale-free network generated by PSW model. At each time step, every
edge generates a new vertex that is attached to both end vertices of the edge. Note that, the graph
at time t C 1 can be made by connecting together the three t -graph [62]

The total number of vertices at time t is N.t/ D 3.3t C 1/ = 2, and the total
number of edges is L.t/ D 3tC1. Therefore, the average degree is

hkit D 4

1C 3C�t
(8.136)

The degree spectrum of the graph is discrete, which means there are no some degrees
in the graph. At time t , the number m.t; k/ of vertices of degree k D gree k D
2; 22; 23; : : : ; 2t ; 2tC1 is equal to 3t ; 3t�1; : : : ; 32; 3, respectively. Apparently, for
large t , m.t; k/ decreases as a power of k, so the network can be called scale-free.
The space between degrees of the spectrum grows with increasing k. Therefore,
to relate the exponent of this discrete degree distribution for stochastic scale-free
networks, we use a cumulative distribution Pcum.k/ D P

k0�k m.k0; t/=N.t/ Ï
k1�� . Thus, we obtain

� D 1C ln 3

ln 2
� 2:585 (8.137)

In addition, in [60] authors analytically compute the distribution of clustering and
average clustering of the network, which is equal to hC i D 4=5 when t ! 1.
Therefore, the clustering of PSW model is high. The extreme simplicity of PSW
model allows us to obtain a number of results that we could not compute for stochas-
tic models easily.

8.8.3 Geometric Fractal Growth Model

This model introduced by Jung et al. [63] is based on exponentially growing num-
ber of vertices in scale-free networks. In this model at each time step, each already
existing vertex generates its offspring. The number of offspring vertices for a vertex
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is proportional to the vertex degree and constant m � 1.m > 1/. For making con-
nection to offspring, there are two cases: first, each offspring vertex connects to its
parent vertex and second, connects to its parent and grandparent vertices. In first
case, generated network has tree-like structure and in second case, has loop struc-
ture. Here we analyze only the first case.

Let ki .t/ be the degree of vertex vi at time t . In this model, number of offspring
at time t for vertex vi is equal to .m�1/ki .t �1/, where m is a constant. Therefore,
degree of vertex vi at time t is

ki .t/ D m � ki .t � 1/ (8.138)

For t � 2. The degree of vertex, born at t D 0 (t D 1), at time t D 1 is k0.1/ D
m.k1.1/ D 1/. Then the degree of vertex vi (at time t) that is born at time ti is

ki .t/ D mt�ti (8.139)

Let L.t/ be the total number of vertices newly born at time t , we have

L.t/ D ˙ t�1
jD0.m � 1/mt�1�j L.j / (8.140)

For t � 2 with L.0/ D 1 and L.1/ D m we have L.t/ D 2m.m � 1/.2m � 1/t�2.
Accordingly, the total number of vertices N.t/ at time t is

N.t/ D ˙ t
iD0L.i/

D 1Cm.2m� 1/t�1 (8.141)

For t � 2. The degree distribution of this model from [63] is equal to P.k/ /
k��.m/, where

�.m/ D 1C ln.2m � 1/= ln m (8.142)

where for m! 1, we get �.1/ D 3 and for asymptotic m!1, �.1/ D 2. Thus,
we can tune the scaling exponent as 2 < � < 3.

8.9 Self-Organization Network Models

Another family of network models tries to employ self-organizing criteria into the
model. Self-organizing process plays a major role in many real-world networks such
as collaboration networks, social networks, and so on. Generally, models that based
on self-organization generate networks with higher average clustering coefficient
than BA model. The self-organization defines processes that some simple rules oc-
cur locally between constituent entities of a system and the global results will be
sophisticated. So, one can categorize self-organized network models in local strate-
gies that we considered in Section 8.6.
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We can categorize models in two main categories as recommended by Kim et al.
[64]: first, models that rely on preferential attachment mechanism that we have ex-
tremely investigated up to now. Second, models that generate scale-free networks as
a result of a balance between modeled tendencies to form hubs against an entopic
pressure towards a random network with an exponential degree distribution and
based on rewiring algorithms [65], or in other word, interplay between regularity
and irregularity. However, what is the underlying mechanism leading to power-law
degree distribution is still at issue [66]. These models have successfully explained
the origin of complexity in some networks, but it is recognized that another, equally
large number of cases cannot be accounted by either class of models [67].

In this section, we considered network models that try to generate scale-free
networks by self-organization rules.

8.9.1 Self-Organization of Communication and Topology

The model was proposed by Rosvall and Sneppen [68], which is the simplest in
a family of models based on interplay between communication and dynamical
changes of topology in social networks. Actually, it is an information game based
on social links and communication rules that present the dynamics of human organi-
zation. In this model, each agent (vertex) tries to find out network’s parts by getting
information from its acquaintances (neighbors) by means of communication. This
model allows agents to establish new links to facilitate access to other parts of the
network, based on the information they gathered through communication with their
acquaintances. This model is defined as follows:

� Communication Select a random link and let two vertices at the ends of this link
communicate about an arbitrary agent. The two agents also update their informa-
tion about each other.

� Rewiring Select a random agent and let it use its information to establish a con-
nection to shorten its distance to an arbitrary agent. Subsequently, a randomly
chosen agent loses one of its links. Therefore, this model conserves number of
links in the network.

Communication allows agents to build their own perception of where they are rel-
ative to other agents in the network. Each agent has its own perception list that
contained agent’s knowledge about the entire network (Fig. 8.16). Agents try to
update their perception lists through communication that negotiate about their infor-
mation. The information packet contains an agent name, time stamp and the name
agent from which that information has come from.

The quality of the information is determined by its age. Recent information pos-
sesses higher quality than the old information. Hence, there should be a time stamp
to each information entry in perception list that determines information quality.
Therefore, in each communication about a randomly chosen third agent between
two agents one of them adapts its viewpoint to the agent with the newest (higher
quality) information.
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Fig. 8.16 Left: communication between both end points of randomly chosen edges. In each com-
munication, two agents negotiate about arbitrary third agent. Each communication leads to an
update of perception lists. In addition, when an agent updates one of its information entry it stores
the agent id that is the origin of information. Right: a randomly chosen agent decides to shorten
its distance to another randomly chosen agent by introducing a new connection and using its own
information. This new connection, points to the agent that is origin of the information (A points
to E). Creation of new connection balanced with random removes of a connection (for example,
C to D) [68]

Then, an arbitrary agent (agent A in right side of Fig. 8.16) is interested in
shorting its distance to another randomly chosen agent (agent H in right side of
Fig. 8.16) in the system. Agent A establishes a connection to the agent that has
newest information about H, here is agent E. These creations of new connection
randomly balanced remove of other connections. As we have seen, rewiring con-
sists of creating and removing a connection concurrently. If rewiring takes place
after a few communication, it will be random instead of being based on the actual
network topology.

The presented model describes a social game where the aim is to be central, and a
winner is an agent with many connections that provide reliable information to other
agents. In addition, the authors incorporate different tricks to win the game into the
model. They studied strategies: Chatting (allow some agents communicate twice
as much as other agents), Cheating (when some agents use a clock with relatively
lower clock-speed than other agents), one Lying (allow some agents lie on the time
stamps of their information and pretend a piece of information is fresh).

In this model, lying strategy causes obliterate of reliability in the network and
even one liar is enough to collapse the trustworthiness in the network. In this situa-
tion, there is no winner in the network.1

1 Finally, you can see a nice applet of the model at http://cmol.nbi.dk/models/inforew/inforew.html
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8.9.2 Merging and Regeneration

The model proposed by Kim et al. [64] was associated with the phenomena of
aggregation with injection suggested in the context of astrophysical systems. Two
main components of this model are (1) merge pairs of already existed vertices, and
(2) growth via introducing a new vertex. Formally, update rules of this model are:

� At each time step, choose an edge and merge both end points of the edge together.
This operation substitutes one vertex of degree .ki�1/C.kj�1/�ncommon instead
of two vertices of degree ki , and kj respectively. Notice that ncommon indicates
number of common neighbors between two vertices that merged together. Recall,
degree of the new vertex was obviously found by the set theory relation. jA [
Bj D jAj C jBj � jA\ Bj.

� At the same time, introduce a new vertex of degree Knew, which is determined
randomly. This new vertex selects its Knew neighbors arbitrarily. This step is
similar to the BA model without preferential attachment mechanism.

Obviously, this model incorporates preferential attachment implicitly by first up-
dating rule, since chance of merging for each vertex is linearly proportional to
its degree. As a result, this updating rule causes the generated networks being
scale-free. However, the authors showed this model even by selecting two random
vertices instead of an edge, again generate power-law network with different scaling
exponents.

Recently, Perotti et al. [67] introduced another model that is based on self-
organization. In their model, membership of each new agent (vertex) to the network
is determined by the agent’s effect on the network global stability. Despite, this
model does not possess preferential attachment implicitly, but generates scale-free
networks with scaling exponent � � 2:4.

8.10 Conclusion

The main goal of this chapter is briefly review to some of important network models
that are suggested in recent years. The aim of all of these models is imitating
the real-world network properties. Real-world networks exhibit behaviors such as
small-world, scale-free, high clustering coefficient, non-trivial degree correlation,
and self-similar topology. Erdös–Rényi’s model was the first model that was pro-
posed in 1959. Although, this model possesses relatively simple mechanism, or the
model generates networks that cannot fulfill essential conditions to be analogous to
the real-world networks.

The most important model was proposed Barabási and Albert in 1999, which
incorporates linear preferential attachment mechanism into the network growth.
Preferential attachment was inspired from well-known Simon model that used to
explain power-law distribution in various social and economic systems. Analyti-
cally, this model produces power-law networks with scaling exponent � D 3 when,



8 Network Evolution: Theory and Mechanisms 237

size of the network is very large. However, the average clustering of this model is
reversely dependent to the network size, which is opposite of the real-world net-
works. Another important observation is emerging non-trivial degree correlation
in the networks that are produced by the model. In addition, one can generalize
functional form of the preferential attachment. Superlinear form exhibits “winner-
take-all” phenomena in which a central vertex is connected to almost all of the
remaining network vertices.

In real-world networks there exist natural constraints like age or cost. The aging
model generalize Barabási–Albert model to mimic age constraint. By changing pa-
rameters, aging model generates scale-free networks with arbitrary scaling exponent
between 2 and /. Additionally, fitness models as a generalization of Barabási–
Albert model, tries to incorporate other natural factors. Fitness models introduce
two factors: multiplicative fitness and additive fitness.

Another important family of models that rely on local strategies attempt to realize
network evolution mechanism. These models are used to portray the evolution of
cellular networks, for instance, protein interaction networks. Local term conveys
strategies that rely on a vertex and its neighbors. Some of the important models of
these kind are random walk, rewiring, duplication-divergence, and copying models.
Self-similarity is another property of the majority of real-world networks and fractal
model proposed by Song et al. aims to produce fractal networks. Self-organization
in some real-world network growth is a further mechanism that leads to produce
power-law networks with comparatively high clustering coefficient.

All of the above models utilized stochastic growth. However, analytical study
of these stochastic models is tough or even impossible. Hence, there should be a
kind of models that are analytically easy to deal with. Deterministic models, that
are simplification of the stochastic models, let us to approximate properties of the
stochastic models straightforwardly.
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Chapter 9
Vmap-Layout, a Layout Algorithm
for Drawing Scientograms

Arnaud Quirin and Oscar Cordón

Abstract We present in this chapter a drawing algorithm to represent graphically
co-citation networks (scientograms). These networks have some interesting and un-
usual topological properties, which are often valuable to be visualized. In general,
these networks are pruned with a network scaling algorithm and then visualized us-
ing a drawing algorithm (J Vis Lang Comput 9:267–286, 1998). However, typical
drawing algorithms do not work properly, especially when the size of the networks
grows. Edge crossings appear while the drawing space is not adequately filled, re-
sulting in an unsightly display. The approach presented in this chapter is able to
print the networks filling all the available space in an aesthetic way, while avoiding
edge crossings. The algorithm is detailed and compared with the classical Kamada–
Kawai drawing algorithm on several scientograms.

9.1 Introduction

Social networks have some interesting and unusual topological properties, which are
often valuable to be printed graphically. However, the raw networks cannot be often
visualized easily, especially when their size grows proportionally with the number
of data to be dealt with, and thus specific algorithms for simplifying such large
networks have been developed. Network scaling algorithms, the goal of which is to
take proximity data and to obtain structures revealing the underlying organization
of those data, use similarities, correlations, or distances to prune a network based
on the proximity between a pair of nodes. One of the most known, the Pathfinder
algorithm [11], is used frequently because of its various mathematical properties,
including the conservation of the triangle inequalities among a path of any number
of links, the capability of modeling asymmetrical relationships, the representation
of the most salient relationships present in the data, and the fact that hierarchical
constraints in most cluster analysis techniques do not apply to Pathfinder Networks
(PFNETs) [11].
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The resulting network could then be graphically represented using a network
drawing algorithm. This methodology ensures that the network is represented in an
aesthetic way, usually by adding several spatial constraints, such as the minimization
of the edges crossings, the optimal distribution of the nodes over the space, and the
minimization of the length of the edges. The final goal of this methodology is to
generate a network having some properties. If the network represents the complex
tissue of relationships between individuals or organizations, and if its goal is the
comprehension of these relationships by a domain expert, we may be interested by
some specific properties. For instance, the backbone could be better highlighted if it
is drawn in the center, and minor links could be represented in the border of the map.
The Kamada–Kawai [15] or the Fruchterman–Reingold [13] algorithm are usually
applied for this task.

There are some kinds of Social Network Analysis (SNA) applications that could
benefit from such methodology, giving to the domain expert or even a simple user
a simple access to the information contained in these networks. One of these ap-
plications is co-citation network analysis. Co-citation network models depict the
complex tissue of relationships occurring in the scientific literature. The graphical
representation of these kinds of networks while preserving their information is still
a challenge. However, some work has been done using scientograms [8, 9], visual
representations showing the spatial distribution of the scientific actors in a given
domain, wherein these actors can be as diverse as scientific categories, authors,
journals, or papers. They show also additional information about the relationships
between them, for instance, the proximity between two scientific authors. Because
of the complexity of the domain they aim to represent and, more specifically, the
fact that virtually all the scientific actors are connected together, these maps usu-
ally contain a large number of links and are really dense and hard to be directly
represented.

The said methodology has already been described in the literature in the case of
the scientograms [27]. But this methodology suffers from some drawbacks. First,
the Pathfinder algorithm is very slow, avoiding the representation of the maps in
an online way. Secondly, even if the Kamada–Kawai algorithm is the most used
network drawing algorithm in this topic [19], it suffers from some aesthetic prob-
lems. In fact, this algorithm does not have an explicit procedure, either to avoid edge
crossings, or to fill properly the full space allocated for the drawing. In the litera-
ture, the slowness of the Pathfinder algorithm has already been solved using a fast
variant [24], but no algorithm has yet been proposed to overcome the drawbacks of
the visualization of the Kamada–Kawai algorithm.

In fact, for the analysis of scientograms, the drawbacks of the Kamada–Kawai
algorithm could prevent an expert from an optimal interpretation of the relationships
taking place inside the considered scientific domain. For instance, edge crossings
can make a node, and its labels overlap, thus avoiding a good reading of the map.
Another point is the absence, in the Kamada–Kawai algorithm, of specific spatial
constraints to avoid the links going back to the center of the map. Spatial artifacts,
such as nodes appearing close together even if they are spatially separated by several
links, could convey false or misinterpreting information.
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In this chapter, we propose a new drawing algorithm to overcome these
drawbacks. The structure of the current contribution is as follows. In Section 2,
we review the existing methodology to design scientograms. In Section 3, we de-
scribe our proposal. In Section 4, some experiments will be shown. Finally, some
concluding remarks are pointed out in Section 5.

9.2 A Methodology to Generate Scientograms

The achievement of a vast scientogram is a recurrent idea in the modern age. In
1998, Chen [8, 9] was the first researcher to bring forth the use of PFNETs in ci-
tation analysis. This is due to the fact that scientograms are the most appropriate
means to represent the spatial distribution of research areas, while also affording in-
formation on their interactions [26]. Taking the latter as a base, Moya-Anegón et al.
[21] proposed a method for the visualization and analysis of vast scientific domains
using the ISI1-JCR category co-citation information. They represented it as a social
network, simplified that network by means of the Pathfinder algorithm considering
q D n�1 and r D1, and graphically depicted its layout using the Kamada–Kawai
algorithm [15], thus getting a structural model of the scientific research in a vast do-
main. Note that r D 1 and q D n � 1 are the common parameter values when
Pathfinder is used for large domains scientogram generation. These values are very
advantageous for large network pruning [10].

The different method stages are briefly described as follows. The last step is the
one replaced by our proposal.

9.2.1 Category Co-citation Measure

Co-citation is a widely used and generally accepted technique for obtaining re-
lational information about documents belonging to a domain. Because we strive
to represent and analyze the structure of vast domains, whether they be thematic,
geographic, or institutional, we fall back on ISI-JCR co-citation categories [21] as
a tool.

Hence, once the rough information of the ISI-JCR co-citation for the categories
present in the domain to be analyzed is obtained, a co-citation measure CM is com-
puted for each pair of categories i and j as follows:

CM.ij/ D Cc.ij/C Cc.ij/
p

c.i/ � c.j /
(9.1)

where Cc is the co-citation frequency and c is the citation frequency.

1 Currently registered as Thomson Scientific.
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Notice that the aim of this scientogram generation method is that the final
scientogram obtained is a tree. Hence, in order to avoid the existence of cycles in
the pruned network, the considered measure of association adds the normalized co-
citation (divided by the square root of the product of the frequencies of the co-cited
documents’ citations [25]) to the rough category co-citation frequency. In this way,
the network weights become real numbers, allowing us to create small differences
between similar values for the co-citation frequency, thus avoiding the occurrence of
cycles and achieving the optimal prune of each link considering the citing conditions
of each category.

9.2.2 Network Pruning by Pathfinder

Then, the Pathfinder algorithm is applied to the co-citation matrix to prune the net-
work. We should take into account the fact that the networks resulting from citation,
co-citation, or term co-occurrence analysis are usually very dense, when the cat-
egories are used as the unit for each node. Because of this fact, and especially in
the case of vast scientific domains with a high number of entities (categories in our
case) in the network, Pathfinder is parameterized to r D1 and q D n� 1, in order
to obtain a schematic representation of the most outstanding existing information
by means of a network showing just the most salient links. In general, the weights
of the links of the co-citation matrix belong to R and are all different, so the final
result of the Pathfinder algorithm is a tree. To perform this step, the MST-Pathfinder
algorithm, a quick version of the original Pathfinder algorithm based on Minimum
Spanning Trees, is used [24].

9.2.3 Network Layout by Kamada–Kawai

Kamada–Kawai algorithm [15] is then used to automatically produce representa-
tions of the pruned network resulting from the Pathfinder run on a plane, starting
from a circular position of the nodes. It generates social networks with aesthetic cri-
teria such as common edge lengths, forced separation of nodes, building of balanced
maps, etc. Nevertheless, some criteria are not directly satisfied in the Kamada–
Kawai algorithm. This is the case of a number of crossed links: in fact many links
crossings appear making a lot of nodes overlap, and making the reading of the map
harder. Another point is the fact that edges can go backwards to the center of the
map, putting close two nodes linked by a long path. This can give a false impression
of closeness to the expert because of the spatial distribution of the nodes. These are
two of the main drawbacks we observed while using the Kamada–Kawai visualiza-
tion applied to co-citation networks.

An example of the render of the Kamada–Kawai applied on the co-citation net-
work of Europe is shown in Fig. 9.1.
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Fig. 9.1 An example of a scientogram corresponding to the Europe scientific domain in 2002

9.2.4 Advantages and Drawbacks of Our Methodology

Since its proposal in 2004, this methodology has been applied to compare the struc-
ture of vast scientific domains [20,27], to the macro and microstructural analysis of
a specific domain [18, 19], and even to study their evolution through time [28, 29].

Hence, it is actually a very powerful tool due to its summarization capability
as well as its simplicity to represent the relational information linked through a
series of intelligible sentences that make easier the comprehension, analysis, and
interpretation of a scientific domain. However, the critics that can be made on the
Kamada–Kawai algorithm about the crossed links make it difficult to apply for the
generation of scientograms in an automatic way, as a human post-processing is cur-
rently needed to avoid the crossings and move the labels in order so that they can be
read clearly. We aim to solve these drawbacks using a new visualization algorithm,
as we will see in the remainder of this chapter.

9.2.5 The Use of Other Network Layout Algorithms
for Social Networks Drawing

Apart from the Kamada–Kawai algorithm, an extensive number of graph drawing
algorithms have been already published in the literature [2,3]. But very few of them
have been devoted to the drawing of social networks because of the high complexity
of this kind of networks [19].
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In [6], the authors have chosen a radial-based network drawing algorithm to
represent a collaboration network, and they named it Visone. In this kind of radial
drawing, the nodes are placed in concentric circles, thus highlighting the role of the
central elements and pushing away the less important elements on the boundaries.
Other studies on the same kind of drawing algorithms for citation networks or co-
authorship networks are presented in [5, 7]. Although the obtained representation is
nice, the placement of the nodes are too much constrained, thus the length of the
links can suffer from meaningless growing, making the map harder to understand.

In general, force-directed layout algorithms are studied in the literature to deal
with social networks. The study of Katz and Stafford [16] present the results ob-
tained with the Fruchterman–Reingold algorithm compared to the Kamada–Kawai
algorithm to visualize the American Federal Judiciary network. The Fruchterman–
Reingold algorithm is also used in [12] for the visualization of the evolution of social
networks over time. In general, this algorithm gives interesting results as it reveals
clusters of nodes. For our application to the co-citation networks, both force-directed
layout algorithms were tested, but the Kamada–Kawai algorithm was preferred due
to its aesthetic behavior [19].

In conclusion, a few different drawing algorithms are studied in the literature,
while the need of a comprehensible and aesthetic drawing algorithm is growing as
social networks become more and more complex.

9.3 Overview of the Algorithm

This section describes our drawing algorithm. As said, our methodology ensures
that the result of the Pathfinder algorithm, the network we have to draw, is a tree.
Thus, to develop our algorithm, we took as a base the tree visualization algorithm
presented in [22], and extend it to make it applicable on scientograms. The basic
version of the algorithm is first presented, then several variants are discussed for the
specific case of scientogram design.

9.3.1 Main Algorithm

To ease the understanding of our proposal, some preliminary terminology is first in-
troduced. In the following, we consider an ordered tree T , in which each node N has
a parent P = PARENT(N ), except the root node R = ROOT(T ). CHILDREN(N )
is the set of nodes having node N as their parent. ASCENDANT(N ) is the
chain of nodes from node N to the root node R, defined as f N , PARENT(N ),
PARENT(PARENT(N )), ..., R g. SUBTREE(N ) is the subtree having node N as
its root. SIZE(N ) is equal to the number of nodes in SUBTREE(N ), including
its own root. For instance, SIZE(N ) is equal to 1 for a node having no children;
2 for a node having one child; etc. LEVEL(N ) is the number of nodes in the set
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ASCENDANT(N ). For instance, LEVEL(N ) is equal to 1 for the root node; 2 for
any of the children of the root node; etc. DEPTH(N ) is the maximum value for
LEVEL(M ) for any node M in the tree SUBTREE(N ). For instance, DEPTH(N )
is equal to 1 for a node having no child; 2 for a node having any number of children,
with none of them having children; etc. By convention, we will also use the notation
ROOT(T ) to define the node having the lowest level in a subtree T .

The algorithm is named Vmap-Layout because of the kinds of maps it draws, i.e.,
Visual Science Maps, another name for scientograms. It is divided itself into three
sub-functions, which are called in a sequential way. The first sub-function, Attribute
Computation, computes for each node the attributes needed for the remainder of the
algorithm. The second subfunction, Node Positioning, is a recursive function aiming
to compute the coordinates of each node. The third one, Node Relocation, adjusts
the location of the nodes according to some specific criteria, thus improving the final
visualization. The different sub-functions are detailed in the following sections.

9.3.2 Attribute Computation

Within the first sub-function, we compute several attributes assigned to each node:
SIZE(N ), LEVEL(N ), and DEPTH(N ). These attributes will be used later to facil-
itate the generation of the coordinates of each node and to improve the runtime of
the algorithm. The first step is to select a root node, the one that will be printed in
the center of the map. It will be used to compute some specific attributes that can-
not be computed without the definition of a root node. The network generated by
the Pathfinder algorithm does not selfcontain any root node; hence we have to use
an additional technique to select one. There are many ways to select a center in a
graph. Many of them are described by Bavelas [4] and Parlebas [23]. The one used
here, that gives good visual results, is the deliverer criterion: we compute the sum
of the distances between any node and all the others, and we take as the root the one
having the smaller value. Once we have selected the root node R, a number of other
attributes can be computed. Giving R, we can assign to each node N the values cor-
responding to SIZE(N ), LEVEL(N ), and DEPTH(N ). As the tree is represented in
memory using lists of children, the time complexity of all these operations is O.n/

where n D SIZE.R/. The complexity of Attribute Computation is thus O.n/. The
sub-function is outlined in Fig. 9.2.

1. Compute the root node using the deliverer criterion: compute the sum of the distances
between a node and all the others, and take as a root the one having the smaller value.

2. Assign to each node N the values given by SIZE(N ), LEVEL(N ) and DEPTH(N ).

Fig. 9.2 The Attribute Computation sub-function
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9.3.3 Node Positioning

Using the second sub-function, the algorithm fixes the location of each node as a
pair of 2D coordinates. To do so, the global idea is to fill as much space as possible.
The tree is drawn from the root node to the leaves, and the algorithm runs in a
recursive way: the root node is drawn in the center of the map and at each iteration
the algorithm draws all the nodes N having the same level L D LEVEL(N ). The
algorithm starts by selecting a region of the empty space in which it can draw the tree
(we will call this region initial polygon in the following). Then, it assigns the root
node to the center of this polygon, it divides the initial polygon into several slices
(as many as the number of children in the root node), and it assigns one child of the
root node to each slice. After the application of this function, the coordinates of the
center of the polygons are assigned to each node.

There are several ways to design the initial polygon. As the whole tree will lie
inside the initial polygon, the later will determine the final shape of the full map.
This shape could be a square, a circle, or any other n-sided polygon. Figure 9.6
shows some possibilities for the initial polygon. The assignation of a center C to a
given polygon could also be done in several ways. Some techniques are shown in
Fig. 9.8. Lastly, the division of a given polygon into different slices can also been
done in several ways, which are detailed in the next sections.

Once the coordinates of the first level of the tree are fixed, the algorithm
starts again, considering each of the slices as a new polygon and the correspond-
ing node N as the root of a new subtree S D SUBTREE.N /. Once no child has
been found, the algorithm stops. The sub-function is outlined in Fig. 9.4. As we are
using a recursive function based on the children on a given node, the complexity of
Node Positioning is thus O.n/.

At the end of this sub-function, all the nodes of the tree have been assigned to
a pair of coordinates in the 2D-space. An example of the execution of this sub-
function on a tree is shown in Fig. 9.3.

9.3.4 Node Relocation

The goal of the third sub-function is only aesthetic. At the end of the application of
the previous sub-function, some graphical elements, such as the nodes or the text
labels, can overlap. By relocating the nodes, we improve the placement of the over-
lapping elements. Here, having the coordinates of the nodes generated previously,
the algorithm fixes the final location of each node to avoid these overlaps as much
as possible. We say that two nodes overlap when they are too close to each other,
according to a distance defined by the expert, and we call them problematic nodes.
Problematic nodes cause text labels not to be read in a clear way, and reduces in
general the readability of the map. The main idea of this function is to apply a node
relocation process in which the problematic nodes are moved according to a repul-
sive force depending on the surrounding nodes, like if they were connected with
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Fig. 9.3 An example of the execution of the Node Positioning sub-function

1. Let P , a 2D-space region in which to draw the tree, and T , a tree.
2. Choose a central point C in P and assign to this point the root of the tree R = ROOT(T ).
3. If CHILDREN(R) is empty, stop.
4. Divide P in different slices (sub-polygons), giving as many sub-polygons that the number of

children of R. Let Ri be a child of R, the area of the corresponding sub-polygon Pi should
be proportional to SIZE(Ri ).

5. For each child Ri of R, run Node Positioning on the region Pi and the tree Ri .

Fig. 9.4 The Node Positioning sub-function

repulsive springs. To avoid deadlocks in some cases (e.g., when a node is located
exactly between other two nodes and at an equal distance), the problematic nodes
are also slightly moved in a random direction, until they met a criterion set by the
expert.

The sub-function is outlined in Fig. 9.5. As the time complexity of the KD-Tree
preprocessing is O.n � log.n// and the time complexity of the KD-Tree search for
one node is O.log.n// [1], the time complexity of Node Relocation is O.n � log.n//.
Thus, the complexity of the full algorithm is O.n � log.n//.

At the end of the third function, the final coordinates of the nodes have been
computed. During the final drawing of the nodes, additional improvements could be
made in order to improve the aesthetic aspect of the map. For instance, nodes and
label sizes can be varied depending on their depth in the tree to better highlight the
center of the map.
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1. Apply a KD-Tree technique to compute the distance between all the nodes of T .
2. Select only the problematic nodes, i.e., the nodes close enough according to a criterion

defined by the expert.
3. For each node of this set, do:

� Apply a repulsive strength ı and move the node along this force.
� Move it around its final position using a small random distance in the interval [�� ,� ].

4. Execute again the Node Relocation sub-function until a given amount of iterations defined by
the expert has been reached.

Fig. 9.5 The Node Relocation sub-function

Fig. 9.6 Initial polygons with four or eight sides

9.3.5 Selecting Different Initial Polygons

During the initialization of the Vmap-Layout algorithm, we have to select the initial
polygon, within which the full tree has to be drawn. This polygon encloses all the
layout and its shape will determine the global shape of the drawing.

In order to improve the general aspect of the final map and to customize the
result for several uses (paper or online drawing), several options can be used. The
definition of this shape is controlled by an expert parameter, giving the number of
sides the initial polygon should have (see Fig. 9.6). The larger this value, the more
circular the shape will be, but the slower will the algorithm run. This is due to the
fact that, as at later stages, the computation of the areas and the angles of a sub-
polygon would be more complex. This number of sides does not change in any
manner the further execution of the algorithm but has only an aesthetic aspect.

Once the initial shape is designed, it is used to draw the initial tree, composed of
its root and of all its first-level children (see Fig. 9.7). Any shape surrounding the
graph could be used. For the application to co-citation networks, we opted by a circle
because the SCImago Research Group2 experts, with whom we collaborate, prefer
this shape. Thus, in order to have a good compromise between time and aesthetic,

2 http://www.scimago.es/

http://www.scimago.es/
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Fig. 9.7 On the left, the tree to draw. On the right, the initial polygon and the center in black. The
polygon is first divided into four slices, because the node A has four children, and then we assign
the corresponding nodes to the corresponding sub-polygons. The little circle is the starting point
giving the direction of the polygon assignment
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Fig. 9.8 Centers positioned with the Center of Mass, the Angle-Based Central Point and the Area-
Based Central Point methods

a value of 15 sides seems to be well suited. Larger values than 30 will unnecessar-
ily increase the run-time and smaller values than 12 would give an impression of
discontinuity.

9.3.6 Selecting Different Ways to Compute the Central
Point of a Polygon

For each polygon, a central point has to be selected to become the starting point of
the next sub-tree to print (see step 2 in Fig. 9.4). We have explored at least three dif-
ferent methods to choose the central point C of a polygon P (see Fig. 9.8). The first
method, called ”Center of Mass,” takes for C the center of gravity of P . This cen-
ter is defined in any case, but suffers from two problems: it could be outside of the
polygon (this can occur when the polygon is nonconvex) and a polygon with a lot of
segments could attract the center far away from the natural center of the polygon.
The second method, called ”Angle-Based Central Point,” uses the angle to compute
the central point. For a given polygon P , we first select a point on its border, that we
call origin O . This origin O has itself to be defined by some methods. For instance,
the origin could be the center of the parent polygon (the one used to generate the
current polygon), or the left-most point of the polygon. We then draw a line divid-
ing the angle O in two equal parts. Then we take the middle point of this line as
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Fig. 9.9 A problem that can
occur with the Area-Based
Central Point method: the two
areas cannot be made equal

?

O

Same area?

the center C of the polygon. The third method, called ”Area-Based Central Point,”
applies the same procedure, but by dividing the polygon into two parts having the
same area.

Our tests have shown that the Area-Based Central Point is the best method. How-
ever, some problems could occur for some specific shapes of polygons in which it is
impossible to divide a sub-polygon into two areas of equal sizes, pushing the central
point C outside the polygon. This can happen when the polygon has internal angles
greater than pi (see Fig. 9.9), when the chosen initial polygon is nonconvex or when
the structure of the tree is quite uncommon. That is why other methods are provided.

For the Angle-Based Central Point and the Area-Based Central Point methods,
once the line dividing the polygon in two parts has been determined, we still have
to place the point C over this line. The usual way is to use the middle of the line,
as described in the first paragraph of this section. But other values for the measure
of the distance OC have been explored. This distance has a direct influence on the
length of the edges and the location of the next sub-polygons, and playing with
this value can lead to interesting results on the final drawing. An expert parameter
has been set for this measure and is named Cutpoint Value. It is the ratio between
the distance OC and the distance OX (see Fig. 9.8). With a small value for this
parameter, we get maps where the centers are close among them, and with a larger
value, we get maps where the centers are more far away among them. Several values
for this parameter have been tried, such as 0.25, 0.5, and 0.6. The best results have
been obtained with values lower or equal to 0.5.

9.3.7 Selecting Different Dividing Slice Methods

The way to divide a polygon into different slices (see step 4 in Fig. 9.4) will de-
termine the respective areas for the drawing of the next sub-polygons. Small areas
should be allocated to small sub-trees, whereas larger areas should be allocated
to larger sub-trees. This operation can be achieved by at least two methods (see
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Fig. 9.10 The result of the dividing using the Angle-Based Dividing (on the left part) and the
Area-Based Dividing (on the right part) methods

Fig. 9.10). With the first method, called Angle-Based Dividing, the algorithm de-
fines the size of the slices in order the angle around the center C is proportional
to the size of each sub-tree Ri . With the second method, called Area-Based Divid-
ing, the algorithm defines the size of the slices in order the area around the center
C is proportional to the size of each sub-tree Ri . In many scientograms generated
using real world data, the second method does not work properly because the non-
convex shapes of the polygons make the finding of a percentile using the area an
impossible problem (see Fig. 9.9). Therefore, in our application, we always used
the Angle-Based Dividing method.

Any use of the two previously described methods needs a measure defined
for each node in order to compute the proportion in percentage allocated to the
corresponding sub-polygon. The simplest way, called the Sub-Size-Based Ratio
Computation, is to take the size of each node (defined by the SIZE(T ) attribute),
i.e., the number of nodes in a subtree T , to compute a proportional ratio assigned
to the children of T . Then, this ratio is used as a percentage to compute the size of
all the slices of the corresponding sub-polygons. Nevertheless, this method suffers
from a lack of customization possibilities by the expert.

Another method called the Sub-Depth-Based Ratio Computation has been ex-
plored. It uses the depth of the trees, defined by the DEPTH(T ) attribute, to modify
the proportion allocated to each slice depending on whether they are close or far
away from the center of the map. The expert has to set two additional parameters,
the proportion given for the allocation of the slice of the lowest level, correspond-
ing to the initial root of the tree (this value has been named ”START”), and the
proportion given for the allocation of the slice of the deepest level, corresponding
to a given leaf of the tree (this value has been named ”END”). Because only these
two values, START and END, have to be specified by the expert, the remaining
values used to fix the proportion of the intermediate levels are computed using a
linear regression. Using another point of view, the START value fixes the behavior
of the nodes close to the center of the map (or the backbone), which are the most
important ones, and the END value fixes the behavior of the minor nodes shown
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in the periphery. These parameters are thus useful for our application of co-citation
networks. We have obtained the best results using 0.5 and 0.25 for the respective
values of START and END.

The behavior of the Sub-Depth-Based Ratio Computation method is very simple.
It allows us to constrain the angle of the links to go only forward when we are
close to the center of the map (see Fig. 9.11). In fact, when drawing scientograms,
having edges going mainly forward gives a better representation as nodes located
far away in terms of number of edges are spatially dissociated. That is why we
selected the Sub-Depth-Based Ratio Computation method as the default one for our
experimentations.

To show how the proportion of the slices are computed using the Sub-Size-Based
Ratio Computation and the Sub-Depth-Based Ratio Computation methods, an ex-
ample is presented in Fig. 9.12 using a small tree. For some selected nodes, the
values are computed for both methods. The proportion is always computed as a

O C O C

Fig. 9.11 On the left, the normal behavior in which all the space is used to compute the size of
each slice. On the right, a modified behavior in which a constraint is applied before computing the
size of each slice, allowing us to direct the network in a given way

Tree

A

B C D E

F G

H I

(1) Normal behavior

Measure : the ‘sub_size’ attribute

Node Measure Proportion

Proportion

12.5%

62.5%

75%

B 1/8

C 5/8

F 3/4

H 1/2 50%

(2) Modified behavior

Measure : the ‘sub_depth’ attribute

Node Measure

B 2/2 the value ‘START’

C 2/4 0.5 ‘START’ + 0.5 ‘END’

F 3/4 0.25 ‘START’ + 0.75 ‘END’

H 4/4 the value ‘END’

Fig. 9.12 Different ratio computation methods for dividing the slices: an example of a tree (left);
the proportions obtained using the Sub-size-Based Ratio Computation method (top); and the pro-
portions obtained using the Sub-Depth-Based Ratio Computation method (bottom)
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ratio between two numbers, the current attribute of the node (respectively the SIZE
and the DEPTH) and the maximum value for this attribute (so, the maximum size
of the current sub-tree or the maximum depth if the second measure is considered).
Note that the ratio computation method is totally independent from the method of
dividing these slices, i.e., the ratio can be used independently with the Area-Based
Dividing or the Angle-Based Dividing methods.

9.3.8 Details on the Node Relocation Function

Once the coordinates of the nodes have been found by the Node Positioning sub-
function (see Fig. 9.4), a node relocation stage occurs in order to improve the
location of the overlapping nodes. This stage is done by the Node Relocation sub-
function (see Fig. 9.5).

The goal of this sub-function is to identify the nodes that are too close, according
to an expert criterion, and to move them randomly in order to avoid the overlapping
of the nodes. The process is iterated several times until a perfect configuration is
found by the algorithm. Because of the cost of the computation of the distance be-
tween nodes, and since this process has to be iterated, we use a KD-Tree technique
to compute these distances. A KD-Tree allows the computation of the distance be-
tween a set of nodes in order that we can quickly know which set of nodes is closer
to any given node.3

The Node Relocation sub-function works as follows. A parameter named ra-
dius is defined by the expert to specify the minimum allowed distance between two
nodes. Only the coordinates of any node having a smaller or equal distance to this
radius will be modified by the algorithm, while the coordinates of the nodes located
at a greater distance will not be changed. Two additional parameters are defined, the
spring-strength ı giving the strength of the movements during the relocation of the
nodes and the random-strength � giving the quantity of randomness applied to the
nodes that have to be relocated.

From each node N of the set defined by the radius parameter, we apply a force
defined as the sum of all the repulsive forces generated by the nodes close to N , mul-
tiplied by the value defined by the spring-strength ı parameter (a repulsive strength),
and add a random value chosen into the interval [�� ,�] to it. Figure 9.13 shows how
the repulsive forces generated by all the surrounding nodes are applied on a given
node, and how this node is moved. This is done until a given number of iterations
have been completed. A higher value for this parameter can be used to establish the
convergence of the coordinates of the nodes, but at the cost of slowing down the
process. We have obtained good and fast results with a value of 100 iterations.

3 The library we have used for this process is called the ANN Library [17]. The advantage of
this library is that an approximate distance computation is used in order to speed up the process,
provided the fact that knowing the exact values of the distances is not important, which is the case
in our application.
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Fig. 9.13 An example of the modification of the coordinates of a node after applying the Node
Relocation function

The spring-strength ı parameter is used to define the step size of movement
applied to the node. A small value moves the nodes slowly through the iterations
of the algorithm, while a bigger value allows sudden changes of the coordinates
of the nodes. A value of 0.10 was used in our experiments. The random-strength
defines the quantity of randomness applied to the location of the node at the end of
each iteration. A value of 0 disables any randomness during the movement of the
nodes. A value of 0.05 was used.

9.4 Experiments

In this section, we will show the results obtained on some scientograms. The data are
directly extracted from a database of co-citation measures for Europe, generated in
2002. Some specific criteria are set in order to select a subset of the whole database
restricted to four world regions: Europe, the USA, Spain, and Cuba. The resulting
file encodes a fully connected network, with labeled nodes and weighted links, ready
to be pruned. Thus, the first step is to use the MST-Pathfinder algorithm to prune
these networks in order to get trees. The computing time for this step is roughly 9
ms on an Intel dual-core Pentium 3.2 GHz with 2 GB of memory.

The next step is to print the maps using the Vmap-Layout algorithm. The algo-
rithm has been written in C++, and compiled on Linux with the GNU GCC compiler
with the -O3 option. The computing time using the Vmap-Layout algorithm is
roughly 71 ms. The main parameters used are as follows. The initial polygon has
15 sides. The central point has been computed using the Angle-Based Central Point
method. The Cutpoint Value has been set to 0.5. The slices have been divided using
the Angle-based dividing method. Finally, the Sub-Depth-Based Ratio Computation
has been used to position the central point in the polygon.

A comparison has been performed using the Kamada–Kawai algorithm. For this
purpose, we have used the GraphViz library. GraphViz is an open source network
drawing software, freely provided by AT&T Labs, and available at: http://www.
graphviz.org/. It integrates the Kamada–Kawai algorithm in the form of the neato
utility. This utility exports in diverse graphical formats a description of a network

http://www.graphviz.org/
http://www.graphviz.org/
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done with a proprietary language, the DOT language [14]. Thus, the second step
was to convert the previous network in the format accepted by this library. The
computing time using the Kamada–Kawai algorithm is 0.6 ms.

The last step is to generate the graphical output from the DOT description using
neato. Actually, as these maps are designed for on-line consultation, the Scalable
Vector Graphics (SVG) format was chosen. The time to generate the SVG image is
1,300 ms. The following command was used to generate this map, once the library
is installed:

dot -Kneato -Tsvg -o Europe.svg Europe.dot

The final results, for the Vmap-Layout and the Kamada–Kawai algorithms are
shown in Figs. 9.14 and 9.15 for Europe; in Figs. 9.16 and 9.17 for the USA; in
Figs. 9.18 and 9.19 for Spain; and in Figs. 9.20 and 9.21 for Cuba.
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Fig. 9.14 The scientogram of Europe in 2002, drawn with the Kamada–Kawai algorithm
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Fig. 9.15 The scientogram of Europe in 2002, drawn with the Vmap-Layout algorithm

Several remarks can be made from these pictures. First, we have to notice that
the Vmap-Layout algorithm avoids the edge crossings as expected, as each sub-tree
is drawn in its own sub-space. Secondly, the nodes connected to the central node are
properly spaced, and aligned on its own circle, allowing an expert to read properly
the labels. In the case of the Kamada–Kawai maps, the reading of the top-level labels
is not so clear. Finally, all the space available in the figure is properly filled with the
Vmap-Layout, giving more space to the larger sub-trees.

9.5 Conclusion

The Vmap-Layout algorithm is an effective and a fast technique for the represen-
tation of co-citation networks. Our algorithm can print real-world networks in an
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Fig. 9.16 The scientogram of the USA in 2002, drawn with the Kamada–Kawai algorithm

aesthetic way, highlighting the backbone and pushing the less important links to
the boundaries. Several variants have been described, allowing an expert to tune the
representation depending on his needs.

We are currently investigating other improvements of this algorithm. One option
is to allow it to use extra space over the polygons in order to reduce the white space
between the edges. Another option is the use of different techniques for the node
relocation, for instance, based on the simulated annealing metaheuristic, to find a
better positioning of the nodes. We are also planning some experiments on other
kinds of real data sets, including larger networks.
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Fig. 9.17 The scientogram of the USA in 2002, drawn with the Vmap-Layout algorithm
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Fig. 9.18 The scientogram of Spain in 2002, drawn with the Kamada–Kawai algorithm
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Fig. 9.20 The scientogram of Cuba in 2002, drawn with the Kamada–Kawai algorithm
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Fig. 9.21 The scientogram of Cuba in 2002, drawn with the Vmap-Layout algorithm
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Solana V, Muñoz-Fernández F (2005) Domain analysis and information retrieval through the
construction of heliocentric maps based on ISI-JCR category cocitation. Info Process Manage
41:1520–1533

21. Moya-Anegón F, Vargas-Quesada B, Herrero-Solana V, Chinchilla-Rodrı́guez Z, Corera-
Álvarez E, Muñoz-Fernández F (2004) A new technique for building maps of large scientific
domains based on the cocitation of classes and categories. Scientometrics 61(1):129–145

22. Nguyen QV, Huang ML (2002) A space-optimized tree visualization. In: IEEE symposium on
information visualization (InfoVis 2002), pp 85–92
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Chapter 10
Nature-Inspired Dissemination of Information
in P2P Networks

Christophe Guéret

Abstract After having first been used as a means to publish content, the Web is now
widely used as a social tool for sharing information. It is an easy task to subscribe
to a social network, join one of the Web-based communities according to some per-
sonal interests and start to share content with all the people who do the same. It is
easy once you solve two basic problems: select the network to join (go to hi5, face-
book, myspace,: : :? join all of them?) and find/pick up the right communities (i.e.,
find a strict label to match non-strict centers of interest). An error of appreciation
would result in getting too much of useless/non-relevant information. This chapter
provides a study on the dissemination of information within groups of people and
aim at answering one question: can we find an effortless way of sharing information
on the Web? Ideally, such a solution would require neither the definition of a profile
nor the selection of communities to join. Publishing information should also not be
the result of an active decision but be performed in an automatic way. A nature-
inspired framework is introduced as an answer to this question. This framework
features artificial ants taking care of the dissemination of information items within
the network. Centers of interest of the users are reflected by artificial pheromones
laid down on connections between peers. Another part of the framework uses those
pheromone trails to detect shared interests and creates communities.

10.1 Introduction

In this chapter, we discuss the problem of information exchange in networks.
A particular focus is set on solutions and algorithms aimed at taking advantages of
the social interaction underlying message exchanges. During the first section, some
general concepts about networks and communication paradigms are introduced.
The two following sections are aimed at introducing patterns of communication
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paradigms observed in nature and algorithms based on them. Finally, we conclude
this chapter with the definition of a general framework for network-level communi-
cations using stigmergy.

10.2 Networks and Communication Schemes

10.2.1 Network Structures

Let us consider an undirected graph G.V; E/ with a set of nodes V Dfv1; v2; : : : ; vng
and a set of arcs E�V � V . Two nodes vi and vj are connected if eij 2
EDfeij jvi ; vj 2 V g. The distance between two nodes vi and vj will be denoted as
D.i; j /. Depending on the context, this distance can be chosen to be related to the
topology or to any other abstract measure, for instance, choosing to set the distance
to the number of nodes between two nodes (Eq. 10.1) or choosing it to be equal to
the latency of a message transfer.

D.i; j / D min
�
kfe1; : : : ; ek je1 D ei�; ek D e�j ; e� 2 Egk

�
(10.1)

Definition 10.1. The neighbourhood Ni of a node vi is the set of nodes located at a
unit distance from vi .

Ni D feik 2 EjD.i; k/ D 1g (10.2)

Definition 10.2. The degree ki of a node vi is equal to its number of neighbours.1

The distribution of the degree values will be referenced to as P.k/

ki D kNik (10.3)

The distance separating two nodes and the respective degrees are used to com-
pute two coefficients: the average path length and the clustering coefficient of the
network.

Definition 10.3. Let C 2
n be the number of possible pairs of two nodes in the net-

work. The average path length L is the average distance separating pairs of nodes.

L D 1

C 2
n

X

i;j2V

D.i; j / (10.4)

Definition 10.4. Let vi be a node in the graph G. The clustering coefficient Ci of
vi is given by the ratio between the number of existing neighbours among Ni and
the total number of possible connections.

1 Note that in case of a directed graph, a distinction would be made between the in and out degrees.
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a

Regular: nodes are wired
according to a commonly
agreed-upon strategy

b

Random: nodes have
equal chances to have a
few or many neighbours

c

Scale-free: few nodes are
connected to many others

Fig. 10.1 Examples network topologies depending on the degree distribution and the distance
between nodes

Ci D kE.Ni /k
ki 	 .ki � 1/

(10.5)

The clustering coefficients are averaged in order to get the global coefficient C for
the network

C D 1

kV k
X

i2V

Ci (10.6)

According to the values of the average path length and the clustering coefficient,
it is possible to identify three types of networks: regular, random and scale-free (see
Fig. 10.1). Those different topologies can be found in several types of networks.
Mobile ad-hoc networks (MANETs) made of several entities having an high churn
rate are typically a random network. Social graphs and Web graphs have been proved
to follow scale-free topologies. The characteristics of those networks are as follows:

Regular This first category of networks can also be referenced as lattice, grid or
mesh. Almost all the nodes have the same degree. This can be observed
in networks wired according to a predefined, regular, pattern.

Random P.k/ follows a poison law with a parameter proportional to k. This
indicates that in those graphs, nodes have equal chances to have a few
or many neighbours. Such a graph will thus be homogeneous. This is
the exact opposite of the regular graph.

Scale-free The distribution of degree in a scale-free network follows a power
law [3]. Those networks have a high clustering coefficient and a low
average path length. A few nodes have a lot of short links to other
nodes, and long links connect those clusters to each other.

A distinction can be made between the physical structure of the network and
its logical topology. The logical topology is a new network structure, commonly
referred to as an overlay, making an abstraction of the physical one. The physical
structure of a network is sometimes hard to know and very often hard to change.
Overlays do not have those limitations and can be tailored to particular needs. It can
be interesting to adapt the overlays to take into account more of the underlying



270 C. Guéret

network, for instance, taking advantage of some small world behaviours of the ex-
changes. This aspect will be the main focus of Section 10.4.3.

10.2.2 Communication Schemes

A communication scenario consists of a setup of a channel between the sender and
the receiver and the transmission of the message. Back in 1997, Franklin proposed
to describe this scenario according to three criteria [11]:

Push vs. Pull The initiator of the transfer is an important characteristic.
When the sender establishes the channel, the message is
“pushed” to the receiver, whereas a receiver may open the
connection in order to “pull” the message from the server.
The difference is an essential role for the receiver. A push-
type communication allows him to receive messages he
did not explicitly request.

Unicast vs. broadcast The cardinality of a transfer precises how many nodes are
concerned. From the sender’s point of view, a transfer can
be unicast, broadcast or multicast, respectively, when it
concerns one, many or a set of receivers. As opposed to
multicast transfers that can be seen as a set of unicast the
sender does not precisely know who will receive a broad-
casted message.

Aperiodic vs. periodic The periodicity allows to differentiate communications
following a precise schedule from those performed on
demand.

Based on those criteria, fetching a Web page from a Web server can be identified
as an aperiodic, unicast pull transfer. This is a basic client/server communication
scheme, the main disadvantage of which is the need for a client to explicitly ask
for something precise. Publish/subscribe communication offers a more flexible al-
ternative. In these systems, receivers can express needs to a server (subscribe) and
automatically receive relevant messages later on published by the server. This is a
combination of an aperiodic, unicast, pull (subscription) from the subscriber to the
server followed by periodic and multicast pushes (publication) from the server to
all its subscribers. By the way, subscription can be seen as an equivalent to constant
queries [12]. In the mechanism coined by Cheriton [8], the sender and the receiver
never explicitly establish a new connection to transfer a message. Instead, they rely
on an already existing communication channel, usually described as a ‘bus’. Every
message sent on a bus is received by all the connected receivers. See Fig. 10.2 for
an illustration of those basic schemes.

Among those three mechanisms, the “pull-free” dissemination appears to pro-
vide many advantages for both servers and receivers [12]. Because messages are
just pushed on a common communication channel, indirect transfers can be made.
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server

client

Request
Answer

a

Clients emit requests
that are directly
answered by servers

ClientsClientsClients

Publish

server
Subscribe

client

Communication bus

Post

server

Read

client

b c

Clients send subscriptions.
They receive answers
when matching content
is published

When using a bus,
servers and clients are
not aware of each other

Fig. 10.2 Three basic communication schemes showing different combinations of initiator, cardi-
nality and periodicity

Clients getting messages from the bus do not need to reveal their identity to the
servers. Furthermore, the servers do not need to keep track of a potentially large list
of clients.

In the following section, some of the dissemination schemes observed in nature
are introduced along with their computational models.

10.3 Nature-Inspired Communication Paradigms

10.3.1 Epidemic and Rumour Spreading

Diseases feature an interesting way to diffuse information. Given a population, the
model is pretty simple: each individual is assigned a status corresponding to its sen-
sitivity against the disease, for instance, being “infected” or “susceptible”. Starting
from an initial status, the individuals may change to another status when they are in
contact with the virus. It is possible to identify several types of epidemic systems
depending on the number of states and the probabilities for going from one state to
another.

The simplest system, known as SI, is based on two states: Susceptible – the in-
dividual is healthy and can be contaminated and Infected – the individual is sick
and contagious. A susceptible individual may become infected with a probability
ˇ and, unfortunately for him or her, there is no chance of recovery. Let us con-
sider a discrete model,2 and let St and It be the number of susceptible and infected
individuals, respectively, at timestamp t . The population is assumed to be of a con-
stant size N D St C It (which means nobody dies). At every time step, every
infected may only contaminate one other. This means that the probability of becom-
ing sick is ˇ times the probability of being in contact with someone infected (In=N ).
The evolution of the population sizes is described by equation system 10.7. In those

2 Under the assumption that �t is very short, continuous models can be derived from discrete
equation systems [1].
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equations, r D ˇ�t
N

is the infection rate of the disease.

StC1 D St � rStIt

ItC1 D It C rStIt
(10.7)

It is possible to extend this model by allowing infected individuals to return to
the susceptible state. The equation for this Susceptible-Infected-Susceptible system
(SIS) introduces b D ��t as the recovery rate between two time steps and � as the
recovering probability (see Eq. 10.8).

StC1 D St � rSt It C bIt

ItC1 D It C rSt It � bIt
(10.8)

Following the same reasoning scheme, several other epidemic systems can be
designed. The Susceptible-Infected-Removed (SIR) model introduces a third state
Removed for individuals who either die or become immune after having been in-
fected once. The Susceptible-Exposed-Infected-Removed (SEIR) model extends
SIR with a state Exposed used to make a distinction between susceptible individ-
uals who may become infected and the others not exposed to the epidemic. In SIRS
and SEIRS the removed state is limited in time by the introduction of a loop to the
susceptible state [23].

Several phases can be taken into account with a combination of epidemic models.
As an example, the Progressive-Susceptible-Infected-Detected-Removed (PSIDR)
model [33] takes into account the delay needed for the identification of a virus. An
initial SI proliferation phase is followed by an SIDR declination phase once the
virus is identified and specific antivirus is introduced into the system.

The models can be even more flexible by using a non-constant population [24]
and/or non-constant propagation rates [22].

Contagious Dissemination of Information

The use of dissemination of information was initiated by Demers in 1988. He de-
signed a “gossip” protocol aimed at keeping up to date a distributed database [9].
The principle is simple and follows a SI mechanism: every time a node receives a
message for the first time (he is susceptible), it transmits to a probabilistically cho-
sen subset of nodes he is connected to (infect them according to an infection rate
r). The information may also be altered by the nodes before they diffuse it (the epi-
demic mutates). Because all the nodes may either be infected (server) or susceptible
(client), gossiping is a P2P protocol. An important element of Gossip algorithms
is the transfer of state from the sender to the receiver. At the end of the communi-
cation, the client is infected just as the sender was. On an implementation point of
view, this prevents a client from sending back the information to the server that just
sent it to him. There is also an anti-entropy mechanism used in case an individual
joins the network after the epidemic phase.
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Since then, several gossip algorithms have been proposed. Depending on the
strategy used to set the propagation rate, these algorithms are assigned to three cat-
egories [5]:

Fixed The rate is set to a specific, constant, value. Noteworthy is that this
value is set to 1, that is, if every neighbour receives the message, there
is a flooding of the message. An example of such an approach is the
original algorithm from Demers.

Adaptive This latest category can be described as dynamic + learning. The prob-
ability is changed according to a local information and some feedback
from previous transfers. The Smart Gossip protocol [42], taking into
account the topology of the network and the reliability of the nodes to
compute its propagation rate, is an example of adaptive gossip.

Dynamic A local information is used to dynamically adjust the coefficient. The
directional gossip [34] protocol is an example of this category. This
protocol uses the size of the neighbourhood as an estimation for the net-
work clustering value. Isolated, distant, peers will have higher chances
to get the messages.

Another interesting example of adaptive gossip has been shown by the study
of fireflies by Wokoma et al. [49]. When isolated, those insects have a particular
capacity to emit a light signal at a frequency proper to each individual. Once in a
group context, their reaction is to modify this frequency in order to have the same
as their neighbours. Such a behaviour can be translated into an adaptive gossip
protocol for the diffusion of updates. A peer willing to communicate an update will
have to blink more rapidly; that is transmit messages in a more active rate.

10.3.2 Stigmergy

Stigmergy is an indirect communication system. Traces left in the environment by
some entity are consequently used by the same or another entity. Such a behaviour
has been first observed in ants. Although being independent from each other and
acting without the presence of a global supervisor, they are all collectively able to
find the shortest path linking the nest to a source of food.

Meta-heuristics based on artificial ants appeared in the 1990s, with the work of
Dorigo [10]. A model of ants behaviour can be established making an analogy of the
traveling salesman problem. This problem is expressed as such: a salesman has to
visit several cities with the constraints of visiting each city only once and minimising
the total travel distance. The task for the salesman, as well as for the ants, is to find
the shortest path going through all the nodes of a weighted, undirected, graph.

Let us consider a set of N cities. The weight xij associated to an arc between
two cities i and j denotes the distance separating them. A set of m artificial ants are
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initially randomly set at different cities in the graph. The goal for an artificial ant is
then to complete a tour of all the cities following three rules:

1. The selection of the next city to go to depends on the quantity of pheromones
laid down on the road.

2. It is not allowed to return to a previously visited city. To that, a tabu list T .k/ is
used.

3. Once a complete tour is finished, it returns to the starting point and leaves
pheromones on the way back.

Let �ij .t/ be the amount of pheromones on a link between i and j at time t . The
action of moving from one city to another is performed within t and t C 1. During
that time, pheromones will evaporate. New ones will also be added by ants having
completed their tour. The final quantity after N moves is found at t CN

�ij .t CN / D .1 � �/�ij .t/C��ij (10.9)

� is the persistence factor of the pheromones, 1 � � represents the amount of
pheromones evaporated between t and t C N . In the meantime, the amount of
pheromones is increased by ��ij .

��ij D
mX

kD1

��k
ij (10.10)

In this later formulation, �k
ij is the amount of pheromones added by the ant k. This

quantity depends on the quality of the tour. The goal being to find the shortest tour,
this quantity will be inversely proportional to the length Lk of the tour.

��k
ij D

8
<

:

Q

Lk

if the ant used the arc .i; j /

0 otherwise
(10.11)

Some other variations can be considered, for instance, attributing an equal quan-
tity of pheromones to each part of the tour whatever be its length or taking into
account the distance between cities rather than the total length of the tour.

Artificial ants moves are managed by transition probabilities. The probability for
the ant k, at a time t , to go from the city i to the city j is equal to pk

ij .t/.

pk
ij .t/ D

8
<̂

:̂

Œ�ij .t/�˛ Œ�ij �ˇP
l2NnT .k/Œ�i l.t/�˛ Œ�i l �ˇ

if j 2 N n T .k/

0 otherwise

(10.12)

This formulation is based on a trade-off between the pheromones and the attrac-
tiveness of the path. Some path with a lot of pheromones may not be so attractive if
no one else is currently using it – or the inverse. This attractiveness can, for instance,
be used to force diversification (avoid path were other ants are). In the case of the
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traveling salesman, this parameter is set to the inverse of the distance: �ij D 1
dij

.

The shorter a path is, the more attractive it will be. The two coefficients ˛ and ˇ

allow for adjusting the relative importance of those two decision parameters.
Because every entity has the opportunity to alter a common environment, indirect

communication can take place. The messages sent are the modifications made to that
environment. In the specific example of the TSP, this information is the distance
between a pair of cities.

10.3.3 Immune System

The immune system is a complex mechanism of self-defense that develops during
the evolution of living organisms. This system is animated by the rivalry between
two types of entities: antigens and antibodies. Within an organism, antibodies are
in charge of chasing and destroying antigens. This defense system is characterised
by its proliferation and mutation mechanisms. Under stimulation by an antigen, B
cells (a particular type of lymphocytes) start the production of matching antibodies
(proliferation). Though antibodies are specialised, the system can mutate to adapt
itself to new antigens.

In the context of communication, messages are embodied into the antibodies.
Those antibodies walk through the network and undergo proliferation when the en-
vironment is favourable for it.

10.3.4 Comparison

When the goal is to achieve a good coverage of the network, epidemic algorithms
are among the best choices. Those algorithms can cope with churns. They are also
best suited for dissemination without explicit targets. Ant-based algorithms are gen-
erally more suited to routing problems. Taking the TSP problem as an example, the
goal is to deliver a message to a given destination. The quality of the decision can
be assessed by different means and used to modify further decisions. This implies
learning and improvement over time (Table 10.1).

Table 10.1 Comparison of interaction elements within different nature-inspired paradigms

Epidemic Stygmergy Immune

Channel Connections between
peers

A global environment every
individual can freely
interact with

Hosting peer

Servers Peers in infected state All entities Antibodies
Clients Peers in susceptible

state
All entities Antigens

Information Individuals status Modification in the
environment

Genotype of cells
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10.4 Nature-Inspired Algorithms for Communication

10.4.1 Information Querying

Search, and the associated query problem, is certainly the most well-known of the
communication problems. Examples of it are the quest for a particular data on
the WWW or for a file on a P2P file-sharing network. This search process can
be described by three, consecutive, sub-processes addressing a particular question
each [30]:

1. What? The first step consists of the identification of the seek content. This pro-
cess may consist of: computing the identifier associated to the request (in case
of DHTs), finding some meta-data related to keywords provided (for search sites
providing advanced search features), : : :.

2. Where? Once the goal of the search is known, search itself has to be done. That
part is the most tricky. Among other specific points, the difficulty of the task
depends on the complexity of the network and the quality of the previous step.

3. How? When the document as been identified, it can be retrieved.

In this model, the first and the second steps may eventually be merged if the query
already represents the document requested, for instance, if some provided keywords
are the only meta data available to perform the search. The latest step, the one on
the retrieval of the document will not be detailed further as few different solutions
exist to it. The typical approach consists of establishing a standard client/server
exchange between the (know identified) server and the client. In the case where
multiple servers have been found, it may also be possible to fetch part of the docu-
ment from each of them.

The content provided by servers is registered in an index. A list of files to be
shared is an example of such an index associating file names to content. When a
request for a particular file is received, the corresponding content is sent back as
an answer. Those indexes may be local, central or distributed. In the following, we
present some strategies associated with the use of those three types of indexes. For
a complete overview of search strategies, the interested reader can refer to [40].

10.4.1.1 Centralised Indexes

A central index is a unique entity containing the information from all the indexes.
Every peer getting connected to the network sends its index to this central authority.
All the requests are then sent to that central point.

After being the first approach used by P2P system, in the form of the file sharing
software Napster, this centralisation of information has been proved not to scale. The
biggest central indexes are now the search engines, such as Google, that crawl the
Web and index part of its content. They are able to provide a reasonable answer to
the “where” question, as long as the “what” is correctly expressed.
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10.4.1.2 Local Indexes

In non-structured networks, the placement of information for that of peers follows a
particular scheme. Under this context, it becomes impossible to know in advance the
destination for a request and therefore routing cannot be achieved. Instead, the strat-
egy consists of sending the query to some peers hopping they will either be able to
answer or to forward it to another peer more likely to answer.

In the context of forward, a message is transferred from peer to peer until its ob-
jective is fulfilled. The most straightforward strategy for forwarding messages is the
random walk: the receiver is randomly selected, and the message is sent. But some
more clever strategies can be applied. For their routing algorithm REMINDIN0 [47],
Tempich et al. choose to take in account five aspects of information exchange visible
in human interaction: (1) a question is usually sent to someone likely to answer it.
(2) by answering this question, this person proves he has some relevant knowledge.
(3) someone knowledgeable about a particular domain is likely to have some infor-
mation about a similar or broader topic. (4) every individual has its own domain
of expertise. (5) the estimation of the wisdom of someone is a measure relative to
the personal wisdom of someone. In REMINDIN, those points are taken into con-
sideration thanks to two essential aspects of the algorithm: the memorisation of the
provenance of information and a given notion of confidence among the peers. In par-
ticular, whenever a peer answers a request, it memorises the name of the asking peer.
This is commonly referred to has referral networks.

An epidemiological strategy can be considered in order to duplicate the messages
when they reach a node. In that case, a SIR model is typically applied. The best
example of this type of information dissemination is the protocol used in Gnutella,
a file-sharing software developed in 2006 by Nullsoft. A request for a particular file
received by a peer is duplicated and sent to some other peers.

The ImmuneSearch [13] system avoids the flooding behaviour of gossip algo-
rithms by using a communication model inspired from the humoral immune system.
Each peer has to define an information profile describing the content of its local in-
dex and a search profile describing what it is interested in. Search profiles are turned
into antibodies tracking the antigens (information profiles). Aging of antibodies lim-
its the propagation of the requests in the network and their proliferation allows to
query more peers when the environment is favourable to it (when some solutions
have been found).

10.4.1.3 Distributed Indexes

A distributed index is a distributed structure aimed at storing the content of all
the local indexes provided by the peers. It is itself an index on top of which two
functions insert(identifier,content) and fetch(identifier) are,
respectively, used for the insertion and the retrieval of elements.
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Fig. 10.3 Examples of
distributed indexes used on
top of two different index
spaces. In both examples, the
dotted line represents a look
up operation. Grey circles are
the positions of the nodes.
Dashed elements are parts of
the addressing space
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The identifier associated to the element being inserted/retrieved depends on the
representation space used for the distributed index. The most common types of iden-
tifiers are hash codes, prefix-based names and Cartesian coordinates:

Hash Distributed Hash Tables (DHT) are an example of structured network
topologies. A unique identifier is associated to each node and data in the
overlay. This identifier is drawn from an hash function. In Chord [46],
the best-known example of DHT, each node is connected to the follow-
ing node and to the previous one in a ring topology.

Prefix In a prefix-based strategy, the code associated to each identifier is such
that the distance between a query and a matching answer is related to
the edit distance between their respective identifiers [38]. Tapestry [50]
and Pastry [41] are two other systems making use of a prefix encoding.

Cartesian The content-addressable network CAN [39] features an identifier space
based on cartesian coordinates. The entire addressing space is divided
among the peers. The routing operations are designed to bring a request
closer to the matching answers.

The Fig. 10.3 shows an illustration of hash codes and cartesian coordinates
identifiers.

Distributed indexes are commonly used on top of structured networks. But they
can also be designed to use non-structured topologies. As an example, the Anthill
system designed by Babaoglu et al. [2, 35] uses two types of artificial ants to
take care of insertion and lookup operations. On insertion operations, an “inser-
tAnt” walks from peer to peer until it finds a suitable place to store the element.
“searchAnt” can then browse the network for an identifier and turn themselves into
“replyAnt” when they are successful.

10.4.2 Dissemination of Information

The problem stands as this: a server has an information it is willing to send to a client
yet to be determined among all the nodes in the network. Some concrete examples
of this scenario are load-balancing problems (the server wants to get rid of some
tasks) and daily use of mails (the server – a user – wants to inform other users about
something he found).
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10.4.2.1 Selective and Directed Dissemination

Messages can be sent to a specific group of nodes or routed towards promising
destinations in the network.

The publish/subscribe mechanism is the most straightforward way of performing
selective dissemination. With such a system in place, messages only have to be sent
to the subscribers. However, it can be hard to manage the subscriptions, particu-
larly in non-structured P2P networks where every peer is a potential publisher. The
solutions proposed in Elvin4 [44], Siena [6, 7] and P2P-DIET [31, 32] is to extend
the pub/sub with the third type of message. This new message allows for a client to
precise what it expects and for a server to precise the type of messages it is likely
to publish in the future. This information can then be used to route subscription and
publication messages through the network.

Directed diffusion [27] uses gradients of interests to route pushed messages.
Periodically, peers broadcast the list of the messages they are interested in. In turn,
peers forward every list they receive and update a radiant to the source.

More recently, Web 2.0 Web sites appeared as a new way to achieve directed
dissemination of information. Such Web sites, for instance, the free encyclopedia
Wikipedia, allow anyone to publish information and temper with what other users
published. The Web sites are turned into an environment upon which a stigmergic
communication takes place among all the visitors.

10.4.2.2 Blind Dissemination

Blind dissemination has to be achieved when a server wants to send a message but
has no clue on potential recipients. The load-balancing problem, where the task
consists of distributing tasks over a set of nodes, is one of the potential application
domains for blind dissemination. The tasks are the messages an overloaded server
will want to send to an underloaded server.

The circulation of messages can be in charge of moving around the network, tak-
ing messages from overloaded servers they visit and dropping them on underloaded
places. In the Messor [36] system, this get/put process is separated into two steps: an
ant first looks for an underloaded server and then goes finding an overloaded server
willing to transfer a task. This approach avoids having to move tasks along with the
ants, thus reducing the bandwidth.

10.4.3 Modification of the Topology

The objective is to take into account some social behaviours in order to adapt
to the network. Such social behaviour has been proved to appear, in the form of
small world networks, in the case of file sharing among researchers [26]. It as
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also been reported than taking into account such social topologies can improve
communication [37]. Two strategies can be applied: either modify the network or
add another overlay providing added information.

10.4.3.1 Rewiring

Rewiring algorithms consists of dynamically adjusting the topology of the network.
The general skeleton of such an algorithm is simple. Using some satisfaction mea-
sure, a peer evaluates the quality of its neighbourhood. If this quality appears not to
be sufficient, then connections are dropped and new ones are established. The choice
of the satisfaction estimation and rewiring rules dictates different algorithms.

In the model proposed by Schmitz [43], a peer periodically initiate searches in
the network in order to find new peers having a similar profile. When the satis-
faction of the peer for its neighbourhood falls below a given threshold, a random
walk is started. The expertise of every visited peer is recorded. After a fixed number
of visits, the result is returned back to the original peer who then re-adjusts its
connections.

The T-Man algorithm [28, 29] uses a different approach based on addressbook
exchanges. Periodically, a peer selects one of its neighbour and sends him the list
of profiles of the peers it is currently connected to. In return, it receives a similar
message from the receiver. Then, both peers merge, sort and truncate the result of
the merge from their respective current list and the one they just received. When the
sorting function is based on the neighbourhood, this auto-catalyst process allows for
the rapid identification and clustering of peers having a similar neighbourhood.

10.4.3.2 Adding Shortcuts

The addition of shortcuts can be used as an alternative solution to rewiring when
modifying the network is not possible (for instance with DHTs). Because shortcuts
are added “on top” of the existing structure, they can also appear as a most flexible
alternative. For every peer, shortcuts are stored as a list of peer to contact in priority
before using the normal communication strategy.

The small-world overlay protocol [25] (SWOP) adds shortcuts on top of the
Chord distributed hash table. The added layer is made of “head” and “inner” nodes
connected through “long” or “cluster” links. Long links are established between
head nodes. Within a particular cluster, clusters links connect the inner nodes to
the cluster’s head node. The clusters are of predefined size. Before using the nor-
mal Chord lookup, a node will first refer to the head node of its group. The SWAN
algorithm [4] is a similar approach aimed at CAN-based networks.

In the case of networks with changing topologies (ad hocs, for instance), the
shortcuts have to be dynamically adapted. Assuming that a peer answering to a re-
quest is likely to answer to further requests, Sripanidkulchai proposes to update the
shortcuts whenever the network is queried [45] – in that case, a Gnutella network.



10 Nature-Inspired Dissemination of Information in P2P Networks 281

When the query message returns back to its sender with the list of potential servers,
some names are kept and added to the shortcut list. Later, those peers will be queried
in priority. The popularity of a particular item and the answering history of a peer
can also be considered in the decision process [48].

10.5 Achieving Network-Level Stigmergy

In the previous sections, we presented various schemes for the exchange of informa-
tion in a network. Those schemes differ according to the initiator of the transfer and
the network type. But the actual communication is still based on the client/server
paradigm, meaning that either the sender or the receiver has to be active at some
point and decide to establish the communication. This action can consist of sending
a mail or browsing a wiki, for instance. This section investigates another approach
for the network layer. The main idea is to provide a selective dissemination layer
separated from the application layer.

10.5.1 General Objectives

As proven by the success of Web 2.0 Web sites, stigmergy is a communication
scheme allowing an easy publication of information. Unfortunately, this is currently
limited to some specific places (e.g., the Web sites). On the network side, the is
no such content-focused stigmergy possible. The closest models based either on
gossip algorithms or distributed publish subscribe rely on a the (partial) flooding
of the network with information or the description of centers of interest (define
profiles). Recommender systems, such as the one used by the Web site Amazon.com
for buying suggestion, free the user from having to define a profile. But, because the
two activities are performed on two different environments, their recommendation
system cannot suggest a book to a user based on a paper he or she is currently
writing for a conference.

The framework proposed in this section is aimed at providing a common envi-
ronment prone to stigmergy among various applications used by different nodes.

10.5.2 Architecture

The communication metaphors used to design communication algorithms within
that framework is that of a group of people talking in an open space. In this context,
the underlying communication channel allows for any individual to hear what others
are saying – providing they are not to far away. All the persons are also free to
move around the space. Typically, those moves would be targeted towards three
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objectives: get closer to an acquittance, reach the source of an interesting discussion
or just walk randomly, hoping to stumble upon some interesting conversations. As
people are moving and talking, interest-based clusters are emerging from the initial,
unstructured, crowd. In order to establish a nature-inspired algorithm, those rules
have to be interpreted in terms of peers and messages.

Peers

The architecture proposed is a multi-agent system. Each peer in the network is an
agent who is able to discuss with its siblings and move around the network by chang-
ing its connections. Air, the communication channel used to speak in the natural
model, is replaced by network connections between the peers. In order to mimic the
non-directed nature of the initial support and enable overhearing from other peers,
all of the received messages may be directly forwarded.

Within the agent, three essential elements have to be managed:

Stocks The stack of messages is divided into two, according to where
they come from the application layer or the network layer. Mes-
sage added to the application stack are meant to be distributed
in the network. The ones set in the network stack will be used
by end-user applications. Things arriving at the network stack
are automatically pushed to the application stack so that the user
can see them. Messages forwarded from the application to the
network are triggered by the user.

Connections Communications are restricted to a set of connected peers. In or-
der to reflect the creation of clusters based on interests, this set
of peers has to be dynamically adjusted according to the com-
munications. An addressbook is kept and progressively filled.

Communications The circulation of messages compromises the selection of a
message to send and the selection of a receiver. The general
efficiency of the system will depend on those choices. Particu-
larly, a compromise will have to be made between exploration
and exploitation: trying to investigate new areas of the network
or keep up sending only to peers known to be interested.

As illustrated by Fig. 10.4, the communication system of an individual lies be-
tween his brain and his ears + mouth. The brain decides the things to say while the
ears and the mouth act, respectively, as an input and output device. The equivalent
agent is an interface between end-user applications and the Internet.

Messages

The content of messages sent from a peer to another can be of any kind (Web site
address, document, sound file, : : :). The main information used by the algorithm
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Fig. 10.4 Comparison of messages flow within a peer according to the metaphore (b) and the ar-
chitecture proposed (a). Only the user may (re)inject messages into the network. Arriving messages
are directly sent to the application stack

is a pheromone trace associated to the message considered to represent its content.
Given a message I , this pheromone vector is �.I /. Using a similar notation, the
pheromones associated to a connection i  j from the node nj to ni are defined
as �i j .t/. We also assume the existence of a similarity function sim, which can be
used to compare two pheromones trails.

Users

In contrary to other systems, there is no profile defined for the users. Those profiles
are replaced by the pheromones associated to the connection between peers. Every
message published or forwarded by a peer will be perceived by the receiver as a hint
about its center of interests.

10.5.2.1 Management of Stacks

Not every information a peer is willing to publish will be interesting all the time.
The more outstanding example of this limit would be the publication of news. To
take this into account, and in addition to the pheromones marking, a validity limit
is associated to every message. The messages are then considered to be perishable
goods ants have to move before the date expires.

Locally on each peer, the messages are stored in two distinct stacks. There
are three transfer rules that regulate exchanges of messages between the stacks
(Fig. 10.5):

1. User action: Messages are moved from the application stack to the network stack
on explicit user action. This transfer assumes an interest from the user to the
message he or she picked up from the application stack.

2. Automatic: The objective of this automatic transfer is to make messages gathered
from the network visible to the user.
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Fig. 10.5 Messages flow between the stacks. Solid arrows are direct insertions of messages into
the stack. Dashed arrows represents messages being taken out. Dotted arrows are used for transfer
between stacks

3. Loop: Under special conditions, a message from the network stack may be taken
out of the stack and added back. This loop transfer is used by communications
when the decision is to keep a given message instead of forwarding it.

A message published by a peer will go into the network stack and then be pushed
into the network. Later on, a user browsing the content of the application stack of
its peer may stumble upon this message and have a look at it. Doing so, a new copy
of the message is added to the network stack and diffused into the network. This
scenario acts in favour of the most important messages: the more seen a message
is, the more visible it will be for the entire network. Non-interesting messages are
prone to rapidly disappear.

10.5.2.2 Management of Communications

The algorithm proposed is based on messages are seen as perishable goods trans-
ferred from nest to nest. Artificial pheromones associated to each connection keep
track of the messages exchanged, thus creating a global and network-based memory.

Transfer of a Message

The selection of a destination consists of two steps. First, all the connected peers
Vi .t/ are separated into two groups depending on whether they are likely to be
interested by the information I or not. Those groups are respectively defined as
Vi .I; t/ and Vi .I; t/. The decision is based on the similarity between the message
to be sent and the traces left by those previously received. Every connection for
which the similarity is above the threshold smin is assumed to lead to interested
peers. According to a probability �, the ant will decide which group to pick up a
destination from.

Vi .I; t/ D fnj 2 Vi .t/ j s.�i j .t/; �.I // � sming n Ti .I; t/ (10.13)

Vi .I; t/ D fnj 2 Vi .t/ j nj … Vi .I; t/g n Ti .I; t/ (10.14)

A tabu list Ti .I; t/ is used to remove some connections from the two groups, for
instance, to avoid sending back a message to its previous sender. If the objective is
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to force diversification in send, this list may be associated to the peer. In doing so,
peers to which the message had just been sent to will not be available for a new
send. This list can also be associated to the message to avoid message loops or to
the memory of the ants to avoid them doing loops as in [15, 16].

Then, a probability of being selected �j is associated to every destination nj . The
equation used to compute this probability depends on the group (interest or not) the
destination belongs to. Within the group of interested peers, the chances of being
selected are proportional to the similarity of the connection, whereas all of the non-
interesting destination are assumed to be equally non-interested (see Eq. 10.15). The
possibility of a loop transfer, as introduced in the previous section, is materialised
by the addition of 1CnC peers to the computation of the probability for destinations
in Vi .I; t/. The probability associated to this choice complements the other choices
within Vi .I; t/. That is, �i D 1 � jVi .I; t/j � �j . Choosing to put back the message
into the network stack will be nC times more important than the other possibilities.

�j D

8
ˆ̂̂
<

ˆ̂̂
:

sim.�i j .t/; �.I //P
z2Vi .I;t/ sim.�i z.t/; �.I //

if nj 2 Vi .I; t/

1

jVi .I; t/j C 1C nC
if nj 2 Vi .I; t/

(10.15)

As shown in Fig. 10.6, the decision of sending the message I over the connection
i ! j at a time t is taken as the result of a combination of choices. The probabil-
ity P send

i!j .I; t/ is a product of the probabilities associated to each of those choices
(cf. Fig. 10.6 for a graphical representation).

Once P send
i!j .I; t/ has been computed for every nj 2 Vi .t/ and the special case

i D j , the ant randomly selects a destination and leaves the nest to go delivering
the message.

Actualisation of Pheromones Level

On its way from the peer ni to the peer nj , the ant carries a message. Pheromones
are updated to reflect the content of this message. On the way back to its nest, the
ant lays down no pheromones – as the ant is returning with empty hands to its nest.

Fig. 10.6 Decision tree.
Starting from the entire
neighbourhood, the ant first
decides to send the message
to a potentially interested or
not interested destination.
Then, the actual destination is
selected

Vi(t)

Vi(I,t)

nj nj ni

ρj ρj ρi

η

Vi(I,t)

1−η

Consider all the neighbourhood

Select optimisation or exploration

Consider a sub group

Select a destination

Send the message
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10.5.2.3 Management of Connections

The topology of the network is modified according to its perceived quality.
Connections leading to a poor traffic are cut down and new connections are es-
tablished based on the addressbook. If this addressbook only contains unusable
peers. Requests for recommendation can be sent to other peers. This helps feeding
the addressbook.

Rewiring of the Neighbourhood

The utility of a connection i ! j depends on the number of times it has been evalu-
ated as an interesting destination for forwarding a message over the last X decisions.
The rationale is not to stay connected to peers that appear not to be interested by the
current content of the stacks. The lower X is, the faster the system will adjust the
neighbourhood to cope with changes in the stacks.

S
drop
i!j .t/ D � log

�
Ui!j .t/C 	

1C 	

�
; nj 2 Vi .t/ (10.16)

The probability P
drop
i!j .t/ is then computed to be proportional to dropping scores.

This decision process can be improved by the introduction of a minimum utility
ˇ. Instead of considering all the neighbourhood as potentially removable connec-
tions, only those having a score below this threshold will be considered. If none
of the current connection falls under the limit, that is if the peer is satisfied by its
neighbourhood, none of them will be dropped.

Addition of Peers to the Addressbook

Every peer receiving a recommendation request answers giving the name of a peer
grabbed from its own neighbourhood. The selection of the peer to recommend is
based on the pheromone traces left on the connections.

Let us consider the case of a peer nj receiving a request from the peer ni . At time
t when the request is received, nj will decide to recommend to ni a peer nk 2 Vj .t/

based on a recommendation score S reco
j!i.k; t/. Because it would be meaningless to

recommend to a peer to get connected to itself, ni is excluded from the possible
choices

S reco
j!i .k; t/ D sim.�j i .t/; �j k.t//; nk 2 Vj .t/ n fni g (10.17)

The probability P reco
j!i .k; t/ to send a recommendation for the peer nk over the

connection j ! i is proportional to the recommendation scores. The higher this
score is, the better the chances of a peer to be recommended.
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10.5.3 Results and Applications

In order to validate the algorithms, this framework has been implemented in a test
case using a cosine distance for the similarity and a weighted keyword vector for
the pheromones [17–21].

The expected applications are the dissemination of information and the identifi-
cation of underlying social behaviours. Following design principles similar to that
of the semantic desktop, this system could be implemented as part of a file system
to ease sharing of information. In that specific case, semantic data would have to be
considered for the pheromones trails.

Another application domain we started to investigate in [14] is the non-
supervised classification task. Messages published by the peers are elements of
the data set to be sorted. After some iterations of the algorithms, peers publishing
similar messages (e.g., elements of the same class) will get connected to each other.

10.6 Conclusion

This chapter discussed the problem of information exchange in a P2P setting. In
that context, sharing information requires an extra amount of work from the sender
in order to identify the potential receivers of a message. Picking up some global
dissemination platform, such as a Web 2.0 Web site, can partially solve this issue
(through indirect communication) but still implies for a specific Web site to be cho-
sen. And, if the information is to be sent to different groups of people, duplicate the
message over several of those information-sharing platforms.

This chapter introduced another approach fostering stygmergic behaviour of
artificial ants to Web scale. In the proposed model, every peer emits messages that
are moved over the network, from peer to peer, by artificial ants. Those messages are
flavoured by the keywords they contain, leaving traces on all the connections they
take upon. Those smelling traces constitute a global memory used by the ants to
route messages efficiently towards areas of interest. This relaying mechanism is
complemented by an epidemic model on the contamination of the peers by the mes-
sages they received. Once contaminated, a peer can in turn become a sender of the
message.

This generic framework can be used for the dissemination of information and
the identification of social behaviours underlying discussions between peers. It has
been implemented and used as such in a test prototype.
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14. Guéret C (2006) Navigateurs internet intelligents: Algorithmes de fourmis artificielles pour la
diffusion d’informations dans un réseau p2p. PhD thesis, Université François Rabelais Tours,
Laboratoire d’Informatique, 64, Avenue Jean Portalis – 37200 Tours
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Chapter 11
Analysis and Visualization of Relations
in eLearning

Pavla Dráždilová, Gamila Obadi, Kateřina Slaninová, Jan Martinovič,
and Václav Snášel

Abstract The popularity of eLearning systems is growing rapidly; this growth is
enabled by the consecutive development in Internet and multimedia technologies.
Web-based education became wide spread in the past few years. Various types of
learning management systems facilitate development of Web-based courses. Users
of these courses form social networks through the different activities performed by
them. This chapter focuses on searching the latent social networks in eLearning sys-
tems data. These data consist of students activity records wherein latent ties among
actors are embedded. The social network studied in this chapter is represented by
groups of students who have similar contacts and interact in similar social circles.
Different methods of data clustering analysis can be applied to these groups, and
the findings show the existence of latent ties among the group members. The second
part of this chapter focuses on social network visualization. Graphical representa-
tion of social network can describe its structure very efficiently. It can enable social
network analysts to determine the network degree of connectivity. Analysts can eas-
ily determine individuals with a small or large amount of relationships as well as
the amount of independent groups in a given network. When applied to the field of
eLearning, data visualization simplifies the process of monitoring the study activi-
ties of individuals or groups, as well as the planning of educational curriculum, the
evaluation of study processes, etc.

11.1 Introduction

With the rapid development of new Internet and computer-based technologies, Web-
based education, especially eLearning, became very popular in education. This is
a form of computer-aided instruction that virtually does not depend on the need
for a specific location or any special hardware platform [12]. eLearning systems,
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also called learning management systems (LMS) or computer management systems
(CMS) are used to provide maintenance of particular courses and facilitate com-
munication between educators and students within the student community. Users of
these courses are members of the social network with specific attributes resulting
from the eLearning environment.

Networks stemming from real life are concerned with relations among real ob-
jects and have become a significant part of modern life. Important examples include
links between Web pages, citations of references in scientific papers, power grids,
social networks of relatives, or other connections between individuals in various
environments, e.g., Web-based or eLearning systems. The word “network” is usu-
ally used for what mathematicians and some computer scientists call graphs [71].
A network (graph) is a set of items called vertices with connections between them
(edges). The amount of data required to describe even small social networks can be
quite large, which makes the analysis of these data collections very complicated.
This process can be simplified by using some mathematical and graphical tools,
which makes the study of the graph theory one of the fundamental pillars of discrete
mathematics.

Users of LMS can be specified as members of a community, which has one target
– achieving learning goals. This community (consisting of students) shares the typ-
ical characteristics of a social network. There is a set of people connected through
information exchanged in an LMS environment. Hence, data mining techniques
described in this chapter specialize in eLearning with relation to social networks
and social network analyses.

The main problem, which researchers solve in data collection and data prepro-
cessing, is the large amount of obtained data from LMS. The second part of this
chapter is dedicated to data storage and data processing of large data collections, us-
ing selected techniques of matrix decomposition and other matrix processing, data
clustering, and conceptualization and reduction of dimension in large matrices. In
the next section, learning management system environment with relation to data
mining techniques and other aspects is described.

Section 11.4 explicates recent work focused to social networks. Environment of
Web-based (or on-line social) networks, which is comparable with majority envi-
ronment of LMS, is described. Large-scale social networks and social networks are
generally in permanent progress. Hence, we must regard the social networks with
context of their evolution. Section 11.5 is dedicated to social network analysis
(SNA), especially with relation to eLearning and the subsection is focused on the
software used for SNA.

Results of social network analysis are often presented by visualization instru-
ments used for comprehensible description of network structure and for visualiza-
tion of relations between nodes (e.g., students and instructors in eLearning). This
area is mentioned in Section 11.6.

In Section 11.7, our experiment provided on LMS Moodle data collections
obtained from eLearning environment of Silesian University, Czech Republic,
is presented. This case study is aimed to pattern retrieval of students behavior in
educational process.
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Modern applications, information systems and others including Web applications
or LMS generate huge amounts of data collections. These data collections are sorted
in various forms, from text-based data sources such as logs (pure text), through
HTML, XML and other formats to semi-structured data sources such as multimedia
sources (images, audio, or video files). These collections of data are maintained in
databases, data warehouse, or simply in data or log files.

Log file analysis has been enjoying a growing attention in every area of human
activities. This domain is very interesting both for research area and for soft-
ware developers in the commercial sphere. There are various disciplines which
are considered to analyze the data sources for achieving worthy information, often
represented as knowledge. These information (or knowledge) is often used for man-
agement, maintenance, and improvement of systems being produced for these data
sources, or for other purposes. Among others, we must mention disciplines like ma-
chine learning, data mining, knowledge discovery, and data warehouse, which were
blended together and are generally derivated from the original discipline called data
mining, which is well known in research area.

11.2 Data Mining

There are various definitions of data mining presented in the research area. In [30]
Data mining is presented as the nontrivial extraction of implicit, previously un-
known, and potentially useful information from data. Benoit [7] offers the definition
of relative discipline knowledge discovery in databases (KDD), which he refers to as
data mining: Data mining is a multistage process of extracting previously unantici-
pated knowledge from large databases, and applying the results to decision making.
Data mining tools detect patterns from the data and infer associations and rules from
them. The extracted information may then be applied to prediction or classification
models by identifying relations within the data records or between databases. Those
patterns and rules can then guide decision making and forecast the effects of those
decisions. Principle of Data Mining [41] defines thus: Data mining is the analysis
of (often large) observational data sets to find unsuspected relationships and sum-
marize the data in novel ways that are both understandable and useful to the data
owner.

Many researchers presented basic phases of data mining. Detailed description of
particular phases is stated in [28]: learning the application domain, creating a target
dataset, data cleaning and preprocessing, data reduction and projection, choosing
the function of data mining, choosing the data mining algorithm(s), data mining, in-
terpretation and using discovered knowledge. A more pregnant description of data
mining phases is mentioned by Schuman [95]: Collection of data, Data preprocess-
ing, Data analysis, Data visualization and Data interpretation. In the same paper,
unified definition of data mining and novel interesting view to data mining phases
with relation to chemical states of aggregation is proposed.
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Common widely used data mining methods include classification, regression,
clustering, summarization, dependency modeling, change and deviation detection
proposed in [28]. Among the well-known classification algorithms we must men-
tion Bayesian Classification, decision trees, neural network and backpropagation,
k-nearest neighbor classifiers and genetic algorithms [21]. Clustering techniques
include partitioning (often based on k-means algorithm) and hierarchical methods,
grid, model and density-based methods [40] and others. Change and deviation de-
tection, also called as sequential analysis and sequence discovery [21], is oriented to
discovering the most significant changes in data sets or relationships based on time.

Data mining methods are applied in various domains such as software engineer-
ing, system management, Web analysis, information retrieval and others. There are
many purposes for Data mining of data collections. Among others, we must men-
tion domains such as crisis analysis, system maintenance and quality management
(oriented to usability or power management), design of recommended systems (soft-
ware development, Web applications, etc.), analysis of relations among users or
inferring social networks or groups in various environments (Web searching, call
systems, mailing, Web social networks, citation networks, health care and medical
research, etc.).

The analysis of system data collections in commercial sphere is wide-spread. In-
formation systems and software applications of various types become more complex
and are obliged to cooperate with heterogeneous software and hardware compo-
nents. The data mining and analysis is oriented to easier monitoring, management,
and maintenance of such systems. In [82], automatic mining of system log files
regarding new aspects of log data such as data complexity, short log messages,
and temporal characteristics of log data are presented. There are proposed min-
ing methods specialized in automated categorization of messages in system logs,
to incorporate temporal information with visualization tools to evaluate interesting
temporal patterns for system management.

Another field of data mining research is Web searching and information retrieval
from the World Wide Web. The research is oriented to data mining of logs available
from search engines for further recommendation of results or queries. Query rec-
ommendation of related queries for search engine users using past queries stored in
large-scale Web access logs and Web page archives is presented in [80]. Method
for weighted social networks construction based on information on the Web and
search engines such as Google is described in [62]. Some search engines have
integrated social bookmarking services, individual search history information, or
statistics of search activities (e.g., Google [108], Google Trends [109], Yahoo Buzz,
Ask IQ [104]).

Data mining research oriented to Web is very similar to Web-based systems used
in majority of the LMS. Data mining techniques used for data processing in eLearn-
ing are presented in Section 11.3.

The main problem, which researchers solve during data collection from LMS is
the huge amount of obtained data sets. In the next subsection, selected techniques
suitable for data reduction, which can be used in the data preprocessing phase of
data collections obtained from LMS, is presented.
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11.2.1 Data Reduction

Experts agree that singular value decomposition (SVD) is one of the most important
instruments used in linear algebra. Additional information relevant to SVD can be
found in [25, 34]. Now we will provide a basic theorem with relevance to SVD.

Theorem (SVD) Any m � n matrix A, with m � n, may be factorized as

A D U˙V T ; (11.1)

where U 2 Rm�m and V 2 Rn�n are orthogonal, and ˙ 2 Rn�n is diagonal,

˙ D diag.�1; �2; : : : ; �n/; (11.2)

�1 � �2 � � � � � �n � 0: (11.3)

The columns U and V are called singular vectors and the diagonal elements
�i singular values. The SVD appears in various other scientific fields under differ-
ent names. In statistical and data analysis, the singular vectors are closely related
to principal components, and in image processing the SVD goes by the name
Karhunen-Loewe expansion. Let us consider the following notation for designat-
ing singular values: �i .A/ D the i th largest singular value of A.

SVD serves as a very useful tool when searching for the approximation matrix A

using B with a lower rank. Informally, it can be stated that SVD enables us to reduce
dimensions within which we solve problems. Another effect of this reduction is
the elimination of static. Formally, these ideas may be formulated by the following
statement:

Theorem Assume that matrix A D Rm�n has rank.A/ D r > k. The matrix
approximation problem

min
rank

.Z/ D kjA�Zj2 (11.4)

has the solution
Z D Ak D Uk˙kV T

k ; (11.5)

where Uk D .u1; : : : uk/, Vk D .v1; : : : ; vk/, and ˙ D diag.�1; �2; : : : ; �k/.
The minimum is

jA�Ak j2 D �kC1.A/: (11.6)

11.2.2 Cluster Analysis

Data mining methods generally used were presented in the previous part. In this
chapter, there is not enough space to describe each of them. The subsection is ded-
icated to a widely used data mining technique called cluster analysis, which is a
representative. This technique was used in the experiment presented in Section 11.7
of this chapter.
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Cluster analysis is the process of separating objects, with the same or similar
properties, into groups that are created based on specific issues. We will call these
groups of objects clusters [48]. Clustering may be applied to objects in various re-
search areas, mainly in text processing and working with documents in information
retrieval (IR) systems. The term clustering can be in this sphere used for creating a
thesaurus. In eLearning, we can think of students as objects. The similarity of stu-
dents is set on the basis of their activities in the LMS system. Cluster analysis is in
this subsection presented with relation to IR systems. However, base principles are
conformable to eLearning systems.

Joining similar documents to a cluster may be done by increasing the speed level
for searching in search engines. The reason for carrying out a cluster partitioning is
explained in the hypothesis about clusters [49, 84]:

When documents are in close proximity, they are relevant to the same information.

The process that searches for the ideal cluster partitioning in sets of documents
and within which there are mutually similar documents is called clustering. The
cluster is then formed mutually by a set with similar documents.

In an ideal situation, the clustering procedure should accomplish two goals: cor-
rectness and effectivity [27, 84]. The criteria for correctness are as follows:

� Methods should remain stable, while collections grow, or, in other words, distri-
bution into clusters should not drastically change the addition of new documents.

� Small errors in document descriptions should be carried over as small changes in
cluster distributions into clusters.

� A method should not be dependent on its initial document ordering.

Conventional cluster distribution methods [9,32,49] are split into two categories:

Partitional methods – the goal is to employ a partition that best maintains
clustering criteria.

Hierarchal methods – These methods are based on matrix similarities in
documents. The goal of this method is to create a cluster hierarchy (tree
cluster).

Sets of clustering algorithms being used and developed today are too large. A
similar view can be found in publications such as [32, 49].

Due to the fact that most clustering methods work with mutual similarities be-
tween clusters, it is necessary to convey this similarity by using cluster similarity
partitioning coefficient.

Let us have a twin cluster ci a cj 2 fc1; c2; : : : ; cl g, where l is the amount of all
calculated clusters. Then, similarity coefficient sim.ci ; cj/ fulfills these conditions:

sim.ci ; cj/ � 0 (11.7)

sim.ci ; cj/ D sim.cj; ci / (11.8)

sim.ci ; ci/ D maxsim (11.9)

where maxsim is the maximum value of the similarity coefficient. Similarity between
clusters is defined the same way as the similarity between two documents or between
a document and a query.
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11.2.2.1 Hierarchical Methods

These methods utilize the matrix similarity C , which can be described as follows
for the document collection n :

C D

0
BBB@

sim11 sim12 : : : sim1n

sim21 sim22 : : : sim2n

:::
:::

: : :
:::

simn1 simn2 : : : simnn

1
CCCA (11.10)

where the i th row answers the i th document and the j th column answers the j th
document.

A hierarchy of partitions for requisite documents is formed with these clustering
methods. During calculations, a cluster surface is formed. Points are joined to the
cluster on this surface.

Aglomerative hierarchal clustering methods mainly belong to the sequential ag-
glomerative hierarchical no-overlapping (SAHN) method. It holds true that two
clusters formed with this method do not contain the same object [20]. These methods
differ in the way in which their similarity matrix is initially calculated (point 4 fol-
lowing Algorithm 11.1). These methods usually have O.n2/ for memory space com-
plexity and O.n3/ for time complexity, where n is the number of data points. This
conversion is derived from Lance–Williams’ formula for matrix conversions [20]:

proxŒt; .p; q/� D ˛p proxŒt; p�C ˛q proxŒt; q�

Cˇ proxŒp; q�C � jproxŒt; p� � proxŒt; q�j (11.11)

where proxŒt; .p; q/� determines the cluster similarity ct and cluster c.pq/ is formed
by clusters cp joined with cluster cq . Value parameters ˛p , ˛q , ˇ a � define various
cluster SAHN methods. We list some of these methods in the Table 11.1. The
Algorithm 11.1 describes calculations for hierarchal agglomerative clustering. In
the following paragraphs, Ni is the amount of documents in a cluster ci .

Algorithm 11.1 Hierarchal agglomerative clustering
1. We form a document similarity matrix.
2. When clustering begins, each document represents one cluster. In other words, we have as many

clusters as we have documents. Gradually, as each individual cluster is joined, clusters dwindle
away until we are left with one cluster.

3. We locate the two most similar clusters p a q and identify this similarity as proxs Œp; q�.
4. We reduce the amount of joined clusters p and q. We identify the new cluster as t (replaces

row and column q) and recalculates the similarity (proxsŒt; r�) of the newly formed cluster t to
other clusters r . Further, we identify proxl Œp; q� as the similarity to which p a q clusters have
been joined. This similarity is equal to proxs Œp; q� in most methods. Then we delete the row
and column corresponding to cluster p from the similarity matrix.

5. We repeat the previous two steps until only one cluster remains.
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Table 11.1 SAHN matrix similarity conversion methods

SAHN method ˛p ˛q ˇ �

Single link
1

2

1

2
0 �1

2

Complete link
1

2

1

2
0

1

2

Centroid method
Np

Np C Nq

Nq

Np C Nq

�Np Nq

.Np C Nq/2
0

Ward’s method
Np C Nt

Np C Nq C Nt

Nq C Nt

Np C Nq C Nt

�Nt

Np C Nq C Nt
0

Median method
1

2

1

2
�1

4
0

The results of the aforementioned algorithm differ in accordance with the
similarity matrix conversion method used. Today, other specialized hierarchical
clustering methods exist. Thanks to these new methods, we can reduce time and
memory complexity and work with large document collections more effectively.
Some of these new methods include [32]: SLINK, Single-link algorithm based on
minimum spanning tree, CLINK, BIRCH, CURE, etc.

With the increasing importance of visualization methods being used in cluster
analysis, a wide range of these methods has been created. Some of these methods
include [32]: Sammon’s mapping, MDS, SOM, class-preserving projections, par-
allel coordinates, methods for visualized categorical data, distance base mapping,
FastMap, etc.

Tree maps [32] present a visualized tree structure created by a hierarchal cluster.
We take the defined rectangular space and recursively share it based on the tree’s
structure. Its main advantage is that it can be use for large amounts of nodes (in this
situation we cannot use a dendogram).

11.3 Learning Management Systems

eLearning is a method of education that utilizes a wide spectrum of technologies,
mainly Internet or computer-based technology, in the learning process. Learning
management systems (LMS) – also called course management systems (CMS) or
Virtual learning environment (VLE) systems – provide effective maintenance of
particular courses and facilitate communication between educators and students and
within the student community. These systems usually support the distribution of
study materials to students; content building of courses, preparation of quizzes and



11 Analysis and Visualization of Relations in eLearning 299

assignments, discussions, and distance management of classes. In addition, these
systems provide a number of collaborative learning tools such as forums, chats,
news, file storage, etc.

Unlike conventional face-to-face education methods, computer and Web-based
education environments provide storage of large amounts of accessible information.
These systems record all the information about students’ actions and interactions
onto log files or databases. Within these records, data about students learning habits
can be found including favored reading materials, note taking styles, tests and
quizzes, ways of carrying out various tasks, communicating with other students in
virtual classes using chat, forum, etc. Other common data, such as personal informa-
tion about students and educators (user profiles), student results and user interaction
data, are also available in the systems’ databases.

This collected data is essential for analyzing students’ behavior and can be very
useful in providing feedback both to students and educators. For students, this can
be achieved through various recommended systems and through course adaptation
based on student learning behavior. For teachers, some benefits would include the
ability to evaluate the courses and the learning materials, as well as to detect the
typical learning behaviors.

Regardless of its benefits, the huge amount of information generated by learning
management systems makes it too difficult to manage these data collections and to
extract useful information from them. To overcome this problem, some LMS of-
fer basic reporting tools, but with such large amounts of information, the outputs
become quite obscure and unclear. In addition, they do not provide specific infor-
mation of student activities while evaluating the structure and contents of the course
and its effectiveness for the learning process [130]. The most effective solution to
this problem is to use data mining techniques.

11.3.1 Data Mining and eLearning

Data mining is a multidisciplinary area. It uses several methods to build analytic
models that discover interesting patterns and tendencies from obtained data collec-
tions. The eLearning data mining process consists of the same phases as found in
the general data mining processes [88]:

� Data collection – LMS produce a large amount of information about student
activities and interaction during the learning process. These data collections are
stored using databases or log files.

� Data preprocessing – Data collections are cleaned and transformed into an ap-
propriate format to be used in the data mining application phase.

� Data mining application – Usage of data mining techniques and algorithms to
obtain the required information, data summaries of discovered knowledge and
visualizations of mined information or data models in relation to the requirements
of users (instructors, students, system administrators).
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� Data interpretation and result implementation – Data mining results are
interpreted and used by educators or students to improve student learning
processes (LMS).

The application of data mining in eLearning is an iterative cycle [87]. This
thought is based on the fact that creating an eLearning entails a complicated and
demanding process. The course developer (teacher or instructor) must design a
course structure and its components in a way that ensures suitability of a given
course’s character while fulfilling student study requirements and providing differ-
ent means for communication during lessons. Based on data obtained from LMS,
student activity during the term may be monitored. At the end of a term, study re-
sults and course effectivity may be evaluated and any necessary improvements may
be made. Data mining results are often applied for adapting courses to user profiles
and study assessments. Another area of applying data mining techniques involves
the collaborative learning process, in which students create a community for sharing
information about criteria for completing courses successfully [18].

The classification of data mining techniques and computational intelligence
methods is well known and has been mentioned in several publications [2, 15, 89].

11.4 Social Networks

Social networking is a complex, large and expanding sector of the information
economy. Researchers’ interest in this field is growing rapidly. It has been studied
extensively since the beginning of the twentieth century. The first normative con-
tributions in this area were proposed in the 1940s by sociologist Mark Granovetter
and mathematician Freeman. The basic theory “The Strength of Weak Ties” was
mentioned in 1973 [37]. Granovetter argued that within a social network, weak ties
are more powerful than strong ties. Another significant principle was published in
1979 by Linton C. Freeman [31]. In his work he presented the definition of central-
ity, which is one node’s relationship to other nodes in the network. He defined basic
metrics such as degree, control, and independence, from which reason researchers
proceed in their present works.

Social network researchers have acquired data for their studies using various
methods. In the past, these studies were only based on questionnaire data, which
typically reached some hundreds of individuals [123]. In the late 1990s, new
technologies such as Internet and cellular phones enabled researchers to con-
struct large-scale networks using emails [24], phone records [78] or Web search
engines [61].

Social network is a set of people or groups of people with similar pattern of con-
tacts or interactions such as friendship, co-working, or information exchange [33].
The World Wide Web, citation networks, human activity on the Internet (email ex-
change, consumer behavior in e-commerce), physical and biochemical networks are
some examples of social networks. Social networks are usually represented by using
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graphs, where nodes represent individuals or groups and lines represent contacts
among them. The configuration of relations among network members identifies a
specific network structure, and this structure can vary from isolated structures
where no members are connected, to saturated structures in which everyone is
interconnected.

Social network analysis was defined by Barry Wellman as “social network an-
alysts work at describing underlying patterns of social structure, explaining the
impact of such patterns on behavior and attitudes” [56, 126]. Therefore, researchers
are not only interested in describing the different social structures, but also empha-
size on investigating the consequences of this variation on the member’s behavior.

11.4.1 Recent Work

Social network analysis can be very useful and applicable in many spheres. Among
others in the commercial sphere viral marketing is used to explore relations between
existing and potential customers for increasing sales of products and services; so-
cial network analysis is used in biology and medical diagnostics for application of
viral prevention; in law enforcement, knowledge of social networks can be useful in
criminal investigation concerning organized crimes (terrorism, money laundering,
drugs, etc.). With the increasing amount of people using mobile phones, the point
of research view also turned to this domain. For example, information of social net-
work obtained from call logs is presented in [83]. In this work, an end-to-end system
for inferring social networks based on call logs using kernel-based naive Bayesian
learning is proposed.

With the growing information medium – Internet and World Wide Web as well
as – online advertising markets and other Web services such as online recommen-
dation systems and online auction markets in e-business sphere are developed. In
e-commerce, Web adaptation on the basis of users’ behavior or online supply of
goods and services coming out from previous purchases is used on the basis of log
analysis, Webs and social networks.

Recently many researchers focused on analyzing the growth of social commu-
nities on the Web and Internet world. We can observe the occurrence and great
expansion of various social bookmarking systems based on recommendation and
sharing of various types of information like URLs (del.icio.us [106]), multime-
dia files – photos, videos, etc. (Flickr [107], YouTube [117]), music, blogs, etc.
(MySpace [114], LiveJournal [112], citation Webs). The structure behind these
social systems (called folksonomies) can be represented as a collection of users,
tags and resource nodes. These collections of data can be viewed using graphs or
visualization software and can be analyzed with orientation to structural properties
to show the growth and exploration of social networks.
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11.4.2 Online Social Networks

Environment of LMS is usually built on the basis of Web and Internet technologies.
Hence, social networks found in this environment have similar characteristics and
behavior such as common social network in World Wide Web. Members in this net-
work can use conformable components for communication (blogs, forums, chats),
create conformable on-line communities and have similar characteristics as Web
social networks.

Web mining techniques used for online social network analysis are similar to
other mining techniques. There are many traditional techniques used such as classi-
fication, clustering, association rule mining, etc. For data interpretation and analysis
of results, visualization techniques such as graphs are usually used. Web mining
techniques can be divided (according to the analysis target) to Web content mining
(text data and natural language processing, analysis focuses on other multimedia
sources, semantic Web, group analysis), Web structure mining oriented to the struc-
ture of Web sites (implementation of crawlers, deep-Web research) and Web usage
mining which focuses on how Web sites are used (clickstream data analysis, navi-
gation behavior, recommendation systems).

Many researchers focus on identifying and analyzing community structures in
networks growing from Web users. Analysis of topological characteristics of the
tripartite hyper graph of queries, users and bookmarks on a large snapshot of
del.icio.us Web site and on query logs of two large search engines is described
in [59]. The extensive analysis of characteristics of large online social network
MySpace was published in [16]. Study was oriented to the socialibility of users
based on relationship, messaging, and group participation, on the demographic
characteristics of users with an emphasis on correlation with their privacy refer-
ences, and on text analysis with an intention to construct language models used by
MySpace users. In [63], researchers analyzed 70 large sparse real-world networks
and defined network community profile plot which characterizes the “best” profile
community. They compare and contrast several methods to approximately optimize
metric, based on conductance measure.

Another study [17] is oriented to the analysis of social networks in relation to
similarity and social ties. Authors developed techniques for identifying and mod-
eling interactions between social influence and selection and consider the relative
value of similarity and social influence in modeling the future behavior of social net-
work. The problem of defining proximity measure between groups (communities) in
online social networks is presented in [91]. This measure is used in recommendation
systems for helping the users in selecting the groups of their interest.

11.4.3 Evolution of Social Networks

Structure analysis of social networks provide large amount of worthy informa-
tion about interactions between nodes (users) in the network. Understanding the
evolution of obtained network can serve more additional information of network
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behavior in progress. These findings can help to protect such networks from various
attacks or can contribute in research of data distribution throughout the network.
Several models of network evolution were proposed. In [60], analysis of large social
Web networks like Flickr and Yahoo is presented. Authors analyzed the network
evolution, and defined three types of network components on the basis of their
activity – singletons, giant components and middle region. Approaches to link pre-
diction of new interactions among members in a social network based on measures
for analyzing the proximity of nodes was developed in [65]. Theoretical model
which explains the evolution of communities in social networks where new friends
are formed by looking at friends of friends was published in [38]. Group analysis of
information in large social networks like Live Journal in relation to its growth and
evolution is mentioned in [6], DBLP database is studied in [13]. Authors published
that network cannot be analyzed independently, but need to be studied in the context
of other networks.

11.4.4 Sequential Pattern Mining

Discovering social networks from event logs was mostly used in the business sphere
in business information systems like ERP systems, CRM systems, B2B systems,
call center applications, and others as well, e.g., hospital information systems or
reviewing systems record transactions and other information in a systematic way.
Recently this research area became significant in education as well.

LMS produce large amount of information maintained in databases or recorded
to log files. Information in these data collections consist of various types of infor-
mation. Besides typical information like event, type of event, device, or time when
event was performed, we can find the information of the person, who initiated the
event (activity). Using this information, we can obtain social network on the basis
of similar attributes of persons and, in consequence, we can construct models that
explain some aspects of behavior.

Many researchers were oriented to this sphere. Sequential pattern mining is used
to evaluate a learner’s progress in [128]. Generation of personalized activities for
different groups of learners is presented in [121]. Identification of interaction se-
quences for suggesting questionable or successful patterns is proposed in [53].
Analysis of student’s individual sessions is presented in [81] and the definition of
learning period and searching for session patterns and time series are also described.

11.5 Social Network Analysis

Social network is the set of relationships among members of a team. To understand
the dynamics of team structure and performances, social network analysis is used as
an excellent tool to capture the underlying interaction processes within teams. This
process is associated with some group characteristics such as centrality, cohesion
and conflict.
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Many of the approaches to understand the structure of a network emphasize on
how dense connections are built-up from simpler dyads and triads to more extended
dense clusters such as cliques. This view of social structure focuses on how solidar-
ity and connection of large social structures can be built up out of small and tight
components. Divisions of actors into groups and sub-structures can be a very im-
portant aspect of social structure. It can be important in understanding the behavior
of the whole network [120].

Central to the theoretical and methodological agenda of network analysis is iden-
tifying, measuring and testing hypotheses about the structural forms and substantive
contents of relations among actors. The central objectives of network analysis are to
measure and represent these structural relations accurately, and to explain both why
they occur and what their consequences are. The scientific objectives in social net-
work analysis are generally to understand the processes that determine the topology,
or structure, of the network, and to understand the extent and mechanisms behind
any interpersonal effects within the network.

11.5.1 Patterns Mining

Substructure boosting methods, [93, 102], have been applied to various domains.
With this algorithm, a pattern mining algorithm is called upon over and over again
to form a feature space. In the first calling, patterns with high relevancy are col-
lected. In ensuing callings, more focus is placed in identifying irrelevancy. This
method results in less useless cases when compared to mine-at-once methods [76].
Experiments have proven that gPLS is more efficient than gBOOST. gBoost cannot
be entirely replaced, however, due to the flexibility factor.

Several significant applications, i.e., network traffic monitoring, research citation
network analysis, social network analysis, and regulatory networks in genes, can act
as models for large sparse graphs. SVD and CUR are reliable methods for uncover-
ing hidden variables and relevant patterns in high dimensional data. A new method,
compact matrix decomposition (CMD), has been introduced, however, to compute
sparse, low-rank approximations, while saving both cost and space, and to compen-
sate for the fact that these methods often do not take the sparse property of graphs
into consideration. CMD has been proven more efficient than SVD and CUR in
many cases as it is 10� faster while requiring 1/10 of the space of its predecessors.
CMD is also useful for detecting anomalies and monitoring time-evolving graphs,
where worm-like, hierarchical, scanning patterns can be detected.

11.5.2 Measures in Social Network Analysis

A primary use of graph theory in social network analysis is to identify the important
or prominent actors at both the individual and group levels of analysis. Centrality
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and prestige concepts and measures seek to quantify graph theoretic ideas about an
actor’s prominence within a complete network by summarizing the structural rela-
tions among all nodes. Centrality is when a prominent actor has high involvement
in many relations, regardless of whether sending or receiving ties. Prestige is when
a prominent actor initiates few relations but receives many directed ties. Knoke and
Yang defined the above-mentioned terms in [56].

For the destiny of actor degree centrality,applications of the matrix algebra
notation are required. Unlike actor degree centrality, group degree centralization
measures the extent to which the actors in a social network differ from one another
and the extent to which the actors in a social network differ from one another in
their individual degree centralities.

Actor closeness centrality was developed to reflect how near a node is to the
other nodes in a social network [90]. Closeness and distance refer to how quickly an
actor can interact with others, for example, by communicating directly or through
very few intermediaries. An actor’s closeness centrality is a function of its geodesic
distance (length of the shortest path connecting a two nodes) to all other nodes.

In [77], existing methods on calculating exact values and approximate values of
closeness centrality is combined and new algorithms presented to rank the top-k
vertices with the highest closeness centrality.

Betweenness concept of centrality concerns how other actors control or mediate
the relations between two nodes that are not directly connected. Actor betweenness
centrality measures the extent to which other actors lie on the geodesic path between
pairs of actors in the network.

In [5], a faster algorithm is presented for betweenness centrality focused on
large, yet very sparse networks. The algorithms is based on a new accumulation
technique that integrates well with traversal algorithms solving the single-source
shortest-paths problem, and thus exploiting the sparsity of typical instances.

Prestige is defined as the extent to which a social actor in a network “receives”
or “serves as the object” of relations sent by others in the network. The sender-
receiver or source-target distinction strongly emphasizes inequalities in control over
resources, as well as authority and deference accompanying such inequalities [55].

And for centrality in egocentric networks with g alters is defined ego i’s actor
degree centrality as the maximum possible value of actor degree centrality, g-1.

One measure in networks is the global clustering coefficient. The local clustering
coefficient of a vertex in a graph is based on ego’s network density or local density.
Duncan J. Watts and Steven Strogatz introduced the measure in 1998. And the global
clustering coefficient is concerned with the density of triplets of nodes in a network.
A triplet can be defined as three nodes that are connected by either two (open triplet)
or three (closed triplet) ties. A triangle consists of three closed triplets, each centered
on one node. The global clustering coefficient is defined as the number of closed
triplets over the total number of triplets. In [79], a generalization of this coefficient
that retains the information encoded in the weights of ties is proposed.

To understand networks and their participants, we provide the location of actors
in the network. Measuring the network location is finding the centrality of a node.
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These measures determine the various roles and groupings in a network, which are
the connectors, specialists, leaders, bridges, isolates, where are the clusters and who
is in them, who is in the core of the network, and who is on the periphery.

11.5.3 eTutors

In eLearning systems instructors/tutors/mentors undertake a vital teaching role that
differs from that of a traditional classroom teacher. It is frequently asserted that the
use of tutors is a major factor in achieving high student satisfaction, and low drop-
out rates. Online tutors support e-learners through different roles [8,69], these roles
can be classified as:

� Pedagogical roles: tutors support the learning process itself by providing instruc-
tions, stimulating questions, examples, feedback, motivation, etc. to the learners.

� Managerial roles: The managerial role requires the tutor to perform basic course
administration, track student progress and data, etc.

� Social roles: the tutor’s social role includes the efforts to establish a friendly and
comfortable environment and a community that stimulates learning.

� Technical roles: the technical role requires the tutor to acquaint the students and
himself or herself with the ICT that is used for eLearning, and also to provide
some technical support to the students.

To be successful in all the required roles, an online tutor has to possess certain skills.
Thomas made a 4P checklist according to which a good online tutor should be: pos-
itive, proactive, patient and persistent (in [96]). Many authors emphasize the need
for tutors to be experts in the field they are tutoring. Tutors should also have highly
developed online communication skills, be ICT literate and familiar with the eLearn-
ing technology and have a positive attitude toward students and learning [96].

One of eLearning systems’ purposes is to encourage knowledge sharing so that
valuable knowledge embedded in the network can be effectively explored. Most of
the learners participate in this type of education with the expectations that they can
acquire and share valuable knowledge to fulfill their needs.

Wachter et al. pointed out that an enhanced learning environment is possible only
if one goes beyond online course delivery and creates a community of learners and
other related resource groups [118, 119]. Wasko and Faraj found that knowledge
sharing has been a motivation for participation in virtual communities [118, 122].

In collaborative learning the students are engaged in an open-ended effort to
advance their collective understanding. They are encouraged to rely on each other as
sources of information and assistance. In addition, interactions among the students
facilitate learning directly by encouraging them to explain the subject matter to each
other and revealing in a constructive way the inconsistencies and limitations in their
knowledge. This participation that takes place in a meaningful social context enables
a group of students to acquire the skills of the eTutor and play his roles when he or
she is not available. However, in some eLearning systems, it is difficult to achieve
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efficient and effective knowledge sharing due to the following two barriers: (1) the
difficulty in finding quality knowledge and (2) the difficulty in finding trustworthy
learning collaborators to interact with.

An important difference between user-generated content and traditional content
is the variance in the quality of the content. In social media the distribution of quality
has high variance from very high-quality items to low-quality; this makes the tasks
of filtering and ranking in such systems more complex than in other domains. In that
case, models of credibility, which are used extensively on search engine research
and information retrieval, can be used in order to evaluate the trustworthiness of the
students’ knowledge.

Several graph theoretic models of credibility rely strongly on the consideration of
the indegree of the node (the sum of the incoming arcs of a node in a directed graph)
so as to extract importance and trustworthiness. However, there are social activities
(e.g., collaborative authoring) that derive much of their credibility by their produc-
tions (e.g., authorship). In that case, the in-degree cannot provide input to evaluate
the importance of that entity and therefore an alternative evaluation is needed, which
has to consider the outputs of the entity (productions) [57].

PageRank and HITS were the pioneering approaches that introduced link analy-
sis ranking, in which hyperlink structures are used to determine the relative authority
of a Web page. PageRank assumes that a node transfers its PageRank values evenly
to all the nodes it connects to. A node has a high rank if the sum of the ranks of its
in-links is high. This covers both the case where a node has many in-links and that
where a node has a few highly ranked in-links. This can be clarified by the follow-
ing example given in c [11, 129]. If B is able to answer A’s questions, and C is able
to answer B’s questions, then C should receive a high authority score, since he or
she is able to answer the questions of someone who himself or herself has some ex-
pertise. PageRank provides interesting results when the interactions between users
are around one specific subject only. The study in [129] illustrates this by using
a PageRank-like algorithm called ExpertiseRank on data from the Java forum, in
which the interactions between users are exclusively about Java programming.

The fundamental assumption of HITS is that in a graph there are special nodes
that act as hubs. Hubs contain collections of links to authorities (nodes that contain
good information). A good hub is a node that points to good authorities, while a
good authority is a node pointed to by good hubs [54]. So, askers can act as hubs
and best answerers can act as authorities. HITS associates two scores to each node:
a hub score and an authority score.

11.5.4 Software for Social Network Analysis

This part reviews some well-known software for the analysis of social networks.
Some software were developed for network visualization, and now contain analysis
procedures (NetDraw, [10]).
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Table 11.2 Software for
Social Network Analysis

Program Characteristic

InFlow Network mapping
NetDraw Visualization
NetMiner Visual analysis
Pajek Large data visualization
StOCNET Statistical analysis
UCINET Comprehensive

The choice of social network analysis routines is based on the categorization of
methods given by [124] (Table 11.2):

� Structure and location: centrality [26] and cohesive subgroups (cliques)
� Roles and positions: structural equivalence, blockmodeling [19], eigendecompo-

sitions
� Dyadic and triadic methods
� Statistical methods: exponential random graph models [125], QAP correlation,

statistical analysis of network evolution [97]

11.6 Visualization of Social Networks

Creating visual images of networks can serve important heuristic purpose; visual
images are powerful complements to quantitative analyses. Network images sup-
plement statistical analyses and allow the identification of groups of people for
targeting, the identification of central and peripheral individuals, and the clarifi-
cation of the macro-structure of the network.

All graphs and also social networks can be represented as node-link graphs or
as adjacency matrices. While graphs present visualizations of social networks, ma-
trices use mathematical algebraic representations of network relations. Both this
methods have their advantages and disadvantages. Graphs provide better visual il-
lustrations of network structures but do not support mathematical manipulations.
On the other hand, matrices are less user-friendly, but they facilitate sophisticated
mathematical and computer analyses of social network data.

Networks can be arranged on a map to represent the geographic distribution
of a population. Alternatively, algorithmically generated layouts have useful spa-
tial properties: a force-directed layout can be quite effective for spatially grouping
connected communities, while a radial layout intuitively portrays network dis-
tances from a central actor. Color, size, and shape have been used to encode both
topological and non-topological properties such as centrality, categorization, and
gender. In recent years, such approaches have been effectively used in the analysis
of domains such as e-mail communication [29], early online social networks [3],
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and co-authorship networks in scientific publications [72]. There are a number of
systems for generating social network visualizations and performing statistical anal-
yses for the purpose of sociological research, such as UCINet [103], JUNG [111],
GUESS [4] and NetMiner [113].

11.6.1 Node-Link Diagram or Matrix Representation of Network

The majority of network visualization systems use the node-link representation.
This representation is well suited to show sparse networks, but social networks are
known to be globally sparse and locally dense. Therefore, social network visualiza-
tion faces a major challenge, obtaining a readable representation for both the overall
sparse structure of social network and its dense communities.

One possibility of hybrid visualization is MatLink [45], an enhanced matrixbased
graph visualization that overlays a linear node-link diagram on the edges and adds
dynamic feedback of relationship between nodes.

The other possibility is NodeTrix [44]. This representation integrates the best of
two traditional network representations: node-link diagrams and adjacency matrix-
based representations. The strength of this representation for analyzing social net-
works is in combining the familiarity of node-link diagrams to understand the global
structure of the network with the readability of matrices for detailed community
analysis.

11.6.2 Clustered Graph Representation

Clustered graph representations reduce the visual complexity of graphs by grouping
nodes, and are well suited to social networks as they highlight important structures,
like communities and central actors linking them. Authors of MatLink and Node-
Trix used NodeTrix for representation of clusters as visual adjacency matrices –
each node is placed as a column and row in matrix, and links between nodes are
marked in the matrix. They improved the readability of clustered social networks
using duplication of nodes [43].

Social analysts often need to adjust the level of clustering. Eades et al. proposed
several solutions to draw clustered graphs [22], eventually showing several levels of
clustering at the same time [23].

The other possibility to visualize clustered graph (hierarchical structures), is
Treemap [116]. It is very effective in showing attributes of leaf nodes using size
and color coding. Treemap enables users to compare nodes and sub-trees even at
varying depth in the tree, and help them spot patterns and exceptions.
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11.6.3 Software for Visualization

The function of the software for social network visualization makes complicated
types of analysis and data handling transparent, intuitive, and more readily acces-
sible. We can visualize a whole system or subsystem to explore the architecture to
apply visual data mining, visual analytics techniques for defect discovery or manu-
ally discover anomalies.

Software for visualization:

� Node-Link representation: Graphviz [110], Guess [4], Igraph [105], InFlow
[115], Pajek [75], Ucinet [103], Vizster [46]

� Hybrid: MatLink [45], NodeTrix [44]
� Clusters (blockmodeling): Treemap [116]

11.7 Experimental Design

The main objective of this experiment is to analyze a data set obtained from the
log files of the Moodle learning management system used at Silesian University
and extract social network communities from it. These data were used to construct a
number of weighted graphs , which represented the structure and relationship among
students. Students were considered as vertices in the graph; while the relations be-
tween students were used as the weighted edges.

A group of students in a Moodle system course creates vertices in a social net-
work. The relationship among students investigated in this chapter is not defined
on the basis of their acquaintance or similar interests. In contrast to common social
networks, this relationship is defined using the different study activities performed
by students. When two students perform the same (or sufficiently similar) activities
in the system, we can determine the relation between them. This relation is repre-
sented by edges assigned to each set of students. The main objective of this work is
to define the relationship among Moodle students in terms of their activities, and to
analyze the structure of different intensity levels of this relationship.

11.7.1 Definitions

First, a definition for the activity sequences for each student in relation to each
subject was given.

Definition 11.1. Student activity is the activity in the Moodle system which in-
cludes a “resource view” (reading study materials), “forum view” (and other forum
activities), “choice view” (questionnaires), “quiz attempt”, etc.

Each student is assigned an activity sequence based on his or her activities in the
Moodle system.
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Table 11.3 Information about tested collection from Moodle system

Input records Students Analyzed records

Microeconomy 63745 303 63541
Computer science 50216 286 49839
English 63064 250 62838

Definition 11.2. The type of activity is an activity sequence divided into a 30 min
time period (In our experiments, 30 min time periods have been proven to be the
most effective).

To define student similarity, the oversized activity sequence was reduced to
smaller sets of student activity.

Furthermore, data correction was implemented; students who executed only one
activity were removed from the set. This type of activity misrepresented the inten-
sity of a relationship; many of these students log into the Moodle system only once
and do not pursue their study. In contrast to full-time studies, in this type of educa-
tion, there is a larger number of students who do not finish their studies (for various
reasons connected with this type of education). For example, the number of eLearn-
ing students who did not register for the next term (after the term being analyzed)
was 83 out of 285 from the first year (they did not complete their studies).

A number of activity types were obtained which were executed in the Moodle
system (see Table 11.3) for each student. This can be represented as the matrix A

(students X activity types). Matrix S (students X students), created from matrix A,
defines student relationships using similar activity types. The similarity of activity
types is defined by the Cosine measure [92]. The similarity between two vectors of
activity types is defined by the angle which is formed by these vectors.

11.7.2 Division of a Students Group into Subgroups

In our previous article [67], a number of graphs were obtained, these graphs describe
the entire group of students and depict the relationships among all students in one
course. In this experiment this group will be divided into subgroups using the ag-
glomerative hierarchical clustering method. And these subgroups will be analyzed
to measure the similarity of study behavior among their members.

11.7.3 Experiment Results

The graphs represent the findings of the English course analysis.
Figure 11.1 shows a graph of all students relationships in one course.
Figure 11.2 represents a tree map (see [32]) with clusters of students. This tree

map was generated on the level D 0:6. The numbers in the squares represent the
number of students in each cluster.
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Fig. 11.1 Graph of all students

Fig. 11.2 A tree map with clusters of students

Figure 11.3 depicts a cluster with 17 students having various edge weights
(presented by their grayscale).

Figure 11.4 describes another cluster, having 10 students and a smaller number
of edges.
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Fig. 11.3 A cluster with 17 students

Fig. 11.4 A cluster with
10 students

11.8 Conclusion

The result of the agglomerative hierarchical clustering method is a set of subgroups.
All students in one subgroup are somewhat similar.

The graph representation of the relationship between students shows that at the
specific level of relation intensity we can find clusters of students with similar activ-
ity types. They can be represented as the behavior models of study activities in the
Moodle system.
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In the future, an intensive analysis will be applied to the graphs obtained by
this experiment, to identify the possibility of its connection with social networks.
We intend to analyze the graph evolution and compare our findings with eLearning
information (quality of study results, recommendation of study models in eLearning,
etc.). Furthermore, we are interested in the possibility of using similar behavior
models in other spheres as well as on the Internet, and especially in search engines.
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99. Ting I-H (2008) Web mining techniques for on-line social networks analysis. Serv Syst Serv
Manage 1–5

100. Tsuda K, Kudo T (2006) Clustering graphs by weighted substructure mining. 23rd interna-
tional conference on machine learning, pp 953–960

101. Tsuda K, Kurihara K (2008) Graph mining with variational dirichlet process mixture models.
In: SIAM conference on data mining, pp 432–442

102. Tsudo K, Maeda E, Matsumoto Y (2005) An application of boosting to graph classification.
Adv Neural Info Proces Syst 17:729–736

103. URL: http://www.analytictech.com (04-12-2009)
104. URL: http://sp.ask.com/en/docs/iq/iq.shtml (04-12-2009)
105. URL: http://cneurocvs.rmki.kfki.hu/igraph (04-12-2009)
106. URL: http://delicious.com (04-12-2009)
107. URL: http://www.flickr.com (04-12-2009)
108. URL: http://www.google.com (04-12-2009)
109. URL: http://www.google.com/trends (04-12-2009)
110. URL: http://www.graphviz.org (04-12-2009)
111. URL: http://jung.sourceforge.net (04-12-2009)
112. URL: http://www.livejournal.com (04-12-2009)
113. URL: http://www.netminer.com (04-12-2009)
114. URL: http://www.myspace.com (04-12-2009)
115. URL: http://www.orgnet.com (04-12-2009)
116. URL: http://www.cs.umd.edu/hcil/treemap (04-12-2009)
117. URL: http://www.youtube.com (04-12-2009)
118. Yang SJH, Chen IYL, Kinshuk N-S (2007) Enhancing the quality of e-learning in virtual

learning communities by finding quality learning content and trustworthy collaborators. Educ
Technol Soc 10(2):84–95

119. Wachter RM, Gupta JND, Quaddus MA (2000) It takes a village: Virtual communities in
supporting of education. Int J Info Manag 20(6):473–489

120. Wakita K, Tsurumi T (2007) Finding community structure in mega-scale social networks.
arXiv, cs/0702048v1

121. Wang W, Weng J, Su J, Tseng S (2004) Learning portfolio analysis and mining in SCORM
compliant environment. In: Proceedings of ASEE/IEEE frontiers in education conference,
Savannah, Georgia, pp 17–24

122. Wasko MM, Faraj S (2005) Why should I share? Examining social capital and knowledge
contribution in electronic networks of practice. MIS Quart 29(1):35–57

123. Wasserman S, Faust K (1994) Social network analysis: Methods and applications structural
analysis in the social sciences. Cambridge University Press, Cambridge

124. Wasserman S, Faus K (1994) Social network analysis: Methods and applications. Cambridge
University Press, Cambridge

125. Wasserman S, Robins G (2004) An introduction to random graphs, dependence graphs, and
p�. In: Carrington PJ, Scott J, Wasserman S (eds) Models and methods in social network
analysis. Cambridge University Press, Cambridge, pp 148–161

126. Wellman B (1999) From little boxes to loosely bounded networks : The privatization and
domestication of community. In: Abu Lughod JL (ed) Sociology for the twenty-first century.
University of Chicago Press, pp 94–114

127. Wills GJ (1999) NicheWorks – Interactive visualization of very large graphs. J Comput Graph
Statist pp 190–212

128. Zaiane O, Luo J (2001) Web usage mining for a better web-based learning environment. In:
Procceedings of conference of advanced technology for education, Banff, Alberta, pp 60–64

129. Zhang J, Ackerman MS, Adamic L (2007) Expertise networks in online communities:
Structure and algorithms. In: Proceedings of the 16th ACM international World Wide Web
conference (WWW’07), pp 221–230

130. Zorilla ME, Menasalvas E, Marin D, Mora E, Segovia J. (2005) Web usage mining project
for improving web-based learning sites. In: Web mining workshop, Cataluna, pp 1–22



Chapter 12
Interdisciplinary Matchmaking: Choosing
Collaborators by Skill, Acquaintance and Trust

Albert Hupa, Krzysztof Rzadca, Adam Wierzbicki, and Anwitaman Datta

Abstract Social networks are commonly used to enhance recommender systems.
Most of such systems recommend a single resource or a person. However, com-
plex problems or projects usually require a team of experts that must work together
on a solution. Team recommendation is much more challenging, mostly because of
the complex interpersonal relations between members. This chapter presents funda-
mental concepts on how to score a team based on members’ social context and their
suitability for a particular project. We represent the social context of an individual
as a three-dimensional social network (3DSN) composed of a knowledge dimension
expressing skills, a trust dimension and an acquaintance dimension. Dimensions of a
3DSN are used to mathematically formalize the criteria for prediction of the team’s
performance. We use these criteria to formulate the team recommendation problem
as a multi-criteria optimization problem. We demonstrate our approach on empirical
data crawled from two web2.0 sites: onephoto.net and a social networking site. We
construct 3DSNs and analyze properties of team’s performance criteria.

12.1 Introduction

Human knowledge grows faster than it ever had. As the total volume of available
knowledge definitely exceeds the capacity of any human being, it is necessary to
represent knowledge in an abstract, but persistent way. There are many successful
ways in which knowledge can be represented, stored and accessed, starting from the
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invention of writing through ancient libraries, then print, up to modern databases,
wiki pages and search engines. However, there are many situations in which learn-
ing from these repositories and then applying the knowledge are impossible. For
instance, the task may be too vast for one person. Or, mastering one of the skills
needed for the task requires a university degree and many years of industrial expe-
rience. In many similar situations, the oldest version of knowledge passing – asking
another human being for help – is indispensable.

However, with flexible, team- and project-oriented organization of the enter-
prises, our social environment also grows faster than it ever had. While we are
usually aware what is the field of expertise of our friends and colleagues, know-
ing what their friends do is more difficult. Even if we know the skill we are looking
for, it is thus hard to find an expert.

Social matching is the process of recommending an individual (an expert) to an-
other individual (the seeker) based on seeker’s criteria [60]. Social matching (or
social recommender) software becomes popular especially in the context of large
corporations, that employ tens or hundreds of thousands of experts [21]. The goal
of such software is to assist in finding an expert, facilitate introduction, and some-
times help in interaction. Such systems need explicit information both on social
ties linking the employees and on their domain of expertise. In order to get these
information, social recommender systems typically analyze mailboxes, chat logs,
documents and other products and by-products of employees.

The goal of our research is to build a social recommender system for indepen-
dent professionals, such as programmers, system administrators, graphic designers,
marketing specialists and tradesmen. These people have deep knowledge about their
own domain. However, the projects they undertake usually require collaboration of
experts from many different fields. For instance, in order to prepare and run a large
web service, one needs many different professionals, including graphic artists, inter-
action designers, programmers, system administrators and web marketing experts.
The goal of our system is, given a project, to find an appropriate group of people to
realize it.

The purpose of this chapter is to review the relevant related work on social recom-
mender systems and propose the architecture of our system. We start by reviewing
related work on social recommender systems in Section 12.2.1. Most of these sys-
tems focus on the task of seeking an expert in the context of an enterprise. Such
solutions are then compared to the general issue of teams in social networks in
Section 12.2.2 and trust in Section 12.2.4. We point out the lack of a framework that
allows to recommend teams of people, and not single individuals.

We base the general architecture for team recommendation on social network
analysis (SNA). A social network is a graph that represents social relationships be-
tween individuals or other entities existing in the social world. Evolution of this
concept has led to a multilevel analysis allowing to consider different kinds of
relations at the same time. Our solution is focused on three social dimensions repre-
sented as different levels of relational analysis: acquaintance, trust and knowledge.
In Section 12.3, we outline and define 3DSN, a graph representing relations between
individuals, knowledge and tasks.



12 Interdisciplinary Matchmaking 321

Framework of 3DSN allows not only to perceive teams as mere aggregations of
individuals but also as entities possessing different traits depending on their compo-
sition in relation to potential tasks. These characteristics can be based on standard
measures one can find in social network analysis but also can be inferred from the
purpose of team recommendation. In Section 12.4, we propose measures of differ-
ent aspects of the quality of a team: acquaintance, trust and knowledge. The idea
of acquaintance is embedded in the classical approach to SNA and therefore draws
from the idea of closeness – but is adjusted to teams instead of individuals. The mea-
sure of trust comes from [35, 46] that demonstrates the importance of dependency
trust for cooperation of individuals in organizations and teams. Knowledge is per-
ceived from the perspective of both social networks and semantic networks which
are combined by multi-mode networks allowing for the comparison of people, tasks
and related skills.

Section 12.5 presents possible application of these quality predictors on empiri-
cal data coming from online social networking sites.

The system described in this chapter is an early proposal for a team recommenda-
tion system. Certainly, there are a few important features that have to be considered
in our future work. First, we do not explicitly consider limited availability of certain
people during certain time periods, or other constraints, like geographic closeness.
Second, the system has a static view of the social interactions. In future, our system
has to continuously “learn” the social and knowledge environment of the users –
either by querying the user; or, if the user does not explicitly define his or her social
ties, by mining them, given the users’ interaction patterns (such as emails or chat
logs) with other people.

12.2 Related Work: Concepts, Approaches and Techniques
for Team Recommendation

12.2.1 Recommendation Systems

The main task of a recommender system is to help an individual in the process of
making a choice by reducing and ranking the set of items from which the choice
is made. There are various recommender systems for recommending, e.g., books in
an online bookstore or movies. Social matching systems (or social recommender
systems) essentially recommend people to people. Typically, such systems are used
in (possibly on-line) dating agencies, such as match.com. There are important dif-
ferences between a general recommender system and a social matching system.
See [60] for an excellent survey that underlines the fact that a social recommender
should not only find appropriate people, but also profile people in an appropriate
way, facilitate introduction (for instance, by providing the chain of referral), inter-
action and feedback. There are also some important issues, such as ensuring privacy
of users, at the same time having fairly complete information in the system.

match.com
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Most similar approaches to our context are social recommender systems for
information needs that, given a topic of interest, match an individual with an expert
on that topic, that is, moreover, socially close to the individual. ReferralWeb [38]
creates a social network by analyzing what names appeared in documents returned
by queries about an individual to a generic search engine. The domain area of each
individual is mined similarly, though no details are provided.

Expertise recommender [47] is an enterprise-oriented social recommender sys-
tem. It profiles each individual in an organization by analyzing his or her work
products and by-products. For instance, in collaborative software development, if
an individual has a problem with a certain source file, a simple heuristics, called the
history rule, states that the last person who edited this file should be queried first. In
another usage scenario, when an individual faces a problem, the system tries to find
a person who dealt with the similar problems in the past (this heuristics is called
the tech support heuristics). Having obtained a list of competent persons by similar
heuristics, the system selects the expert whom the individual should ask by simple
filters (like working in the same department or being close in the social network).

SmallBlue [21] describes a similar system for enterprise-oriented expert seeking
that infers the complete social network from the individuals’ email and chat logs. To
preserve privacy, the system relies on aggregated and inferred information. Expertise
is inferred from users’ email and chat logs. Shami et al. [57] provide a systematic
analysis of how people interact with SmallBlue. The main conclusion is that people
prefer friends-of-friends to complete strangers and that the information about the
shared friend is important.

Keim [39] proposes a decision support system for a human resource depart-
ment that recommends candidates for a given job description. The system works by
matching CVs with job descriptions and by mining candidates’ job preferences. The
system also considers descriptive and predictive trust. Descriptive trust models his-
toric trust, assessed, e.g, during previous encounters with the candidate. Predictive
trust infers the possible trust levels by propagating trust between common trusted
friends.

12.2.2 Social Networks

Our approach to team recommendation uses the notion of a social network ex-
tensively. This section provides basic notions and definitions (see [49] for a more
complete text).

A social network is a graph that models social interactions between individuals
from a certain population. Individuals (also called agents or actors) are modelled by
nodes in such a graph. Certain types of interactions or relations between individuals
form edges.

The semantics of modeled relations or concepts may add further restrictions on
the graph. For instance, a graph can be either undirected or directed. Some relations
may assign weights to edges, representing the strength of the relation.
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It is usually hard to construct a complete social network for the whole population
because of the limited amount of information any agent has. An ego network is a
localized view of the network from the perspective of one agent, called the ego.
More formally, an ego network is defined as a network composed of a focal actor,
termed the ego, a set of alters who have ties to ego and a set of relations among
the ego and the alters [65, p. 42]. We assume that an ego network consists of all the
alters being either directly connected to an ego or having at most one intermediate
alter (friend-of-friend relationship).

12.2.3 Theories of Team Recommendation

Recommendation systems make use of different theoretical approaches to their en-
gines but most of them are based on the notion of graphs [60, p. 417]. However,
graphs are used differently – for instance, one can take all the relations in a given
network or only some selected ones. The choice depends on social and/or psycho-
logical theories or mathematical approaches to problem optimization.

On one hand, social network analysis has designed intrinsic theories easily ap-
plicable to the issue of recommendation which in general can be grasped by the
concept of social capital, grounded in the relation of acquaintance. Some of these
concepts are tacitly assumed by managers or IT specialists. On the other hand, in-
dividuals can also be compared in terms of other relations, such as trust, whose
role is often underestimated in the issue of recommendation. We argue that using
trust improves understanding of matching individuals. Moreover, we also explicitly
consider expertise knowledge of individuals.

12.2.3.1 Social Capital

According to classic theories of capital, the social capital is an effect of inequality
between social classes. A group possessing the means of production accumulates
capital by exploiting groups not possessing the means of production. In effect, the
possessing group is able to invest the capital in further means of production [45].
Subsequent theories have not focused on the class division and tried to grasp the
potential capital accessible across the whole society. Lin [41] suggested to call these
approaches neocapital theories, because they still perceive social capital as a surplus
value and represent an investment with expected returns, but refrain from focusing
on social stratification and assigning purely monetary value to it.

Social capital is thus perceived as assets or resources for the performance in
society, and can be approached from many perspectives. Among various kinds
of social capital, human capital, i.e., accumulation of a surplus value of a labourer,
such as education, certificates and experience, is invested in view of prospective
incomes [34, 56]. The human capital reflects individuals’ capabilities in potential
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cooperation. The identification of human capital is thus crucial in matching individ-
uals to groups in which experts in certain areas of expertise are demanded.

Capital can also be perceived from a cultural point of view, where it repre-
sents investments on the part of the dominant class in reproducing a set of symbols
and meanings, which are misrecognized and internalized by the dominated class as
their own [9]. This approach focuses on the differentiation between classes (unlike
all other modern theories) and is not useful in the context of social matching. How-
ever, other cultural approaches exist which introduce the notion of social capital.
Among them Robert Putnam and Francis Fukuyama [26,51,52] identify capital as an
investment in civic values and norms aiming at maintaining the society as a whole.

Apart from human and cultural capital, along with the development of social
network analysis, another interpretation of social capital evolved, focusing on so-
cial relations (see also [7]). This interpretation identifies contacts maintained by
individuals or groups as assets in their social performance. According to a static
description, this social capital can be described as the sum of the resources, actual
or virtual, that accrue to an individual or a group by the fact of possessing a durable
network of more or less institutionalised relationships of mutual acquaintances and
recognition [8, p. 119]. According to a dynamical description, this social capital is
the investment in social relations by individuals through which they gain access to
embedded resources to enhance expected returns of instrumental or expressive ac-
tions [41]. Regardless of the assumption, whether social capital can be perceived
as the scope of potential resources or an action (process) aiming at getting access
to these resources, both these perspectives reveal the possibility of accessing the
resources.

The network resources are understood as both human resources embedded in the
network (i.e., possessed by acquaintances) and network resources resulting from
particular location in the network of acquaintances.

One of the most important divisions in the theories of social capital distinguishes
social capital as a quality of a group [51] and as a quality of an individual [11].
The first approach focuses on the internal condition of the group, both the capital
embedded in the structure of a group and the structure itself conditioning the flux
of capital between members, while the second looks at the external capability of
the individual to access, use and control the resources embedded in the personal
network.

12.2.3.2 Individual Social Capital

Individual social capital can be perceived as an external capability of an individual
to access, use and control resources embedded in the personal network. It measures
the potential effectiveness of an individual in prospective collaboration project.

The measure of social capital understood as an ego’s access to resources embed-
ded in the network should include three factors: the amount and heterogeneity of
resources of ego’s alters and efficiency in contacts leading to these resources.
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The following measures may be successfully applied to egonetworks with
distance up to 3 from the ego (the focal point). Basic measures of individual
social capital include the following:

Size/Degree The degree of a node, or the number of alters that an ego is directly
connected to, possibly weighted by strength of tie. The relation to social capital is
positive. The more alters ego has relationships with, the greater the chance that one
of them has the resource ego needs. Level of analysis: directed or undirected graphs
[10].

Clustering Coefficient/Density Clustering coefficient represents the proportion of
pairs of alters that are connected. Its relation to social capital is negative. If all alters
are tied to each other, they are redundant, and the contact’s redundancy is negatively
correlated with ego’s social capital. Level of analysis: undirected graphs [10].

Weak Ties The number of weak ties ego possesses. A weak tie is a weighted edge
with weight relatively smaller than edges representing contacts maintained on a
regular basis. Granovetter, who researched the flow of information, discovered that
the weak ties enable reaching populations and audiences that are not accessible via
strong ties. For egos with larger number of weak ties, it is easier to access novel
information. Level of analysis: weighted graphs [28, 31].

Closeness The total distance from a node to all other nodes in the network. Its
relation to social capital is negative: the greater the distance (thus the smaller the
closeness centrality) to other nodes, the less the chance of receiving information in
a timely way. Level of analysis: undirected or directed graphs [25].

Betweenness The number of times that ego falls along the shortest path between
two other actors. Its relation to social capital is positive: actors with high between-
ness link together actors who are otherwise unconnected, creating opportunities for
exploitation of information and control benefits [11].

Eigenvector Eigenvector of the largest possible eigenvalue of a measure of cen-
trality expresses the extent to which ego is connected to alters who have high
eigenvector centrality. Its relation to social capital is positive. An actor has high
eigenvector score when he is connected to other well-connected actors. Level of
analysis: undirected graphs [4]. Bonacich [5] also suggests a measure of eigenvec-
tor centrality which takes into account positive and negative links, which may be
useful in the account of trust network.

Network Heterogeneity The variety of alters with respect to relevant dimensions
(e.g., sex, age, race, occupation, talents). Its relation to social capital is positive
(except when it conflicts with compositional quality) [10]. Level of analysis: nodes’
attributes.

Knowledge Heterogeneity Measure directly connected with network heterogene-
ity, but aimed at measurement of the knowledge embedded in alters connected with
ego. Its relation to social capital is positive. The more the various knowledge alters
possesses, the more ego is valuable for cooperation [55]. Its measurement depends
on the construction of knowledge network.
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Structural Equivalence Structurally equivalent contacts posses the same sources
of information and therefore provide redundant information benefits. In a network,
the social capital is higher if there are few structurally equivalent contacts. Burt ar-
gues that structurally diverse networks (low in cohesion and redundancy) are good
predictors of performance [12, p. 35]. Structural equivalence of two actors can be
measured as the Euclidean distance of their contact vectors. Euclidean distance mea-
sures the square root of the sum of squared distances between two contact vectors,
or the degree to which contacts are connected to the same people [2].

Network Constraint Measure resembling centrality measure, but constructed to
count the extent to which an ego is embedded in a network [11, 51ff]. The higher
the network constraint, the denser the network and more redundant is the informa-
tion flow. According to research conducted by Burt and others, network constraint
is negatively correlated with team performance, TQM team achievement, job pro-
motion, job compensation and the level of production outputs [12].

Effective Size Describes the number of alters, weighted by strength of the tie mi-
nus a “redundancy” factor [11, p. 51]. This measure is positively correlated with
ego’s performance in accessing the information. That is, the more different regions
of the network an ego has tie with, the greater the potential information and con-
trol benefits. The information access, timing, and referrals ego gets through alter
are redundant to the extent of its substantial investment of time and energy in a
relationship with alters.

Bandwidth Understood as diversity of information flows within ties. While it is
positive for the social capital, if the total number of topics communicated across
the entire network is large, some researchers argue that individual communication
channels with alters should be low in bandwidth. While in other papers there are
presented ideas on measuring bandwidth, it is essential to build such a measure
according to the construction of a particular communication network [2].

12.2.3.3 Group Social Capital

Group social capital may consider both the internal and the external structure of the
group’s network. Internal structure corresponds to the members of a team and their
efficient relations. External structure also considers the environment in which the
group works.

Internal group social capital measures are not as efficient as measures for indi-
viduals. They focus on team performance, and they are well suited for maintaining
a group, not its creation.

Some common measures of the social capital of a group include the following:

Density Density is the proportion of pairs of alters that are connected. According
to [13], density within a group should be large, and endorse quick and efficient ac-
cess to information, creation of common norms and sanctions resulting in higher
efficiency. Others [12] argue that high density is negatively correlated with group
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efficiency or endorses personal conflicts [33]. That is why Burt suggests that
internal group networks should possess effective size and feature small network con-
straint [11]. Effective size of a group, controlled by the position of a manager, is
positively correlated with team performance [11]. Cummings [16] confirms this re-
sults, but also points that hierarchical structure is negatively correlated with the team
performance.

External Contacts External contacts should supply necessary resources, thus they
should be heterogeneous. Burt [11] argues that a team possessing homogeneous
contacts narrows its perspectives and resources. Cummings [15] also confirms that
a group may take full advantage of external knowledge when possessing diverse
structure of contacts with managers, business units and assignment. Hansen [31]
adds that these external contacts should be weak.

Average or Maximum Distance The average (or maximum) graph-theoretic dis-
tance between all pairs of members is negatively correlated with groups’ social
capital. Smaller distances mean faster communication among members, which is
considered as an asset [33].

Centralization/Core-Periphery Structure The extent to which the network is not
divided into cliques that have few connections between groups is positively corre-
lated with social capital. Controlling for density, core-periphery structures are easier
to coordinate than clustered networks [6, 25].

Bandwidth This measure is positively correlated with information flow within a
group and endorses creativity [2].

Homophily The extent to which members of the group have their closest ties to
members who are similar to themselves is negatively correlated with social capital
(similarly to network heterogeneity). Smaller homophily should result in greater
exposure to a wider range of ideas [43].

12.2.4 Teams and Trust

Teamwork often requires collaboration, not just co-action of team members. This
observation implies that team members often need to depend on their colleagues,
when the results of their own work will also depend on the efforts of others. This
dependence is the source of uncertainty, and trust is used by humans to cope with
such uncertainty. McAllister and Jones and George argue that the required level of
interpersonal cooperation in teamwork requires a high level of trust among the team
members, thus noting that trust is a factor that cannot be neglected when composing
teams [35, 46].

Dependency trust can be defined as the subjective, context-dependent extent to
which the trustor is willing to depend on the trustee in a situation of uncertainty.
This definition is an adaptation of dependency trust definitions proposed by [36]
and [44]. The trust theory of [19] also supports this definition. A similar definition
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has been used in sociology [58, 59]: trust has been defined there as the attitude that
allows the trustor to accept a bet on the trustee’s behavior. Accepting such a bet
would mean a willingness to depend on the trustee.

Dependency trust is a definition of human trust, which is a mental state of hu-
mans. In many kinds of IT systems, computational trust is used to support various
forms of human collaboration. Examples of such systems are Web2.0 services such
as epinions.com, a website for sharing opinions on products, or YouTube, en-
abling to share and to recommend films. Computational trust can be thought of as a
subjective, context-dependent rating of individuals based on the dependency trust of
the trustor. In some trust management systems, computational trust is replaced by
reputation, when users evaluate the past behavior of others, instead of rating other
users directly. Computational trust is expressed in various forms: on a discrete scale;
or on a continuous scale from 0 to 1. In this chapter, we assume that computational
trust can be transformed to the interval Œ0; 1�, where the value of 0 indicates a lack
of trust, while the value of 1 indicates full trust. Many authors support this simplifi-
cation of computational trust modeling [1, 54].

Trust is inherently subjective, and is therefore usually modeled as a relation.
A related concept is that of trustworthiness, which is a property of a person, rather
than of a relation between two persons. Trustworthiness is more difficult to assess in
practice, as all information that can be used to establish trust in a stranger is usually
that received from other persons and is therefore relational in nature.

12.2.5 Knowledge

12.2.5.1 Knowledge in Social Sciences

Knowledge can be perceived as an objective pool of information (top-down ap-
proach) or as human-dependent (constructivist approach). In social sciences, knowl-
edge is perceived as derived from information (and its structure) but is bound to
belief and commitment leading to action [50]. Data are the basic building blocks,
but knowledge conveys the meaningful application of the information, thereby en-
hancing decision making [18], that is – a skill.

Knowledge is not a given relation between concepts independent from its users
or applications, but a process of sharing understanding that emerge through social
interaction – sharing constructions of reality [40]. Knowledge is always context
dependent and cannot be separated from its carriers; thus, it can be defined as sub-
jective and valuable information with additional properties [17] – there is no one
objective knowledge. Knowledge resource is a combination of a skill matched with
an individual knowing how to apply it.
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12.2.5.2 Knowledge Representation

A great deal of research in computer science and information Systems is devoted
to knowledge representation. There are various solutions for knowledge representa-
tion, such as natural languages, data bases, mathematical logic, rough sets or neural
networks. In the remainder of the review, we will, however, concentrate on the most
“popular” forms of knowledge representation: ontologies and folksonomies.

An ontology is an explicit specification of a conceptualization [29] of a certain
domain. An ontology is composed of a set of objects and relations between these
objects. Both objects and relations are usually expressed using a controlled vocabu-
lary. A relation provides an additional way to express semantics of objects. Common
relations include “isA” (e.g., “laptop isA computer”) and “isPartOf” (e.g., “keyboard
isPartOf laptop”). Ontologies are expressed in an ontology description language,
such as OWL or KIF [27]. Formally, an ontology is a statement of logical theory
[29]. Consequently, it is a complex problem to design an ontology for a domain,
involving both domain and logic experts. Note that hierarchies can be ontologies,
but ontologies are not restricted to hierarchies.

A folksonomy is a result of associating tags to object in a shared environment
[64]. A tag is an effort of an individual to label or categorise a given object.
Folksonomy emerges when these individuals interact in a shared environ-
ment. Shared environments are usually open, thus the used vocabulary is not
controlled. The resulting folksonomy is harder to process by an automated reason-
ing tool [30], by proposing a common ontology for folksonomy, attempts to define
a formalized meaning for a folksonomy. The core relation is a tuple matching an
object, a tag, a tagger (the one who is tagging) and a source (the shared environment
from which the relation comes).

12.2.5.3 Knowledge in Social Networks

Although social network analysis focused on communication at its early stages, one
of the first approaches to combination of social networks and knowledge was con-
ceived as a semantic network [22] (not to be confused with ontologies). It focused
on shared interpretations that people have for message content, such as corporate
goals, slogans, myths and stories [20, 23] (see [48] for a summary).

Later on, most studies focused on either the diffusion of innovation [63] and
information; or communication aimed at augmenting cooperation. Knowledge may
be merged with social networks as the following:

Nodes The nodes in a knowledge network include individuals, their aggregations
and knowledge repositories. In these networks, there are, both the social relations
and relations from cognitive social networks. The links in a knowledge network de-
scribe who knows what. Cognitive knowledge links refer to who knows who knows
what [14] and aim at representation of people’s belief on knowledge of their ac-
quaintances.
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Vertexes’ Attributes Several studies examine how characteristics of dyadic rela-
tionships, like the strength of ties, impact the effectiveness of knowledge transfer,
and how knowledge transfer processes in turn affect performance [28, 31, 61, 62].
These studies infer the impact of network structure on the effectiveness of knowl-
edge sharing from the strength of individual dyadic relationships. Reagens and
McEvily [53] extends this work by simultaneously examining the effects of tie
strength and network structure on the ease of transferring knowledge between in-
dividuals. These studies either examine the strength of dyadic ties or the impact of
network structure on discrete dyadic information transfer events, rather than on the
information actors receive from all their network contacts in concert.

Edges’ Attributes Some studies examine characteristics of the information trans-
ferred across different types of ties. For example, Hansen et al. [31, 32, 61, 62]
explore the degree to which knowledge being transferred is tacit or codifiable, sim-
ple or complex, and related or unrelated to a focal actor’s knowledge. Fleming et
al. [24] examine brokerage and cohesion in patent collaboration and knowledge in
patent content.

12.2.6 Summary

Most of social recommendation systems usually focus, on one hand, on recom-
mendation of individuals on basis of their several features, or, on the other, on
single descriptive categories enrooted in a particular theory or approach to a prob-
lem. However, there are many theories, e.g., regarding contacts, trust or knowledge,
which may help in team recommendations. Application of more perspectives can
improve both the understanding of team performance and its prediction. That is
why we present our proposal on multidimensional social network, where each di-
mension represent different human relations and is embedded in relevant theoretical
approaches.

12.3 Three-Dimensional Social Network: A Model
for a Social Environment

We propose to present the relevant social structure of collaborators with the means
of multi-relational social network analysis [65].

We will use the following notation. A social network is represented by a graph
G D .V; E/, where V is the set of n vertexes (also called nodes or egos in context of
social networks) V Dfvig and E is the set of edges (also called links) EDf.u; v/ W
u; v 2 V g.

We will use the term seeker to describe the focal ego who is the center of the ego
networks (normally, the user of the recommender system).
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In order to represent different aspects of social structure relevant to team per-
formance, i.e., acquaintance, trust and knowledge, we define three different social
networks.

Definition 12.1. Acquaintance Network is a graph GA.VA; EA/ modeling the re-
lations of acquaintance between individuals VA D V . The acquaintance is defined
as the intensity of interaction between two individuals u; v and is represented by an
edge .u; v/ weighted by the intensity of interaction wA.u; v/ (edges are undirected).

Note that the “intensity of interaction” does not constitute the cognitive relation
of “knowing somebody”, although it shares some common characteristics.

The dimension of trust expresses the importance of dependency trust for cooper-
ation in organizations and teams [35, 46].

Definition 12.2. Trust Network is a graph GT .VT ; ET / modeling the relation of
trust between individuals VT D V . A directed edge .u; v/ 2 ET represents non-zero
dependency trust between u and v. .u; v/ is weighted by the degree t.u; v/ in which
u trusts v.

Definition 12.3. Knowledge Network is a two-mode graph GK.VV [ S; EK/ with
edges .v; s/ linking individual v 2 Vv D V with skill s 2 S . Edges are weighted by
the degree wK.v; s/ in which v masters skill s.

The 3DSN is a tuple of these three networks.

Definition 12.4. Three-Dimensional Social Network 3DSN D .GA; GK ; GT / is
a tuple of three graphs where relations between team members v; u 2 fVA D VT D
Vvg represent their acquaintance EA.v; u/ and trust ET .v; u/, while their relation to
knowledge is represented by their competence EK.i; s/.

This data structure serves as a source of information for matching individuals so
that they accomplish a given project in the best way.

12.4 Predicting Quality of Team Performance

The goal of team recommendation is to propose a set of individuals in the seeker’s
ego network that will complete the given project efficiently.

Team performance may be very hard to define as a single, closed form expres-
sion, even using all the information from the 3DSN. Thus, the most straightforward
approach is to consider each dimension of team performance individually. For each
aspect of team performance, we propose a utility function, based on established
results from social sciences. Then, we combine the criteria with a generic multiob-
jective optimization method, called the reference point method.

The reference point method goal is to produce a solution that has an acceptable
performance regarding all the criteria. “Acceptable” is defined using two “levels” for
each criterion: a minimal acceptable value (called the reservation point); and a value
beyond which further improvement is unnecessary (called the aspiration point). For
each criterion, we show how to determine these values using empirical data.
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12.4.1 Social Capital

The issue of relation between work performance and social interaction has been
mostly scrutinized in the perspective of the theory of social capital developed mostly
by Ronald Burt, who saw this notion in terms of participation in, and control of,
information diffusion [11]. Individual social capital can be perceived as external
capability of an individual to access, use and control resources embedded in one’s
personal network [41]. In order to perform efficiently, ego v should be as close to all
the others in a network as possible. Ego’s closeness centrality measures the lengths
of shortest paths � to all other individuals in the network, scaled by the number of
vertexes n D jV j [3]:

CC.v/ D n � 1P
u2V �.v; u/

(12.1)

CC.v/ ranges from 0, if some of the vertexes are not reachable from v, to 1 when
vertex v is adjacent to all other vertexes. CC is usually measured for individuals,
but it can also be applied to teams. In team M � V , consisting of team members
vi 2 M , every vi features a particular � to u … M . Then closeness centrality of a
team CC.M / is the sum of minimal � ’s from the team to all other individuals:

CC.T / D jV j � jM j � 1P
u…M minv2M �.v; u/

(12.2)

Note that this predictor does not take into consideration contacts’ heterogeneity
and redundancy.

In order to settle reservation and aspiration points, we generated 1;000 random
scale-free graphs. Every graph has V D 1;000 vertexes, an average degree k D 4,
scale-free distribution with weight of a vertex v degree ˛NOT slope D 3.

Figure 12.1 summarizes the results. The observed range of CC is in
Œ0:107; 0:388� with mean CC D 0:224, median 0:223 and standard deviation
�.CC/ D 0:030. The distribution of CC is positively skewed with skewness � D
0:266, but the lack of symmetry occurs in outcomes higher than 2� from the mean.

We propose to use CC � 2� (0:164) as the reservation point and CC C 2�

(0:284) as the aspiration point. The reservation point CC � 2� sets the minimum
target CC to be higher than CC of (approximately) 3% of the worst random teams.
Similarly, the aspiration point CC C 2� means that it is not necessarily to improve
CC beyond the value higher than in (approximately) 97% random teams. Moreover,
CC seems to be symmetric on ŒCC � 2�; CC C 2�� as skewness equals 0:12 in this
range.

12.4.2 Intra-Group Trust

We assume that trust can propagate in a transitive way in social networks, i.e., for
any i; j; k 2 V , if there is relation of trust t.i; j / and t.j; k/, then a new relation
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Fig. 12.1 Distribution of closeness centrality in scale free graphs generated randomly

t.i; k/ may be established [65]. Transitive propagation can occur under the condition
that the trustee (i ) will know that j trusts k. We make the assumption that in a
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recommended team, team members will share information about trust, allowing the
establishment of new trust relations through transitive propagation.

We differentiate between local and global trust. Local trust .i; j / is defined
as a function of a direct relation between two individuals. Global trust t.i; j / is an
attribute of an agent derived from an aggregation of direct and indirect trust relations
between the agent and members of its egonetwork reflecting the experiences of all
the alters. Global trust can be computed by the eigentrust algorithm [37] and is a
measure of the trustworthiness of a peer.

We define the relation .i; j / of local trust between vi that occurs if vi trusts vj .
Positive values of .i; j / imply stronger trust between vi and vj . .i; j / equals 0

when the available data do not show a relation of trust between vi and vj . The infor-
mation about trust that will be expressed using  (our computational trust measure)
can be obtained in many ways. The simplest (and perhaps most reliable, even if
hardest to obtain) way is an expression of trust directly from interested users. Such
an expression can be in the form of ratings that evaluate a team member’s work.
Then, the information used to construct  concerns cognitive trust in the context of
common work, which is the most useful kind for team recommendation.

Normalized local trust c.i; j / is defined as

c.i; j / D
(

max.�.i;j /;0/P
k max.�.i;k/;0/

if 9k W .i; k/ > 0

0 otherwise
(12.3)

which ensures that c.i; j / 2 Œ0; 1� and
P

j c.i; j / D 1 (if i trusts at least one agent).
Eigentrust algorithm [37] proposes to estimate the initial trust of vi towards vk

by using the experiences of alters vj who have had a contact with vk:

ti;k D ci;k C
X

j¤k

ci;j cj;k . (12.4)

Note that our equation for trust includes a term for the local, direct relation be-
tween i and k. The original formula used in the Eigentrust algorithm has been used
for the situation when i had no information about k (indeed, trust propagation is
usually applied in just such a case: when i and k are strangers). Our modified for-
mula allows to extend the information that i has about k from direct experience, by
asking the opinion of others.

It is kept that t 2 Œ0; 1�, but there is also an assumption that every individual vi

can spare maximum trust of 1:
P

j ti;j D 1. Ego vi can also ask the opinions of
his friends’ friends, that is his egonetwork with distance 2. In this manner this value
can be obtained for any egonetwork with any distance n. However, human trust is
not propagated without constraint, and humans tend to avoid accepting trust that is
propagated too far. Therefore, a limitation of the radius of the trust propagation to
two or three is reasonable.

Propagated trust can be used in a criterion of team quality that depends on trust.
When considering the role of trust in a team, unless we can distinguish a particular



12 Interdisciplinary Matchmaking 335

team member that plays a special role, we need to consider all possible trust rela-
tions among team members. Thus, it becomes necessary to base the criterion on the
propagated trust values between all pairs of team members. It should also be noted
that trust is not symmetric, and thus we need to consider ordered pairs. In order to
aggregate the trust values between all ordered pairs of team members, an average
can be used. Then, the trust criterion (that can be called an average interpersonal
trust measure, AITM) will have the form:

AITM D 1

jM j.jM j � 1/

X

i;k2M;i¤k

ti;k (12.5)

for a team M of size jM j.
The AITM criterion has been proposed in [42]. The criterion has the desirable

property that a team can be constructed in a greedy, stepwise manner, by adding
one new candidate at a time. When a new candidate vc is added to the team, the aver-
age trust measure between ordered pairs of all current team members and vc should
be maximized, in order to maximize AITM.

In order to settle reservation and aspiration points for the recommenda-
tion system one should realize that the distribution of trust probably follows
the power law [68]. Thus, the reservation point equal to the global average
Nt D P

i;j t.i; j /=.jV j.jV j � 1// taken as reservation point will cut off too many
vertexes. We assume that agent’s vi reservation point should be relative to the av-
erage value of its own trust Nti D .

P
j t.i; j //=jn0.i/j (where n0.i/ is the number of

agents and j is such that t.i; j / > 0). Consequently, we suggest that the reservation
point for ego i should be equal to min. Nti ; Nt /. On the other hand, we assume that a
project should be conducted by people featuring maximum possible trust and in due
fact the aspiration point should be set to the maximum possible value of trust t in
the population (ego network) max.t/.

12.4.3 Matching Team’s Knowledge with Project Requirements

In order to measure how well a team is expected to succeed in a given project, we
start with a more formal definition of a project.

Definition 12.5. Project P is described by a set of nP skills SP � S . Each skill
s 2 SP has a weight wP .s/ representing the required level of its mastering for the
project.

Regarding predictors of knowledge, two approaches can be distinguished. First,
the measure can assess the average level of competence in the required skills. We
suggest using a simplified version of Euclidean distance introduced in social net-
work analysis in [10]. The knowledge network GK of a team M represents the
levels of competence wK.v; s/ of a member v 2M for a skill s 2 S (we will denote
as SM the sum of skills individual members of team M have). Similarly, project P
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requires SP skills, each of them must be performed with minimum required level of
competence wP .s/.

Assume that the level of competence wK.v; s/ and wP .s/ is represented on a
scale f0; 1; 2; 3; 4; 5g, where 0 means no competence at all and 5 represents the
maximum possible competence. Given the required skills SP for a project, sum of
relevant skills of team M can be computed as

P
v2M;s2SM\SP

wK.v; s/. A similar
sum can be computed for project P

P
s2SP

wP .s/. Because project specification
does not define the required number of individuals, in order to compare sums of
skills between a team and a task it is convenient to scale

P
s2SP

wP .s/ by the num-
ber of individuals jM j in a matched team, resulting in jM jPs2SP

wP .s/. Then, the
skill difference SD between team M and project P is

SD D
X

v2M;s2SM\SP

wK.v; s/ � jM j
X

s2SP

wP .s/. (12.6)

In order to represent the skill difference on a scale comparable with range of possible
competence, aggregated skill difference ASD can be obtained by dividing the skill
difference by the number of individuals jM j and skills jSM j in a compared team t :

ASD D
P

v2M;s2SM\SP
wK.v; s/ � jM jPs2SP

wP .s/

jM jjSM j . (12.7)

Such a structure assumes that ASD 2 f�5::5g, where �5 means maximum possible
incompetence of a team, while 5 is the maximum possible competence. 0, on the
other hand, means that the average competence of a team equals the aggregated
average of competence required by a task. Thus, we suggest that ASD D 0 can be
assumed as the reservation point, while the ASD D 5 constitutes the aspiration point
for the recommendation of knowledge dimension.

Alternatively, one can also measure whether the required skills are distributed
evenly in a team. The purpose is to restrict teams formed by an universal expert and
a group of laymen. The measure is expressed by taking into account both, for every
individual, the maximum competence of any of his or her skill, and, for every skill,
the maximum competence of any team member. If one considers a team as matrix
Gvxn representing values of SM skills possessed by M individuals, then maximum
values E of raw marginals maxfeiCg represent maximum competence of every indi-
vidual and column marginals maxfejCg represent maximum competence for every
skill. Arithmetic product of these values for every skill and individual represents the
distribution of maximum skills in a team. If the level of competence is E 2 f0::5g,
then at its best it may equal to 5VCN . It equals 0 if there is at least one skill or indi-
vidual not featuring any competence at all. We suggest that knowledge distribution
in a team, that is maximum skill distribution, can be calculated as

MSD D
Q

M maxfeiCgQSM
maxfejCg

5jM jCjSM j (12.8)
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MSD is an internal value for a group and does not take into account levels of compe-
tence required by a project. However, it is a useful value when constrained to skills
SP required by a project P .

12.4.4 Multicriteria Optimization

Once we have a set of team performance criteria, it remains to combine them into a
single function that can be optimized.

We combine the team performance criteria using the reference point method
[66, 67]. Compared with the weighted average, the reference point method has two
main advantages: parameters for each criterion are determined individually; and the
method can deliver any Pareto-optimal solution.

In order to combine various criteria, they must be first transformed on a single
scale. This transformation is done by a scaling function that depends on two pa-
rameters (called reference points): the reservation and aspiration points. The values
of scaling functions for all criteria are comparable. The reservation and aspiration
points are chosen individually for each criterion.

The scaling function �k can be interpreted as a measure of the decision maker’s
satisfaction with the current value (outcome) of the k-th criterion, �k . The simplest
form of a scaling function is a piecewise linear, increasing function of a criterion’s
values that changes slopes when it reaches the reservation point �r

k
and aspiration

point �a
k

. The value of the scaling function when the criterion is equal to the reser-
vation point is zero (�k D 0 for �k D �r

k
). When the criterion is less than the

reservation point, the scaling function is negative. The value of the scaling function
when the criterion is equal to the aspiration point is one (�k D 1 if �k D �a

k
).

The slopes of the pieces of the scaling function decrease as the criterion reaches the
reservation point and then the aspiration point.

Thus, the scaling function is given by

�k.�k/ D
8
<

:

�.�k � �r
k
/=.�a

k
� �r

k
/ for �k � �r

k

.�k � �r
k
/=.�a

k
� �r

k
/ for �r

k
< �k < �a

k

ˇ.�k � �a
k
/=.�a

k
� �r

k
/C 1 for �k � �a

k

(12.9)

where ˇ and � are arbitrarily defined parameters satisfying 0 < ˇ < 1 < � . (For ex-
ample, ˇ D 0:5 and � D 2.) This partial achievement function is strictly increasing
and concave which guarantees its LP computability with respect to outcomes �k .

The reservation point can be interpreted as a value of the criterion that should be
reached even at a high cost or effort. Once the criterion exceeds the reservation point,
the importance of maximizing this criterion decreases relative to other criteria that
have not yet reached their reservation points. The aspiration point can be interpreted
as a value of the criterion that, when reached, further reduces the importance of this
criterion when compared to other criteria that have not yet reached their reservation
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or aspiration levels. It is a value of the criterion that is “good enough” for most
purposes. Of course, increasing a criterion that has already exceeded its aspiration
level will still improve the overall result, but will be less important than increasing
this and other criteria above their reservation levels.

The individual scaling functions of the reference point method can be com-
bined using a simple sum. However, a better method is to combine the sum with
a minimum of the scaling functions. This method guarantees that all Pareto-optimal
solutions can be found by optimizing the combined scaling function and changing
the parameters (the reference points). The final objective function � (maximized)
that combines all criteria �k , taking into account the decision maker’s preferences
as expressed by the reference points, is given by

�.�/ D min
k2K
f�k.�k/g C "

X

k2K

�k.�k/ (12.10)

where " is an arbitrary small positive number and �k , for k 2 K , are the par-
tial achievement functions measuring actual achievement of the individual outcome
�k with respect to the corresponding aspiration and reservation levels (�a

k
and �r

k
,

respectively).

12.5 Experiments

12.5.1 3DSN in onephoto.net

The first empirical data set we took into consideration comes from onephoto.net, a
Web site aiming at augmenting cooperation of photographers who try to improve
their competence by sharing their photos and commenting and rating other photos.
We chose this site because it offers information resembling a 3DSN. First of all,
users of OnePhoto share photos. Some of them put their works on the Web site,
which are afterwards rated and commented by the rest of the community. One of the
features offered by OnePhoto is the possibility of recommending other authors to all
OnePhoto users. In due course, it is possible to track works of people who are con-
sidered to be good photographers. Works of recommended users are more probable
to be appreciated than others. We consider this information as a relation of trust. As
it is impossible to keep track of all the works in the service, users focus on works
recommended by others, i.e., they trust, that works of recommended people are valu-
able. Another feature of OnePhoto is the possibility of putting one’s work into 1 of
21 thematic categories. We assumed that good photographers focus on works of a
particular type, e.g., architecture or nature. Such a division is not far from areas
of expertise existing in other professional communities. That is why we considered
possessing photos in particular categories as a relation of knowledge – reflecting
number of works in different categories. In consequence, the relation of knowledge
allows for finding people who most of the time take photos in selected areas.

onephoto.net
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We have gathered data about 101,554 photos of 45,394 users of onephoto.net (all
the photos available at the time of crawling). Authors categorize each of their photos
into 1 of 21 thematic categories.

The trust graph is based on the relation of “favs”, or user vi marking a user
vj as a favourite. Such a “fav” corresponds to the local trust .i; j /. Using local
trust, we derive the normalized local trust and then the transitive trust following
the procedure in Section 12.2.4. The resulting graph is very sparse. Only 10,252
vertexes possessed a degree greater than 0 and 229,540 arcs. Degrees of nodes are
not distributed according to the power law, but with normal distribution.

The knowledge graph is a two mode network representing the relation between
persons Vv and categories Vs used to describe the individual photos. We regard ev-
ery category as a skill and the (normalized) number of works in a category as the
competence level. The 101,554 edges Ev;s represented normalized numbers of pho-
tos in each category and are ranked Ev;s 2 f1::5g (based on a statistical bounded
percentile rank). OnePhoto users use categories much more than that considered by
others as favourites – this network possessed the density on the level of 0.106.

Note that we do not infer an acquaintance graph from the crawled data.
We wanted to see whether in the network of OnePhoto users there can be derived

groups of people who would be able to conduct a joint project of taking photos in
given categories. We assume that they should value works of each other and possess
experience in taking photos in required categories. In order to apply our measures
to possible teams we have chosen 15 different tasks taking into consideration two
factors: task difficulty, i.e., average weight of every task ranging from 3 (medium
difficulty) to 5 (extreme difficulty) and the number of skills required by a task (from
3 to 7). We wanted to find out what are the distributions of quality predictors and
what is their level of interdependence in regard to different task structures.

We generated N D 2;000 random teams in a following way. First, we took the
last percentile of users according to their in-degree of trust relation (i.e., users whose
in-degree is in the top 1% of in-degree distribution). For every team, we chose ran-
domly its size (from 2 to 6). Then, the team is constructed by choosing appropriate
number of random individuals from egonetwork of size 2. For every team we have
calculated predictors of trust according to equation 12.5 and knowledge according
to equations 12.7 and 12.8. There were 314 teams not connected at all in either of
the analyzed dimensions and were therefore excluded from further calculations.

The distribution of AITM in regard to the size of teams is presented on Fig. 12.2.
It diminishes along with the size of a team, although medium 50% of the distri-
butions remains on the similar level. One has to remember, though, that members
were picked from egonetworks by people possessing highest in-degree of trust in
the whole population. It is spread at its maximum for teams consisting of four mem-
bers, which may suggest the team’s optimal size regarding this factor. Adding more
members potentially decreases the value of trust for the whole team.

Teams are in general less suitable to conduct a task along with the increase
of both average task difficulty and its size, which is presented in Table 12.1 and
Fig. 12.3. The average value of average skill distance remains above 0 only for
tasks consisting of three skills required for performance. The level of difficulty is a

onephoto.net
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Fig. 12.2 AITM distribution

better predictor of the value of ASD than the number or required skills. The more
difficult are the tasks, the harder they are to conduct.

Table 12.1 Average skill difference in different tasks in
Onephoto

Task difficulty Distribution

Task size 3 4 5 Skewness Kurtosis

3 0.114 �0.282 �0.171 �0.458 �0.268
4 0.172 �0.183 �0.208 �0.538 �0.14
5 0.164 �0.736 �0.311 �0.394 �0.172
6 0.174 �0.111 �0.397 �0.308 �0.242
7 0.181 �0.151 �0.484 �0.272 �0.251

In case of OnePhoto, the distribution of ASD is negatively skewed, which sug-
gests that only the small part of the teams is not suitable to perform given tasks,
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Fig. 12.3 AITM distribution in teams of different sizes

Table 12.2 Maximum skill
difference in different tasks
in OnePhoto

Team size Mean Skewness Kurtosis

2 0.78 �1.358 0.665
3 0.72 �0.986 �0.375
4 0.64 �0.592 �1.077
5 0.597 �0.464 �1.227
6 0.503 �0.05 �1.484

while the rest remains on the similar level. In case of photographers, there is a huge
competition of equal rivals. The competition diminishes along with the increase of
the number of tasks required.

The internal measure of maximum knowledge distribution is dependent on the
number of skills in the given case. It increases along with the number of skills
taken into consideration. The measure of MSD is also dependent on the team size
(Table 12.2) – in case of OnePhoto it decreases along with the number of individ-
uals in a team, which shows that the skills in given teams are very diversified. As
far as number of skills is considered, a team is much more competitive, when it
possesses more individuals.



342 A. Hupa et al.

12.5.2 Dependencies Between Dimensions in Social
Networking Data

The data extracted from a social networking service allows for analysis of all the
three dimensions of 3DSN, because its main application is to connect professionals.
First of all, its users maintain a list of people they know, which reflects (to some
extent) the relation of acquaintance. Every profile allows for pointing industries in
which a user specializes. We considered this information as a base for reconstruc-
tion of knowledge relations. The Web site also allows to recommend others – we
identify this information as trust expressed by a recommender to alter. Moreover,
the resulting graphs differ significantly from onephoto.net graphs. Due to Web site
limits, we have been able to crawl only an egonetwork of one of us, and not the
complete graph.

By crawling the egonetwork of one of the authors, we have gathered information
on 3,981 persons and 725 different industries they work in. Because the data con-
tains all the dimensions of 3DSN, it is interesting to analyze the interdependency
of acquaintance, trust and knowledge in a community of professionals. For means
of comparison all arcs in the trust network were converted to edges, while the bi-
modal knowledge network was converted to a one-mode binary network of actors.
The resulting 3DSN is a multi-mode network with 3,981 vertexes Vv and 3,088
edges representing acquaintance EA.v; u/, 725 edges representing trust ET .v; u/

and 1,391,052 edges revealing relations of knowledge EK.v; u/ among the ver-
texes (Table 12.3). Figure 12.4 shows the distribution of closeness centrality in the
network. . In the next step, we counted the edges which represented all possible
combinations of EA, ET and EK .

In this experiment, we study the correlations between performance measures.
We conducted a three way log-linear analysis. The likelihood ratio of the whole
model is �2 D 0; p D 1. This indicates that the highest-order interaction (AxT xK)
was significant, �2 D 2599:78; p < 0:001. It should be noted, however, that this
effect comes out of supremacy of knowledge relations. Because 3;981 actors in the
network share only 142 skills, there is ample probability that although they know
the same things, they neither know, nor trust each other.

This relation looks different from the point of view of acquaintance and trust.
Knowing somebody does not assume possessing the same skills: odds ratio indicate

Table 12.3 Co-occurrence
of A, T and K dimensions
in social networking website

EA ET EK Frequency

1 0 0 1,687
0 1 0 219
0 0 1 1,389,204
1 1 0 20
0 1 1 467
1 0 1 1,362
1 1 1 19

onephoto.net
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Fig. 12.4 Distribution of closeness centrality in social networking website egonetwork

that people are 1:24 more likely to be acquainted with users featuring other skills
than their own (p < 0:001). Probably the relation of acquaintance does not come
from strictly professional terms. On the other hand, actors are 2:02 times more
likely to trust people who they share knowledge with than to trust experts in
other areas (p < 0:001). They also do not tend to recommend people whom they
know: the chances of recommending somebody from one’s contacts are only 0:013

.p < 0:001). In general, one may draw a conclusion, that the network combines pro-
fessional connections embedded in knowledge and trust and an informal network of
people who interact with each other from time to time.

12.6 Concluding Remarks and Future Work

This chapter has presented the 3DSN an universal framework for storing information
about the social context of an individual. A 3DSN is defined by: an acquain-
tance network that models interactions between individuals; a trust network that
expresses direct and transitive trust between individuals; and a knowledge network
that represents skills of individuals. Using information from these dimensions, we
defined criteria that predict team performance from different perspectives. Team’s
social capital (CC) uses acquaintance network to estimate how good the group
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connected to the rest of the network is. Intra-group trust (AITM) uses trust network
to estimate how smoothly group members will work together towards the common
goal. Finally, the skill difference (SD) and the maximum skill distribution (MSD)
measure the match between the skills of members and the skills required by the
project. While the exact formulations of these criteria are yet to be determined when
we validate them with a team recommender, we expect that they will be similar to
the ones derived in the paper.

We analyzed the properties of team performance measures on graphs constructed
from real-world social networking data. Our empirical data come from web com-
munities and cannot be straightforwardly transferred to networks of people who
communicate with each other using different means of communication. This prob-
lem is particularly obvious in case of the social network data, where acquaintance
seems not to be connected with trust and knowledge. Even though, we have derived
several conclusions from empirical analysis. First, we have realized that our qual-
ity predictors are interconnected both with each other and with real data. For easier
tasks bigger teams seem to be more appropriate, but along with increasing difficulty
of the task, team size should remain on a reasonable level. It is also confirmed by the
average interpersonal trust diminishing along with the size of a group: the more indi-
viduals in a group, the smaller the chance that they will regard all the rest as skillful
and proficient. Second, acquaintance alone does not seem to be an efficient predic-
tor of either trust or knowledge. While acquaintance works as a bonding relation,
professional teams should be constructed around other relations. That fact confirms
our choice of multidimensional networks as structures for recommendation.

The 3DSN is not a new concept among social network scientists. Multi-mode
networks have been an area of interest for quite a long time. What is interesting
is that social recommendation systems have not been applying this idea in its full
advantage, i.e., in relations to teams.

When looking at a team one should consider different structural factors. The first
one is the internal structure of a team itself. As was shown, members of a team
should trust and know themselves, as well as possess heterogeneous knowledge. On
the other hand, a team is not alone. There are other teams that can be compared to
each other using numerical attributes. Social networks enable comparing structural
characteristics of teams with a special focus of embeddings of a team in the whole
population of individuals. Different team members should possess different contacts
with alters outside a team, relatively differentiated knowledge and feature maximum
trust with important brokers in the population. We will focus on measures grasping
these characteristics.

Note that it may be possible to formulate better criteria that depend on informa-
tion from two or more dimensions of the 3DSN. However, at this stage of work, we
focus on the simpler approach, leaving more complex team performance criteria for
future work.

Another problem is the construction and representation of knowledge in social
networks. So far, knowledge has been usually presented as a two mode network
representing only the relations between individuals and skills. However, one should
not forget that there are different relations of skills for every individual. Skills
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should not be considered regardless of contexts in which they are used. Such on-
tologies should be taken into consideration when looking at teams and distribution
of knowledge inside them.

In construction of our social recommendation systems, we will try to apply real,
network data. The development of research on team recommendation has been so
far hampered by the lack of data about good teams that can be used as benchmarks
or for training team recommendation systems. These data are increasingly available
now. Mining the Internet is a powerful source of information, but it always requires
operationalization and depends on the willingness of Internet users to provide rel-
evant information. In our opinion, one cannot refrain from asking real people real
questions about their subjective opinions on others and their relations. In the future,
the team recommendation methods proposed here will be tested against data that
describe good teams, and perhaps new team recommendation criteria will be pro-
posed. The results presented in this chapter represent insight into the 3DSN that is
a good framework for taking into consideration many differentiated points of view,
and will be a basis for the development of comprehensive team recommendation
methods.
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Chapter 13
Web Communities Defined by Web Page Content

Miloš Kudělka, Václav Snášel, Zdeněk Horák, Aboul Ella Hassanien,
and Ajith Abraham

Abstract In this chapter, we are looking for a relationship between the intent
of Web pages, their architecture and the communities who take part in their us-
age and creation. For us, the Web page is entity carrying information around these
communities. Our chapter describes techniques which can be used to extract the
mentioned information as well as tools usable in the analysis of this information. In-
formation about communities could be used in several ways thanks to our approach.
Finally, we present experiments which prove the feasibility of our approach. These
experiments also show a possible way as to how to measure the similarity of Web
pages and Web sites using microgenres. We define the microgenre as a building
block of Web pages which is based on the social interaction.

13.1 Introduction

The current Web – due its dimensions, number of Web pages and Web sites –
starts to exceed the scope of human perception. The problem with orientation in the
Web space is a consequence of this. As evidenced, we can consider the problems
of contemporary search engines with giving the relevant answers to user queries.
Therefore, new tools are still arising, and their authors come with new approaches
supporting interaction between users and computers in the Internet environment.
On one hand, in our chapter, we traverse through the field of Web content mining.
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On the other hand, we try to consider the content mined from Web pages as a result
of interaction between different social groups of people in the Web environment.

Metaphor A Web page is like a family house. Each of its parts has its purpose,
determined by a function which it serves. Every part can be named so that all users
envision approximately the same thing under that name (living room, bathroom,
lobby, bedroom, kitchen, and balcony). In order for the inhabitants to orientate well
in the house, certain rules are kept. From the point of view of these rules, all houses
are similar. That is why it is usually not a problem for first time visitors to orientate
in the house. We can describe the house quite precisely, thanks to names. If we add
information about a more detailed location such as sizes, colors, furnishings and
further details to the description, then the future visitor can get an almost perfect
notion of what he, will see in the house when he or she comes in for the first time.
We can also take an approach similar to the description of a building other than a
family house (school, supermarket, office, etc.). Also in this case, the same applies
for visitors, and it is usually not a problem to orientate (of course, it does not always
have to be the case, as there are bad Web pages, there are also bad buildings).

In the case of buildings, we can naturally define three groups of people, who are
somehow involved in the course of events. The first group is the people defining
the intent and the purpose (those who pay and later expect some profit), the sec-
ond group is those who construct the building (and are getting paid for it), and the
third group is “users” of the building. These groups fade into another and change as
society and technology evolve.

As we describe in the subsequent text, the presented metaphor can – up to certain
point – serve as an inspiration to seize the Web pages content and also the whole
Web environment.

This text is organized as follows. In the second section, we describe the Web
page from the view of groups of people sharing the Web page existence. We also
define the notion of the microgenre as a buliding block of Web page. The name
of microgenre on Web page can serve as a linking element between groups of peo-
ple with different intentions. In the third section, we provide an overview of related
approaches and methods mostly from the area of Web genres identification and de-
tection, Web design patterns and information extraction methods. The fourth section
describes tools and techniques required for our experiments. In particular, our own
Pattrio method, which is designed to detect microgenres within Web pages, and
FCA are used for clustering. In the fifth section, we describe two experiments deal-
ing with Web site description. The last section contains chapter recapitulation and
focuses on possible directions of further research.

13.2 From Web Pages to Web Communities

The situation is similar with Web pages and communities. Every single Web page
(or group of Web pages) can be perceived from three different points of view. When
considering the individual points of view we were inspired by specialists on Web
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Fig. 13.1 Views of three different groups

design [33] and the communication of humans with computers [5]. These points
of view represent the views of three different groups of communities who take part
in the formation of the Web page (Fig. 13.1).

(1) The first group consists of those whose intention is that the user finds what he
expects on the Web page. The intention which the Web page is supposed to fulfill is
consequently represented by this group. (2) The second group consists of developers
responsible for the creation of the Web page. They are therefore consequently re-
sponsible for fulfilling the goals of the two other groups. (3) The third group consists
of users who work with the Web page. This group consequently represents how the
Web page should appear outwardly to the user. It is important that this performance
satisfies a particular need of the user.

As an example, we can mention blogs. The first community consists of the com-
panies that offer the environment and the technological background for blog authors
and to some extent also define the formal aspects of blogs. The second community
consists of the developers who implement the task given by the previous group. The
visible attribute of this group is that they – to a certain degree – share their tech-
niques and policies. The third group consists of blog authors (in the sense of content
creation). They influence the previous two groups retroactively. The second exam-
ple can be the product pages – the intention of the e-shop is to sell items (concretely
to have Web pages where you can find and buy the products), and the intention
of the developers is to satisfy the e-shop owners as well as the Web page visitors.
The intention of the visitors is to buy products, and so they expect clearly stated
and well-defined functionality. From this point of view, the Web pages are elements
around which the social networks are formed (Fig. 13.2). For further details and ref-
erences, please see [1, 15] (which considers also the aspect of network evolution).

Under the term Web community we usually think of a group of related Web pages,
sharing some common interests (see [22, 23, 32]). As a Web community we may
also consider a Web site or groups of Web sites, on which people with common
interests interact. It is apparent, that all three aforementioned groups participate in
the Web page life cycle. The evolution of a page is directly or indirectly controlled
by these groups. As a consequence, we can understand the Web page as a projection
of the interaction among these three groups. The analysis of the page content may
uncover significant information, which can be used to assign the Web page to a Web
community.
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Fig. 13.2 Social network around Web pages

Our aim is to automatically discover such information about Web pages that
comes out of intentions of particular groups. Using these information we can find
the relations between the communities and describe them (on the technical level).
The key element for Web page description is the name of the object, which repre-
sents the intention of the page or part of the page. It can be “Home page”, “Blog”
or “Product Page”. In the detailed description, we can distinguish, for example,
between “Discussion”, “Article” or “Technical Features”. We can also use more
general description, such as “Something to Read” or “Menu” (see [14]).

13.2.1 Microgenres

According to Wikipedia.org, the genre is the division of concrete forms of art us-
ing the criteria relevant to the given form (e.g. film genre, music genre and literature
genre). In all sectors of the arts, the genres are vague categories without fixed bound-
aries and are especially formed by the sets of conventions.

Many artworks are cross-genre and employ and combine these conventions.
Probably the most deeply theoretically studied genres are the literary ones. It allows
us to systematize the world of literature and consider it as a subject of scientific
examination. We can find the term microgenre in this field. For example, in [21]
the microgenre is seen as part of a combined text. This term has been introduced to
identify the contribution of inserted genres to the overall organization of text. The
motivation to use the term “microgenre” is because it is used as a building block
of the analytic descriptive system. On the other hand, Web design patterns are used
more technically and provide means for good solution of Web pages.

From our point of view the Web page is structured similarly to the literature
text using parts which are relatively independent and have their own purpose (see
Fig. 13.3). On the other side, the architecture of the Web page (individual parts)
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Fig. 13.3 Structure of Web page

is based on Web design patterns. For these parts, we have chosen the term “mi-
crogenre”. Contemporary Web pages are often very complex, nevertheless they can
usually be described using several microgenres. This kind of description can be
more flexible than the genre description (which usually represents the whole page).
Genre and design patterns have a social background. On this background, there are
different groups of people with the same interests.

Definition 13.1. (Web) microgenre is a part of a Web page,

1. Whose purpose is general and repeats frequently
2. Which can be named intelligibly and more or less unambiguously so that the

name is understandable for the Web page user (developer, designer, etc.)
3. Which is detectable on a Web page using computer algorithm

The microgenre can, but does not have to, strictly relate to the structure of a Web
page in a technical sense, e.g. it does not necessarily have to apply that it is repre-
sented by one subtree in the DOM tree of the page or by one block in the sense of
the visual layout of the page. Rather it can be represented by one or more segments
of a page, which form it together (see Fig. 13.4).

Remark 13.1. Microgenres are also contexts which encapsulate related information.
In paper [14] we show the way we extract snippets from individual microgenres.
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Fig. 13.4 Microgenres formed by Web page segments

We use these snippets in our Web application as an additional information for Web
page description. The detection of microgenres can be considered in a similar way
as the first step for using Web information extraction methods (see [8]).

13.2.1.1 Microgenre Recognition

It follows the previous description that in order to be able to speak about the mi-
crogenre, this element has to be distinguishable by the user. From what attributes
should the user recognize, if and what the Microgenre is in question? We work with
up to three levels of view:

1. The first view is purely semantic in the sense of the textual content of a page. It
does not always need to have to be a meaning in a sense of natural language such
as sentences or paragraphs with a meaningful content. Logically coherent data
blocks can still lack in grammar (see [35]).

For example, price information can be only a group of words and symbols
(‘price’, ‘vat’, symbol $) of a data type (price, number). For similar approach see
[27].

2. The second view is visual in the sense of page perception as a whole. Here indi-
vidual segments of perception or groups of segments of the page are in question.
It is dependent on the use of colors, font and auxiliary elements (lines, horizon-
tal and vertical gaps between the segments, etc.) Approaches based on visual
analysis of Web pages can be found in [6, 30].
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3. The third view is a structural one in a technical sense. It is about the use of special
structures, such as tables, links, navigation trees, etc. There are approaches based
on the analysis of the DOM tree and special structures as tables [20, 25].

The first view is dependent on the user’s understanding of the text stated on a Web
page. The second and third views are independent of this user ability. However, it
can be expected that an Arabic or Chinese product page will be recognized also by
an English-speaking user who does not have a command of those languages. It is
determined by the fact that for the implementation of certain intentions there are
habitual procedures which provide very similar results regardless of the language.
On the other hand, if the user understands the page, he or she can focus more on
the semantic content of the microgenre. For example, in the case of “product info”,
the user can read what the product in question is, what its price is and on what
conditions it can be purchased.

13.2.2 Web Page Description

Using mentioned views, we can describe every Web page by genre or a group of mi-
crogenres. This description, in principle, defines the communities mentioned in the
preface of our chapter. On the other side, each defined community contributes some-
how to the development of the Web and simultaneously to the behavior of the related
communities (e.g., communities involved in blogging as mentioned earlier). Con-
sequently, these contemplations lead to reduction of the Web to some particular
types of pages and communities. This can be very useful, for example, in searching.
Knowing that the user prefers product pages (or review pages, discussion pages,
etc.), we can help him or her on – namely on the basis of knowledge – how the
community of developers in a given domain (Web design patterns) works and what
is the prevailing intent of the pages (genres).

13.3 Related Work

When we perceive the Web page as whole, the purpose is represented by a so-called
Web genre. Similarly, the view of individual segments of the Web page is closely re-
lated to Web design patterns. A Web genre is a taxonomy that incorporates the style,
form and content of a document which is orthogonal to the topic, with fuzzy classifi-
cation to multiple Web genres [4]. For classification, there are many approaches and
also many methods for genre identification. Kennedy and Shepherd [12] analyzed
home page genres (personal home page, corporate home page or organization home
page). Chaker and Habib [7] proposed a flexible approach for Web page genre cate-
gorization. Flexibility means that the approach assigns a document to all predefined
genres with different weights. Dong et al. [10] described a set of experiments to
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examine the effect of various attributes of Web genre for the automatic identification
of the genre of Web pages. Four different genres were used in the data set (FAQ,
News, E-Shopping and Personal Home Pages).

Rosso [26] explored the use of genre as a document descriptor in order to improve
the effectiveness of Web searching. Author formulated three hypotheses: (1) Users
of the system must possess sufficient knowledge of the genre. (2) Searchers must be
able to relate the genres to their information needs. (3) Genre must be predictable
by a machine-applied algorithm because it is not typically explicitly contained in
the document.

Design patterns and pattern languages came from the architecture in the work of
Christopher Alexander et al. [2]. From the mid sixties to mid seventies, Alexander
et al. defined a new approach to architectural design. The new approach centered on
the concept of pattern languages is described in a series of books [2]. Alexander’s
definition of pattern is as follows: “Each pattern describes a problem, which occurs
over and over again in our environment, and then describes the core of the solution
to that problem, in such a way that you can use this solution a million times over,
without ever doing it the same way twice.”

According to Tidwell [31], patterns are structural and behavioral features that
improve the applicability of software architecture, a user interface, a Web site or
something or another in some domain. They make things more usable and easier to
understand. Patterns are descriptions of best practices within a given design domain.
They capture common and widely accepted solutions, and their validity is empiri-
cally proved. Patterns are not novel, patterns are captured experiences and each of
their implementation is a little different.

Good examples are also the “Web design patterns”, which are patterns for design
related to the web. A typical example of a Web design pattern can be the forum
pattern (see Fig. 13.5). This pattern is meant for designers who need to implement
this element on an independent Web page or as a part of another Web page. The
pattern describes key solution features without implementation details.

Fig. 13.5 Sample of Forum pattern (www.welie.com)
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Generally, the design patterns describe a proven experience of repeated problem
solving in the area of software solution design. From this point of view, the design
patterns belong to key artifacts securing efficient reuse. While the design patterns
have been proven in real projects, their usage increases the solution quality and
reduces the time of their implementation.

There is a wide area of methods, which aim to detect objects related to patterns
and extract their semantic details (e.g., opinion extraction [16], news extraction [34],
Web discussion extraction [19], product detail extraction [24], and technical features
extraction [28]).

13.4 Tools and Techniques

In the beginning of this chapter, we have presented our motivation, goals and
thoughts. Now we mention some basic notions of useful technologies. The sub-
sequent experiments illustrate the concrete application of proposed approach.

13.4.1 Pattrio Method

In our approach, we were inspired by the design pattern use for the analysis of Web
page content. If we look for microgenres on Web pages, we need detailed technical
information. That is why we have created our own catalog, in which we describe
those repeated microgenres, which we manage to detect on Web pages by our
method. For description we use a description similar to a pattern description, but
its intention is different and it aims at understanding what characteristics are impor-
tant for detection algorithm design. However, our view has a lot in common with
patterns. It is mainly because also for us, in the same way as for a pattern, the most
important characteristic is the name of the thing described. Our approach is different
on the level of the general view and target. Simply said, we understand microgenre
used by us as a projection of a Web design pattern . This projection does not always
have to be unambiguous, e.g. one pattern can be projected to more microgenres.

13.4.1.1 Pattrio Catalog

Patterns are designed for Web designers who work with them and use them in
production. A pattern description is composed from parts and each part describes
a specific pattern feature. Authors usually use the pattern structure introduced in
[2]. In the description, there is a pattern name, problem description, context, solu-
tion and examples of use. Usually, these are also consequences of the use of the
pattern and related patterns which relate somehow with the pattern being used. For
our description of microgenre we use the similar section-oriented structure.
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13.4.1.2 Example – Discussion (Forum)

Problem How can a discussion about a certain topic be held? How can a summary
of comments and opinions be displayed?

Context Social field, community sites, blogs, etc. Discussions about products and
service sales. Review discussions. News story discussion.

Forces A page fragment with a headline and repeating segments containing indi-
vidual comments. Keywords to labeling discussion on the page (discussion, forum,
re, author, . . . ). Keywords to labeling persons (first names, nicknames). Date and
time. There may be a form to enter a new comment. Segments with the discussion
contributions are similar to the mentioned elements view, in form.

Solution Usually, an implementation using a table layout with an indentation for
replies (or similar technology leading to the same-looking result) is used. The dis-
cussion is often together with the login. If discussion is on selling a product on Web
site, there are usually purchase possibility, price information. The discussion can be
alone on the page. In other case, there is also the something to read. In different
domains the discussion can be displayed with review, news, etc. See Fig. 13.6.

Fig. 13.6 Discussion
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13.4.1.3 Detection Algorithm

We have defined sets of elements mentioned above for each microgenre that are
characteristic for this microgenre (words, data types, technical elements). These el-
ements have been obtained on the basis of deeper analysis of a high volume of Web
pages. This analysis also included the calculation of the weight of individual mi-
crogenre elements that defines the level of relevance for the microgenre. Besides,
we have implemented a set of partial algorithms whose results are the extracted
data types and also the score for the quality of fulfillment of individual rules of
microgenres.

In our approach, there are elements with semantic contents (words or simple
phrases and data types) and elements with importance for the structure of the Web
page where the microgenre instance can be found (technical elements). The rules are
the way that individual elements take part in the microgenre display. While defin-
ing these rules, we have been inspired by the Gestalt principles (see Fig. 13.7 and
[31]). We formulated four rules based on these principles. The first one (proximity)
defines the acceptable measurable distances of individual elements from each other.
The second one (closure) defines the way to create of independent closed segments
containing the elements. One or more segments then create the microgenre instance
on the Web page. The third one (similarity) defines that the microgenre includes
more related similar segments. The forth one (continuity) defines that the micro-
genre contains various segments that together create the Web pattern instance. The
relations among microgenres can be on various levels similar as classes in OOP
(especially simple association and aggregation).

The basic algorithm for detection of microgenres then implements the pre-
processing of the code of the HTML page (only selected elements are preserved –
e.g. block elements as table, div, lines, etc., see Table 13.1), segmentation and
evaluation of rules and associations. The result for the page is the score of

Fig. 13.7 Gestalt principles (proximity, similarity, continuity, closer)

Table 13.1 HTML tags –
classification for analysis

Types Tags

Headings H1, H2, H3, H4, H5, H6
Text containers P, PRE, BLOCKQUOTE, ADDRESS
Lists UL, OL, LI, DL, DIR, MENU
Blocks DIV, CENTER, FORM, HR, TABLE, BR
Tables TR, TD, TH, DD, DT
Markups A, IMG
Forms LABEL, INPUT, OPTION
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Fig. 13.8 Microgenre detection process

Algorithm 13.1 Microgenres score (pseudocode)
input : Set of PageEntities, set of microgenres
output : MicroGenresScore
foreach PageEntity in PageEntities do

if PageEntity is MicroGenreEntity then
if does not exist segment then

create new segment in list of segment;
to add page entity to segment;

end
add page entity to segment;

end
end
foreach segment in list of segments do

compute proximity of segment;
compute closure of segment;
compute Score(proximity, closure) of segment;
if Score is not good enough then

remove segment from list of segments;
end

end
compute similarity of list of segments;
compute continuity of list of segments;
compute Score(similarity, continuity) of microgenre;
return Score

microgenres that are present on the page. The score then says what is the probability
of expecting the microgenre instance on the page for the user. The entire process,
including microgenre detection, is displayed in Fig. 13.8 and Algorithm 13.1.
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Fig. 13.9 Accuracy of Pattrio method

13.4.1.4 Method Accuracy

The accuracy of the proposed method is about 80% (see [13]). Figure 13.9 shows
the accuracy of the Pattrio method for three selected products (Apple iPod Nano
1 GB, Canon EOS 20D, Star Wars Trilogy film) and for the discussion and the
purchase possibility microgenres. We used only the first 100 pages for each product.
We manually, and using Pattrio method, evaluated the pages using a three-degree
scale [9]:

C Page does not contain required microgenre.
? Unable to evaluate results.
� Page do not contain required microgenre.

Then we compared these evaluations. For example the first value 61% ex-
presses the accuracy for the pages with Canon EOS 20D product where there was a
discussion.

13.4.2 Formal Concept Analysis

As one of the suitable tools for analyzing this kind of data we consider Formal
concept analysis. When preprocessing Web pages, we often cannot clearly state the
presence of a microgenre in the page content. We are able to describe the amount
of its presence at some ref:CSNA-13-09le and this information can be captured us-
ing fuzzy methods and analyzed using a fuzzy extension of formal concept analysis
[3]. But since we are dealing with a large volume of data [9] and a very imprecise
environment, we should consider several practical issues, which have to be solved
prior to the first application. Methods of matrix decomposition have succeeded in re-
ducing the dimensions of input data (see [29] for application connected with formal
concept analysis and [17, 18] for overview).
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13.4.2.1 FCA Basics

Formal concept analysis (shortly FCA, introduced by Rudolf Wille in 1980) is
well-known method for object–attribute data analysis. The input data for FCA is
called formal context C , which can be described as C D .G; M; I / – a triplet con-
sisting of a set of objects G and set of attributes M , with I as the relation between
G and M . The elements of G are defined as objects and the elements of M as at-
tributes of the context. In order to express that an object g 2 G is related to I with
the attribute m 2 M , we record it as gIm or .g; m/ 2 I and read that the object g

has the attribute m.
For a set A � G of objects we define A

0 D fm 2M j gIm for al l g 2 Ag (the
set of attributes, common to the objects in A). Correspondingly, for a set B � M

of attributes we define B
0 D fg 2 G j gIm for al l m 2 Bg (the set of objects

which have all attributes in B). A formal concept of the context .G; M; I / is a pair
.A; B/ with A � G, B �M , A

0 D B and B
0 D A. We call A the extent and B the

intent of the concept .A; B/ � B.G; M; I / denotes the set of all concepts of context
.G; M; I / and forms a complete lattice (so called Gallois lattice). For more details,
see [11].

Now we give only a brief overview of FCA in fuzzy environment (approach
of Bělohlávek et al.). Instead of classical binary case, we can consider the so-called
complete residuated lattice L D hL;_;^;˝;!; 0; 1i, where hL;_;^; 0; 1i is a
complete lattice (with 0 and 1 being the smallest and biggest element), hL;˝; 1i
is a commutative monoid and h˝;!i is an adjoint pair of binary operations (truth
functions of fuzzy conjunction and fuzzy implication). The notion of being the
element of a set can be replaced by the degree in which the element is contained in
the set (A.x/). The notion of subset can be inferred in a similar way.

Now we can define the fuzzy L-context as L D hX; Y; I i with X as a set of ob-
jects, Y as a set of attributes and I as a fuzzy relation I W X � Y ! L. For a fuzzy
set A 2 LX ; B 2 LY (A is a fuzzy set of objects, B is a fuzzy set of attributes), we
define fuzzy set of attributes A

0 2 LY and fuzzy set of objects B
0 2 LX as

A
0

.y/ D
^

x2X

�
A.x/�X ! I.x; y/

�
;

B
0

.x/ D
^

y2Y

�
B.y/�Y ! I.x; y/

�
:

The �X and �X are the so-called truth-stressing functions or simple hedges which
allows us to control the size of the resulting lattice.

Formal fuzzy concept is a pair hA; Bi, A 2 LX ; B 2 LY , such that A
0 D B

and B
0 D A. In this case, we will call A as the extent of the concept, and B

as its intent. As hB.X�X ; Y �Y ; I /;�i, we denote the set of all concepts, which
when accompanied by the induced order is called fuzzy concept lattice. For further
details and comparison with other approaches please see [3]. As you can see, the
key terms from classical FCA have their parallel in the fuzzy environment. So the
key algorithms have.
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13.5 Experiments

In this chapter, we attempt to find such a description of a Web site that comes from
the analysis of the architecture of pages belonging to this Web site. We treat the
microgenres as the basis of this architecture, because they encapsulate those parts
of the page content that have partial intent. We use our Pattrio method for micro-
genre identification. Our Web site description indicates the intent and purpose of the
Web site. From this point of view the description provides interesting information
about Web sites and as a consequence we can consider it as a description of the Web
community.

As a Web site we consider a collection of Web pages placed together on one or
more servers available via Internet. Web pages from one Web site share the same
URL prefix and link to themselves. URL addresses of individual pages are organized
into a hierarchy which allow users to orient themselves in a Web site. The root
of this hierarchy is usually a special Web page known as the home page. From
a technical point of view we understand a Web site as an Internet domain. This
view can be inaccurate on a certain level, especially for Internet domains providing
Web hosting. However, such domains are also usually specialized in some way, e.g.
blogs, corporate and personal pages or small e-shops.

Various Web sites exist for various reasons. As typical examples, we can con-
sider e-shops, news servers, social-related Web sites, corporate and academic Web
sites, personal Web sites, etc. Web sites have different content and size. For example
personal Web site can contain a small collection of Web pages, but a social-related
Web site can have more than a million of Web pages.

From an external view, one Web site can appear differently to different users.
Also the reasons to visit the Web site may vary. Let us take an e-shop as an exam-
ple. It is sure that the aim of the e-shop owner is to sell the most goods. The aims
of visitors may vary. A user can visit the e-shop to explore the kinds and prices
of goods and read the terms of sale. The main target is the price information and
maybe the price comparison. Another user wants to directly buy the goods. In that
case, he or she will be interested in pages with a purchasing possibility. A third user
may be interested in product parameters and the opinions of other users. Therefore,
he or she will prefer pages containing technical features of products, discussion,
FAQ, customer reviews and ratings. Web developers may have also another goal.
Successful solutions and typically used compositions appear on Web pages in dif-
ferent Web sites. Therefore, some kind of unification can be seen in the development
of Web pages with usual intent. This unification is based on principles which come
out of simple consideration: “Let’s do the things like others do successfully.” De-
velopers can follow the progress of their competitors. They can incorporate the new
and successful techniques they have seen at their rivals.

It is hard to imagine that in the era of Internet search engines, users would always
search Web pages by direct visit and navigation from a home page. One expects
them to use one of the search engines to find the page. In that case, they will probably
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avoid the home page and will be navigating only through a limited part of the Web
site, offered by the search engine in the first step. On the other hand, they can miss
some pages completely.

We implemented a Web application with user interface connected to the API of
different search engines (google.com, msn.com, yahoo.com and the Czech search
engine jyxo.cz). Users from a group of students and teachers of high schools and
VŠB – Technical University Ostrava, Czech Republic – were using this application
for more than one year to search for everyday information. We have not influenced
the process of searching in any way. The purpose of this part of the experiment
was to view the World Wide Web using the perspective of users (as the search en-
gines play key role in World Wide Web navigation). In the end, we obtained data set
with more than 115,000 Web pages. After cleaning up, 77,850 unique Czech pages
remained. For every single Web page we have performed the detection of 16 mi-
crogenres. The page did not have to contain any microgenre, as well as it may have
theoretically contained 16 microgenres (price information, purchase possibility, spe-
cial offer, hire sale, second hand, discussion and comments, review and opinion,
technical features, news, enquire, login, something to read, link group, price per
item, date per item, unit per item). The names of microgenres emerged from the
discussions between us and students that took part in our experiments. They are
therefore outcomes of social interaction. We used such preprocessed data sets for
all the experiments.

13.5.1 Web Site Visualization

For the visualization of extracted information we have adopted one common graph
drawing method, which works as follows: in the center of Fig. 13.10 you can see the
circle representing the Web site. The size of the circle is determined by the relative
size (number of pages) in the data set. The circles around the Web site correspond
to individual microgenres. The size of circles is again determined by their relative
presence in the data set.

Fig. 13.10 Typical Web site aimed at selling products
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Fig. 13.11 Typical Web site aimed at information sharing

Fig. 13.12 Typical university Web site

The Web site is connected to microgenres using a straight line. The strength
of this connection (represented by the line width) corresponds to the detected degree
of microgenres present in the Web site.

Figures 13.10, 13.11, and 13.12 contain the described visualization of some Web
sites from the Czech Republic – typical Web sites aimed at selling products, sharing
information and education.

Figure 13.13 depicts two Web sites with similar intent – selling products. The
second one differs in allowing users to share information in addition to a purchase
possibility.

The presented view on Web sites allows comprehensive insight into the Web site
essence. As a result, it also allows us to measure the similarity of Web sites. Similar
Web sites can be understood as members of the same community.
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Fig. 13.13 Comparison of two product-oriented Web sites

13.5.2 Web Site Clustering

In the next experiment, we have tried to visualize the structure and relations of Web
sites (and as a result also Web communities) referring to one specific topic. As an
input, we have used the list of domains created in the previous experiment. Only
Web sites with more than 20 pages in the data set have been taken into consideration.
Each domain is accompanied by detected microgenres. This list is transformed into
a binary matrix and considered as a formal context. Using methods of FCA we have
computed a conceptual lattice which can be seen in Fig. 13.14. The resulting matrix
has 516 rows (objects) and 16 columns (attributes) and the computed conceptual
lattice contains 378 concepts.

From the computed lattice we have selected a sub-lattice containing 18 Web sites
dealing with cell phones. Only five attributes have been selected and the visualiza-
tion was created in a slightly different manner (see Fig. 13.15 and attached legend).
Each node of the graph corresponds to one formal concept. To increase the visu-
alization value, the attributes are represented by icons and the set of objects (Web
sites) is depicted using small filled/empty squares in the lower part. It can be easily
seen that the whole set of Web sites can be divided into two groups – the first one
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Fig. 13.14 Lattice calculated from whole dataset

contains sites where users are enabled to buy cell phones and the second one where
the users are allowed to have a discussion. Deeper insight gives you more detailed
information about Web site structures and relations.

The conceptual lattice forms a graph, which can be interpreted as an expression
of relation between different Web sites. As a result, it describes the relation between
different Web communities.
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Fig. 13.15 Part of lattice

13.6 Conclusions and Future Work

In this chapter, we have described three kinds of social groups which take part in
Web page creation and usage. We distinguish these groups using their relation to the
Web page – whether they define the intent of the page, whether they create the page
or whether they use the page. By using this analysis, we can follow the evolution of
the communities and observe the expectancies, rules and behavior they share. From
this point of view, Web 2.0 is only a result of the existence and interaction of these
social groups.

Our experiments illustrate that if we focus on Web sites and the Web page content
they provide, we might come across a variety of interesting questions. These ques-
tions may bear upon the Web sites’ similarity and the similarity of social groups
involved in these pages, which could formulate interesting future research direc-
tions. The identification of additional microgenres and design of specific algorithms
for their detection will be the matter of our future research.
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Chapter 14
Extended Generalized Blockmodeling for
Compound Communities and External Actors

Radoslaw Brendel and Henryk Krawczyk

Abstract Some social communities evident their own unique internal structure. In
this chapter, we consider social communities composed of several cohesive sub-
groups which we call compound communities. For such communities, an extended
generalized blockmodeling is proposed, taking into account the structure of com-
pound communities and their relations with external actors. Using the extension, the
community protection approach is proposed and used in detection of spam directed
toward an e-mail local society.

14.1 Introduction

Social communities, such as groups of people or organizations that are joined by
social interactions, form unique internal nets of ties that usually approve a formal
organization of the community. Analysis of the structure of these ties could reveal
an internal complex structure of such communities. In this chapter, we consider a
group of communities composed internally of several cohesive subgroups. Although
these subgroups are to some extent independent and “live on their own,” they do ex-
change some information with other subgroups belonging to the same community,
forming an internal net of ties. On the other side, every community as a whole
also interacts with external actors, building with them another (external) net of ties.
However, the communication with the external “world” is driven by different re-
quirements regarding exchange of information other than the internal ones. That is
why, if we consider internal and external patterns of communication ties, usually
we find them different. Internal ties indicate the flow of information inside the com-
munity, whereas the external ties determine the way the community interacts with
its neighborhood, i.e., other communities or external actors. A community whose
internal structure is composed of several cohesive subgroups is called a compound
community.
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Observing the behavior (i.e., flow of information) of a compound community
and external actors for a long enough time, it is possible to create a blockmodel
describing typical relations between the components of the compound communities
(i.e., cohesive subgroups) themselves and the components and external actors. The
proposed blockmodel is composed of positions representing every community and
external groups of actors (showing up similar behavior in respect to the communi-
ties) and relations between them (strictly, between external actors and components
of compound communities). Additionally, the model can be used later in support
of building a protection system of such communities. If we suppose that the model
describes typical relations between communities and external actors, every new rela-
tion that is coming into being and that does not fit in the model is suspected because
it shows exceptions from typical behavior and requires intervention from a security
point of view. Moreover, if we are able to foresee some abnormal behavior of exter-
nal actors, it is possible to include them in the blockmodel, letting the fitting process
(in practice, clustering algorithm) immediately classify them as causing a certain,
predefined type of threat to the communities. However, the efficiency of this method
depends on whether we are able to detect the imminent threats from an external actor
from anomalies in ties between the actors and the compound communities, saying
more precisely between the external actors and cohesive subgroups of communities
(Fig. 14.1).

In this chapter, we propose an extended generalized blockmodeling and the com-
munity protection approach by taking advantage of the extension. As an example
of a compound community, we consider an e-mail network of one of the faculties
of the Gdansk University of Technology. We define a prespecified extended block-
model that helps us to detect unsolicited bulk e-mails directed toward the community
of the faculty.

Generalized
Blockmodeling

Extended
Generalized

Blockmodeling

•

• new possible relations
between compound
communities and external
actors defined and related
display devices

handles special relations
between compound
communities and external
actors

Fig. 14.1 Extended generalized blockmodeling
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14.2 The Community Protection Approach

The community protection approach proposed in this chapter is assumed on the
following foundations:

� The community (or communities) to be protected is a compound community, i.e.,
its components can be described as cohesive subgroups that do represent social
groups.

� We know the typical flow of information between the following:

– The community(-ies) components
– The community components and external actors

� Threats (caused by abnormal behavior of external actors) we want to detect are
discoverable through the analysis of anomalies in the information flow between
external and internal actors.

� External actors have no or little knowledge about internal structure of the com-
pound community and its typical relations with “friendly” external actors.

To begin with let us define sets of actors and relations that we are going to con-

sider. Let I D
nS

kD1

I k be a set of compound communities; where each community

is composed of several cohesive subgroups I k D S
i

Sk
i . The set U of all the ac-

tors we consider is then divided into two subsets: internal actors UI D fx W 9k;i

x 2 Sk
i � I k � Ig and external actors UO D UnUI . Then, we define the relations

(see Fig. 14.2):

R: relation between external and internal (of a community) actors R � U � U
RS : relation between cohesive subgroups of the community: den.�/.Sk

i ; Sk
j IR/

> �S ) Sk
i RSSk

j , where �S is an arbitrary set value
RX : relation between external actors and cohesive subgroups: xRy W x 2 UO ; y 2

Sk
i ) xRXSk

i , thus: RX � UO � S

I k 2 I
Sk

i 2 I k

Sk
i

The community protection approach can be presented as a three-step process, as
shown in Fig. 14.3. The first stage deals with identification of cohesive subgroups
inside the community. At this stage, we can use organizational data. However, it

Fig. 14.2 Relations
concerning compound
community and external
actors

RX

Rs

S4 Sn

S1S3 I
R
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Fig. 14.3 Three step community protection approach

is advisable to approve the identification of cohesive subgroups by other relational
data (see example later where we used affiliation data of our faculty to prespecified
departments and e-mail exchange data).

In the second step, the proper blockmodel is constructed based on our knowledge
regarding typical flow of information between compound communities and external
actors. The proposed blockmodel is an extension of the blockmodel defined in [3]
(p. 220). Let ZI and ZO be sets of positions of clusters of the communities and ex-
ternal actors adequately. Let �I W UI ! ZI

ˇ̌8x;y2UI
x; y 2 Uk

I , �.x/ D �.y/

denote a mapping that maps each unit (community) to its position. Analogically, for
external actors, let �O W UO ! ZO . The cluster of communities CI .tI / with the
same position tI 2 ZI is CI .tI / D ��1

I .tI / D fx 2 UI W �I .x/ D tI g and for
external actors: CO.tO / D ��1

O .tO / D fx 2 UO W �O .x/ D tOg.
The clustering (partition) can be expressed as follows: C.�I I�O/ D

fCI .tI /; CO.tO/ W tI 2 ZI ; tO 2 ZOg or C D fC k
I ; C l

O W k D 1::n; l D 1::mg. The
corresponding model matrix is shown in Table 14.1.

As we can see, the blockmodel is constrained because we know the number of
clusters (classes) of external actors and internal actors (equals to a number of com-
munities). The model will be also prespecified if we are able to provide types of
relations (at least some of them) between the communities and external actors.

Formally, communities – ext. actors blockmodel is defined as MIO D
.ZI ;ZO ; KOI; KIO; TOI ; TIO; �OI ; �IO/, where:

� ZI is a set of positions of communities actors.
� ZO is a set of positions of external actors.
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Table 14.1 Model matrix for compound communities and external
actors. Gray fields indicate relations described by blockmodel MIO

CI
1

CI
1

CI
n

CI
n

Co
1

Co
1

Co
m…

Co
m

S1 S1S2

S1

S2

S1

S2

S2… …
…

…

… …

…

…

� KOI � ZO�ZI is a set of connections between positions of external and internal
actors.

� KIO � ZI �ZO is a set of connections between positions of internal and external
actors.

� TOI is a set of predicates used to describe the types of connections between clus-
ters of external and internal actors (we assume that null 2 TOI).

� TIO is a set of predicates used to describe the types of connections between clus-
ters of internal and external actors (we assume that null 2 TIO).

� Mapping �OI W KOI ! TOInfnullg and �IO W KIO ! TIOnfnullg assign predicates
to connections.

To complete the specification of the communities – external actors blockmodel
we defined a set of predicates that describe types of connections between clusters
of internal and external actors. In Tables 14.2 and 14.3, we give some examples of
such predicates for sets TOI and TIO adequately (for clarity, we substituted CO with
O and CI with I ).

For each new predicate (block type), we defined new display devices for letting
the blocks be visualized. In Table 14.4, we proposed display devices defined for two
types of connections from Tables 14.2 and 14.3. Table 14.5 captures deviation mea-
sures for the predefined types of blocks. These measures allow us to calculate the
“distance” between an ideal block and the corresponding real block in a blockmodel.
The measures are used in a clustering algorithm to calculate a criterion function.

The quantities used in the expressions for deviations have the following meaning:

nr D card O – number of rows in a block
nc D jI j – number of cohesive subgroups in the community
si D P

S2I

sig.card.RX .ei ; S/// – number of cohesive subgroups with which an

external actor ei 2 O has at least one relation; in other words: a number of
nonnull blocks of type RX .ei ; S/ for each cohesive subgroup and the external
actor ei
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Table 14.2 Types of connections: external actors! communities actors (TOI)

O2I null oi� null.O; I IR/ � R.O; I / D ;
O2I complete oi� com.O; I IR/ � 8x 2 O8S 2 I W xRX S

O2I row regular oi� rreg.O; I IR/ � 8x 2 O9S 2 I W xRX S

O2I row degree > n oi� rdeg.> n/.O; I IR/ � 8x 2 O WP
S2I

card.RX .x; S// > n

O2I row degree < n oi� rdeg.< n/.O; I IR/ � 8x 2 O WP
S2I

card.RX .x; S// < n

O2I not related oi� nrel.O; I IR/ � 8x 2 O8S1; S2 W
RX .x; S1/; RX .x; S2/; S1 ¤ S2

):S1RS S2

O2I not related > n oi� nrel.> n/.O; I IR/ � oi� nrel.O; I IR/ and
oi� rdeg.> n/.O; I IR/

O2I not related < n oi� nrel.< n/.O; I IR/ � oi� nrel.O; I IR/ and
oi� rdeg.< n/.O; I IR/

O2I related oi� rel.O; I IR/ � 8x 2 O8S1; S2 W
xRS S1; xRS S2; S1 ¤ S2

) S1RS S2

O2I related > n oi� rel.> n/.O; I IR/ � oi� rel.O; I IR/ and
oi� rdeg.> n/.O; I IR/

O2I related < n oi� rel.< n/.O; I IR/ � oi� rel.O; I IR/ and
oi� rdeg.< n/.O; I IR/

Table 14.3 Types of connections: communities! external actors (TIO)

I2O null io� null.I; OIR/ � R.I; O/ D ;
I2O complete io� com.I; OIR/ � 8x 2 O8S 2 I W SR�1

X
x

I2O column
regular

io� creg.I; OIR/ � 8x 2 O9S 2 I W SR�1
X

x

I2O column
degree > n

io� cdeg .>n/

.I; OIR/

� 8x 2 O WP
S2I

card.R�1
X

.S; x// > n

I2O column
degree < n

io� cdeg.<n/

.I; OIR/

� 8x 2 O WP
S2I

card.R�1
X

.S; x// < n

st D
nrP

iD1

si – total number of cohesive subgroups and external actors in a block

that developed at least one relation
pr – number of nonnull rows in a block; in other words: number of external

actors in a block that do have at least one relation with any cohesive subgroup
pr.nC/ – number of rows in a block that correspond to external actors that have

more than n relations with different cohesive subgroups
pr.�n/ – number of rows in a block that correspond to external actors that have

less than n relations with different cohesive subgroups
sir – number of cohesive subgroups an external actor ei relates to that are also

related to themselves
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Table 14.4 Block types

O2I null oi� null All 0

O2I complete oi� com 9 at least one 1 in each row for
each subgroup S

O2I row regular oi� rreg 9 at least one 1 in each row

O2I row degree > n oi� rdeg.> n/ 9 at least one 1 in each row for
at least (nC 1) subgroups

n+

O2I row degree < n oi� rdeg.< n/ 9 at least one 1 in each row for
at most (n� 1) subgroups

–n

O2I not related oi� nrel Š9 two 1s in any row
corresponding to different
subgroups that relate

O2I not related > n oi� nrel.> n/ 9 more then n 1s in any row
corresponding to different
subgroups that do not relate

n+

O2I not related < n oi� nrel.< n/ 9 less then n 1s in any row
corresponding to different
subgroups that do not relate

–n

O2I related oi� rel 8 two 1s in each row, if they
correspond to different
subgroups, the subgroups
relate

O2I related > n oi� rel.> n/ 9 more then n 1s in any row
corresponding to different
subgroups that all relate

n+

O2I related < n oi� rel.< n/ 9 less then n 1s in any row
corresponding to different
subgroups that do not relate

–n

I2O null io� null all 0

I2O complete io� com 9 at least one 1 in each column
for each subgroup

I2O column regular io� creg 9 at least one 1 in each column

I2O column degree > n io� cdeg.> n/ 9 at least one 1 in each column
for at least (nC 1)
subgroups

n+

I2O column degree < n io� cdeg.< n/ 9 at least one 1 in each column
for at most (n� 1)
subgroups

–n 
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Table 14.5 Deviations
measures for types of blocks

Connection ı.O; I IT /

O2I null st

O2I complete n�

r nc � st

O2I row regular .nr � pr/
�nc

O2I row degree > n .nr � pr.nC//�nc

O2I row degree < n .nr � pr.�n//�nc

O2I not related p�

rr nc

O2I not related > n .nr � prn.nC//�nc

O2I not related < n .nr � prn.�n//�nc

O2I related .nr � prr /�nc

O2I related > n .nr � prr.nC//�nc

O2I related < n .nr � prr.�n//�nc

Connection ı.I; OIT /

I2O null sw

I2O complete n�

r nc � sw

I2O column regular .nc � pc/�nr

I2O column degree > n .nc � pc.nC//�nr

I2O column degree < n .nc � pc.�n//�nr

str D
nrP

iD1

sir – total number of cohesive subgroups that are related to themselves

and to external actors counted separately for every external actor
prr – number of rows in a block for which sir > 0

prr.nC/ – number of rows in a block for which sir > n

prr.�n/ – number of rows in a block for which sir < n

sin – number of not related cohesive subgroups an external actor ei relates to

stn D
nrP

iD1

sin – total number of not related cohesive subgroups an external actor

relates to, counted separately for every external actor
prn – number of rows in a block for which sin > 0

prn.nC/ – number of rows in a block for which sin > n

prn.�n/ – number of rows in a block for which sin < n

sj D P
S2I

sig.card.R�1
X .S; ei /// – number of cohesive subgroups that relate to

an external actor ei 2 O ; in other words: a number of nonnull blocks of type
R�1

X .S; ei / for each cohesive subgroup and the external actor ei

sw D
ncP

iD1

sw – total number of cohesive subgroups and external actors in a block

that developed at least one relation
pc – number of nonnull columns in a block; in other words: number of external

actors with which at least one cohesive subgroup has a relation
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pc.nC/ – number of columns in a block that correspond to external actors with
which more than n cohesive subgroups have a relation, and

pc.�n/ – number of columns in a block that correspond to external actors with
which less than n cohesive subgroups have a relation

Having defined the blockmodel for communities–external actors, types of con-
nections TOI and TIO and deviations measures of types of blocks ı.O; I IT / and
ı.I; O IT /, we need a method for clusterings external actors according to the
blockmodel. Generally, the clustering problem can be expressed as an optimiza-
tion problem. The clustering problem (˚; P; min) can be expressed as follows:
Determine the clustering C� 2 ˚ , for which

P.C�/ D min
C2˚

P.C/ (14.1)

where ˚ is a set of feasible clusterings and P W ˚ ! RC0 is a clustering criterion
function [2].

A criterion function that we use is as follows:

P.C/ D P.CI TOI/C P.CI TIO/ (14.2)

where:

P.CI TOI/ D
X

.t;w/2ZO�ZI

min
T2TOI

!.T /ı.C.t/; C.w/IT / (14.3)

P.CI TIO/ D
X

.w;t/2ZI�ZO

min
T2TIO

!.T /ı.C.w/; C.t/IT / (14.4)

Finally, having the blockmodel specified, one of the clustering algorithms can
be used to cluster external actors into partitions thus fitting the blockmodel to the
considered social network.

14.3 Short Description of Algorithms

The proposed community protection approach assumes that we deal with compound
communities. To check whether the condition is satisfied, we have to use one of the
formal methods that allows us to divide all actors into groups with characteristics
that actors belonging to the same group exchange information more often with each
other than with actors from another group. There are several techniques to detect
cohesive subgroups based on density and connectedness, three of which are com-
ponents, k-cores, and cliques or complete subnetworks. All the three techniques
assume relatively dense patterns of connections within subgroups, but they differ
in the minimal density required, which varies from at least one connection (weak
components) to all possible connections (cliques). However, the most important is



380 R. Brendel and H. Krawczyk

that the obtained result (cohesive subgroups) has to be verified whether it really
represents social group because not every cohesive subgroup does it. If it does not,
the proposed method may fail because it would mistakenly classify “enemies” as
“friendly” actors.

In the case of the direct blockmodeling approach, where an appropriate crite-
rion function to capture the selected equivalence is constructed, one of the local
optimization clustering procedures can be used to solve the given blockmodeling
problems. For general blockmodeling the relocation algorithm is usually proposed
(see [7], pp. 188).

14.4 Example

In this chapter we propose the community protection approach. Below, we show
how this approach can be used to model an e-mail network community and other
e-mail users – external in respect to the community.

Stage 1 As an example of a compound community we analyzed a structure of
one of the faculties of the Gdansk University of Technology. We expected the de-
partments of the faculty to form social cohesive subgroups. To some extent, e-mail
traffic generated by members of the departments should reveal these social prop-
erties. To prove it, we collected e-mail traffic generated by all the members of the
faculty and grouped them into clusters according to the affiliation of every e-mail
sender to an adequate department. The results are presented in Fig. 14.4 (for the
clarity of the image, six representative departments are shown; we removed interde-
partmental links and summarized the network).

Fig. 14.4 Departments as cohesive subgroups
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Fig. 14.5 E-mail network
between two departments

Table 14.6 Densities of
departmental networks

Dept. KOiSE KSEM KASK KIO KSTI KSGeo
KOiSE 0.33 0.02 0.02 0.02 0.01 0.03
KSEM – 0.27 0.01 0.02 0.01 0.03
KASK – – 0.44 0.04 0.02 0.03
KIO – – – 0.68 0.02 0.03
KSTI – – – – 0.27 0.01
KSGeo – – – – – 0.79

Fig. 14.6 Identified cohesive subgroups (stage 1)

In Fig. 14.5 we showed two example departments along with relations between
them. We can see that connections between the departments are much weaker in
comparison to intradepartmental connections.

To verify whether the departments of the faculty do form cohesive subgroups,
we calculated densities of the departmental and interdepartmental subnetworks. The
results for the six departments are shown in Table 14.6.

As a result, we can model the e-mail community of the faculty as shown in
Fig. 14.6. The circles represent departments (cohesive subgroups) and lines show
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departments that cooperate (we assumed cooperation if �S > 0:05). Sizes of the
circles are proportional to the density of the departmental network.

Stage 2 At this stage, we define the proper blockmodel. In our case, the model
should help us to capture one of the most important problems of today’s e-mail ser-
vice – spamming. To protect e-mail users from being flooded by spam, we proposed
a prespecified constrained blockmodel. We distinguished five clusters: one for the
identified (stage 1) compound community and four classes of external actors repre-
senting spammers and regular users. Additionally, we defined relations between the
clusters (positions) representing external groups of actors (spammers and regular
users) and the compound community. The constrained prespecified blockmodel is
presented in Table 14.7.

We defined the following external groups of actors:

� G1 – a class of regular users that received at least one e-mail from the members
of the community (io-cdeg(> 0))

� G2 – a class of regular users that send e-mails to people from c different depart-
ments and that do relate to each other (oi-rel(> c))

� S1 – a class of spammers that send a substantive amount of e-mails to different
components of the community (departments of the faculty) (oi-rdeg(> a)) and
nobody from the protected community responded to it (io-null)

� S2 – a class of spammers that send e-mails to people from b different departments
and that do not relate to each other (oi-nrel(> b)) and nobody from the protected
community responded to it (io-null)

The corresponding blockmodel using the display devices defined in Table 14.4 is
presented in Fig. 14.7.

Table 14.7 Model matrix for a faculty compound community and external actors

E-mail Network Cluster Spammers Clusters Regular users clusters
I S1 S2 G1 G2

I – io-null io-null io-cdeg(>0) ?

S1 oi-rdeg(> a) – – – –
S2 oi-nrel(> b) – – – –
G1 ? – – – –
G2 oi-rel(> c) – – – –

Fig. 14.7 A blockmodel for
a compound community and
external e-mail users

G1

S1

G2

S2

a+
b+

0+ c+I
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Stage 3 In the last step of the proposed approach, we should run the proper clus-
terization and optimization process. According to the blockmodel defined at stage 2
(Table 14.7), we classified external e-mail users assigning them to one of the four
predefined roles (positions): G1 or G2 (regular users) and S1 or S2 (spammers). In
our test, we assumed parameters having the following values: a D 6; b D 1; c D 1.
We collected the e-mail exchange data between the faculty and external e-mail
actors for a period of 2 months building an e-mail exchange graph. After that, we
did proper classification. The summary results are shown in Table 14.8. Figure 14.8
shows a part of the e-mail exchange graph where external users are grouped accord-
ing to their assigned roles.

The classification shows that considering nonspammers clusters (G1 and G2),
7% of e-mail users classified as nonspammers were spammers in reality (false neg-
atives). All users from G1 were classified correctly. Indeed, we answer spammers
rather by mistake. However, it happened that 7% of spammers succeeded in send-
ing e-mail toward people belonging to community’s subgroups that cooperate. They
were just lucky unless they knew the internal structure of the community at the fac-
ulty. Looking at the spammers clusters (S1 and S2) almost 16% of regular users left
unrecognized. Considering a cluster containing users that sent mass e-mail 6.7% of
them turned out to be regular users. However, it is rather something strange in a way
of communication between these users and a community because normally we do

Table 14.8 Classification of e-mail external users

Spammers Nonspammers
Percent class’d
as spammers

Percent classified
as nonspammers

Percent classified
as spammers

Percent classified
as nonspammers

G1 – 0.0 – 100.0
G2 – 18.8 – 81.3
S1 93.3 – 6.7 –
S2 64.3 – 35.7 –
Total G – 7.0 – 93.0
Total S 84.1 – 15.9 –
Total 92.5 7.5 14.9 85.1

Fig. 14.8 E-mail users
grouped by assigned roles
(stage 3)
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not send business letters to a significant amount of users of one organization. Lastly,
a reason for the significant amount of 35% of misclassified users in cluster S2 is that
these users represent somebody that is not business related with a compound com-
munity. Mostly, these “users” represent mailing lists of various hobby services the
company users belong to. So, it is rather natural that relations between these users
and the community are rather casual.

14.5 Conclusions

In this chapter, we proposed the extension of generalized blockmodeling that
captures relations between communities composed of several cohesive subgroups
(compound communities) and external actors. We proposed new types of connec-
tions and new display devices as well. For each new type of relation we defined
deviation measures that are used in a clustering algorithm, letting us properly eval-
uate criterion functions. The new blockmodelling approach was then used to model
relations between departments of one faculty of the University and external users
based on e-mail traffic. Then, according to this model, external e-mail users that
started relations with any of e-mail faculty users were classified as spammer or non-
spammer with considerable success. Faults in the classification resulted from the
fact that some faculty e-mail users use their account for non-company issues, thus
relations they develop are not related to company structure hence compromising the
prerequisites of the proposed approach.

The proposed extention of general blockmodeling can also be useful in model-
ing an environment composed of several compound communities. In this case, it is
possible to group external actors according to specific relations they developed to-
ward every compound community. However, this situation requires cooperation of
the communities, i.e., one community knows relations between external actors, and
the other communities included in the blockmodel. Another possible usage can be
identification of plagiary in published papers.

It seems that the main drawback of this method is that it assumes (maybe too
far) an inflexible model of communication between external users and compound
communities. However, the level of tolerated flexibility can be “regulated” to some
extent redefining slightly the meaning of relation between cohesive subgroups of
the communities.
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Chapter 15
Analyzing Collaborations Through
Content-Based Social Networks

Alessandro Cucchiarelli, Fulvio D’Antonio, and Paola Velardi

Abstract This chapter presents a methodology and a software application to
support the analysis of collaborations and collaboration content in scientific com-
munities. High-quality terminology extraction, semantic graphs, and clustering
techniques are used to identify the relevant research topics. Traditional and novel
social analysis tools are then used to study the emergence of interests around certain
topics, the evolution of collaborations around these themes, and to identify potential
for better cooperation.

15.1 Introduction

This chapter presents a novel model for social network analysis in which, rather than
analyzing the quantity of relationships (co-authorships, business relations, friend-
ship, etc.), we analyze their communicative content. Text mining and clustering
techniques are used to capture the content of communication and to identify the
most popular themes. The social analyst is then able to perform a study of the net-
work evolution in terms of the relevant themes of collaboration, the detection of new
concepts gaining popularity, and the existence of popular themes that could benefit
from better cooperation.

The idea of modeling the content of social relationships with clusters of terms
is not entirely new. In [6], a method is proposed to discover “semantic clusters”
in Google news, i.e., groups of people sharing the same topics of discussion.
In [9], the authors propose the Author–Recipient–Topic model, a Bayesian net-
work that captures topics and the directed social network of senders and recipients
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in a message-exchange context. In [21] the objective is reversed: they introduce
consideration of social factors (e.g., the fact that two authors begin to cooperate) into
traditional content analysis, in order to provide social justification to topic evolution
in time; similarly, in [11], topic models and citations are combined. On a similar per-
spective is also the work of [10], in which content mining and co-authorship analysis
are combined for topical community discovery in document collections. To learn
topics, the latter three papers use variations of Latent Dirichlet Allocation (LDA),
a generative probabilistic model for collection of discrete data such as text corpora
[3]. Statistical methods for topic detection (and in particular LDA) require complex
parameter estimation over a large training set. Another problem with state-of-the-art
literature on topic detection is the rather naif bag-of-words model used for extract-
ing content from documents. For example, in [6] one of the topics around which
groups of people are created is “said, bomb, police, London, attack”, an example
from [9] is: “section, party, language, contract, [...]”, and from [10] is: “web, ser-
vices, semantic, service, poor, ontology, rdf, management”. In many domains, the
significance of topics could be more evident using key phrases (e.g., “web” C “ser-
vices” in the third example). As a matter of fact, this problem is pervasive in the
term clustering literature (see, e.g., clusters in [16]), regardless of the application.
Authors are more concerned with the design of powerful clustering models than
with the data used to feed these models. Unfortunately, it has been experimentally
demonstrated (see, e.g., [8]) that clustering performance strongly depends on how
well input data can be separated, an issue which makes the selection of input fea-
tures a central one. In our view, the usefulness of a content-based social analysis is
strongly related to the informative level and semantic cohesion of the learned top-
ics. A simple bag-of-words model seems rather inadequate at capturing the content
of social communications, especially in specialized domains1 wherein terminology
is central.

Other related work in the area of social networks concerns the so-called Seman-
tic Social Web (SSW). Recently, several papers [5, 7] and initiatives (e.g., the SIOC
“Semantically-Interlinked Online Communities” project2) proposed the integration
of online community information through the use of ontologies, such as the FOAF,
for expressing personal profiles and social networking information. Through the
use of ontologies and ontology languages, user-generated content can be expressed
formally, and innovative semantic applications can be built on top of the exist-
ing Social Web. Research efforts in this area focus primarily on the specification
of ontology standards and ontology matching procedures, assuming a “Semantic
Web-like” reality in which documents are annotated with the concepts of a domain
ontology. This is a rather demanding postulate, since in real SN, the information
exchanged between actors is mostly unstructured, or we can imagine that, given the

1 Note that specialized domains are those with higher potential of application for social analysts:
thematic blogs, research communities, networked companies, etc.
2 http://www.sioc-project.org

http://www.sioc-project.org
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variegated social nature of many communities, these will eventually entrust a knowl-
edge engineer to manage the job of ontology building and semantic annotation.
Therefore, we believe that the success of the SSW vision also depends on the avail-
ability of automated tools to extract and formalize the information from unstructured
documents, restricting human intervention to verification and post-editing.

The contribution of this chapter is twofold:

� First, we propose a methodology to capture the relevant topics of a communica-
tion, which is based on natural language processing and semantic techniques.
High-quality terminology extraction, ontological, and co-occurrence relation
analysis allow it to improve the significance of topic clustering, by virtue of a
more clearly separable feature space.

� Second, a social network analysis (SNA)is conducted (supported by a dedicated
interface) to study the evolution of collaborations around topics, the topic shift
in time, and to detect potential or active collaborations among groups sharing the
same interests. We show that the SN model we propose enables a rather deeper
and informative analysis of a community of interest.

These capabilities were found particularly useful in the analysis of a research
group born during the EC-funded INTEROP Network of Excellence (NoE), now
continuing its mission within a permanent institution named “Virtual Laboratory on
Enterprise Interoperability.”3 The networks of excellence have the main purpose of
reducing research de-fragmentation; therefore, the availability of diagnostic tools
such as those presented in this chapter provides valuable support to monitor the
increase of cooperation, the emergence of new research themes, and the definition
of targeted actions aimed at improving research collaboration on a given theme.
The following are relevant types of information, enabled by our model, to support
the governance of research networks:

� Potential areas for collaboration between groups that share similar interests (but
do not cooperate), to avoid duplication of results

� Popularity of research topics, to redirect, if necessary, the effort on potentially
relevant but poorly covered topics

� Evolution of collaborations over time, to verify that governance actions produce
the desired progress toward research de-fragmentation

These data cannot be gathered by the mere study of co-authorships.
The chapter is organized as follows: Sect. 15.2 summarizes the methodology and

algorithms used for concept extraction and topic clustering. Section 15.3 presents
the Content-Based Social Network (CB-SN) model and measures, and it provides
detailed examples of the type of analysis supported, applied to the case of the
INTEROP NOE. Finally, Sect. 15.3 is dedicated to concluding remarks and pre-
sentation of future work.

3 http://www.interop-vlab.eu

http://www.interop-vlab.eu


390 A. Cucchiarelli et al.

15.2 Identification of Themes of Interest in a Social Network

The first objective of our SN analysis is to identify the relevant topics that depict
at best the content of communications among network members. As remarked in
the introduction, we use a novel methodology, aimed at extracting truly informative
clusters, not simply based on bag of words. The methodology relies on our previous
work on automated terminology [14], glossary [12], and taxonomy [18] learning in
specialized domains.

15.2.1 Summary of the Topic Extraction Methodology

Figure 15.1 summarizes the processing steps to extract research themes. Examples
of input–output data in Fig. 15.1 belong to the INTEROP domain.

1. Concept extraction First, the document corpus D characterizing the scientific
domain is processed, using our freely available terminology extraction system4

[14] to detect the relevant domain terms. Let T be the extracted terminology:
notice that, in restricted domains, it is commonly assumed that terms are unam-
biguous; therefore, we can denote them also as “concepts.”

Fig. 15.1 Processing phases for research themes extraction

4 http://lcl.uniroma1.it./termextractor

http://lcl.uniroma1.it./termextractor
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Fig. 15.2 Different sources used to draw edges in the similarity graph

2. Concept Similarity Analysis A graph G is generated, wherein nodes are the
concepts in T , and edges represent statistically weighted relations between node
pairs. Relations are extracted from three sources: co-occurrences in the domain
corpus D and in a domain glossary, and semantic relations encoded in a domain
ontology. Glossary5 and ontology have been semiautomatically learned, as de-
scribed in [12, 18]. Figure 15.2 shows an excerpt of a similarity graph G: the
figure provides examples of different sources of evidence contributing to the cre-
ation of edges. Though the nature of these sources is different, they all suggest
that related concepts are semantically close in the analyzed domain. The graph
G is used to compute similarity vectors xi for each ti 2 G. The element .i; j / of
xi is the similarity between ti and tj , sim.ti ; tj /, estimated as a function of the
minimum path connecting ti and tj in G.

3. Detection of Research Themes The similarity matrix X (xi are the rows of X )
is clustered using two recently introduced clustering algorithms, K-meansCC
[1] and Repeated Bisections [20]. We defined a novel clustering evaluation mea-
sure6 to select the “best” clustering C BEST : within a set of results obtained when
varying the algorithm, the number k of generated clusters, and range reduction7

of the matrix X . The clusters Ci 2 C BEST are considered to represent the relevant
research themes, or topics, of the analyzed community.

5 http://lcl.uniroma1.it/glossextractor
6 The measure is described in detail in [4].
7 Singular value decomposition (SVD) is used to reduce data sparseness of the similarity matrix X .

http://lcl.uniroma1.it/glossextractor
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Table 15.1 Summary data on corpus analysis

Number of analyzed papers 1,452
Extracted terms 728
Domain ontology used http://interop-vlab.eu/backoffice/tav

15.2.2 Experiments on Topic Clustering

The major novelty of the topic identification task summarized above lies in the ter-
minology extraction and similarity graph computation. This allows the extraction
of rather meaningful clusters (by virtue of an improved feature selection), reflect-
ing the specific interests of communities in specialized domains. Our contribution
is therefore focused on semantic feature induction, not on clustering; in fact, we use
two available clustering algorithms.

We used the methodology described in Sect. 15.2.1 to extract the relevant re-
search topics of the INTEROP community. We collected 1,452 full papers or
abstracts authored by the INTEROP project members belonging to 46 organizations.
Table 15.1 summarizes the relevant results and data of the corpus analysis phase.

The similarity graph-based methodology was then applied to the extracted con-
cepts, using the semantic relations encoded in the INTEROP ontology, and the
co-occurrence relations extracted from the domain corpus and from the INTEROP
glossary. An example of similarity vector xi (in which we show only the highest-
rated arguments) is:

activity diagram = (class diagram (1), process analysis (0.630), soft-
ware engineering (0.493), enterprise software (0.488), deployment diagram
(0.468), bpms paradigm (0.467), workflow model (0.444), model-
driven architecture (0.442), workflow management (0.418)).

Finally, the similarity matrix X was used to feed the two clustering algorithms.
We generated over 100 clustering results by changing the clustering algorithm
(k-meansCC or Repeated Bisections), the matrix range reduction, and the num-
ber k of generated clusters. There are no straightforward ways for an objective
evaluation of different clustering results: external evaluation criteria (i.e., evalua-
tion on standard datasets) are not possible, since no benchmarks are available on
term clustering8 but only on document clustering. As for internal evaluation crite-
ria, it has been experimentally evidenced that none of the proposed validity indices
reliably identifies the best clusters, unless these are clearly separated [8, 17]. To
obtain a ranking of the clustering results, we defined a novel evaluation measure,

8 Evaluation on data sets in different applications makes no sense, since k-means++ and Repeated
Bisections have been already evaluated in the literature. What matters here is to measure the added
value of the feature extraction methodology.

http://interop-vlab.eu/backoffice/tav
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Table 15.2 Some best clusters with k D 50

C6: fsocial interaction, inter-enterprise collaboration, database interaction, business interaction,
interaction, multimedia interactiong

C9: fe-service, service-based architecture, e-finance, web mining, e-banking, e-government,
e-bookingg

C11: fconformance requirement, engineering requirement, business requirement, configuration
requirement, traceability, testing requirement, class-based representation formalism, language
specification, integration requirement, production cycle, organisation requirement,
requirement, testability, security service, user requirement, tolerance, manufacturing planning,
consistency checkingg

C29: finteroperability barrier, representation interoperability, interoperability problem,
ERP interoperability, organisation interoperability, interoperability measurement, financial
institution, intra organisation integration, knowledge interchange format, e-government
interoperability, enterprise integration framework, organizational barriers, enterprise
integrationg

based on adjusting the cluster granularity by using what we called the “wise librar-
ian” metaphor: a librarian would want to more or less evenly distribute books across
shelves, while also managing not to add shelves as new books arrive. Similarly,
topics (shelves) should be identified such that the documents (books) group nicely
into topics. We developed quantitative metrics to model such criteria. Details on
the “wise librarian” evaluation metrics are found in [4]. In summary, we found that
clustering results with k D 50 and the Repeated Bisection algorithm show the best
global values. Table 15.2 shows some best-rated clusters according to our validity
measure.

We then performed a qualitative evaluation of these best-performing clustering
results, based on our experience and knowledge of the INTEROP community and
research domains.9 Though this is not a common practice in clustering literature,
we still believe that no numerical evaluation can fully exclude the need for manual
validation by domain experts, whenever available. Inspecting the data, the relevant
phenomena for the best-rated clustering results according to our “wise librarian”
procedure remain more or less the same:

� The “central” research themes of the INTEROP community constantly emerge:
for example, it is always possible to find an “interoperability” topic (such as
C29 in Table 15.2), but, as k grows, an initially large cluster is split into more
fine-grained subtopics. Similar is the case for the central research themes of the
INTEROP community, such as enterprise modelling, e-services, semantic tech-
niques, and architectures.

� About 20–25% of the extracted concepts aggregate in a rather variable manner,
eventually contributing to singleton clusters as k grows. This was expected, since,
in natural language applications, a certain degree of data sparseness is indeed

9 All the authors had direct responsibilities in the research network monitoring and management
tasks.
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unavoidable, and even predictable.10 However, to the extent that a significant
number of relevant topics clearly emerge, this phenomenon does not affect the
subsequent SNA.

In general, we found the quality and informative power of extracted topics far
more evident than with a naive bag-of-words model.

15.3 The Content-Based Social Network

The results of the methodology to capture the relevant research themes within a
scientific community presented in the previous sections are then used to perform a
new type of SNA, the Content Based-Social Network Analysis, which is described
in this section. To enable CB-SN analysis, we used both well-established and novel
SN measures. Furthermore, we developed a visualization tool to support the analysis
and to verify its efficacy in real domains. We refer here to the analysis conducted on
the INTEROP NoE, but the approach is general, while written material is available
to model the relationships among the actors.

This section is organized as follows: Section 3.1 describes how we model the
CB-SN. Section 3.2 explains how we introduce and motivate the SN measures that
will be used to perform the network study. Then, in Sect. 3.3 we briefly introduce the
graphic tool that we have developed and present several examples of analyses that
are enabled by our model. Finally, Sect. 15.3.3.2 summarizes our findings. The effi-
cacy of the methodology is evaluated with reference to the main network monitoring
objectives of the INTEROP NoE (objectives which are common to all EC NoEs).
Furthermore, the correspondence of our findings with the reality – whenever not
immediately verifiable by looking in the INTEROP knowledge repository11 – was
assessed through a comparison with known, manually derived, information reported
in the INTEROP deliverables concerning network analysis.

15.3.1 Modeling the Content-Based Social Network

We model a content-based social network as a graph GSN D .VSN ; ESN ; w/, whose
vertices VSN are the community research groups gi and whose edges ESN rep-
resent the content-based social relations between groups, weighted by a function

10 The clustering tendency of concepts is measurable by computing the entropy of the related sim-
ilarity vectors. Sparse distribution of values over the vector’s dimensions indicates low clustering
tendency.
11 For example, if the analysis reveals that partner X and partner Y have common research inter-
ests but do not cooperate, this can easily be verified by looking at the partners’ publications and
activities in the INTEROP knowledge-base, the KMap [18].
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w W ESN ! Œ0; 1�. In this section we describe how to populate the set ESN and define
the weight function w of a Content-Based Social Network GSN .

First, we need to model the knowledge of a research group in terms of the re-
search topics (i.e., the clusters Ch 2 C ) that better characterize the group activity.
With C , we now denote for simplicity the C BEST selected according to the third
step in Sect. 15.2.1. The objective is to associate with each research group gi , based
on its publications (documents) and on C; a k-dimensional vector whose hth com-
ponent represents the relevance of topic Ch with respect to the group’s scientific
interests. For each document di in the collection D, we consider the k-dimensional
vectors vih whose elements are computed as

vih D yihPk
jD1 yij

(15.1)

where

� yih D
P

j Wxj2Ch
ntf � idf .tj ; di /.

� xj is the similarity vector associated with concept tj (as defined in Sect. 15.2.1).
� ntf � idf is the normalized term frequency-inverse document frequency, a stan-

dard measure for computing the relevance of a term tj in a document di of a
collection D [2].

Given a research group g 2 VSN , we define a k-dimensional vector pg , which
is the centroid of all document vectors associated with the publications of group
g.12 We determine the similarity between pairs of groups g, g0 by the cosine
function [13]:

cos-sim.g; g0/ D cos.pg ; pg 0/ D pg � pg 0

jpg jjpg 0j (15.2)

For each pair of groups g; g0 2 VSN , if cos-sim.g; g0/ > 0, we add an edge
.g; g0/ to ESN with a corresponding weight w.g; g0/ D cos-sim.g; g0/.

As a result, we are now able to characterize the scientific interests of research
groups, as well as interest similarity among groups. To perform an SN analysis of
the GSN network, we now need a set of appropriate social network measures.

15.3.2 Social Network Measures

In the SNA field, different measures have been defined to delve into the networks’
characteristics. They are generally focused on density, dimension and structure
(mainly in terms of relevant subelements) of a network, and on the role and centrality

12 Clearly, if a document (a paper) is authored by members of different groups, it contributes to
more than one centroid calculation.
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of its nodes [15]. For the purposes of the analyses we intend to carry out, the
following SNA measures, defined in [19], have been selected:

� Degree Centrality of a Vertex A measure of the connectivity of each node (i.e.,
research group) g 2 VSN :

DC.g/ D deg.g/ (15.3)

where deg.g/ is the degree of g, i.e., the number of incident edges.
� Weighted Degree Centrality of a Vertex A measure of the connectivity of each

node, that takes into account the edges’ weight:

DCw.g/ D
X

e2Eg

w.e/ (15.4)

where Eg � ESN is the set of edges incident to the node v, and w.e/ is the weight
of the edge e, as defined in the previous section.

In addition to the previous ones, we have defined a new measure to trace the evolu-
tion of a network over time through the analysis of its connected components. Let
us now introduce the concepts on which this measure is based. Given two nodes of
a network, a and b, b is reachable from a if a path from a to b exists. If the edges
are not directed the reachability relation is symmetric. An undirected network is
connected if, for every pair of its nodes a and b, b is reachable from a. If a network
is not connected, a number of maximal connected subnetworks can be identified:
such sub-networks are called connected components and NCC denotes their num-
ber in a given network. Strictly related to the connected components is the concept
of bridge. A bridge is an edge in the network that joins two different connected
components. By removing a bridge, the number of connected components NCC of
a network increases by one unit.

If we represent the set of connected components of the network after the removal
of a bridge e as NewCC.e/, the following measure can be defined for our network
GSN :

� Bridge Strength The dimension, associated with each bridge e, of the smallest
connected component in the graph obtained by removing e from GSN :

BS.e/ D arg min
cc2NewCC.e/

jNodes.cc/j (15.5)

where Nodes.cc/ is the set of nodes in GSN belonging to the connected
components

With respect to our social network, the DC.g/ and DCw.g/ measure the potential
for collaboration of each community member: in the first case, by considering only
the presence of common interests between nodes, and in the second, by taking into
account also the similarity values. BS.e/ can be used to estimate how the commu-
nity is “resilient,” i.e., formed of members that widely share research interests and
that are not part of sub-communities loosely interconnected and focused on specific
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topics. This can be done by characterizing and tracing over time the evolution of
those subnets that are coupled to the rest of the network through a single bridge.

To analyze deeply the relevant phenomena inside the research community mod-
eled by the social network defined above, we enriched the graph components (i.e.,
nodes and edges) in GSN both with the values of the SN measures defined in this sec-
tion, and with other data useful for their characterization. Each node representing a
research group has an associated data set including, beyond its unique identifier, the
number of its researchers, of the publications produced in a given time interval and
the number of them co-authored by other members of the research community. In
the same way each edge, along with the value of the similarity between the nodes it
connects, is associated with the set of concepts that contribute to the similarity value.
This additional information has no direct influence on the network topology (in its
basic formulation, only similarity relations between nodes have been considered),
but it can be used for the analysis of the dependencies among the network structure
and the data associated with its elements. In this way, for example, the correlation
between the number of publications of a group and the properties of its direct neigh-
bors can be investigated, or a filter by topic can be applied to the similarity relations
of a single group, as detailed later.

Before actually providing an in-depth example of CB-SN analysis using the
model described so far, we briefly introduce a graphic tool that we developed to
support visual analysis of a CB-SN.

15.3.3 Analysis of a Research Network

The purpose of this section is to show that our content-based SN model allows it to
perform an analysis that is far more informative and useful than in traditional net-
work models. The previously defined SN measures were applied to analyze different
network configurations, each focused on a different aspect of the research commu-
nity. They have been built by using various sets of partners’ publications, relations,
and attributes associated with nodes and edges. These measures can be used both to
highlight any relevant phenomena emerging from the social structure of a research
community and to analyze its evolution.

In order to analyze the networks produced, we built up Graph VIewer (GVI),
a JUNG13 library-based software tool able to support the incremental analysis of
a network by acting directly on its graphic representation. The core of GVI is the
mechanism of incremental filtering: at each step of the analysis, some elements of
the network (nodes and edges) can be selected according to some filter conditions
on the values of the elements’ attributes. The selected items can then be hidden, if
not relevant for the analysis to be made, or highlighted, by changing their graphic
representation (shape and color). GVI allows both the creation of simple filters on

13 http://jung.sourceforge.net

http://jung.sourceforge.net
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a single attribute, and their combination through AND/OR operators. Another rel-
evant feature of the application is the capability to set the dimensions of the nodes
and the edges according to the value of one of their attributes. For example, the
thickness of the edges can be a function of the similarity value between the nodes
(the thicker the line, the higher the similarity), or the size of the circle representing
a node can be related to the associated DC measure (the greater the size, the higher
the DC). This feature is extremely useful for the analysis of a network, because it
gives a graphic representation of the distribution of relevant parameters selected by
the analyst in the entire set of network elements.

The example of analysis provided in the next sections is taken from the IN-
TEROP NoE. As already remarked, detailed data on the community members and
publications are available on the NoE collaboration platform; hence we could ver-
ify the actual correspondence of any phenomenon highlighted in the next sections
with respect to the reality. The results, described in what follows, clearly show the
ability of the CB-SN model to reveal the shared interests, the active and potential
collaborations among the community members, and their evolution over time.

15.3.3.1 Facilitating Governance of Research Networks

To monitor the evolution of Networks of Excellence and verify that collaboration
targets are indeed met, precise types of indicators are usually manually extracted
from available data by the network governance committee. We show here that these
types of indicators can be automatically and more precisely extracted by our CB-SN
model and tools.

As already pointed out in the introduction, the following data are extremely use-
ful to monitor a research network and introduce, if needed, corrective actions to
improve cooperation results:

� Potential Areas for Collaboration Between groups that share similar interests
(but do not cooperate), to avoid fragmentation and duplication of results

� Popularity of Research Topics To redirect, if necessary, the effort on potentially
relevant but poorly covered topics

� Evolution of Collaborations Over time, to verify that governance actions actu-
ally produce progress toward research de-fragmentation

Potential Research Collaboration on All Topics To evaluate the fields of potential
research collaboration between groups, the network of similarity was built by con-
sidering all the 1,452 documents, and the DCw.g/ for each node was calculated.
Figure 15.3 is a graph that shows the subnet of the global network obtained by se-
lecting only the edges with cos-sim.gi ; gj / � 0:97.

This threshold was experimentally set to show the subnet of strongly intercon-
nected nodes (i.e., the ones having the higher similarity of interests). In the figure,
the dimension of the nodes and the thickness of the edges are related, respectively,
to the DCw.g/ and the cos-sim values. The biggest nodes represent the community
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Fig. 15.3 Graphic representation of DCw in a subnet of strongly related nodes

members that have the highest potential in joint researches, whereas the thickest
edges reveal the best potential partners. The GVI allows also the visualization of the
topics involved in the similarity relations by clicking on the corresponding edges.

Potential Research Collaboration on a Given Topic Another analysis we carried
out by using the GVI application was the selection of a topic and the visualization
of all groups with research interests involving that topic. Starting from the global
network of the previous experiment, we selected the subnet of all nodes sharing the
cluster C 9 of C BEST .

C9: fe-service, service-based architecture, e-finance,web mining, e-banking,
e-government, e-bookingg

We filtered the resulting graph by selecting the edges with cos-sim.gi ; gj / �
0:97 to highlight the higher potential collaboration between groups involving that
topic. Figure 15.4 shows the complete graph obtained after the topic selection, and
Fig. 15.5 represents the subnet of filtered potential collaborations wherein the thick-
est edges reveal the best potential links.

Co-authorship Relations We used the SNA approach to give an insight into the
real research partnerships among the groups. We modeled such relations through a
“traditional” co-authorship network, wherein the edge between each pair of nodes
has an associated weight that is the normalized number of papers co-authored by
the members of the two groups. This value CPnorm.i; j /, is defined as

CPnorm.i; j / D CP.i; j /

min.P.i/; P.j //
(15.6)
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Fig. 15.4 A subnet of groups sharing the same research interests

Fig. 15.5 A highlight of the highest potential collaborations among groups sharing the same
research interest



15 Analyzing Collaborations Through Content-Based Social Networks 401

Fig. 15.6 The co-authorship network

where CP.i; j / is the number of publication co-authored by the members of groups
i and j , P.j / is the number of publication of group j , and min.P.i/; P.j // is
the minimum value between P.i/ and P.j /. In this way, CPnorm.i; j / D 1 ex-
presses the condition of maximum possible co-authorship between two groups (i.e.,
one group has all its publications co-authored by the other). Figure 15.6 shows the
network obtained by considering the papers co-authored by researchers belong-
ing to different groups, in which the thickness of the edges is proportional to the
CPnorm.i; j / and the dimension of the nodes to the DC.g/. In the figure, it is pos-
sible to see “at a glance” (biggest nodes) the groups that have the highest number
of co-authorship relations with the others, and the pairs of groups that have a large
number of papers co-authored (thickest edges), i.e., groups that have a strong col-
laboration in research activities.

Real versus Potential Collaborations By comparing co-authorship and interest sim-
ilarity data (e.g., network types such as those in Figs. 15.3 and 15.6), the network
analyst can identify those groups that have many research topics in common, but
do not cooperate. This kind of analysis has proven to be very useful in the diag-
nosis of the research networks, like INTEROP, where one of the main goal was to
improve collaboration and result sharing among partners. We conducted the analy-
sis on a variant of the network used for potential research collaboration (Fig. 15.3),
which was built by adding a second type of edge representing the number of papers
co-authored by the groups’ members. Figure 15.7 shows the network as visual-
ized by GVI, after the application of a filter that selects the similarity edges having
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Fig. 15.7 The co-authorship C similarity network

cos-sim.gi ; gj / � 0:97 and the co-authorship edges with co-authored papers �3.
These two thresholds have been experimentally selected to focus the analysis on the
strongest correlations between groups. In the figure, the curved lines are used for the
co-authorship relation and the bent lines for the similarity relation. Moreover, the
line thickness is proportional to the value of the corresponding relation and the node
dimension to the number of publications of the associated group. The graph clearly
shows the groups that have many common interests (high similarity value) but few
papers co-authored (CNR-IASI and UNIMI, HS and BOC, UNITILB and UHP,
etc.), as well as the groups that have few common interests but many co-authored
papers (KTH and UNITILB, KTH and UHP, UOR and UNIVPM-DIIGA, etc.). In
the second case, we must remember that the absence of a similarity link between
two nodes does not mean that the similarity value between them equals 0, but that
the value is lower than 0.97. If we remove the similarity threshold, the network of
similarity is fully connected (46 nodes and 1,035 edges). Another element that justi-
fies this apparent incongruence is that nodes in a graph represent research groups of
variable dimensions. Large groups have variegated interests; therefore, they might
have strong cooperations concerning only a small subset of their competences.

For the activity of monitoring and stimulating the integration of the members of
a research network such as INTEROP, this analysis is very interesting. It reveals the
set of groups that have good potential to collaborate, but who probably do not have
enough knowledge of their common interests, and the set of groups that are very
clever at maximizing the chances of partnership.
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Another interesting phenomenon shown by the graph is the presence of a clique,
a well-known concept in graph theory defined as “a subset of graph nodes in which
every node is directly connected to the others in the subset, and that is not contained
in any other clique” [19]. If we focus on similarity relations (the bent lines in the
graph), for example, the groups KTH, HS, and BOC form a clique. Each of them has
some research topics in common with the others, so that the clique can be seen as
a sort of research subgroup. On the contrary, observing the co-authorship relations,
we see that BOC is not related to the other nodes, and this is a strong evidence
of a poor collaboration between groups having a strong similarity in their research
interests.

Delving into Groups Competences The GVI capability to display and give sup-
port to the analysis of bipartite graphs (i.e., graphs having nodes belonging to two
disjoint sets) gave the analyst the opportunity to delve deeply into the groups com-
petences. Consider the case in which the analyst is interested in studying the impact
of a specific argument, e.g., information systems. In C BEST ; there is no single cluster
that groups all the concepts related to information systems (e.g., information system
development, enterprise information system, etc.). It is rather obvious that there is no
single way to group concepts together: our clustering algorithm uses co-occurrence
and hierarchical relations as a cue for creating topics, but a social analyst may wish
to investigate the relevance of a research area that is not necessarily represented in
a compact way by a single cluster.

To support this analysis, the GVI is able to hide all the nodes associated to those
topics not having any component concept with a name that contains information
system as a substring. The result is shown in Fig. 15.8. The network contains four
topics, C 20, C 26, C 44, and C 46 (the nodes with different shapes on the right side
of the figure), the only ones including concepts related to information system:

� C20: f..., mobile information system, information system validation, infor-
mation system language, information system analysis, information system
interface, information system reengineering, . . . g

� C26: f..., information system specification, mobile web information system,
information system integration, information system model, information
system verification, information system, information system development,
multilingual information system, ...g

� C44: f..., cooperative information system, ...g
� C46: f..., enterprise information system, ...g

In this way, by using the GVI filtering capability, it was possible to highlight

all the groups that have competences related to the information systems field. By
using the GVI options that make the thickness of the edges proportional to the value
of the associated weights and the dimension of the nodes representing groups to
their DC.g/, one more consideration can be made observing Fig. 15.8. Two groups
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Fig. 15.8 Groups involved in “information system”-related research

(POLIBA and ADELIOR/GFI) have a strong competence in topic C 20 (the weight
of the edge between POLIBA and C 20 is 0:394085, as reported in the text pane
on the rightside of the figure, which shows the characteristics of any graph element
selected by the user), but ADELIOR/GFI has a narrow set of competences with
respect to POLIBA (its node size is smaller, corresponding to a DC.g/ of 15, the
node’s dc property in the text pane), and it is probably more focused on the topic.

15.3.3.2 Network Evolution over Time

Research Groups Defragmentation A good indicator to take into account for the
analysis of a network over time is the evolution of the number of connected compo-
nents NCC (see Sect. 15.3.2). If the network grows properly, we expect that initially
isolated groups (or clusters of groups) establish connections among them. This was
one of the stated goals of INTEROP: to join groups coming from different research
areas or from different fields (industry vs academia). To analyze the NCC evolution,
we defined four similarity networks, obtained by grouping the 1,452 papers written
by the community members into four incremental sets, each of which contains, re-
spectively, the documents produced before the end of 2003, 2004, 2005, and up to
the end of the project

In Table 15.3 the NCC values referred to the four networks are shown, together
with the dimension of the various connected components (CC Dim.). For example,
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Table 15.3 Connected
components evolution

Set # of Docs NCC CC Dim.

1 595 9 38,1,1,1,1,1,1,1,1
2 859 8 39,1,1,1,1,1,1,1
3 1,127 4 43,1,1,1
4 1,452 3 44,1,1

the network associated with the first set of documents (595 papers published before
2003) has nine connected components: one with 38 nodes and eight made by a
single node. In the reality, when the INTEROP project was launched, most of the
participating organizations had common research interests, but not all.14 The values
in the table show the reduction of NCC over time due to an aggregation of the
isolated groups into the larger component.

Research Community Resilience A research community having members that share
their research interests with many others is a “robust” community, in which the co-
hesion of the researchers is based on a wide network of relations. One of the main
goals of an NoE is to spread knowledge about researchers activities and interests,
thus fostering potentially new collaborations and relations among the members. In
some cases, the aggregation of the community begins with a relation between sin-
gle members of different, well-established, small groups of researchers, focused on
specific domains of interest. In this situation, the network modeling the community
is connected (there are chains of interests that connect any pair of members), but the
removal of a single link can split the network into two separated components. This
phenomenon, strictly related to the presence of bridges (as defined in Sect. 15.3.2),
is known as network resilience, and can be considered as a measure of community
robustness. In an NoE, this measure is expected to increase over time, as a conse-
quence of sharing knowledge and interests.

We evaluated the resilience of the INTEROP NoE by adding the BS.e/ measure
to the edges of the social networks described in the previous analysis. The networks
have been filtered by selecting only the edges with cos-sim.gi ; gj / � 0:85, in order
to focus on the strongest potential collaborations. A total of six bridges were found
in the network modeling the second period of the project: one with BS.e/ D 5, two
with BS.e/ D 2, and the remaining with BS.e/ D 1. Considering the first bridge
(the only one representing an interconnection between potential sub-communities
formed by a significant number of research groups) we can see that it is no longer
present in the following period. Figures 15.9 and 15.10 show the GVI plots of the
networks corresponding to the second and third year of the project.

14 As a practical example, the partners from Ancona (UNIVPM-DIIGA) and Roma (UoR) were
more oriented on research on natural language processing and on information retrieval, initially
not a shared theme in the INTEROP community. During the project, a fruitful application of our
techniques to interoperability problems has led to a better integration of our organizations within
the NoE, as well as to the emergence of NLP-related concepts among the “hot” INTEROP research
themes.
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Fig. 15.9 Similarity network of year 2004

Fig. 15.10 Similarity network of year 2005
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In Fig. 15.9, in which the thickness of the edges is proportional to the BS.e/

value, the thickest edges (between Untes/IRIN and BOC) is the bridge with
BS.e/ D 5, and the sub-communities it connects are clearly represented. In the
following year, (Fig. 15.10) the edge (highlighted, along with the other bridges of
Fig. 15.9, with a thicker line to be more easily located) has lost its previous role,
because the shared potential interests among the researchers belonging to the origi-
nal sub-communities have increased. This provides evidence that the NoE activities
have strengthened the robustness of the community.

15.3.4 Summary of Findings

By using different combinations of the SNA measures, as defined in Sect. 15.3.2, to
analyze in depth the different types of phenomena related to the research commu-
nity modeled as a social network, and supported by the GVI application to evaluate
the community members involved in the conducted analyses at a glance, we have
highlighted some relevant aspects of the INTEROP NoE and its evolution over time.

We have been able to identify potential collaborations among the research groups
on the basis of their competence regarding interoperability, and to focus attention
on a subset of them, related to a specific subarea of the research domain. Moreover,
through the co-authorship relation, an analysis of the established joint research ac-
tivities has been conducted, and the strongest partnerships as well as the more active
groups in the community have been pointed out. Then, by using evidence both of po-
tential and real collaborations between groups, the partnerships to be strengthened
have been revealed. Lastly, it has been possible to discover how the competences
of the community members are distributed over the different topics of the inter-
operability research field. A deeper characterization of the NoE was carried out
through the analysis of its evolution over time. It showed that there was a constant
de-fragmentation of the community and that it has become more “robust” with re-
spect to its initial structure. As stated at the beginning of section, a great part of
the described results have been assessed through a comparison with the information
contained in the INTEROP deliverables concerning the NoE monitoring activity.

15.4 Conclusions

In this chapter, we presented a novel SNA methodology, which deals with the
semantic content of social relations, rather than their surface realization as in tra-
ditional SNA. The motivation behind this work lies in the fact that network analysts
are typically interested in the communicative content exchanged by the community
members, not merely in the number of relationships. Especially in the analysis of
research networks, the use of semantics allows it to discover topics shared by oth-
erwise unrelated research entities, emerging themes together with their most active



408 A. Cucchiarelli et al.

research entities, and so on. To the best of our knowledge, no similar methodology
in the social network literature provides such a refined capability of analysis, as we
showed in the previous section.

While our work builds on top of well-established techniques such as clustering
and social networks, and on previous results by the authors on terminology and
glossary extraction, the chapter provides several novel contributions to the imple-
mentation and analysis of content-based social networks:

� We extend the notion of term co-occurrences to that of semantic co-occurrences,
with the aid of a novel graph-based similarity measure, which combines lexical
co-occurrences with ontological information.

� We provide a novel criterion for evaluating the clustering results based on the
intuitive notions of compactness, even dimensionality and generalization power.

� We experiment with traditional and novel SN measures, that we use to support
the study and evolution of collaboration themes in a research network.

Our methodology has been fully implemented, including a visualization in-
terface, which facilitates the study of the community by a social analyst. Some
interesting aspects and extensions of CB-SN have been left for future work. First,
we aim to model in a more refined way, with respect to the graph of Fig. 15.8, a
social network with two types of nodes: topics and researchers. By so doing, we
can better analyze topic evolution across time, a promising extension deferred to fu-
ture publications. Second, we remark that the literature on Social Networks does not
provide formal, quantitative criteria to evaluate an SN model, but simply presents
examples of usage of the various SN measures. Accordingly, in this chapter, the
actual efficacy of the content-based SN model was supported by a qualitative eval-
uation of its utility when applied to a well-studied case, the INTEROP NoE, for
which a diagnosis was already manually conducted, and reported in the appropriate
project deliverables.15 These documents, along with available network databases,
served as a comparison to establish whether the information pinpointed by our SNA
tools was indeed reasonable and corresponded to what was already known about the
network. This type of evaluation, though commonly adopted in the SN literature, is
not entirely satisfactory, therefore another future target for our research will be to
investigate quantitative methodologies for SN evaluation.
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Chapter 16
IA-Regional-Radio – Social Network for Radio
Recommendation

Grzegorz Dziczkowski, Lamine Bougueroua, and Katarzyna Wegrzyn-Wolska

Abstract This chapter describes the functions of a system proposed for the mu-
sic hit recommendation from social network data base. This system carries out the
automatic collection, evaluation and rating of music reviewers and the possibility
for listeners to rate musical hits and recommendations deduced from auditor’s pro-
files in the form of regional Internet radio. First, the system searches and retrieves
probable music reviews from the Internet. Subsequently, the system carries out an
evaluation and rating of those reviews. From this list of music hits, the system di-
rectly allows notation from our application. Finally, the system automatically creates
the record list diffused each day depending on the region, the year season, the day
hours and the age of listeners. Our system uses linguistics and statistic methods
for classifying music opinions and data mining techniques for recommendation part
needed for recorded list creation. The principal task is the creation of popular intel-
ligent radio adaptive on auditor’s age and region – IA-Regional-Radio.

16.1 Introduction and Issue

Social networking sites are a global phenomenon. For the hundreds of millions of
people worldwide who belong to sites such as MySpace, Facebook and YouTube,
social interaction in cyberspace has become an indispensable part of their lives.

Nowadays the Internet is an essential tool for the exchange of information on a
personal and professional level. The Web offers us a world of prodigious informa-
tion and has evolved from simple sets of static information to services that are more
and more complex. With the growth of the Web, Internet radio, recommendation
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tools and e-commerce have become popular. Many Web sites offer online services
or sales and propose object ratings to their users, for music, films, and products,
for example. With globalization, the product choice is too much diversified; there-
fore, users are not aware of the availability of products. For this reason, prediction
engines were developed to offer the user alternative products. Generally, the influ-
ences of others are important for opinion making.

Prediction engines’ algorithms are based on the experience and opinion of other
users. In order to develop those engines, we need to have an extremely large user
profile base. In our case – Internet radio, products furnished by our system are mu-
sical hits. In this case, auditors are not supposed to make the validation process of
listened musical hit. The need of such a system is justified by increasing the value
of radio auditors. For example, in France, there are 42 millions of auditors each day,
which represents that eight people out of 10 are older than 13 years old [19]. The
value of Internet radio listener drew over 1.2 additional millions of listeners aged 13
and over last year [Mediametrie 126,000 Radio 2007–2008] [19].

The general objective of our system is to furnish the intelligent Internet radio,
which needs to be programmed first but which interacts with the taste of listeners
from the same region and of the same age. The vote of the listeners will directly
affect the single rotation frequency. Another advantage of our system is that the
predictions are not made for each auditor but for the group of auditors from the
same region and of the same age. Like this, we also present musical hits that have
not been discovered yet by singular listeners. In addition, our method is more useful
for new auditors who did not evaluate too many musical hits. The time at which
auditors connect to the Internet to listen to the music is arbitrary. It is possible that a
musical hit is very much appreciated in the morning but not at night. Therefore, we
look at voting time to understand better the tastes of users.

Most of radios are using automation radio software. In fact, it gives the pos-
sibility to make playlists, to play all types of song (jingles, advertisement, music,
interviews, live, . . . ) and that with just a simple computer. In France for example,
we have a radio totally automated, “Chante France”. There are no speakers, but only
a computer which plays songs. Some products exist in radio automation software.
These products are used by associative or personal radios. There is also a little list
of professional products used by national radios.

The player Zarasoft has no database; there is no possibility to program and re-
group into categories. But there is the possibility to program events at specific time.
It detects silence at the end of track. It is every time necessary to manually add the
playlist, or to select a directory, and zararadio selects randomly the songs to play, but
there is no possibility to show the time remaining for introduction. We can describe
this software as semi-automatic.

Zradio is a freeware, developed by a local radio RMZ at Poitier before 2003. It
has the possibility to play jingles, advertisements and to be programmed in a format
by using a database. Winamp is a simple free media player developed since 1997.
Contrary to Zararadio, it cannot select randomly a song from the directory. There
is no automation because we need to manually program all the songs we want to
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hear. Radugo exists since before October 2001. We need to manually add all the
songs. There is a possibility to create list, automatically generate log files, protect
passwords, schedule events and silence detection.

The player DRS2006 includes an automatic playlist editor. With the plug-in
broadcast, it is possible to directly broadcast the stream on the Internet. It includes
a database, a playlist editor, a studio radio and a studio DJ, and some tolls about
database. Easyradio exists since 1998. It is the most complete software in radio au-
tomation for little radios. It is simple to use, it has the possibility to define some
time formats, and the playlists are generated automatically. This software is very
complete and is recommended for DJs, radios, and expositions. The editor of Sam
Broadcaster has been created in 1999. It seems to be a complete software. It inte-
grates a Web broadcaster. We can make some graphs with the statistical number of
listeners. It gives an html output that allows the update of the song play, for example,
for a Web site.

All softwares have its own advantages and disadvantages. But all the advanced
solutions do not include an automatic update of the song frequency based on the
vote of the listeners.

The system presented in this chapter searches and retrieves probable music re-
views from the Internet. Subsequently, the system carries out an evaluation and
rating of those reviews. From this list of musical hits, the system directly allows
notation from our application. Finally, the system automatically creates the record
list diffused each day depending on the region, the year season, the day hours and
the age of listeners. Our system uses linguistics and statistic methods for classify-
ing music opinions and data mining techniques for recommending parts needed for
recorded list creation. The principal task is the creation of popular intelligent radio
adaptive on auditor’s age and region – IA-Regional-Radio.

16.2 General System Architecture

In this section, we make a description of the architecture. Our objective is to make
an Internet radio that interacts with the taste of listeners. Principal modules of our
architecture are (Fig. 16.1) research and collection of reviewers on Internet, attribu-
tion of a mark for each review, and storage of interesting information in the database.
We also store mark collected from Internet radio Web sites. The most important
part of our modular architecture system is the Opinion marking module described
in Sect. 16.6. The recommendation system is based on information from opinion
marking module to understand better tastes of users.

The last module is used to generate lists of songs depending on several criteria:
region and age of listener, recommendation results, and hours of broadcasting.

The first part will be to make a database and an interface to add songs on it.
The fields in the database will essentially be the title of the song, the artist name,
the category, the frequency, the listener’s age, the listener’s region and some others
information (Fig. 16.2).
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Fig. 16.2 Data base

The next part is to collect information about musical hits on Internet (youtube,
. . . ). In fact, we use spider, which is the automated and methodological traverse and
index of Web pages, for subsequent search purposes. The application has a Web
site to receive requests from Web listeners, which result in a note or comment on
musical hits.

All relevant information are, then, recovered either directly from the application,
or by the spiders. Finally, information is stored in a database.
After collecting the reviews, we will assign notes by using the classifiers. The clas-
sifiers provide ratings from the user’s feelings. The classifier uses three different
methods for assigning a mark to the reviews. Those methods are based on different
approaches of corpus classification. The notes of the classification will be stored in
a database.

The recommendation system, relying on the notes in the database and region, sex,
and age of the user, determines the most appropriate musical hits to broadcast. Each
day, the application auto-generates playlists by using the playlist scheme generator
model (Fig. 16.3). It selects the sound to play by respecting the restrictions and the
playlist scheme according to the song frequency in the database.

The Web radio is composed of two parts. The first part is the studio player in-
terface. It represents the server side. It displays the list during playback and the
remaining time to start playing musical hits.
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Fig. 16.3 Web radio application – server

The second part is the Web interface. It represents the listener interface. It allows
listeners to view the jacket and title name being circulated, the last five titles avail-
able, the vote for the title currently broadcast, and the possibility to obtain additional
information on a title.

16.3 Text Mining

The text categorization TC is now applicable in many different contexts. Document
indexation is based on a lexicon, a document filtration, an automatic generation
of metadata, a suppression of words ambiguity, the settlement of hierarchical cata-
logues of Web resources, and, in general, every application, which needs document
organization or selective processing and document adaptation [16, 23].

The machine learning ML describes a general inductive process, which auto-
matically constructs a text classifier via the learning, from a series of pre-classified
documents or from characteristics of interest categories. Text mining TM is a set of
informatics processing, which consists of extracting knowledge in terms of innova-
tive criteria or in terms of similarities in texts produced by human beings for human
beings. A field using TC, ML or TM techniques is, in particular, the field of senti-
mental analysis [4], known as opinion mining [5]. The research in this field covers
different subjects, in particular the learning of words’ or expressions’ semantic ori-
entation, the sentimental analysis of documents and opinions and attitudes analysis
regarding some subjects or products [15, 18].



418 G. Dziczkowski et al.

16.3.1 Representation of Documentary Corpus

Texts in natural language cannot be directly interpreted by a classifier or by clas-
sification algorithms. The first linguistic unit representing the sense is the words’
lemma. The recognition of those linguistic units requires carrying out a linguistic
preprocessing of the text’s words. The number of words characterizing a document
corpus can be really wide. Therefore, it is necessary to conserve a subgroup of those
words. This filtering relies on the root of the word’s occurrence frequencies in the
corpus.

Other approaches are using not just words but a group of words, eventually sen-
tences such as linguistic units, describing the sense. Thanks to this approach, we
have an order relationship between words and words’ co-occurrences. The inconve-
nience is that the frequency of the group of words apparition cannot offer reliable
statistics because the great number of combinations between words creates frequen-
cies which are too weak to be exploited.

Another approach to represent the documentary corpus is the utilization of the
n-grams technique [26]. Those methods are independent from the language; how-
ever, neither the segmentation in linguistic units nor pre-treatments as filtration and
lemmatization are necessary.

If we are using words such as linguistic unit, we notice that different words have
acommon sense or are simply another form of conjugation. Therefore, a processing
named stemming has to be carried out. It is a processing that proceeds at a morpho-
logic analysis of the text [24]. The processing that needs a more complex analysis
than stemming is lemmatization, which is based on a lexicon. A lexicon is a set of
lemmas with which we can refer to the dictionary. Lemmatization needs to carry out
in addition a syntax analysis in order to resolved ambiguities. Therefore, it conducts
a morphosyntactic analysis [25].

The role of textual representation is represented mathematically in a way that
we can carry out the analytic processing, meanwhile, conserving at a maximum the
semantic one. The indexation process itself consists in conducting a simple complete
inventory of all corpus lemmas. The next step is the selection process of the lemma,
which will constitute linguistic units of the field or vector space dimension of the
representation of documentary corpus.

16.3.2 Classification Techniques

The classification procedure is automatically generated from a set of examples. An
example consists of a description of a case with the corresponding classification.
We dispose, for example, a database of patients’ symptoms with the status of their
respective health state, as well as the medical diagnostic of their sickness. The train-
ing system must then, from this set of examples, extract a classification procedure,
which will, with a view of patients’ symptoms, establish a medical diagnostic. It is
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a matter of inducing a general classification procedure taken from examples. The
problem is therefore an inductive problem. It is a matter of extracting a general rule
from observed data.

Bayes’ Classifier

The probabilistic classifier interprets the function CSV i .dj / in terms of P.ci jdj/,
which represents the probability that a document is represented by a vector
dj D< w1; j; : : : ; wjT jj > of terms, which belongs to ci , and determines this
probability by using the Bayes’ theorem, defined by

P.ci jdj/ D P.ci /P.djjci /

P.dj/
: (16.1)

where P.dj/ is the probability that a document chosen at random has the vector dj

for its representation; and P.ci / is the probability that a document chosen at random
belongs to ci . The probability estimation P.ci jdj/ is problematic, since the vector
number dj possible is too high. For this reason, it is common to make the hypothesis
that all vector coordinates are statistically independent. Therefore:

P.djjci / D ˘
jT j
kD1

P.wkj jci /: (16.2)

Probabilistic classifiers, which are using this hypothesis are named Nave Bayes’
classifiers and find their usage in most of the probabilistic approaches in the field of
text categorization [17, 29].

Calculation of a Classifier by the SVM Method

Support vector machine methods (SVM) have been introduced by Joachims [6,
13, 14, 35]. The geometrical SVM method can be considered as an attempt to
find out between surfaces �1; �2; : : : of a dimension space jT j, what is separat-
ing examples of positive training from negative ones. The set of training is defined
by a set of vectors associated to the belonging category: .X1; y1/; : : : ; .Xu; yu/,
Xj 2 Rn; yj 2 fC1;�1g with:

� yj represents the belonging category. In a problem with two categories, the first
one corresponds to a positive answer (yj D C1) and the second one corresponds
to a negative answer (yj D �1).

� Xj represents the vector of the text number j of the training set.

The SVM method distinguishes vectors of positive category from those of negative
category by a hyperplane defined by the following equation: W ˝X C b D 0; W 2
Rn; b 2 R.
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Generally, such a hyperplane is not unique. The SVM method determines the
optimal hyperplane by maximizing the margin: the margin is the distance between
vectors labeled positively and those labeled negatively.

Calculation of a Classifier by the Tree Decision Method

A text classifier based on the tree decision method is a tree of intern nodes, which
are marked by terms; branches getting out of the node are tests on terms, and the
leaves are marked by categories [20]. This classifier classifies the document of the
test dj by testing recursively the weight of the intern node of the vector dj , until
a leaf is reached. The knot’s label is then attributed to dj . Most of those classifiers
use a binary document representation and therefore are created by binary trees.

A method to conduct the training of a decision tree for the category ci consists
in verifying if every training example has the same label (ci or Nci ). If not, we will
select a term tk , and we will break down the training set in document categories,
which have the same value for tk . Finally, we create sub-trees until each leaf of the
tree generated this way contains training examples attributed at the same category
ci , which is then chosen as the leaf label. The most important stage is the choice of
the term of tk to carry out the partition [20].

Neural Network

A text classifier based on neural network NN is a unit network, wherein entry units
represent terms, exit units represent the category or interest categories, and the
weight of the side-relating units represents dependency relationships. In order to
classify a document of test d j , its weights wkj are loaded in entry units; the activa-
tion of those units is propagating through the network, and the value of the exit unit
determines the classification decision. A typical way of training neural network is
retro propagation, which consist of retro propagating the error done by a neuron at its
synapses and to related neurons. For neural networks, we usually use retro propaga-
tion of the error gradient [3], which consists of correcting error according to the im-
portance of the elements, which have participated to the realization of those errors.

16.4 Sentiment Analysis

16.4.1 The Complexity of Opinion Marking

In order to determine the complexity of opinion marking, we are going to take an
example of a review. The example is

Yeah, Beautiful girl. I’ve only met 2 people in real life and 1 person on the net who hates
this musical hit. My favorite song ever!
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As we have noticed, the review is composed of three phrases, which have opposite
polarity. Even though, we can easily deduct that the first sentence is the movie title,
Beautiful girl, we will have two subjective phrases but hard to mark correctly. The
last phrase is rather easy to mark: “My favorite song ever!”. However, there is a
problem for the marking of the phrase: I’ve only met . . . who hates this musical hit,
because a statistical study shows us that the polarity is negative for this phrase but
in fact the polarity is positive and with high intensity.

Sentiments can often be expressed in a subtle manner, which creates a difficulty
in the identification of the document units when considering them separately. If
we consider a phrase, which indicates a strong opinion, it is hard to associate this
opinion with keywords or expressions in this phrase. In general, sentiments and
subjectivity are highly sensitive to the context and dependent on the field.

Moreover, on Internet, everyone is using their own vocabulary, which adds diffi-
culties to the task; even though it is in the same field. Furthermore, it is very hard to
correctly allocate the weight of phrases in the review.

It is not yet possible to find out an ideal case of sentiment marking in a text
written by different users because it does not follow a rule and it is impossible to
schedule every possible case. Moreover, frequently the same phrase can be consid-
ered as positive for one person and negative for another one.

16.4.2 Detection of Subjective Phrases

For many applications, we have to decide if a document contains subjective or ob-
jective data and identify which parts of the document are subjective in order to be
able, then, to process only the subjective part.

Hatzivassiloglou and Wiebe [12] have demonstrated that the phrases’ orienta-
tion is based on the adjectives’ orientation. The objective was to establish if a given
phrase is subjective or not by evaluating adjectives of this phrases [34], [1]. Wiebe
et al. [31] present a complete study of the recognition of subjectivity by using dif-
ferent indications and characteristics (the results are compared by using adjectives,
adverbs and verbs in taking into account the syntax’ structure like for example the
words’ location).

Another approach made by Wilson et al. [33] has proposed an opinion classi-
fication according to their intensity (the opinion strength) and according to other
subjective elements. When other researches have been made on the distinction be-
tween subjectivity and objectivity or on the difference between positive and negative
phrases, Wilson et al. have classified the opinion and emotion strength expressed in
individual clauses. The strength is known as neutral when it corresponds to the ab-
sence of opinion and subjectivity.

Recent works consider as well the relationship between the ambiguity in the
words sense and in the subjectivity [32]. The subjectivity detection can also be done,
thanks to classification techniques.
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16.4.3 The Opinion Polarity and Intensity

The classification of the opinion polarity consists of a document classification
between positive and negative status. A value called semantic orientation has been
created in order to demonstrate the words’ polarity. It varies between two values:
positive and negative; and it can have different intensity levels. There are several
calculation methods for the word’s semantic orientation. Generally, the semantic
orientation method of the associations SO-A is calculated as a measure of positive
words association less the measure of negative words association:

SO�A.word/ D ˙p2P A.word; p/ �˙n2N A.word; n/ (16.3)

where A(word,pword) is the association of a studied word with the positive word
(equivalent negative).

If the sum is positive, the word is oriented positively, and if the sum is nega-
tive, the orientation is negative. The sum absolute value indicates the orientation
intensity. In order to calculate the association measure between words – A, there
are several possibilities. One of them is called the pointwise mutual information –
SO-PMI (proposed by Church and Hanks).

PMI.mot1; mot2/ D log2

p.word1&word2/

p.word1/p.word1/
(16.4)

The p.word1&word2/ defines the probability that the two words coexist together.
Another possibility to analyze the statistical relationship between words in the

corpus is the utilization of the technique: the singular value decomposition (SVD).

16.4.4 Different Approaches for the Sentiment Analysis

Turney’s Approach

The semantic orientation of words has been elaborated first of all for the adjectives
[11, 30]. The works on the subjectivity detection have revealed a high correlation
between the adjective presence and the subjectivity of phrases [12]. This observa-
tion has often been considered as the proof that some adjectives are good sentiment
indicators. A certain number of approaches based on the adjectives presence or po-
larity have been created in order to deduct the text subjectivity or polarity. One of
the first approaches has been proposed by Turney [27] and can be presented in four
stages:

� First of all, there is a need to make phrase segmentation (part-of-speech).
� Then, we put together adjectives and adverbs in a series of two words.
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Fig. 16.4 Pang’s approach – utilisation of the same classification technique for the detection of
subjectivity and afterwards of phrases polarity labeled as subjective

� Afterwards we apply SO-PMI in order to calculate the semantic orientation of
each detected series.

� Finally, we carry out a review classification as positive or negative by calculating
the average of all the find orientations.

Results obtained by this approach are different compared to the field: for cars D
84%, for banking documentsD 80% and for cinematographic reviews D 65%. The
fact that adjectives are good opinion preachers is not diminishing the other words
signification. Pang et al. [21], in the polarity study of cinematographic criteria, have
demonstrated that using only adjectives as characteristics gives result less relevant
than using the same number of unigrams.

Pang’s Approach

Pang and Lee [22] are proposing another approach for the polarity classification of
cinematographic reviews. The approach is composed of two stages (Fig. 16.4). The
first goal is to detect the document’s parts, which are subjective. Then, they are us-
ing the same statistical classifier to detect the polarity only on subjective fragments
detected previously. Instead of doing the subjectivity classification for each phrase
separately, they admit that they can see a certain degree of continuity in the phrases
subjectivity – a writer generally is not changing often between the fact to be subjec-
tive or objective. They give preferences in order to have proximity phrases, which
have the same level of subjectivity. Every phrase in the document is then labeled as
subjective or objective in the process of collective classification.

16.5 Linguistic Analysis

Sentiment detection and marking can also be carried out by NLP techniques – nat-
ural language processing. Information extraction consist of identifying precise data
of a text in natural language and representing it in a structured form [23]. It is
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a documentary research, which aims to find back in the corpus a set of relevant
documents regarding a question [28]. It consists of building up automatically a data
bank from texts written in natural language. It is not a matter of giving unprocessed
text to use, but to give precise answers to questions that have been asked by a for-
mula or database padding.

The extraction requires specialized lexicon and grammar. The adjustment of such
resources is a long and tiresome task, which needs most of the time and expertise in
the tackled field and knowledge in computing linguistic. Among this knowledge, we
can mention filtration techniques of document categorization and data extraction.

Systems of text understanding have been conceived, for most of them, as generic
systems of understanding, but it has been revealed that they are not much usable in
real applications. Understanding is seen as a transduction, which transforms a lin-
ear structure. It means that the text (i.e., the linear structure) is transformed in an
intermediary logical–conceptual representation. The final objective is then to cre-
ate inferences on those representations in order to conduct different processing, for
example, answering questions.

In order to understand the whole text, there is a need to carry out the syntactic and
the semantic analysis. The syntactic analysis is the largest possible because of the
ambiguity problem. The semantic analysis aims to produce a structure representing,
the most reliable possible, entire sentence, with its nuances and its complexity, and
then to integrate all produced structures in a textual structure. At the end, we obtain
a logical–conceptual representation of the text. The semantic representation varies
from one system to another.

This has driven an important number of researchers to describe natural languages
in the same way as formal languages. Maurice Gross to precede, with his LADL
team, has done an exhaustive examination of simple French phrases, in order to
dispose of reliable and calculated data, on which it will be possible to conduct metic-
ulous scientific experiences. To reach this result, each verb has been studied so as
to test if it verifies or not syntactical proprieties as the fact to admit a completive
proposition as a subject emplacement. We will see that we cannot describe French
with general rules. The same situation applies to all other languages. Results of this
research have been encoded in matrices called lexical-grammar tables. This table
shows a precise description of the syntactic behavior of each French word. The aim
is to use all the resources of the lexical-grammar tables in order to obtain a system
able to analyze any simple phrase structure. The sense minimal unit, according to
Maurice Gross, is the sentence not the word. The principle is therefore to study the
transformation that simple sentence can have. Simple sentences have been indexed
via their verbs. For a verb, we can have several different usages. Thanks to syntac-
tical proprieties, we can distinguish the usage of a verb. There are no verbs, which
possess exactly the same syntactical behavior. We cannot express, therefore, general
rules, which could explain the language.

The text corpuses are represented by automates, in which each path corresponds
to a lexical analysis. Linguistic phenomena are represented by local grammar, which
is translated into automates in a final stage in order to be easily confronted to the
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text corpuses. A local grammar [10] is an automatic representation of the linguistic
structures, difficult to formalize in lexical-grammar tables or in dictionaries. Local
grammars represented by graphs describe elements that are part of the same syntac-
tic or semantic field.

Linguistic descriptions described in local grammar form are used for a huge
variety of automatic applied processing on the text corpus. Thus, different meth-
ods of lexical disambiguates have been developed in order to carry out grammatical
constraints described with the help of this type of graph.

16.6 Opinion Marking Module

Our system possesses a modular architecture. Its principal tasks are the following:
research and collection of reviews on Internet, attribution of a mark for each re-
view and presentation of the findings. Each task is done by a specialized module
(Fig. 16.5).

First of all, for the opinion marking part, we have developed three different meth-
ods for the attribution of a mark to a review:

� The group behavior classifier (Sect. 16.6.1)
� The statistical classifier (Sect. 16.6.2)
� The linguistic classifier (Sect. 16.6.3)

Fig. 16.5 General architecture of the system (the three principal modules and cinematographic
reviews marking)
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Those measures are based on different approaches of document classification. Sec-
ond, we have developed, for each method, a classifier, which assign separately the
mark [7,9]. We have obtained, therefore, three marks for each review, which can be
different. We have used, finally, another classifier, which assigns the final mark for
the review, based only on the three marks attributed previously in the classification
process [8]. For the calculation of the final mark, we have used the values of the
three marks previously attributed and their probabilities.

On a research point of view, the most important part of the system conceived is
the opinion marking module.

16.6.1 The Group Behavior Classifier

In this section, we present the classifier used for the opinion marking. The gen-
eral approach is based on the verification that reviews, having the same associated
mark, have common characteristics. Then, we determine a reviews behavior, for
those having the same mark. We determine, therefore, the general behavior of each
review group (five groups corresponding to five different opinion marks). We have a
huge number of reviews already marked. We have gathered together all the reviews
according to their mark. We obtain, then, five different groups of music marks. Af-
terwards, we have tried to determine typical characteristics of each group. We have
defined all parameters, which can characterize the group behavior such as:

� Characteristic words
� Characteristic expressions
� The phrase length
� The opinion size
� The frequency of several words repetition
� The negation
� The number of punctuation signs (!, :), ?)

The choice of criteria that we have kept for the analysis of the group behavior has
been done in an empirical way. Fist of all, by analyzing the reviews corpus, we
have defined criteria that seems interesting and that could determine group behav-
ior. Then, we have tested those criteria on a training base containing a thousand of
reviews. If results showed differences between groups, we consider those criteria
as valid criteria for our research work. In this approach, we present the statistical
study on linguistic data. The training base has been used for the review analysis, of
those having the same mark, in order to find characteristics, which determine the
behavior of each group. Each approach used in our research is based on different
characteristics, in order not to repeat them in the classification process. However,
we have borrowed semantic classes from the linguistic approach for the creation of
the words list characteristics. The utilization of those data is different in those two
groups. After having selected criteria that characterize mark groups, we have ana-
lyzed the corpus in order to obtain statistical results. Results show huge differences
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between the characteristics of those groups. The creation of the global behavior of
each group enables to determine the group in which a new review is. We have cal-
culated for new reviews, the distance between its characteristics and those of the
groups.

16.6.2 The Statistical Classifier

In this section, we propose a general approach used in the sentiment analysis. We
use this method to compare results of our approaches with the same training base.
The way to carry out a classification is to find a characteristic of each category
and to associate a belonging function. Among known methods, we can mention
Bayes’ classifiers and the SVM method. As we have obtained better results for the
classifier of Nave Bayes, we are going to base ourselves on this classifier. In our
research work, we have used this classifier first of all to determine the subjectivity
or objectivity of phrases, then in order to attribute a mark to subjective phrases of
the review. The general process needs the preparation of a training base for two
classifiers to attribute a mark. The intermediate stages are the followings:

� Preprocessing and lemmatization
� Vectorization and calculation of complete index
� Constitution of training base for each classifier
� Reduction of the index dedicate to the classifier
� Addition of synonyms
� Classification of texts

We are using, for the attribution of a mark to the sentiment of the review via a
statistical approach, two classifiers: first one to filter the objective and the subjective
phrases and second one to mark the review. The marking is done only on subjective
phrases. Those classifiers rely on a vectorial representation of the text of the training
base. This vectorial representation needs for the first time a linguistic preprocessing
for the segmentation of the phrase, lemmatization and suppression of all words,
which has no impact on the sense of the document. This preprocessing has been
carried out for the linguistic classifier.

We carry out the preprocessing, thanks to the application Unitex. We are already
disposing of linguistic resources prepared for this task as, for example, the gram-
mar of the phrase segmentation or dictionaries. Then, we take off term with no
sense, such as defined or undefined articles or prepositions. We can conduct this
task because those grammatical elements have a low impact on the text sense as,
for example, on the opinion described in reviews, contrary to adverbs, which give
a high contribution to value judgment. Afterwards, on a training corpus, we cal-
culate the dimension of the vectorial space of the text representation in order to
carry out all lemma enumeration – the entire index. Each document is then repre-
sented by a vector, which contains the number of occurrences of each lemma present
in the document. Every document of the training base is represented by a vector,
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wherein dimension corresponds to the whole index and components are occurrence
frequencies of the index units in the document. Therefore, at this stage of the pro-
cess, texts are seen as a set of phrases. Now, each phrase is labeled according to
the construction of classifiers (the subjective classifier and the marking classifier).
Labels correspond to subjective phrases (PS) or objective ones (PO) and the esti-
mating mark attributed to those phrases (N from 1 to 5). A phrase j of the document
i is marked as followed:

VDiPj D .fDi Pj 1; : : : ; fDi Pj k ; : : : ; fDi Pj jDj; PS=PO; N / (16.5)

where fDi Pj k represents the number of occurrences in the lemma k in the phrase
j of the document i. The stage of the labeling was based on the reviews’ marks of
the training base, and subjective phrases have been labeled manually. This is how
we have built the set of training necessary to the determination of classifiers of
subjectivity and sentiment marking.

The last stage of the vectorial representation of the document corpus is the re-
duction of the entire index dedicated to the classifier. The reduction of the complete
index consists of eliminating from the vectorial space of the training base, vectors,
which have many components always null. This task enables us to eliminate the
noise in the classifier calculation [2]. We have used the method of mutual informa-
tion associated to each vectorial space dimension.

In our works, we have used two classifiers: the classification based on Bayes’
model and the classification using SVM. The two methods have been tested and the
best results (F-score) have been obtained by the Bayes’ classifiers. It is, as a result,
Bayes’ classifier which was used in the system. In the process of the statistical clas-
sification, we have, at first, classified subjective phrases and then we have attributed
a mark.

Interesting phrases to carry out the opinion marking are subjective phrases be-
cause they are the only ones which contain the author’s point of view. For this
reason, we have first of all carried out the filtration of subjective phrases. The dia-
gram, which represents those tasks, is shown in the Fig. 16.6.

Fig. 16.6 Subjectivity classification – the classification steps
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The process presented enables to filter only subjective phrases, those expressing
an opinion. The different stages are as follows:

� The preprocessing consists of carrying out the phrase segmentation, the lemma-
tization and the elimination in our research of words without sense.

� The vectorization consists of putting all phrases in the form of a vector of occur-
rences and reducing the complete index.

� The addition of synonym consists of adding terms (synonyms) in the vector of
occurrences, thanks to the linguistic analysis.

� The subjectivity classification consists of gathering together phrases in subjective
or objective phrases. The classification is based on Bayes’ theorem. For the rest
of the classification (marking), we keep only subjective phrases.

After carrying out the subjectivity classification, we only keep subjective phrases.
We conduct a classification in order to be able to attribute a mark to those phrases of
each analyzed review. The diagram representing those tasks is presented in Fig. 16.7.
The process presented enables to attribute a mark to phrases classified in the subjec-
tive phrases. The marking varies between 1 and 5. The stages are the following ones:

� The vectorization and the reduction of the complete index dedicated to the clas-
sification of the marking.

� The addition of synonyms.
� The marking classification, which consists of putting together phrases according

to the sentiment intensity. Marks are between 1 and 5.

At this stage of the process, we obtain marks associated to every subjective phrase.
The global mark of a review of the statistical classification is the arithmetical aver-
age of all the phrases of this review.

Fig. 16.7 Subjectivity classification – the classification steps
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16.6.3 The Linguistic Classifier

We carry out reviews marking on a scale going from 1 to 5. We have created for
the linguistic approach a grammar rule for each of those groups. This grammar is
based on reviews’ analysis of the training base, which contains approximately 2,000
phrases for each mark (the same database than for the other classifiers). For this
part, we have used a linguistic processing, which demands specialized lexicon and
grammar. The development of those resources is a long and tiresome task, which
generally needs an expertise in the field and knowledge of linguistic information
processing such as filtration techniques, documents categorization and data extrac-
tion. This part of the system has been developed with the application Unitex. We are
using a linguistic analyzer Unitex to conduct a preprocessing and a lemmatization
of words and finally, for the most important part of our research work, the construc-
tion of complex local grammar. The example of application is shown in Fig. 16.8
We have introduced, in order to fragment words in different opinion intensity levels,
words semantic categories, which are associated to words and show polarity and in-
tensity. We have used, in order to associate words semantic categories, a subjective
dictionary named general inquirer dictionary.

The principal goal of the linguistic classifier is the attribution of a mark accord-
ing to sentiment described in the review. The marking is done phrase by phrase.

Fig. 16.8 Example of linguistics resources
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The reviews’ study of the training base has been carried out with the aim of creat-
ing grammar rules for each mark (in this case, the mark is between 1 and 5). Five
grammars have been therefore created, one for each mark. Each grammar contains a
huge number of rules taken from local grammar. For each grammar, more than thirty
local grammars have been created. The analysis is done phrase by phrase to attribute
a mark to a new review in order to find a rule (from our rules base) corresponding to
the studied phrase. At the end of this processing, we obtain the phase of the newly
studied review with matching grammar rules. The final mark of this classification is
the average of marks corresponding to general grammars.

The construction of local grammar has been carried out manually via phrases
analysis of the reviews having the same associated mark. Local grammar cannot be
too general because this tends to add ambiguity to results. However, if the grammar
is too specific and complex, the use of this grammar is indeterminate because silence
grows in a significant way. Grammars have been created to detect the opinion polar-
ity and intensity in a phrase, thanks to the local grammar forms, which constitute a
general grammar for each marking group. Research works are based only on local
grammars form. Other characteristics purely statistical like words or characteristic
expressions, phrase size, words frequency, words repetition, the number of punctu-
ation signs and so on, are not taken into account. Of course, characteristic words are
in dictionaries with semantic categories and in local grammar, but this approach is a
linguistic processing (grammar is necessary) not a statistical one (like the two other
classifiers).

The creation of local grammar is a tiresome task. Grammars used in our system
have been created in an empirical way. We have carried out in the following way:
first of all, we have constructed general grammars, then we added a complexity level
to the linguistic analysis and we have made tests. After those tests, we have repeated
the process (addition of a complexity level). For each level, we have conducted tests
and calculated the F-score. The final result of grammar rule forms have been chosen
to obtain the best result of F-score. Unfortunately, we cannot be sure of the fact that
our choice is the most coherent one. We have taken into account the fact that each
classifier presented in our system should have its own criteria and characteristics. It
is important to mention that the linguistic classifier provides the best results. We can
observe, in particular, that the precision parameter is better than the one obtained by
using other approaches.

This part of the system has been conducted with the text analyzer Unitex. Unitex
enables to process in real time texts of several megabytes for the indexation of mor-
phosyntactic patterns, the research of hard or semi-hard expressions, the production
of concordance and the statistical study of results.

16.6.4 The Final Classifier

Until now, we have presented three different methods to attribute a mark to a review.
Thus, we obtain three different estimations (one for each classifier). The marking is
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Fig. 16.9 Final classification – the marks behavior shows the presence of a determinant classifier
in some situations

carried out each time in a different way. Marks are therefore not always the same.
As we are obtaining three different marks, another problem consists of conducting
the final marking in order to attribute only one mark to the review. We need a final
classification to obtain the final mark, which will be retransmitted to our radio. We
have observed that, if we are calculating the final average obtained by the three
classifiers, results are less efficient than those obtained by the linguistic classifier.

We have also observed that often a classifier in specific situations gives best
results, whereas in other circumstances, it would be another one. For example
(Fig. 16.9), we have observed that often when the first classifier gives a mark equal
to 2 and the last two give a mark of 1, the correct results is 2. As a consequence, the
first classifier is the determinant in this case. By implementing neural networks for
this stage and by taking into consideration each probability for each score for each
classifier, we improved our results from 3% to 7% depending on the class.

We are using, for this reason, a final classifier. For this classification we are ap-
plying a neural network. The choice of this classifier is justified by the presence
of a wide review base, already annotated, which will be useful for the training
base. Moreover, it is easy to implement those data, for it to be used in the train-
ing base. The classifier takes into account only the probability of the mark of each
classifier. No other characteristics are taken into consideration. This choice is ac-
ceptable because we think that we have used all other possible characteristics in the
marking process (by using the three classifiers mentioned previously), and we do
not wish to repeat those characteristics in the classifications. Furthermore, the uti-
lization of a characteristic of an opinion marking classifier in the final classification
can influence the choice of this classifier.

For the entries of the final classifier, we have used marks of the previous classi-
fiers. The marks of each classifier are represented by the belonging probability of
one of the five marks categories. For example, the linguistic classifier attributes the
mark in the following way: the probability that the mark is:

� Equal to 5 is p5 D 0; 6
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� Equal to 4 is p4 D 0; 2

� Equal to 3 is p3 D 0; 1

� Equal to 2 is p2 D 0; 1

� Equal to 1 is p1 D 0

We have used a neural network to determine the correlation between marks obtained
by the three classifiers. We are using the neural network of multilayer perceptron
(PMC) with the algorithm of retro propagation of gradient.

16.7 Results

We have observed for the base of cinematographic reviews that we obtain the best
results with the linguistic classifier (especially for the precision). The worst results
are those of the statistical classifier of Nave Bayes (the playback is correct but the
precision is too low). This is to demonstrate that it is necessary to carry out a deep
linguistic analysis. We have observed that the best results found for the three ap-
proaches were those expressing extreme opinions (Fig. 16.10).

Knowing the principle that it is an obligation to dispose of grammars more
complex, we have demonstrate that the linguistic classifier gives better results than
the statistical or the group behavior ones (Table 16.1).
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Fig. 16.10 Final classification – the marks behavior shows the presence of a determinant classifier
in some situations

Table 16.1 Classifiers results

Mark 5 (%) Mark 4(%) Mark 3(%) Mark 2(%) Mark 1(%)

Linguistic classifier 85 77.6 72.9 69.6 77.8
Group behavior classifier 73.8 71 70.8 66.1 68.3
Statistic classifier 70 70.7 66.1 63.3 73
Final classifier 83.1 81.2 74.5 72.2 81.4
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16.8 Conclusion

In this chapter, we presented an entire system based on social network for radio
application. Our radio will update a playlist depending on the votes of auditors.
Users can express their selves via forums, blogs, or directly by adding a mark to the
song. In the goal of understanding the opinions written in natural language, an opin-
ion mining knowledge was necessary to implement. For this reason, we presented,
in this chapter, new approaches to automatically detect opinion from the text. The
two classifications (group conduct and linguistic) have been proposed by us. Then,
we have compared our approaches with the approach generally used in this field (the
statistical classification, which is based on Nave Bayes’ classifiers).

After carrying out tests, we can observe that we have succeeded to implement
the first innovative method based on a linguistic classifier. The results obtained after
this classification give us satisfaction. We can, therefore, conclude that the linguistic
analysis, which is deeper, is an important research path in the field of sentiment
analysis.

Despite the fact that the linguistic classifier enables to obtain the best results, its
utilization cannot be universal. Its application to a new field requires the creation of
a new linguistic resource base, and it is necessary to carry out the deep linguistic
analysis again. These processing are unavoidable because the language is highly
dependent on the field.
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Chapter 17
On the Use of Social Networks in Web Services:
Application to the Discovery Stage

Zakaria Maamar, Leandro Krug Wives, and Khouloud Boukadi

Abstract This chapter discusses the use of social networks in Web services with
focus on the discovery stage that characterizes the life cycle of these Web ser-
vices. Other stages in this life cycle include description, publication, invocation,
and composition. Web services are software applications that end users or other
peers can invoke and compose to satisfy different needs such as hotel booking and
car rental. Discovering the relevant Web services is, and continues to be, a major
challenge due to the dynamic nature of these Web services. Indeed, Web services
appear/disappear or suspend/resume operations without prior notice. Traditional
discovery techniques are based on registries such as Universal Description, Dis-
covery and Integration (UDDI) and Electronic Business using eXtensible Markup
Language (ebXML). Unfortunately, despite the different improvements that these
techniques have been subject to, they still suffer from various limitations that could
slow down the acceptance trend of Web services by the IT community. Social net-
works seem to offer solutions to some of these limitations but raise, at the same time,
some issues that are discussed in this chapter. The contributions of this chapter are
three: social network definition in the particular context of Web services; mech-
anisms that support Web services build, use, and maintain their respective social
networks; and social networks adoption to discover Web services.
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17.1 Introduction

Web services are paving the way for a new generation of large-scale, loosely coupled
business applications. This can be noticed from the large number of standards and
initiatives related to Web services [1, 22, 24, 27, 30, 37], which tackle a variety of
issues such as security, fault tolerance, and high availability. These issues, in fact,
hinder the smooth automatic composition of Web services, which constitutes the
basis of this new generation of business applications. Composition, which is one of
Web services’ selling points, handles the situation of a user’s request that cannot
be satisfied by any single, available Web service, whereas a composite Web service
obtained by combining available Web services may be used.

Despite the tremendous capabilities that Web services offer for the development
of loosely coupled, cross-enterprise business applications, they still lack some ca-
pabilities that would propel them to a higher level of adoption by the IT community
and make them compete with other traditional integration middleware such as the
Common Object Request Broker Architecture (CORBA) and the Distributed Com-
ponent Object Model (DCOM). Due to this lack of capabilities, there is a risk of
seeing the adoption of Web services slow down, if some persistent issues such as
the complexity of their discovery are not properly addressed [17]. For the particular
issue of discovery, we examine, in this chapter, the use of recommendation-based
techniques with focus on social networks [8, 36]. Such networks permit to establish
between people relationships of different natures such as friendship, kinship, con-
flict, and competitiveness. These relationships are dynamic and hence adjusted (or
re-evaluated) over time depending on different factors such as outcomes of previous
interaction experiences, types of partners dealt with, and penalties incurred follow-
ing the execution of prohibitive actions. A person who stops trusting a peer either
breaks or reviews the trust relationship with this peer and then reflects this change
(in terms of breaking or review) on his or her social network. Replacing people
with Web services is doable since Web services are constantly engaged in differ-
ent types of interaction sessions with users and peers as well [18, 21]. For example,
Manuel Serra da Cruz et al. identified interaction patterns between Web services and
users [21]. The purpose is to offer users better interaction patterns in the future.

Roughly speaking, the purpose of the discovery process is to find a suitable
Web service for a given consumer’s request. A consumer could be a user or
another Web service. This process relies a lot on the Web Services Description Lan-
guage (WSDL) documents that providers of Web services post on various registries
such as Universal Description, Discovery and Integration (UDDI) and Electronic
Business using eXtensible Markup Language (ebXML). Unfortunately, the current
registries still struggle with different limitations (e.g., lack of semantics, consis-
tency, security) despite the multiple extensions and improvements that are reported
in the literature [15, 28, 33]. A social network could help address some of these
limitations. The idea is simple; let Web services consider the previous composition
scenarios in which they took part so that they can establish relationships with the
peers that were involved in the same composition scenarios.
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The followings are our contributions: (i) define social network in the context of
Web services; (ii) support Web services build, use, and maintain their respective
social networks; and (iii) adopt these social networks to discover Web services. The
rest of this chapter is organized as follows. Section 17.2 suggests some introductory
materials on Web services, social networks, and the multiple application domains
that adopted social networks. Section 17.3 discusses the use of social networks for
Web services discovery. Prior to concluding in Sect. 17.5, some experimental results
are reported in Sect. 17.4.

17.2 Background

This section consists of two parts. The first part suggests definitions on some con-
cepts such as Web service and UDDI (selected as an example of registry). The
second part provides a brief literature review on the use of social networks in differ-
ent application domains such as artificial intelligence and recommendation.

17.2.1 Definitions

Web Service It is “a software application identified by a URI, whose interfaces and
binding are capable of being defined, described, and discovered by XML artifacts,
and supports direct interactions with other software applications using XML-based
messages via Internet-based applications” (W3C). A Web service implements a
functionality (e.g., BookOrder and WeatherForecast) that users and other peers in-
voke by submitting appropriate messages to this Web service. The life cycle of a
Web service could be summarized with five stages namely description, publication,
discovery, invocation, and composition. Briefly, providers describe their Web ser-
vices and publish them on dedicated registries. Potential consumers (i.e., requesters)
interact with these registries to discover relevant Web services, so that they could in-
voke them. In case the discovery fails, i.e., requests cannot be satisfied by any single
Web service, the available Web services may be composed to satisfy the consumer’s
request.

Composite Web Service Composition targets users’ requests that cannot be satisfied
by any single, available Web service, whereas a composite Web service obtained by
combining available Web services may be used. Several specification languages to
compose Web services exist, for example, WS-BPEL [7] (de facto standard), WS-
CDL [14], and XLANG [34]. In [6], Chakraborty and Joshi differentiate between
proactive and reactive composition. The former is an off-line process that gathers
available component Web services in advance to form a composite Web service.
This one is precompiled and ready for execution upon users’ requests. The lat-
ter creates a composite Web service on-the-fly upon users’ requests. Because of
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the on-the-fly property, a dedicated module is in charge of identifying the needed
component Web services, making them collaborate, tracking their execution, and
resolving their conflicts if they arise.

Universal Description, Discovery, and Integration UDDI specifications define how
Web services should be published and discovered by providers and users, respec-
tively. At the conceptual level, information provided in an UDDI registry consists of
three components [35]. First, white pages include address, contact, and known iden-
tifiers of Web services. Second, yellow pages include industrial categories based on
standardized taxonomies. Finally, green pages include the technical information that
a provider would like to offer on its Web services. At the business level, an UDDI
registry can be used for checking whether a given provider has particular Web ser-
vices, finding companies in a certain industry with a given type of Web service, and
locating information about how a provider has exposed a Web service.

17.2.2 Some Works on Social Networks

Social networks have been used in different domains ranging from social sciences
to artificial intelligence and e-business. According to Ethier, “the study of social
networks is important since it helps us to better understand how and why we in-
teract with each other, as well as how technology can alter this interaction. The
field of social network theory has grown considerably during the past few years
as advanced computing technology has opened the door for new research” [8]. Ac-
cording to Raab and Milward, social network research falls into two categories [32]:
bright networks wherein the outcomes are considered beneficial for individuals,
groups, businesses, and society at large; and dark networks wherein the objectives
are achieved at great cost to individuals, groups, businesses, and social welfare.

Generally, a network consists of nodes and edges. The nodes refer to any type of
object or entity such as individuals or organizations, and the edges refer to relation-
ships (or associations) between these nodes such as degree of friendship between
two persons or distance between two cities. Relationships are sometimes directional,
bidirectional, with weight, or a mixture of all of these. Research in a number of aca-
demic fields has revealed that social networks operate on many levels, from families
up to the level of nations, and play a critical role in determining the way problems
are solved, organizations are run, and the degree to which individuals succeed in
achieving their goals [10, 26]. Another use of social networks is to determine the
social capital of individual actors. According to Kadushin, “social capital refers to
the network position of the object or node and consists of the ability to draw on the
resources contained by members of the network” [12].

In the field of distributed artificial intelligence, social networks have been ex-
tensively used in the specification of coordination, cooperation, and negotiation
mechanisms of software agents. For Castelfranchi, “an agent can be helped or dam-
aged, favored or threatened, it can compete or co-operate” [5]. The idea of using
social networks in distributed artificial intelligence stems out of the fact that an agent
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does not form an independent world, but is part of a society. Agents can engage in
interactions with peers from the same society or different societies, which require
specific mechanisms to sustain the progress of these interactions. An example of the
use of social networks is discussed in [31]; the reputation of an agent is assessed
with respect to the position it holds in a society/community.

In the field of recommender systems, Donovan and Smyth propose two com-
putational models of trust and show how these models could be incorporated into
collaborative-based recommender systems [29]. The authors report that users tend
to ask friends (i.e., persons they normally trust and are part of their social networks)
for advices prior to taking actions or making decisions. To address the reliability
problem that could undermine the provided recommendations, Donovan and Smyth
consider historical evaluations that users give to these recommendations. If a user is
behind a good number of accurate recommendations over time, his or her level of
trust as a reliable partner increases compared to the one who makes poor (or mis-
leading) recommendations.

In [39], Zhang and Pu use different recursive algorithms to predict the evaluations
that users should give to specific items by analyzing their nearest-neighbor users.
Because collaborative-based recommender systems need neighbors’ evaluations to
generate recommendations, some neighbors may not have yet evaluated the item to
recommend, while others already have. Thus, by traversing the network of neighbors
in a recursive way a prediction for a neighbor’s evaluation of the item in question is
computed.

In [23], McDonald analyzes the application of social networks to recommend
individuals for possible collaboration based on their offered or needed expertise.
A similar process may be performed using ReferralWeb [13], which is a system
that analyzes paper co-citation and co-authoring relationships. In [38], Zhang and
Ackerman go beyond this type of analysis and consider search strategies designed
to provide help in expertise location in social networks. This is particularly useful
to find the right people who can give the right answer to a specific problem.

Though the aforementioned paragraphs offer a good snapshot of the different ini-
tiatives that have embraced social networks, there is a lack of initiatives which are
directly related to Web services. Numerous questions such as how Web services
build their social networks, thanks to composition scenarios, and how Web ser-
vices are discovered using these networks, are left unanswered, and thus, responses
are provided on a case-by-case basis.

17.3 Social Network-Based Web Services Discovery

Web services discovery is critical to the success of users’ requests satisfaction. A
plethora of Web services exist on the Internet and identifying the right ones is
not always straightforward. Moreover, independent providers develop almost the
same set of Web services with different non-functional properties, which increases
the complexity of this discovery process a little bit. Bui and Gacher point out
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that despite the heterogeneity of Web services, their functionalities are sufficiently
well-defined and homogeneous enough to allow for market competition to hap-
pen [4]. For example, the US National Digital Forecast Database XML Web Service
(www.weather.gov/xml) and the US National Weather Service Forecast Office
(www.srh.noaa.gov/mfl) each propose weather forecast Web services. In this sec-
tion, we discuss the development of social networks for Web services discovery by
answering three questions: how to build, use, and maintain social networks.

Building a social network is an incremental and continuous process that begins
when a Web service takes part in a composition scenario for the first time. Depen-
dency interactions1 between this Web service and other peers in this scenario permit
to at least form the initial edges of this network. Future participations of this Web
service in additional composition scenarios would permit to extend its social net-
work, but at the same time would call for a possible review of the already-established
edges as new edges might have to be added for example. Another reason to review a
social network is when a Web service ceases functioning following its withdrawal.
The node and incoming and outgoing edges associated with this Web service are to
be checked out, which will affect the shape of the social network.

17.3.1 Social Networks Building

Building a social network means identifying the nature of nodes and edges that
will constitute this network. In terms of nodes, Web services would be the sole
constituents. In terms of edges, we would suggest three types of associations namely
Recommendation (R), Similarity (S ), and Collaboration (C ).

Formally, a S ocial N etwork S N of a W eb S ervice W S is a couple:
S NW S D .N ; E / where N and E are the set of N odes and E dges, respec-
tively. Each edge e 2 E is a tuple of the form < W S i ; t; w; W S j >, where the
edge is directed from W S i to W S j , t denotes the type of association (or name)
between W S i and W S j , and w denotes the weight affected to the association.
This weight is a calculated numerical value with a range from 0 to 1.

Recommendation-Based Association (R) In [16], we discuss the combination of
recommender systems and Web services in terms of what recommender systems
can do for Web services and what Web services can do for recommender systems.
We, hereafter, rely on the first dimension of this combination to show the recom-
mendation cases that could stem out of the interactions between Web services. We
identify two cases namely partnership and robustness that should help in specializ-
ing the recommendation-based association of the future social networks to build.

1 These interactions are part of the business logic that underpins the specification of a composite
Web service. For example, following hotel confirmation, a person could now purchase his or her
air ticket.
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1. Partnership Case (Rp) A component Web service that participates in a
composition scenario could propose that new peers should be appended into
this scenario. Though these new peers are not required in satisfying a user’s
request, they could yield extra responses for the user. For instance, a speaker
attending an overseas conference could be interested in some sightseeing ac-
tivities according to his or her profile, though this speaker did not explicitly
express this interest. The new component Web services (or peers) are subject to
the speaker’s approval prior to their execution.

� Example <RoomBookingWS,tRp,wtRp
,SightSeeingWS>:

if RoomBookingWS is part of a composition scenario, then this Web service
will recommend that SightSeeingWS should be part of this scenario sub-
ject to checking and seeking the requestor’s profile and approval, respectively.

� Properties Rp is asymmetric and transitive (transitivity may be limited in
terms of transition cycles/paths by a threshold that a Web service’s owner
could set2).

� Association weight for recommendation based on partnership wtRp
is given

by the following equation:

wtRp.WSi ;WSj /
D jWSj selectionj
jWSi participationj (17.1)

where jWSi participationj and jWSj selectionj stand for the number of times
WSi participated in composition scenarios and the number of times that WSj

accepted to participate in these composition scenarios based on the recom-
mendation of WSi . The higher the weight, the better for WSj .

2. Robustness Case .Rr/ A Web service could suggest peers that will substitute
for it in case of failure. These peers are identified based on the functional and
non-functional characteristics they have in common with the Web service that
needs to be made robust. Reasons for substitution are multiple including Web
service failure to respond to a client’s requests or inability of meeting a certain
level of quality of service.

� Example <RoomBookingWS,tRr,wtRr
,HotelReservationWS>: if

RoomBookingWS fails in a composition scenario at run-time, then
HotelReservationWS will substitute for this Web service subject to the
approval of the user and other peers in this scenario. Peers’ providers could
refuse interacting with a certain Web service in case of some unsuccessful
previous experiences.

� Properties Rr is asymmetric and transitive (like Rp; Rr is limited in terms of
transition cycles/paths by a threshold that a Web service’s owner could set).

2 Another way to limit transitivity would be the application of a function that controls the prop-
agation of recommendation. Such a function should introduce a minimization rate per transition
performed, somehow similar to what Google’s PageRank [3] algorithm does. It propagates the
“reputation” of a page to the rest of pages that it refers to.
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� Association weight for recommendation based on robustness wtRr
is given by

the following equation:

wtRr.WSi ;WSj /
D jWSj selectionj
jWSi failurej (17.2)

where jWSi failurej and jWSj selectionj stand for the number of times that
WSi failed in composition scenarios and the number of times that WSj was
called to substitute for WSi in these composition scenarios upon the recom-
mendation of WSi , and obviously did not fail as well. The higher the weight,
the better for WSj .

Similarity-Based Association (S) In [2] we report on the role of communities as
a structure that gathers Web services with the same functionality independently of
many factors such as origins, locations, nonfunctional properties, and functioning. A
community is dynamic by nature: new Web services join, other Web services leave,
some Web services become temporarily unavailable, and some Web services resume
operation after suspension. By letting Web services join communities, it would be
possible to form similarity associations between them, which could be useful for
the process of building social networks. Similarity could permit to reduce the search
space of Web services in case the first-discovered Web service does not accept to
satisfy a user’s request for multiple reasons that we report in [19]. Therefore, the
discovery could continue with the Web services that are similar with the discovered
Web service in a community without screening registries (e.g., UDDI) from scratch.

� Example <RoomBookingWS,tS,wtS,RookReservationWS>:
RoomBookingWS and RookReservationWS are similar at the functional-
ity level. However, this does not guarantee that both Web services have similar
nonfunctional properties, which is a prerequisite to their substitution in the ro-
bustness case.

� Properties S is symmetric and transitive.
� Association weight for similarity wtS is given by the following equation:

wtS.WSi ;WSj /
D jWSj selectionj
jWSi similarj (17.3)

where jWSi similarj and jWSj selectionj stand for the number of Web services
that are similar to WSi and the number of times that WSj was selected out of the
set of Web services that are similar to WSi . The higher the weight, the better is
for WSj .

Similarity has a great value added to the robustness case that was presented earlier.
Similarity could guarantee the compatibility property to a composition scenario by
avoiding the conflicts or deadlocks that could arise between the new component Web
services (already added to a scenario) and the existing component Web services in
this scenario.
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Fig. 17.1 Capacity categorization into public and private types

Collaboration-Based Association (C) In [20], we discuss capacity-driven Web ser-
vices as a new type of Web services that are sensible to context. Capacity, which is a
set of actions, represents the ability of a Web service to appropriately act in response
to some requirements in the environment. These requirements could be related to
network throughput, threat level, data quality, and peer reliability. Like access mod-
ifiers in object-oriented programming, we classify the capacity in a Web service into
public and private (Fig. 17.1). On the one hand, public capacities are exposed to the
external environment that consists of users and Web services. Submitting invocation
messages from users or Web services to public capacities is subject to satisfying re-
quirements in the environment. On the other hand, private capacities are hidden as
their names hint and only public capacities can call them. Contrarily to private ca-
pacities that might call each other if needed, public capacities do not, since they all
implement the unique functionality of a Web service.

A capacity-driven Web service offers public capacities to other peers for invo-
cation and requires public capacities of other peers for the same purpose. Offering
and requiring public capacities allow to create links of type collaboration between
Web services. It should be noted that not all public capacities in a Web service could
be made available to peers. Security or access rights reasons could motivate these
restrictions.

� Examples <AirTicketPurchaseWS,tC rcapacity1
,wtC r

,
RoomBookingWS>

and
<AirTicketPurchaseWS,tC rcapacity2

,wtC r
,RoomBookingWS>:

AirTicketPurchaseWS requires two capacities from RoomBookingWS.
<AirTicketPurchaseWS,tCocapacity3

,wtCo
,TicketDeliveryWS>:

AirTicketPurchaseWS offers a capacity to TicketDeliveryWS.
� Properties C is asymmetric and non-transitive.
� Association weight for requiring capacities wtC r

is given by the following
equation:

wtCr.WSi ;WSj /
D jCrcapacities.WSi ;WSj /j

jcapacityWSj
j �

jinvocationcapacityx.WSi ;WSj /
j

jinvocationcapacities.WSi ;WSj /j (17.4)
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where jCrcapacities.WSi ;WSj /j, jcapacityWSj
j, jinvocationcapacityx.WSi ;WSj /

j, and

jinvocationcapacities.WSi ;WSj /j stand for the number of capacities that WSi re-
quires from WSj , the total number of capacities in WSj , the number of times
that WSi invoked capacityx in WSj , and the total number of times that WSi

invoked all the required capacities in WSj .
� Association weight for offering capacities wtCo is given by the following equa-

tion:

wtCo.WSi ;WSj /
D jCocapacities.WSi ;WSj /j

jcapacityWSi
j �

jinvocationcapacityx.WSj ;WSi /
j

jinvocationcapacities.WSj ;WSi /j (17.5)

where jCocapacities.WSi ;WSj /j, jcapacityWSi
j, jinvocationcapacityx.WSj ;WSi /

j, and

jinvocationcapacities.WSj ;WSi /j stand for the number of capacities that WSi of-
fers to WSj , the total number of capacities in WSi , the number of times that
WSj invoked capacityi in WSx , and the total number of times that WSj invoked
all the offered capacities in WSi .

17.3.2 Social Networks Use

The purpose of a social network is to help, first, identify additional Web services
based on the Web services that are already selected, and second, reinforce (or mea-
sure) the associations that connect all these Web services together based on the
recommendation-, similarity-, and collaboration-based associations (Sect. 17.3.1).
The idea is to combine traditional Web services discovery mechanisms (such as
UDDI) with the details that social networks carry on. Any Web service that is dis-
covered using these mechanisms constitutes an entry point to its own social network
and probably to the social networks of other peers if navigation (or graph traversal)
rights are granted to this Web service. We identify, hereafter, some cases where
social networks could be used:

1. In case of composition, the recommendation-based association with focus on
partnership would enrich a composition scenario with additional Web services
that were not initially taken into consideration during the specification exercise
of this scenario. Starting from a Web service that is already part of this scenario,
this Web service could recommend a number of other Web services that have got
the highest weights wtRp

(Eq. 17.1). This number should be specified by the user
or composition designer. If this number is set to zero, this means that neither the
user nor the designer is interested in expanding or reviewing the specification
of the established composition scenario. This could simply be motivated by the
extra financial charges that the user does not want to bear, or the lack of comput-
ing resources upon which the recommended Web services will be deployed for
performance. Otherwise (i.e., number not set to zero) and upon approval of ei-
ther user or composition designer, the additional Web services are appended into
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the composition scenario. We recall that Web services can refuse to participate
in composition scenarios as per our work in [19].

2. In case of failure, the recommendation-based association with focus on robust-
ness would enable a direct (and probably automatic) selection of the Web service
that will smoothly substitute for the failed Web service. Furthermore, to guaran-
tee the success of this selection, the similarity-based association would ensure
that this Web service is compatible with the peers (specially the next ones) that
are supposed to interact with the failed Web service, but need now to interact
with this Web service. In these two steps, the selection of the new Web service
would depend on the weights for robustness (wtRr

, Eq. 17.2) and similarity (wtS ,
Eq. 17.3), respectively.

3. In case of monitoring, the collaboration-based association would permit to iden-
tify the peers that a Web service interacted with at run-time because of the
capacities it requires from these peers or it offers to these peers. If the weight
for requirement capacities wtC r

(Eq. 17.4) is extremely high (close to one), this
means that the interactions between Web services were intense. This could be a
good indicator of where to physically locate these Web services in the future so
that communication costs among others could be reduced [25]. For the offered
capacities, this would permit to identify the peers that sought the help of a Web
service and to reveal some potential cases of misuses that affected this Web ser-
vice. For instance, some offered capacities in a Web service were invoked despite
the peek hours.

17.3.3 Social Networks Maintenance

The initial establishment of social networks falls within the responsibilities of
providers of Web services. They set up associations between their respective Web
services and other peers, prior to letting some (semi-) automated techniques take
over the maintenance responsibilities. A provider could use the period of posting a
Web service on a registry (or making this Web service join a certain community) to
establish some associations. For instance, the provider could screen this registry to
look for the Web services that are similar to the Web service it just posted.

In Sect. 17.3.1, three types of associations are described. Some associations could
be established at the time of announcing Web services, while others could be estab-
lished at the time of composing (and invoking) Web services.

Announcement Time Similarity- and recommendation-based associations could be
established to maintain a social network. Different techniques that assess the simi-
larity between Web services are reported in the literature [9] and could be adopted in
our work. However, because these techniques primarily focus on the similarity at the
functionality level, we judge some of them inappropriate for the recommendation-
based association with focus on partnership. When Web services participate in the
same composition scenario, they in fact complement each other, so they cannot be
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treated as similar. To address this lack of techniques, previous composition scenarios
in which Web services participated could be used. This makes a provider establish
the recommendation-based association with focus on partnership at composition and
not announcement times.

Composition Time In addition to the recommendation-based association with focus
on partnership, collaboration-based association could be established at this stage of
maintaining a social network. Because a composite Web service could be either
proactively or reactively designed, establishing such an association varies. In the
first case, a designer could easily identify the Web services that will collaborate
with its own Web service. These Web services are already known and included in
the composite Web service. In the second case, the designer will have to wait until
the composite Web service is formed and executed to find more about the Web
services that interacted with its Web service.

In Fig. 17.2 we illustrate how the three types of associations can be connected
together. For this purpose, we split functionality into two types: similar,
which makes Web services compete for participation in composition scenarios, and
complementary,3 which makes Web services take part in the same composition
scenarios. In the same figure, we show (i) how a similarity-based social network
supports a recommendation-based social network with focus on robustness by iden-
tifying the Web services that would be compatible with the rest of the Web services
that are already in the composition scenario and (ii) how a recommendation-based
social network with focus on partnership results in a collaboration-based social
network through the capacities that Web services require from and offer to the peers
who are identified out of this recommendation-based social network with focus on
partnership.

On top of the announcement and composition times that illustrate when social
networks are maintained, these networks could turn out to be useful in the speci-
fication of new composite Web services. On the one hand, recommendation- and
similarity-based social networks are used at design time by identifying extra Web
services and not screening registries. On the other hand, collaboration-based social
network is used and updated at run-time by keeping track of all the interactions
between Web services.

Web services' functionalities

Specialized into

(partnership) Result to

Complementary

Similarity-SN
Recommendation-SN

(robustness)
Recommendation-SN

Collaboration-SN
Support

Related to

Similar

Fig. 17.2 Social networks in interaction

3 Complementary notion is reported in [11]. Jureta et al. gather Web services into groups called
service centers that are dedicated to specific types of functionalities and hence, facilitate the devel-
opment of composite Web services.
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17.4 Experiments as Ongoing Efforts

To test the viability of our proposed approach, we have implemented a social
network-based prototype for Web services using Java and integrated into
Eclipse 3.2. The prototype provides a tool for social networks building and
execution through two modules known as social network modeler and social net-
work simulator. The first module is complete while the second one is still under
development.

The first module is about building social networks in terms of identifying the Web
services and the associations between them. Service engineers access the system
via a dedicated user interface. The social network modeler assists these engineers
in specifying the social networks. In particular, we developed a visual interface for
editing such networks using graphs (Fig. 17.3). Moreover, the social network mod-
eler helps the designers of composite Web services to suggest some association
types between the Web services that constitute this network.

Fig. 17.3 Main interface of the prototype
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The second module is responsible for simulating social networks functioning
such as adding new nodes and updating some associations’ weights. The social net-
work simulator proposes some simulation scenarios that help first identify additional
Web services based on the Web services that are already selected, and second, re-
inforce the associations that connect all these Web services together based on the
recommendation-, similarity-, and collaboration-based associations. For example, in
case of composition, the social network simulator should use the recommendation-
based association with focus on partnership in order to enrich the composition
scenario with additional Web services that were not initially taken into consider-
ation during the specification. Another example can be in the case of failure,when
the recommendation-based association with focus on robustness would enable an
automatic selection of the Web service that will smoothly substitute for the failed
Web service.

17.5 Conclusion

In this chapter, we discussed our work on the use of social networks in Web ser-
vices with emphasis on their discovery. Web services are poised to play a major
role in the development of a new generation of loosely coupled, cross-enterprise
business applications that can now span over enterprises’ boundaries. Unfortunately,
a good number of challenges still hinder the fulfilment of this role, which could
simply downgrade and undermine Web services’ capabilities and opportunities,
respectively. Semantics, security, and trustability are samples of these challenges.
Discovery is yet another challenge that could be added to this list of samples. Nowa-
days a plethora of Web services exist on the Internet and identifying the right ones
is not always straightforward. Moreover, independent providers continue to develop
almost the same set of Web services with different non-functional properties, which
increases the complexity of the discovery a little bit.

To overcome the discovery challenge, we developed new techniques based on so-
cial networks. A social network has different uses, for example, it could help better
understand how and why people interact with each other. The literature review has
shown that social networks have been used in different application domains rang-
ing from social sciences to artificial intelligence and authority management. In our
work, we capitalized on the “beauty” of Web services, which is the ability to be com-
posed to each other to build social networks that are geared toward the needs and
specificities of Web services. Composition permitted to shed the light on different
types of associations between Web services that are somehow lightly exploited by
the research community. These types of associations are recommendation, similar-
ity, and collaboration. Each association was described value-added in terms of the
discovery of Web services and assessment mechanisms.
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18. Maamar Z, Kouadri Mostéfaoui S, Lahkim M (2005) Web services composition using software

agents and conversations. Ingénierie des Systèmes d’Information 10(3):49–66
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Chapter 18
Friends with Faces: How Social Networks
Can Enhance Face Recognition and Vice Versa

Nikolaos Mavridis, Wajahat Kazmi, and Panos Toulis

Abstract The “friendship” relation, a social relation among individuals, is one
of the primary relations modeled in some of the world’s largest online social
networking sites, such as “FaceBook.” On the other hand, the “co-occurrence” rela-
tion, as a relation among faces appearing in pictures, is one that is easily detectable
using modern face detection techniques. These two relations, though appearing in
different realms (social vs. visual sensory), have a strong correlation: faces that co-
occur in photos often belong to individuals who are friends. Using real-world data
gathered from “Facebook,” which were gathered as part of the “FaceBots” project,
the world’s first physical face-recognizing and conversing robot that can utilize and
publish information on “Facebook” was established. We present here methods as
well as results for utilizing this correlation in both directions. Both algorithms for
utilizing knowledge of the social context for faster and better face recognition are
given, as well as algorithms for estimating the friendship network of a number of
individuals given photos containing their faces. The results are quite encouraging. In
the primary example, doubling of the recognition accuracy as well as a sixfold im-
provement in speed is demonstrated. Various improvements, interesting statistics,
as well as an empirical investigation leading to predictions of scalability to much
bigger data sets are discussed.

18.1 Introduction

The work presented here was carried out as part of the “FaceBots” research project,1

whose original purpose was to show that references to shared memories as well
as to shared friends can enhance long-term human robot relationships. Towards that
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purpose, a special physical robot was created, with face recognition (FR) as well as
spoken natural-language dialogue capabilities, which was also equipped with an in-
teraction as well as a social database [1]. Furthermore, this robot (“Sarah Mobileiro
the FaceBot”) is able to connect in real time to the FaceBook online networking web
site, and thus was the world’s first robot that was able to utilize and publish online
social information. Sarah is able to perform training as well as recognition not only
from its camera-derived photos, but also from online photos, posted on FaceBook,
which might also contain tags. Thus, all the ingredients were there in order to ex-
plore the idea of trying to utilize social context towards better FR, as well as trying
to find out who might be friends with whom on the basis of photos.

18.1.1 Background

Context-assisted visual recognition is a highly promising research area, and some
attempts already exist, as we shall see. In contrast, very few attempts exist towards
utilizing FR on images belonging to online social networking (SN) web sites (for
example [2], without the utilization of context). On the other hand, as noted above,
some methods for context-assisted object recognition have appeared in the literature
recently: Torralba [3] provides an example of contextual priming for object recog-
nition, based on holistic context representations, while Hoiem et al. [4] perform
object detection by modeling the interdependence of objects, surface orientations,
and camera viewpoint. However, none of these papers addresses the utilization of
social context for FR; the only noteworthy exception is [5]. There is an important
difference though between this paper and the methods we are presenting here as
Stone et al. [5] only use the identity of the person contributing the photo to the on-
line networking web site in order to enhance the recognition and the method only
works if this is known. In contrast, our method does not require this information. It
can be seeded by the social context created through postulated or recognized partic-
ipants in the photo, and is much more flexible in that respect, and can thus be used
also on photos with no submitting author information, arising anywhere on the In-
ternet or live. Finally, it is worth noting that apart from the mutual benefits between
FR and online networks, there exists a whole triangle of synergies between the two
and interactive robotics, as demonstrated on Sarah the FaceBot, and discussed in
[6]. And from a wider viewpoint, we hope for this chapter to also act as a concrete
demonstration that very promising avenues exist at the crossroads between social
networks and numerous other areas, many of which remain yet unexplored.

18.1.2 Overview

This chapter is structured around two sections: Section 18.2 addresses the en-
hancement of FR through social knowledge, whereas Sect. 18.3 discusses the
acquisition of social knowledge through photos containing faces. In the first section,
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we introduce basic concepts, problems and classes of algorithms, describe the
algorithms in detail, and provide thorough coverage of a real world empirical in-
vestigation of the performance of the proposed methods on a data set arising from
the friends of our robot and their facebook profiles. We present interesting statis-
tics, results, and conclusions, as well as a further investigation of the expected
performance of the algorithm as the size of the friendship network grows, that is,
a prediction of scalability-related issues. In Sect. 18.2, we discuss the converse
problem of estimating friendship through photos, propose algorithms, and pro-
vide real-world results. A conclusion closes the chapter, together with appendices
regarding notation and proofs.

18.2 Utilizing Social Context Towards Face Recognition

18.2.1 Basic Concepts

Our purpose here is to illustrate how social context can help towards enabling
faster as well as more accurate FR in photos. We will do so by presenting a num-
ber of basic problems, algorithms and variations, and finally concrete results for a
real-world example concerned with facebook photos accessible through a conversa-
tional interactive physical robot. The salient idea behind our illustration is simple
to state: co-occurrence of faces in photos and friendship have a strong correlation
between them. As we shall see, in our real-world experiments, two random tagged
faces within a facebook photo had a probability of almost 80% of being faces of
declared first-level friends within facebook. Thus, one can expect that knowledge
of the friendship relationships among individuals can assist towards predicting co-
occurrence of them in photos, and consequently towards better FR in photos with
more than one faces.

From a higher-level viewpoint, one can conjecture three realms implicated in the
setting of this discussion: first, a social realm, in which identities are entities, and
friendship a relation; second, a visual sensory realm, of which faces are entities,
and co-occurrence in images a relation; and third, a physical realm, in which bodies
belong, with physical proximity being a relation. The frequent physical proximity
of bodies of friends, as they engage in activities and interactions together, is im-
printed in photos and correlates with co-occurrence of their faces; and thus photo
co-occurrence (a sensory-domain relation among regions in images) correlates with
friendship (a social relation among individuals).2

2 When viewed from a slightly different viewpoint, here we have a sensory grounding not of a
conceptual entity (as is often the case in language grounding research), but of a social-level relation
among entities, in a manner similar to grounding ontologies. Also, one might conjecture that the
actual grounding of the social-level relation of friendship, might start during development initially
from a restricted tangible meaning: that of the bodies of two individuals often being close and
interacting. This restricted meaning is later extended during development in order to include social-
level attributes that might include co-operation, sincerity, etc.
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Before we proceed, let us introduce some basic notation in order to clarify our
exposition:

Identity (Id) An individual, which might or might not have a facebook Id, and
whose name might or might not appear as a tag in a facebook photo.

Face (F ) A region of an image corresponding to a human face, having
ultimately been generated through the visual sensory effect of an underlying
Identity.

Photo (P h) An image potentially containing multiple faces, which might or
might not be a photo available within facebook.

Tag (T ) A string which has been entered by a facebook user in order to identify
a face in a photo. This might or might not be equal to the facebook name of
an identity, if the identity belongs to facebook.

Classifier (C l) A black-box abstraction of a pattern recognizer, whose input
is an image region (detected as having been a face in our case) and output
a measure of likelihood of this face having been the sensible emission of an

identity. Each classifier is trained through a training set consisting of faces,
which are conjectured to belong to the target identity to be classified.

Friendship Relation (FR) A relationship among two identities.
Friendship Matrix (FM ) A square matrix whose rows and columns are

identities, and whose entries FMi;j are

1 (knowledge of friendship among identities i and j)
0 (knowledge of non-friendship among i and j)
�1 (lack of knowledge about friendship of i and j)

(18.1)

18.2.2 Basic Problems and Classes of Algorithms

Here, let us first introduce three basic problems that we will deal with in this section.
In all three, our purpose is to recover the identities of the faces in the photo, but the
number of available tagged faces differs:

Pr1) Seeded Face-Rec A photo is given, in which exactly one face is assumed
to have a tag attached to it.

Pr2) Unseeded Face-Rec A photo is given, in which no faces are assumed to
have a tag attached to them.

Pr3) Multi-seed Face-Rec A photo is given, in which more than one faces are
assumed to have a tag attached to them.

Regarding evaluation of the effectiveness of solutions to the above problems, we
distinguish between two types of real-world usage of the system: fully-automated
recognition (AR), with no human intervention, as well as semi-automated recogni-
tion (SAR), in which the system, instead of offering a unique solution regarding the
postulated identity of a face, offers a number of alternatives, which are presented to
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a human, who finally picks up the one he or she thinks is correct. The requirements
of classification accuracy for the latter case are more relaxed; although we require
the postulated identity to be equal to the actual identity for the case of AR (i.e.,
only one guess is possible and it should be correct), we only require the postulated
identity to belong to a small set of identities proposed by the system for the case of
SAR. A practically tractable size for the set of identities proposed by a SAR system
is here taken to be 10 photos, which can be glanced upon by a human and selected
within 10 s or less. Thus, we will quantify performance using primarily two metrics:

Rank1 Accuracy (for the Case of AR) The percentage of times during which the
postulated identity of a face by a classifier is correct.
Rank10 Accuracy (for the Case of SAR) The percentage of times during which
the correct identity of a face belongs to the ten most probable identities as postu-
lated by a classifier.

Towards the solution of the basic problems introduced above, we will later pro-
vide more details on the following four basic classes of algorithms:

Alg0 Face-by-face recognition without use of social context
Alg1 Whole-photo rec utilizing social context (Pr1, single seed id known)
Alg2 As Alg1 but for problem Pr2, i.e. no known seed identity
Alg3 As Alg1 for Pr3 (multiple seed identities known)

18.2.3 The Proposed Algorithms in Detail

For the four basic classes of algorithms that we have defined above, here we provide
a detailed description and discuss possible variations.

18.2.3.1 Algorithm 0

A photo is given containing multiple faces, but no knowledge of any friendship
matrix is assumed. Each face is subsequently passed through the set of available
classifiers, and scores are recorded. The identity giving the best score is reported
(for the rank1 case for AR), or the identities of the top ten scores (for the rank10
case for SAR). Summing up:

Input A photo (Ph) containing n faces F1� � �Fn.
Output A vector of postulated identities (for the AR version of Alg1):

ŒId.F1/ � � � Id.F n/� (18.2)

or a vector of 10-D vectors of postulated best-10 identities (SAR version):

ŒfId1.F1/; Id2.F1/ � � �Id10.F1/g � � � fId1.F n/; Id2.F n/ � � � Id10.F n/g�
(18.3)



458 N. Mavridis et al.

18.2.3.2 Algorithm 1

A seed is already given, as well as some knowledge of the friendship matrix (FM)
is assumed. Then, the first-level friends of the Id of the seed are recovered from the
corresponding column of the friendship matrix, in the form of a friendship vector:

F V D ŒFR.i; 1/; FR.i; 2/; FR.i; 3/ � � �FR.i; m/� (18.4)

where

FR.i; j / D
8
<

:

1
0
�1 .as explained in Sect: 18:2:1/

(18.5)

At this stage, two possible variants of the algorithm exist:

Alg1H: (Hard biasing) For each face Fi in the photo Ph, scores are taken only
for those classifiers whose entries at the friendship vector are 1, i.e. only for the
classifiers whose identities are the known friends of the seed. Then, the rank1 or
rank10 best identities are chosen, among the classifiers of the first level friends of
the seed (for AR and SAR, respectively).

Alg1S: (Soft biasing) For each face Fi in the photo Ph, the scores at the output of
all the known classifiers are taken, say (S1� � �Sm). Then, biasing is accomplished
through a biasing vector added to the score vector; this vector BV is calculated as a
function of the friendship vector FV in the following way:

BV.i/ D
8
<

:

˛1 if F V.i/ D 1

0 if FV(i)D 0
˛�1 if F V.i/ D �1

(18.6)

Thus, the two constant parameters a1 and a-1 determine the relative contribution
to biasing for the known friendship relationships, as well as the unknown relation-
ships. The optimal values of these parameters can be determined empirically, as
discussed later in this paper. Finally, the rank1 or rank10 best identities are cho-
sen, among the classifiers of the first-level friends of the seed (for AR and SAR,
respectively).

Alg1TS: (Biasing According to Training Set Size) An extra term is added to the
biasing vector, to account for variance in the training set sizes of different classi-
fiers. As the classifiers are trained through the facebook photos which contain tags
for the classifier’s identity, there is considerable variance in the number of photos
available for training for each identity (as quantified later in this paper). Identities
with larger training sets generally result to classifiers with more reliable outputs;
and the converse holds for those identities that have small training sets. The biasing
term has the form:

BSV.i/ D ˇlog.size.T r.Idi /// (18.7)
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where
Tr.Idi / D the available training set for Identity i (18.8)

This extra biasing term is added to the social biasing vector BV.

Input A photo Ph containing n faces F1� � �F n, as well as a seed (i : seed is face
Fi , and Id(Fi ))
Output Rank1 and Rank10 scores, as described in Alg0.

18.2.3.3 Algorithm 2

As in Algorithm1, but with no seed. Thus, a seed should be selected, then Alg1
carried out, and then possible results evaluated and potentially a different seed res-
elected. Thus, here we distinguish three of the possible variations:

Alg2RS Here, out of the n faces in the picture, one is randomly selected to serve as
the seed (alternatively, the first face always serves as the seed). Its postulated identity
is given by choosing the identity of the classifier that has the highest score on this
face, out of all existing classifiers. Then, Alg1 is run, i.e., the friendship vector is
created, hard or soft biasing takes place, etc. The problem with this approach is
that, as we shall see, any mistake in the identity of the seed might have devastating
consequences for correct recognition on the rest of the faces of the photo.

Alg2BS Here, the seed is not randomly selected; all the faces are taken in turn,
and classified as belonging to one of all existing classifiers. The face which has the
biggest score is then selected as the seed (i.e., the one for whose identity we appear
to be more certain).

Alg2PE Here, the seed is not randomly selected; all the faces are taken in turn, and
classified as belonging to one of all existing classifiers. Then each of these faces is
taken as a possible seed, and Alg1 is applied n times in total, giving n total whole-
photo classifications. Then, one is chosen out of all these n whole-photo hypothesis,
through maximization of a suitable “total match” metric. The metric chosen could
be, for example, the sum of square of the scores of the chosen identities across all
faces in the photo.

18.2.3.4 Algorithm 3

In the class of algorithms referred to as Alg3, multiple seed photos might exist at a
given time. Thus, these extend upon Alg2 and consequently Alg1, in the following
respects:

Higher-Level Friendships and Mutual Friendships Once more than one seed
photo is postulated, there exist multiple radii of social circles (first-level friends
of seed 1, first-level friends of seed 2, second-level friends of seed 1, etc.) as well
as of intersections of circles (mutual friends of seed 1 and seed 2, mutual friends of
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seed 1 and seed 3, etc.) that can be taken into account. Each one of these is taking
into account, for example, through a different weighing parameter when adding a
soft bias. As an example, for maximum two seeds, and maximum radius 1, we get a
wealth of combinations of possibilities: f�1; 0; 1g�f�1; 0; 1g, i.e. the set of all clas-
sifiers is partitioned into nine possible subsets according to each classifier identity’s
friendship relationship with the two seeds.

Ongoing Rebiasing Instead of just biasing initially, and then classifying all remain-
ing faces at once, with ongoing rebiasing one can successively increase the number
of seeds while classifying, by incorporating as a new seed each new face that has
been classified with highest confidence. For example, we might start with problem 2;
i.e. no known seed faces. Then, we might chose as a seed the face that was classified
with highest confidence without social information (say seed 1); and bias through it.
Then, we might again chose the new face that was classified with highest confidence
(among the remaining yet unclassified faces – let us call it seed 2), and add this to
the seed set. Now, at this stage we can perform mutual biasing from the two seeds, as
described in the above paragraph. The next classified face with highest confidence
will also be added to the constantly expanding seed set, and mutual biasing will be
performed again, until no more unclassified faces remain.

Backtracking The primary problem of ongoing rebiasing is that any wrong choice
in the postulated identity of the face might have destructive effects for the next
faces, as through social biasing with the wrong seed it might avert their correct
recognition. One possible solution for this is the introduction of backtracking; for
each face, at each stage, multiple, say n, possible identities are kept (the rankN best
solutions). Also, either at the end (whole photo classified), or at intermediate stages
(k photos classified so far), an overall photo-so-far confidence metric is evaluated.
If the overall confidence metric is low, then the identity choices for faces so far that
have been made are partially retracted, and the next possible identity (for example,
rank2) is considered for the faces in question, as well as their combinations.

18.2.4 Empirical Investigation

18.2.4.1 Data Acquisition

Aspects of the Facebots project [6] required accessing and processing, a large
amount of data, contributed by people in the “Facebook” networking site. Gener-
ally, these include friendship relations, photos, news updates and also data generated
through user-to-user communication (messages, chats, etc.). The ranging sensitivity
of personal information is, in most cases, directly equivalent to its degree of acces-
sibility, and this rule holds also on how much of this information, our robot was
able to access. The idea of a robot crawling information pages on Facebook is quite
an interesting one, and is tightly intertwined with issues regarding access and open-
ness, and so this section is devoted to further details regarding how our information
gathering was achieved, described at the programming level.
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18.2.4.2 Facebook Site Mechanism and Security

Facebook [7] is a popular SN, which currently (2009), allows around 200 million
people to interact with each other [8]. The site has been built with strict security
mechanisms that protect users’ data from unprivileged access, which in part ac-
counts for its big popularity. In what follows, we provide with some information
about the inner workings of Facebook as an application, that enabled us to build
the first social networked robot. However, the reader should keep in mind, that this
information became available to the authors only by means of experimentation and
reverse engineering, and that it is due to constant changes. Nevertheless, it is still an
outline of how related research efforts can be performed.

To start with, Facebook is itself very strict with accounts that seem suspicious for
spamming or for other than personal use. As an example, it is not possible to create
accounts with names containing the distinct words “spam” or “bot” or reporting an
age less than 18. Communication with the site is being carried through SSL, with the
familiar cookie-based authentication. The benefits and vulnerabilities of this scheme
are well known and the reader can refer to [9].

Upon login to the SN site, the user’s browser is receiving two important id’s :
the post-form Id and a channel Id, the former being an hexadecimal number and the
latter being actually a host name, while both of them are being used for enabling the
communication of the user with the web site. In specific, almost any POST action
will require for the post-form Id (e.g., updating user status, sending messages, etc.),
while the channel Id identifies a Facebook server which provides with all of the
instant messaging functionality : updating online friends’ list, sending instant(chat)
message, receiving chat messages, and others.

All sensitive information and operations, such as messages exchanged or new
friendship connections, are not available or accessible by any means. Provided that
the intrinsic Facebook cookie-mechanism remains un-compromised, an automated
software entity cannot access data that has not been published by their owners. In
addition, a bot cannot perform any bulk activities, such as sending messages, or
sending friendship requests, without being able to solve known computationally
hard problems (e.g., captchas).

18.2.4.3 Facebots Data Access

What data does our robot actually have access to and what operations does it perform
for the purposes of our research? In order to answer this question, we will present
in brief, but in a technical manner, what and how our robot accesses the information
needed.

Our robot, the first FaceBot [1], Sarah Mobilero, has currently 76 first-level
friends in its Facebook account, and the following functions related to Facebook
have been implemented:

login Logins into Facebook and retrieves basic information, such as robot’s Id,
post-form Id and channel Id
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get(status, friends, posted photos, joined groups, status updates) Gets a number
of available information such as friend lists or status updates, all related to the
robot’s friends.

set(status, String STATUS) Sets the robot’s status to STATUS
composeMessage(String MESSAGE, int FID) Composes a new message to the

friend with a Facebook Id equal to FID
chat(int FID, St ring CHAT MESSAGE) Sends the instant message CHAT

MESSAGE to user FID

The mechanism for obtaining data and performing the aforementioned actions is
uniform and in fact it is described by the term “HTML scraping,” [10] which has
been a known technique for network programming. The structured format of new
Web 2.0 applications, relying heavily on frameworks such as the CSS or JSON,
makes them consumable with a reasonable effort, by regular expressions, without
the use of further messaging protocols on top of HTML (e.g. Web Services/SOAP).
The use of the Facebook API [11], was not considered due to latency problems
and functionality limitations. The idea is to basically emulate ordinary user-browser
sessions through the automated use of the underlying HTML GET/POST requests.
This way, a software entity can replay the interactions with a browser, and parse their
output using predefined regular expressions, to generate the desired data structures
(e.g. friend lists, photo updates). This way, the robot is able to do what a normal
user can do using a regular browser when interacting with Facebook.

18.2.5 A First Look at the Data Sets

In order to access a big pool of photos that were contributed by Sarah’s friends
or photos in which these friends were tagged, we used the following methodol-
ogy: first, we acquired the first-level-friends set of Sarah. Then, for each first-level
friend, we downloaded all photos in which he or she was tagged. After a purging
process for discarding erroneous pictures, available photos summed up to a total of
7,597. This set was split into two different sets, one for training and one for test-
ing, which contained 3,752 and 3,845 images, respectively. In order to extract faces
from the photos, a Viola-Jones HAAR-based face detector [14] was used for de-
tecting frontal faces only. Upon successful detection, a face was only accepted for
training or testing if a compatible tag match was found. From the training set of pho-
tos, a total of 1,306 classifiers (based on Embedded HMM’s [15]) were obtained out
of which, for only 840 we could find social information and for the remaining 446
we could not (they did have their friends information private or the tag names did
not correspond to a valid Facebook account). The testing set, after the face detection
phase, produced a total of 5,258 total faces. Sarah was able to acquire the tags from
these photos, each consisting of a pair of the following information:

Name of person tagged
Position of face in photo (X,Y coordinates in percentages of dimensions)
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Along with the tag information, our robot, would try to explore the friendship
relationships within the picture, even for people who were not her friends. This
could be partially accomplished through a special Facebook AJAX call which is
essentially equivalent to following the link “View Friends”, which appears in the
Facebook Search Results. By doing the same procedure iteratively, we were able
to build a database of 2,637 people along with their friendship information, which
accounted for the number of people that were reachable through the photos that
the robot explored, and who had their friends list publicly open. The total size of
the data, including the images, the classifiers’ output and the social information,
was around 640 MB fragmented in 15.920 files. These files were then used for
experimenting with the algorithms described in Sect. 18.2.3.

18.2.5.1 A Closer Look at the Data Sets

The given name of the first Facebot that we have built is Sarah Mobileiro, which
is also her online name. There exist three kinds of friends of the robot: first, those
that have been physically encountered, but are not on facebook, second, those that
have been physically encountered, and are also on facebook, and third, those that
have not yet been physically encountered, but are facebook friends. It is also worth
noting here that there is a highly dynamic nature in figures related to the network
– facebook profiles are being added and retracted or become restricted every day;
thus, here, we will chose to report approximate numbers, which are based on data
gathered during three snapshots, in the last 6 months.

First-Level Friends The robot at this moment has 76 Facebook friends,3 out of
which 14 she has met physically, and has also acquired camera pictures of.4 The
robot also has another 80 friends who are not on Facebook, and also has camera
pictures of them. The set of the first-level friends (direct friends) of the robot in
Facebook is depicted in Fig. 18.1.

Higher-Level Friends and Mutual Friends Upon moving from the first-level
friends to the second-level, i.e. the friends of the first-level friends of the robot
who are not first-level friends, there is, as expected, a huge increase: the set FL2
(of friends with minimum distance 2) of Sarah the Facebot contains almost 14,000
members. By a simple division, one gets the figure of on average approximately 175
new second-level friends for each first-level friend. Of course, the average number of
second-level friends corresponding to each first-level friend is higher (on the order
of 210 as compared to 175, i.e. on average 35 friends are shared, i.e. approximately
15% of the friends are shared). This is due to the existence of mutual second-level
friends between any two first-level friends. Also, it is worth noting that the variance

3 The robot accepts friendships only from a selected circle at the moment.
4 which we are not including in the experiments reported in this chapter. Interesting results regard-
ing the transferability of training from camera- to facebook-photos and vice versa can be found in
[6]. Also, results for hybrid training sets are included there.
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Fig. 18.1 A Touchgraph depiction of the 1st-level friends of our robot, 03/09

of the number of friends of each member of FL1 is quite high too almost 120 in
this case.

Number of Friends for Which We Can Create Classifiers All the above statistics
are related to the social network of Sarah, at maximum distance two. Now, having
briefly explored this, let us move on to the next question in sequence: How many of
the first and second level friends of Sarah can we create classifiers for, towards FR?

The total number of tagged photos of the members of FL1 and FL2 which are
directly accessible to Sarah is on the order of 11,000. This number arises as the
sum of the number of tagged photos across each first-level friends tagged photos
of second-level friends is not generally accessible due to visibility constraints. The
distribution of the number of available tagged photos for the 76 first-level friends is
in Fig. 18.2.

The average number of tagged photos per first-level friend is approximately 140,
with a standard deviation of 180 easily explicable through the 4 outliers with more
than 300 tagged photos. Thus, we expect to have a wide variety of training set sizes
as numerous friends have only 1 photo available, while a significant number might
have 100 or more.
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Fig. 18.2 Histogram of number of available tagged photos per first-level friend of the robot (these
tagged to be potentially utilized as a training set)

Now, although as we mentioned there is a sum on the order of 11,000 photos
when tagged photos are summed across the 76 first-level friends, not all of these
are unique. Out of these, given the possibility of a photo having more than one
person tagged, the number of unique photos is around 7,650, including 50 or so
problematic images, leaving about 7,600 usable. Furthermore some of these will
have only a single face tagged and some more than one face. Indeed, more than
two thirds out of the 7,600 unique photos have more than one tagged face, as can be
seen from the histogram of number of photos containing n tagged faces in Fig. 18.3.
And now the question arises: for how many of the first- and second-level friends of
the robot do we have adequate training sets to create classifiers out of? If we restrict
ourselves to gathering training data through these tagged photos (the simplest and
safest solution, as described in [6]), then we have at least one tagged photo for only
approximately 3,600 out of the 14,000 or so first- and second-level friends of Sarah,
i.e. roughly 25% of the union of first- and second-level friends.

Relationship of Co-occurrence with Friendship Now, let us provide a first quan-
tification of the relationship between face co-occurrence and friendship, as mani-
fested in our data set. Consider the following three questions:

Q1: Given a person A in a photo, what is the probability of any other person B
in the photo being a first-level friend of A? Let us call this P1.

Q2: Given a person A in a photo, what is the probability of any other person B
in the photo being a second level friend of A? Let us call this P2.

Q3: Given two persons A and B in a photo, what is the probability of any other
person C in the photo being a mutual friend of A and B (where it is not
necessary that A is a first level friend of B)? Let us call this P3.
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Fig. 18.3 Histogram of number of photos containing exactly n tagged faces

By examining all the approximately 5,000 unique tagged photos with more than
one tagged face that Sarah has direct access to, we obtain the following estimates
for the three above probabilities (measured across tagged photos with > 1 face):

P1 D 0:785; P2 D 0:024 and P3 D 0:278

Notice that P1 is strikingly high: almost 80% of any two faces in photos are first-
level friends, and this very strong correlation underlies the high effectiveness of the
incorporation of social context in our algorithms, which we will be illustrating by
quantitative results in the next section. Finally, a very important point not discussed
yet deals with the amount of overlap between the identities (people) included in the
training set and having formed classifiers, and those tagged in the testing set. As
mentioned above, there were approximately 1,300 classifiers and 1,400 unique tags
in the testing photos; however, only approximately 400 people had classifiers and
appeared in the testing photos, i.e., only roughly a third or so of the people appearing
in the testing set we had classifiers for.

Demographics According to Friendship The demographics of the identities (peo-
ple) are also quite interesting in their own right. As mentioned above, the intersec-
tion of training and testing set identities is approximately 400, and the union of the
training and testing set identities is straightforward to calculate: 1;300 C 1;400 �
400 D 2;300 people. These can be divided into five categories: those belonging to
the first-level friends of the robot (F1), those belonging to the second-level friends
of the robot (F2), those who are on facebook but not first- or second-level friends
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(F4), and those who are not on facebook (F5). Rough percentages of these cate-
gories within the union and intersection follow:

Union: F1 3%, F2 55%, F3 28%, F4 14%
Intersection: F1 16%, F2 69%, F3 10%, F4 5%

Now, having examined various interesting statistics regarding our data set, we will
proceed to presenting results from our algorithms and comments.

18.2.6 Results and Commentary

Here we present results quantifying the performance of the previously described
algorithms on our acquired data set. Later, in a separate section, experiments in-
vestigating the effect of training set size and consequently providing predictions of
scalability are provided.

Initial Comparison of Algorithms The plots of the recognition results for the three
algorithms are presented in Figs. 18.4, 18.5 and 18.6, i.e. Alg0 without social info,
and Alg1 and Alg2 with social info respectively. In each of these figures, there are
two curves: one corresponding to the correct recognition percentage as a function of
training set size and the other corresponding to participation in the Rank10 subset
of the classifier, again as a function of training set size. It is obvious that the latter
curve should always be above the former. Two linear fits are also presented above
the curves. Correct recognition is in practice useful for an AR system; while Rank10

Fig. 18.4 Alg0 (no social info) Rank1 and Rank10 recognition accuracy, as a function of training
set size
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Fig. 18.5 Alg1 (social info, single seed known) Rank1 and Rank10 recognition accuracy, as a
function of training set size

Fig. 18.6 Alg2 (social info, unseeded) Rank1 and Rank10 recognition accuracy, as a function of
training set size

participation can be useful for an operator-assisted SAR system, where the Rank10
list is presented to an operator for selection.
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The first conclusion to be reached by the figures is that clearly there is a
significant increase in recognition performance through the utilization of social
information (e.g., compare Figs. 18.4 and 18.5). In practice, without social info,
classifiers made from training sets of size 1–50 or so were totally unusable for both
AR as well as SAR; and only remotely helpful in the case of SAR in the case of
larger sets (Fig. 18.4). However, with social info, one can start using SAR even with
training sets of 10 or so, and can definitely use SAR with bigger sets and AR be-
comes useful with sets over 50. In quantitative terms, across all training set sizes,
the Rank1 percentage is 11.5% with Alg0 and 20.3% with Alg1, while the Rank10
percentage grows from 30% to 52.4% (almost a twofold increase). If we restrict
ourselves to only those training sets that have more than four photos, then Rank1
grows from 14.5% to 30%, and Rank10 from 38.5% to 64.4%.

The second conclusion to be reached is that although social information can
really help, by comparing Fig. 18.6 with Fig. 18.5 or Fig. 18.4, it becomes clear
that a reliable seed is required for this to take place. Alg2 (a very simple algorithm,
multiple extensions of which exist as noted) just picks a face at random, calculates
recognition scores for it and chooses the identity that has the highest score as its
true identity, and then seeds Alg1 from this. However, if the seed is unreliable, then
the social-context-driven boost cannot be so simply utilized. For Alg2, Rank1 and
Rank10 percentages are of the order of 4.5% and 12.8% on average; which is even
worse than Alg0. Things do not change with larger training sets, too. However, the
other variants of Alg2 provide improvements, as we shall see later.

Finally, there is a third conclusion which is very important. The total testing time
without utilizing social info is on the order of 23 s per face without parallelization.
With social info, through the option of hard-restriction of the hypothesis space, this
moves down to 4 s, i.e. a sixfold improvement in recognition time, quite important
in real-time scenarios.

Thus, in conclusion: social information helped us achieve a twofold increase in
Rank1 and Rank10 accuracies, and has turned unusable results into usable ones.
However, one should be very careful when seeding; an unreliable seed can revert
the above situation, and a more complicated algorithm than Alg3 has to be used if
no seed exists. Finally, social info can also enable a sevenfold speedup.

18.2.6.1 Tuning Alphas and Betas

An investigation of the tuning of the parameters ˛1, ˛�1, and ˇ, which appear in the
soft versions of Algorithm 1, i.e. Alg1S and Alg1TS . Initially, a number of values
were hand-picked and tried. Then, a non-linear optimization was performed, using
the Nelder-Mead method [13]. The resulting optimum was found to be at

.˛1; ˛�1; ˇ/ D .25; 0; 0:3/ (18.9)

The interpretation of this result is the following: We found that performance was
increasing with ˛1 increasing; however, no further increase took place after ˛1 D 25
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(no further decrease too). In essence, such a huge value of ˛1 (our variance of clas-
sifier score output is much lower), practically makes all first-level friend classifier
biased scores to be bigger even than the biggest non-first level friend classifier out-
put (i.e., equivalent to hard biasing if more than 10 friends of the seed exist). On the
other hand, ˛�1 was found to be optimally at zero; i.e. for the purpose of FR, no
distinction needs to be made between a ‘0’ in the friendship matrix (knowing that
somebody is not a friend of the seed), and �1 (having no knowledge whether the
person is a friend of the seed), hence both categories are equivalent when it comes
to their treatment. Finally, it was found that biasing according to training set size
could indeed improve results, as we had a non-zero value for the optimum ˇ. The
optimum beta for our classifier score statistics was approximately 0:3. For the op-
timal ˛, the increase in Rank1 accuracy by the optimal ˇ was on the order of 1%
(additive over the baseline of roughly 20%) and the increase of Rank10 accuracy
roughly was double at 2% (additive over the 50% or so, baseline).

Summing Up To achieve optimal recognition for Alg1, it is enough to first perform
hard biasing and then to just add a training-set-size biasing term to the remain-
ing classifiers, after having optimized for a value of ˇ (for our classifiers this was
ˇD 0:3). This extra term has a noticeable, however, not significantly large effect on
recognition accuracy.

Effect of Random versus Best Seed A quantitative comparison of Alg2RS and
Alg2BS was carried out. It was found that the latter, which was chosing as the seed
the face that we had most confidence regarding its identity, was superior, giving an
increase of 2% or so for Rank1, and 5% or so for Rank10 accuracy. Still, however,
the overall performance of the algorithm was quite prohibitive.

Effect of Overall Match Metric Initial experiments on cycling around all possi-
ble seeds (i.e., the Rank1 postulated identities of each of the faces in the photos),
performing seeded classification, evaluating the overall confidence of the resulting
solution and selecting as seed, the one that gave maximum overall confidence took
place. For a simple sum square metric, it was found that the results were worse than
Alg2BS (a priori choose best seed) and close to random seed results.

18.2.7 Predicting Scalability

In this section, we attempt to explore the relation of recognition accuracy with the
size of the available friendship network. In order to achieve this, our method, which
we are going to present formally in what follows, was to randomly create subsets of
various sizes, of the robot’s friends and then repeat the recognition process based on
data derived from this subset.

At this stage, we will start using the extra notation which is introduced in
Appendix A.
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Using these extra notations, we generate randomly a subset of Sarah’s friends of
predefined size, denoted by F 0, in each run of our experiments. This subset is then
used to create new photo sets denoted by P 0; P 0tr and P 0te for total photos, the
training photos and the testing photos, respectively. Finally, from these sets, only a
subset of the original DFN can be created, denoted by DFN0, and fewer classifiers
can be built denoted by C 0.

Formally, these sets, satisfy the following relations:

F 0 < F; random subset of size-n (18.10)

P 0 D fp 2 P jtags.p/ \ F 0 ¤ 0g (18.11)

P 0t r D fp 2 Ptrjtags.p/\ F 0 ¤ 0g (18.12)

P 0te D fp 2 Ptejtags.p/ \ F 0 ¤ 0g (18.13)

DFN0 D ft; t 2 tags.p/\ F r.t/ ¤ 0; p 2 P 0t rg (18.14)

C 0 D fU tags.p/jp 2 P 0t rg (18.15)

All these equations are straightforward and actually answer to the question of what
portion of any data set would be accessible provided that the friends set was actually
equal to F 0. It is important to note that, every classifier in C 0 is not trained with the
exact same set of photos, with which the same classifier in C was trained with, or
mathematically the respective sets P 0tri and Ptri are not identically equal for every
I in C 0. Remember that the i -set of a set of photos Po, denoted by Poi is defined by

Poi D fp 2 PojI 2 tags.p/g (18.16)

However, the following lemma holds.

Lemma 18.1.
P 0t ri D P tri ;8I 2 C 0 \ F 0 (18.17)

A proof of this lemma can be found in Appendix B.

18.2.7.1 The Testbed

For the purposes of the research presented in this section, we devised a testbed in
which, random subsets of various sizes were created for the complete set of friends
of our robot (denoted as F ). This yielded new sets of photos for training and testing
and new sets for DFN and for the classifiers (P 0; P 0t r; P 0te; DFN 0; C 0), using the
process described in Eqs. 18.10 to 18.15. In specific, the subset size was ranging
from 0 to jF j , incremented by 2 in each run, taking four samples for each. Actually
F 0 is subset of F , so it is actually a jF 0j-combination of F , meaning that there
are exactly N Š

.N�k/ŠkŠ
, if we denote jF j by N and jF 0j by k. The sample size we

take is small, but from the one hand, a single run of the testbed is computationally
expensive ( 25 s and 50 Mbs for each sample), which puts a significant constraint
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on how many samples we can actually take, and from the other hand taking almost
160 samples in total is enough to perform a quick analysis of how the accuracy is
affected by the total number of people in the social information seed and finally
check how our social algorithms scale to the amount of social information at hand.

In the Table in Fig. 18.7 the sizes of the aforementioned sets are being presented
for subset size that are multiples of 10. It is easy to see that all metrics quickly
converge to a linear relation with the size of the friend s’ subset (F 0). A linear
regression on these values might yield the following results

jP 0j D 79:jF 0j C 451 (18.18)

jP 0t r j D 39:jF 0j C 231 (18.19)

jP 0tej D 23:jF 0j C 134 (18.20)

jDNF 0j D 18:jF 0j C 102 (18.21)

jC 0j D 13:jF 0j C 90 (18.22)

The above equations do reveal some interesting attributes of the Facebook data
set we are analyzing, from which we distinguish the most important to be the rela-
tion of the DFN and the set P of photos as compared to the friends subset size.
All other metrics (testing/training sets and classifiers) are in fact dependent on
these sets.

We begin by taking into consideration the case in which a new person joins our
friendship network and try to examine its effect on the photos that we can access
(P 0) and the identities we can be aware of (DFN0). First of all, for every new person
coming into a social friendship network, new resources are added, such as 79 new
photos, 19 new tags (from these photos) and 13 more classifiers can be built for
our system. These numbers are referring to mean values (Fig. 18.7) and might vary
greatly depending on the social attributes of the new person added. In our data set,
the big majority of our photos contained only one face, which seems also to be true
for the entire Facebook data set based on our experience. This in part explains the

Fig. 18.7 Effect of increasing the number of first-level friends
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relatively large number of photos added for each new person added in the social
circle, since these photos most probably contain only the face of this person, so they
were previously unknown.

The total number of distinct tags of these new photos, add new identities in the
DFN. The total number of these new identities obtained from the tags are mostly
affected by two factors:

1. The likelihood of this person being a friend of someone in our initial network,
and the transitivity of this network

2. The type of images that the new person has available in his profile

For example, if the new person is already a friend of someone in our initial net-
work and the transitivity of this network is high, the new person will most probably
have many of his friends already in it. As a consequence, there is again a high prob-
ability that his or most of his photos have already been available from through those
friends. In addition, the number of faces in a photo greatly depends on the type of
the photo (e.g., personal, friends, events, etc.) which in turn defines how many new
identities can be inserted into DFN.

From our results, this number is approximately 19, which means that for any new
person, 19 more people are discovered whose social information (just the list of 1st
level friends) can be accessed. A simple analysis reveals that we get approximately
one new identity for almost four new pictures added in the photo set. This ratio is
yet another testament on the fact that the personal photos (photos with one face) is
the prevailing type of our photo data set.

18.2.7.2 Recognition Performance and Training Set Size

Another important aspect is how recognition performance changes according the
size of the friendship network that we use as a basis. For example, currently our
robot has around 80 friends; what would be the expected performance of the meth-
ods described above if she had 1,000 or 5,000? An initial layman’s thought might
be that we might not be able to make strong estimations of what this relation might
be, since accuracy improvement using social information is largely dependent on the
type of photos that were used both in the training and the testing set (e.g., applying
social information on a testing set with personal photos only, i.e. photos with one
face, would be useless).

Nevertheless, the results of the previous section indicate a strong and stable cor-
relation among the various data sets that are the focus of our research, which can be
used to a certain extent for obtaining some insight over the extent of how useful the
social information-based algorithms can be, for bigger numbers of first-level friends
and larger sets in general. For this, one has to first identify the circumstances under
which, applying social algorithms on the testing photos, provide the best results.

A very important observation to be made at this stage is the following: in Alg0
(w/o social ctxt), the larger the set of classifiers we have, the smaller we expect our
recognition performance to be, as there are more possibilities for false identification.



474 N. Mavridis et al.

This is indeed the case, as can be verified by the lower curves in Fig. 18.8. On the
other hand, for Alg1 (with social ctxt), one should notice that in the hard-bias case
we are effectively restricting our hypothesis space (number of effective classifiers)
to the first-level friends of the seed face (and not to the first-level friends of the
robot, and all the classifiers that are created through our process of getting their
tagged photos and using other tags too). That is to make things clearer: as the num-
ber of first-level friends of our robot increases, so does the number of classifiers that
it can create. However, if using Alg1 for recognition, the effective hypothesis space
of classifiers does not grow; because it depends on the number of friends of the seed
faces, and not of the robot. That is even if the number of friends of the robot in-
creases dramatically, in which case the recognition performance of Alg0 (w/o social
ctxt) will fall, we do not expect the same to be the case for Alg1 (w social ctxt),
given that its performance depends on the average number of friends of the seed
faces, and not on the actual number of friends of the robot. Thus, as the number
of friends of the robot increases dramatically, we expect Alg 1 to sustain its perfor-
mance; and this seems to be, at first glance at least, the case in Fig. 18.8.

In conclusion: We saw how various quantities related to our problem vary as a
function of the number of first-level friends of our robot. Many of these grow lin-
early, as we have seen. Recognition performance without social information (Alg0)
falls as this number grows, as expected. However, recognition performance with
social information (Alg1) is expected to remain stable after a while, due to the
argument given above: i.e., the effective constraining of the hypothesis space to
size equal to the average number of first-level friends of the seed. This, at first sight,

Fig. 18.8 Recognition performance as a function of increasing number of first-level friends of the
robot, estimated using the multiple subsets technique described here. Upper curves: Alg1 (with
social ctxt). Lower curves: Alg0 (no social ctxt). The three curves in each group correspond to the
mean value as well as meanCstd and mean�std.
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seems to also agree with the results of our empirical investigation, and is a very
encouraging result, promising very good scalability of our method.

18.3 Using Co-occurrence in Photos Towards Estimation
of The Friendship Network

18.3.1 Introduction and Problem Setting

After having seen how social context (and more specifically knowledge of the
friendship relation among individuals) can help enhance FR, through exploitation of
the correlation of friendship with face co-occurrence in photos, now we will discuss
the inverse problem, i.e., how we can estimate the friendship relations of a number
of individuals, by having many photos of them.5 Again, the key is obviously the
correlation of co-occurrence of faces in photos with friendship. More precisely, we
define the following problem:

Pr4 Given a number of photos containing tagged faces, estimate the friendship ma-
trix ( OFM) of a number of individuals. Metrics for comparing the success of different
approaches usually measure the differences between the estimated ( OFM ) and orig-
inal friendship matrix (FM). One possibility is to employ signal detection theoretic
metrics and investigate false positive rates, sensitivities, confusion matrices, and
ROC curves. This is the approach being followed here.

18.3.2 Proposed Algorithms

We propose a basic class of algorithms for solving Pr4.

18.3.2.1 Algorithm 4

Input A set of tagged photos
Output A friendship matrix estimate

First, we create a co-occurrence count matrix CM, in the following manner, starting
from a zero matrix: for each photo in the input set, take all possible pairs of faces
(Fi ; Fj ), including the case for i D j , and increase the count in the co-occurrence
matrix in CM.i; j /. At the end of the process, the resulting symmetric matrix will
have the number of occurrences of an identity’s face in the diagonal of the matrix,

5 To our knowledge, Hiroshi Ishiguro first mentioned a similar problem for the case of a robot
observing people [12].
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and the number of co-occurrences of two identities i and j in the off-diagonal ele-
ment CM.i; j /. Now, the co-occurrence matrix has to be converted to an estimate
of the friendship matrix. The following two approaches are proposed, and results
will be presented below.

Alg4T Here, simple thresholding is employed. The friendship matrix is to be filled
with f1; 0 or � 1g, corresponding to the three cases (are friends, are not friends,
do not know). If our ultimate purpose is to later reuse the matrix for social-context
assisted FR, then as we saw above in the results section for the algorithm2, we do not
need to differentiate between the cases of .�1 D donot know/ and .0 D not friends/,
because for the case of optimal recognition results the weight a�1 is zero. Thus,
we move across the diagonal of the co-occurrence matrix CM and if the diagonal
element is zero, we fill row i and column j of OFM with �1. If it is non-zero, then
we copy the corresponding row and column from CM to OFM after transferring
through the following rule:

R1

OFM .i; j / D

8
ˆ̂<

ˆ̂:

�1 if
CM.i; j /

CM.i; i/�CM.j; j /
� Th1

1 if
CM.i; j /

CM.i; i/�CM.j; j /
>Th1

(18.23)

If we are interested in also creating a friendship matrix containing not only 1 and
�1 but zeros, then a variation of the above rule could be:

R2

OFM.i; j / D

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

�1 if CM.i; i/ � CM.j; j / < Th26

0 if f CM.i; j /

CM.i; i/ � CM.j; j /
� Th1 g ^ f CM(i,i)� CM(j,j)>Th2g

1 if f CM.i; j /

CM.i; i/ � CM.j; j /
> Th1 g ^ fCM(i, i)� CM(j, j)>Th2g

(18.24)

The appropriate thresholds are chosen through signal detection theory, given a cri-
terion for choosing the operating point.

Alg4TE Here we employ transitive extensions (TE) instead of thresholding. The
underlying idea that when the set of photo observations is small, if Id1 and Id2
appear in a photo, and Id2 and Id3 appear in another, then chances are they are
all first-level friends with each other. Thus, we quantize the co-occurrence matrix
CM to contain only 0 (no co-occurrence) and 1 (for non-zero co-occurrence count).
Then, we multiply CM with itself m times, and quantize again. The appropriate
value of m is again determined through a signal detection theoretic criterion. We

6 Not enough observations for adequate knowledge.
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expect to reach transitive closure (TC) after a specific m, and after this no further
changes arise if we further multiply and quantize.

18.3.3 Results

Results of the two cases of R1 (with and without TEs) will be described here. In our
experiments, the data set as described in Sect. 18.2.5.1 was used and we compared
our resulting estimated friendship matrix OFM against the original friendship matrix
FM described in Sect. 18.2.1. In more detail, we were able to reach a total 2,637
people (following the tags accompanying the facebook photos) through the friends
of our robot Sarah’s facebook profile. Hence the dimensions of CM, FM and OFM

matrices are the same (i.e., 2637 � 2637). As already discussed in Sect. 18.3.1, in
R1, we do not differentiate between relation levels �1 and 0, the resultant confu-
sion matrix reduces to Fig. 18.9. Receiver Operating Characteristics (ROCs: True
Positive Rate versus False Positive Rate) are presented in Figs. 18.10 and 18.11.

When FM is constructed using R1 without transitive extensions, the ROC of
Fig.18.10 is obtained.

Using R1 with TEs, TPR (True Positive Rate) and FPR (False Positive Rate)
stabilize after nine iterations (m D 9). By looking at the graph in Fig. 18.11, one
can observe that with TEs, the TPR almost saturates at 23%, meanwhile the FPR
gradually grows. On the other hand, in the case without TEs, the TPR and FPR
remain almost constant at 11% and 0% (Fig. 18.10 which are both lower than the
former. Therefore, it is quite obvious that using simple TEs increases the TPR rate
by approximately double meanwhile the corresponding increase in FPR remains
insignificant. Thus, we have seen how with computationally very less expensive
methods that are easy to implement one can easily recover a significant amount
of the friendship network from photos; and one can chose among many possible
operating points depending on the tolerance of different FP and FN.

Fig. 18.9 Confusion Matrix
for R1
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Fig. 18.10 ROC: TPR � 100 (Y) vs FPR � 100 (X) for 50 iterations (Th1=0:0.01:0.5), no TE

Fig. 18.11 ROC: TPR � 100 (Y) vs FPR � 100 (X) for 50 iterations (Th1=0:0.01:0.5), TC at
m D 9
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18.4 Conclusion

In this chapter, we have discussed proposed algorithms and demonstrated through
real-world results how knowledge of the “friendship” social relation can help create
faster and better face recognition, and how sets of photos with recognized faces can
help estimate the friendship relationships existing among individuals. This was pos-
sible, because the two relations of friendship (among individuals) and co-occurrence
(of faces in photos), though appearing in different realms (social vs. visual sensory),
have a strong correlation: faces that co-occur in photos often belong to individuals
that are friends. Using real-world data gathered from “facebook”, which were gath-
ered as part of the “FaceBots” project, the world’s first physical face-recognizing
and conversing robot that can utilize and publish information on “Facebook”, we
presented novel methods as well as results for utilizing this correlation in both di-
rections. The results were quite encouraging: in our primary example, we were able
to demonstrate doubling of the recognition accuracy as well as a sixfold improve-
ment in speed. Various improvements, interesting statistics, as well as an empirical
investigation leading to predictions of scalability to much bigger data sets were also
discussed. Finally, we hope that apart from the specifics presented here, this chapter
has also acted as a concrete demonstration that very promising avenues exist at the
crossroads between social networks and numerous other areas, many of which are
open to future exploration.

Appendix A

Formal Notation Here we introduce a notational system in order to formalize
our basic concepts and enable a succinct and precise exposition of the rationale
behind using social algorithms. This system should be considered complimentary
to the notation introduced in Sect. 18.2.1 which was more a verbose explanation
of the algorithms. In order to be able to enumerate identities, we are assigning to
an identity, a unique positive integer (not necessarily the same with the facebook
identity, for those identities that are on facebook). If the maximum assigned id is
denoted by M, we can define a total set of our assigned ids as:

D D f1 : : : Mg (18.25)

Next, we denote the set of all tagged facebook photos as Pb .

Pb D fTotal set of facebook photosg (18.26)

We assume that there is a function which maps a photo to the set of id’s of its
corresponding tags:

tags./ D Pb

maps to! Dk (18.27)

We also assume that there exists a procedure Fr:
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Fr.x/ W Dk maps to! Dk D fids of friends of xg (18.28)

For convenience, we assume x 2 Fr.x/. Based on Fr we can define:

FR D Friendship Relationship D D �D
maps to! f�1; 0; 1g (18.29)

for which it holds

FR.i; j / D
8
<

:

1; iff i 2 Fr.j / or j 2 Fr.i/
0; iff i … Fr.j / and Fr.j / ¤ 0 or j … Fr.i/ and Fr.i/ ¤ 0
�1; otherwise

(18.30)

Notice that FR.i; j / D �1 , only when we do not have social information for
neither i nor j . Also notice that FR.i; j / D FR.j; i/, i.e., FR is a symmetric rela-
tion and also non-transitive. The FR relation is the same as presented in Sect. 18.2.1.
We further define notation to account for our Robot’s Id, for the first-level friends of
an Id, and for the available tagged photos containing a set of ids:

s D Our Robot’s Id (18.31)

F D F r.s/ (18.32)

P D fp 2 Pbjtags.p/ \ F ¤ 0g (18.33)

where the member p of P is the same as P h in Sect. 18.2.1. Equation 18.32 provides
a set of our robot’s friends. Equation 18.33 is the set of all photos that are accessible
by our robot through its friend network (F ). By dichotomizing this, we are able to
build two sets of photos, for training and testing Ptr; Pte, respectively. A classifier
(denoted as C l in Sect. 18.2.1 is an HMM (Hidden Markov Model) of the facial
characteristics of an identity. Therefore, the set of classifiers can be mapped on the
set of ids (D)

C D fset of classifier ids derived from the training set 8p 2 Ptr g (18.34)

We then proceed by defining the discoverable friendship network DFN as the total
set of tagged ids on every photo of the training set:

DFN D ft j 8p 2 Ptr; t 2 tags.p/ and Fr.t/ ¤ 0g (18.35)

We then create a new set which will be the basis of our social information:

De D extended id set D fC [ DFNg (18.36)

Finally, we then define the friendship matrix (already introduced in Sect. 18.2.1)
which holds information for friendship relationship among all accessible ids (as
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available in De):

FM D Friendship matrix D De � De ! f�1; 0; 1g (18.37)

for which
FM.i; j / D FR.i; j /; 8.i; j / 2 Fe (18.38)

the tuple .F; P; DFN; FM; C / defines completely an instance of the problem we are
investigating. This completes the set of notational machinery required.

Appendix B

Lemma 18.2. The training sets of the classifiers in C 0 (the new set of classifiers
produced by starting from the reduced friends set F 0), and specifically those clas-
sifiers in C 0 with Id’s belonging to F 0, will be identical with the training set of
the original classifiers in the full problem (i.e., those arising for F 0 D F , the full
friend set).

P 0tri D Ptri ;8I 2 C 0 \ F 0 (18.39)

Proof. First notice that:
P 0tri � Ptri (18.40)

This is true since for any p in P 0tri , it holds that:

I 2 tags.p/8p 2 P 0tr) I 2 tags.p/8p 2 Ptr) p 2 P 0tri (18.41)

Now assume that P 0tri < Ptri , then there exists a photo p such that

p 2 Ptri (18.42)

p … P 0tri (18.43)

From (18.43) we get that

p … P 0t r since I 2 tags.p/ (18.44)

From (18.42) we get that
p 2 Ptr (18.45)

Therefore from the definition of P 0t r , we get that

tags.p/ \ F 0 D 0 (18.46)

However, it holds that
I 2 tags.p/ (18.47)
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I 2 F 0 \ C 0 (18.48)

therefore:
tags.p/ \ F 0 � fI g ¤ 0 (18.49)

The initial assumption has led us to a contradiction, and the training sets for the
classifiers that also belong to the new F’ friend subset are identically the same.
In the special case, in which, jtags.p/j D 1 , for every p 2 P, (photos with one
face), which is also the vast majority of our own photos, it is easy to prove the
equality of the training sets for any classifier in the entire set C 0. In brief, (18.46)
in the above Lemma) I … F 0, while C 0 \ F 0 � F 0;) I 2 F 0, which is also
a contradiction. Therefore, the entire set of classifiers C 0 will be trained with the
same set of training images.
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