Chapter 12
Quality of Service in Wireless Sensor Networks

Can Basaran and Kyoung-Don Kang

Abstract Although well studied for traditional computer networks, quality of ser-
vice (QoS) concepts have not been applied to wireless sensor networks (WSNs)
until recently. QoS support is challenging due to severe energy and computational
resource constrains of wireless sensors. Moreover, certain service properties such as
the delay, reliability, network lifetime, and quality of data may conflict by nature.
Multi-path routing, for example, can improve the reliability; however, it can increase
the energy consumption and delay due to duplicate transmissions. Also, high reso-
lution sensor readings incur more energy consumptions and delays. Modeling such
relationships, measuring the provided quality, and providing means to control the
balance is essential for QoS support. In this context, this chapter discusses existing
approaches for QoS support in WSNs and suggests directions for further research.

12.1 Introduction

Quality of service management refers to systematic approaches to measuring and
managing the quality of computational services. It has recently attracted a lot of
interest, especially producing abundant research results in wired networks. A QoS
study investigates the interplay between various service parameters such as band-
width allocation and their impact on the provided service quality such as delay,
jitter, and/or throughput. Reservation-based approaches such as IntServ [1] and
reservation-less approaches such as DiffServ [2] are developed in order to provide
bandwidth guarantees and service differentiation, respectively. IntServ architecture
specifies a flow-based bandwidth reservation protocol to provide seamless data
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streams to users. On the other hand, DiffServ architecture does not maintain
per-flow status. Instead, it supports differentiation between service classes to pro-
vide better QoS, e.g., shorter delay and smaller jitter, for a service class with a
higher priority.

Mobile Ad hoc NETworks (MANETS) have different challenges for QoS sup-
port [3]. The differences stem from dynamic topologies, relatively low bandwidth,
and shared wireless communication medium associated with MANETS. Despite all
these differences, most QoS studies in MANETS focus on bandwidth allocation [4].
The fact that MANET topologies are more stable and nodes in such topologies are
more capable than those of WSNis distinctly differentiates between the two network
domains.

WSNs have an entirely different architecture. Individual nodes in a WSN have
severe resource constraints in terms of energy, network bandwidth, memory, and
CPU cycles. Also, they have unstable radio ranges, transient connectivity, and uni-
directional links [5]. Despite these constraints, WSNs are often deployed for mission
critical applications. These properties highlight the importance of QoS in WSNss [6].
Unfortunately, existing QoS approaches are not directly applicable to WSNs. For
example, flow-based approaches such as IntServ need to establish end-to-end con-
nections; however, an individual sensor node does not have sufficient resources
to manage the state information per connection. Moreover, unstable connectiv-
ity between nodes makes it impossible to establish a persistent path between two
distant ends.

A WSN acts as a collective unit to provide a sensor data service such as target
tracking, fire detection, or habitat monitoring. Notably, QoS requirements, e.g., the
required accuracy of sensor readings and the importance of a single reading, vary
greatly from application to application. For instance, a routing protocol in a short-
term target tracking application can be tuned to minimize the delay and maximize
the reliability via real-time multipath routing for increased energy consumptions.
For fire detection in a smart building, reliability is critical to ensure that impor-
tant sensor readings are not lost. However, timeliness can be differentiated based on
data values such that high temperature or pressure readings receive higher priority
than normal readings. Also, redundant data indicating normal status can be aggres-
sively aggregated to minimize energy consumptions. Further, a WSN deployed for
long-term habitat monitoring may not need to support real-time data transmission.
Data can be aggregated to minimize the energy consumption and stored at the base
station to be sent to scientists every day, for example, via a satellite connection.
Therefore, establishing a QoS model based on a specific application scenario allows
us to identify key QoS requirements and metrics from which a feasible QoS man-
agement scheme potentially involving trade-offs can be derived. At the same time,
it is important to identify key QoS requirements, if any, which apply to most WSN
applications. Overall, QoS support in WSNs is a fairly new research problem with
many remaining issues to investigate. In this section, we give a survey of well-
known existing work, while discussing QoS issues in WSNs for future work.
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12.2 Background

The quality of information provided by a WSN, e.g., accuracy, timeliness, or reli-
ability, and the overall lifetime of the WSN are two major, conflicting properties.
It has been reported that each link on a path increases the average packet loss ratio
by approximately 5-10% depending on the node density and communication pat-
tern [7], which results in the loss of approximately half of the packets along a path of
15 nodes. The same study [7] identifies that the shortest round-trip-time is approxi-
mately 600 ms, while the largest delay is approximately 5s for a WSN covering an
area of 1,200 m?. This is a clear indication of unstable behaviors of wireless com-
munication media. Guaranteeing QoS in such a medium is certainly a challenging
issue [8].

It is possible to craft tailored solutions for specific application needs and avoid
generic approaches. But even so, an application often needs to execute in differ-
ent states, while having flows with different priorities including control messages,
periodic sensor readings, and alert messages. To provide network-wide QoS, each
system component must comply with the desired QoS parameters. In this chapter,
MAC (medium access control) layer, network layer, and in-network processing so-
lutions for QoS support in WSNs are discussed. A number of these approaches are
cross-layer solutions, since it is not always possible to divide system components
into mutually exclusive modules. In fact, the reflections of the open systems inter-
connect (OSI) layers have a tendency to melt into each other in WSNs [9].

12.2.1 MAC Layer Solutions

The MAC layer provides channel access control services, which allow nodes to
share the multiaccess wireless communication channel. Most network layer QoS
solutions in the timeliness domain have MAC layer extensions. These extensions
include, but are not limited to, modifications of the CSMA/CA protocol such that
the back-off delay is inversely proportional to the priority of the packet being sent.
Hence, upon a collision, a node with a high-priority packet to transmit waits for a
shorter time interval before retrying to gain access to the wireless channel.

Since retransmissions are handled in the MAC layer in case of a transmission
failure, upper layers may need to query the MAC layer in order to obtain informa-
tion on the congestion state and the link quality. Most routing solutions examined in
Sect. 12.2.2 utilize this information for delay estimation. Overall, MAC level QoS
support is mostly limited to the policies implementing scheduling, channel alloca-
tion, buffer management, error control, and error recovery. The MAC layer QoS
support in WSNs particularly focuses on scheduling and channel allocation to sup-
port upper layer services, such as routing and data aggregation, as discussed next.

QUIRE [10] is a cluster-based MAC protocol trying to form node clusters such
that only one node in a cluster sends sensed data by communicating with a mobile
agent flying over the deployment area. This approach focuses on WSNs with mobile
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agents that partition the region into hexagonal cells. Each agent broadcasts the cell
radius, hovering over each cell. Each node in the cell receives this message and waits
for a period inversely proportional to the quality of the received message. During the
wait period, if a node hears a reply to the broadcast message from a node in the same
cluster but with a better link quality, it cancels its own transmission. This approach
aims at collecting sufficient data from the network such that the data distribution in
the sensed field can be regenerated with a given probability Ps. At the same time,
QUIRE ensures that the point of sensing can be estimated with a mean square error
less than the maximum distortion D. Cell partitioning is accomplished taking into
account the QoS metrics P and D.

O-MAC [11] is an energy-efficient, QoS-aware MAC protocol for WSNs
designed to offer service differentiation between two classes via intra- and inter-
node scheduling. Each node has an intra-node classifier which uses a separate FIFO
queue for each priority level. Inter-node level classification gives the channel to the
node with the highest urgency. The urgency of a node is evaluated by considering
its packet priority, remaining number of hops to the destination, remaining energy
of the node, and the queue lengths.

CC-MAC [12] exploits spatial correlation of sensor readings by pruning redun-
dant data. Since sensor nodes within certain proximity generate similar data, based
on the statistical information on node distribution, a correlation radius is calcu-
lated. This radius is used by CC-MAC to define correlation regions and perform
filtering of messages belonging to the same correlation region. CC-MAC protocol
is composed of two major components: Event MAC (E-MAC) and Network MAC
(N-MAC). While E-MAC reduces the in-network traffic by dropping packets in the
same proximity, N-MAC deals with forwarding filtered packets to the sink and pri-
oritizes packets coming from foreign proximities. Although left as a future work,
the QoS implications of proposed approach are evident, as the correlation radius
may be tuned according to user-defined accuracy constraints.

An Implicit Prioritized Access Protocol for WSNs [13] defines a MAC layer
protocol for cell-structured networks. The protocol provides delay guarantees for
message delivery, while fully utilizing the available bandwidth via an earliest dead-
line first (EDF) scheduler, which exploits the periodic nature of WSN messages.
In this approach, nodes are grouped into cells. All nodes within a cell are directly
linked with each other. Intercell communication is handled by more capable clus-
ter heads (CHs). A CH has two transceivers to transmit and receive packets at the
same time. A total of seven radio channels are used in the whole network, which is
modeled as a collection of hexagonal cells. A CH can communicate with the sensors
in its cell, while communicating with the CHs of the (maximum six) neighboring
cells using different channels. Intracell communication is based on a shared EDF
schedule. The shared nature of this schedule allows all nodes to know precisely who
should talk, and when. Moreover, some time slots are reserved for intercell commu-
nication. Using these time slots, CHs talk with each other based on another EDF
schedule. If a node will not use the rest of the slots allocated to it, it broadcasts a
yield message for the remaining slots. In this case, the next eligible node can take
over the channel, increasing the bandwidth utilization.



12 Quality of Service in Wireless Sensor Networks 309

12.2.2 Network Layer Solutions

MAC layer protocols can handle one-hop communication. For end-to-end QoS
guarantees, network layer support is needed. The network layer QoS in WSNs
encompasses end-to-end real-time service and reliability, which are fundamental
requirements for mission-critical WSN applications. Because of energy demanding
nature of radio transmissions [14, 15], QoS-aware routing protocols also have to use
minimum number of control messages. It is challenging to support the desired QoS,
while minimizing the number of control messages.

Given the scarce resources of sensor nodes [16], implementing an efficient rout-
ing protocol with no help from the underlying MAC layer is a daunting task. It
follows that most of the approaches in this category are cross-layer solutions, which
are built upon a QoS-aware MAC protocol to leverage lower level network informa-
tion and service needed for QoS provision at the network layer.

In the reliability domain, using multipath routing [17—19] is a common approach.
The idea behind this scheme is to exploit the high node density prevalent in WSNs.
Because of the high density, there could be multiple paths between the source and
the sink. If we assume that the packet delivery ratio for a link is 95%, then the deliv-
ery ratio for a 14-hop path is less than 50%. However, if there is a second, disjoint
path with the same number of hops and link reliability, packets can be duplicated
along the two paths to achieve a delivery ratio of 75%. The increase in reliability
is achieved by sacrificing network lifetime, since energy consumption is roughly
doubled if two paths rather than one are used. Alternatively, multipath routing can
support load balancing to increase the network lifetime [20]. To transmit a packet,
in this case, the routing algorithm only selects a single path among multiple paths
for load balancing.

RAP [21] proposes a cross layer, i.e., network and MAC layers, architecture
designed to support soft real-time requirements in WSNs. The architecture employs
geographic forwarding (GF) [22,23], in which a node forwards a packet to its one
hop neighbor that is closer to the sink than the node is. When there are multiple one
hop neighbors closer to the sink, it forwards the packet to the node that is closest
to the sink. Thus, a node only has to keep the geographic locations of its one-hop
neighbors.

In RAP, the sensing period and deadline are specified for each query. RAP applies
Velocity Monotonic Scheduling, in which the priority of a data packet responding
to a query is determined according to its requested velocity = distance/deadline.
Specifically, in Static Velocity Monotonic (SVM), a permanent priority is assigned
to a packet at the source according to the required velocity. On the other hand,
Dynamic Velocity Monotonic (DVM) supports dynamic velocity adjustment at
relay nodes. In DVM, when an intermediate node receives a packet, it assigns a
new priority to the packet according to the remaining distance to the sink and
time to the deadline. Therefore, when a packet suffers congestion, its priority,
i.e., velocity, can be increased. On the contrary, if a packet moves faster than the
requested velocity, its priority is decreased providing more bandwidth to others.
This approach, however, requires either time synchronization [24] or MAC layer
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support for elapsed time calculation. In [21], DVM underperforms SVM possi-
bly due to the lack of a reliable mechanism to measure the in-network delay and
adjust the velocity accordingly. RAP requires prioritized MAC, which differen-
tiates back-off delays according to the packet priority. Upon a collision, a node
picks a random back-off delay in the interval [0,CW). The contention window
CW = CWpey x (2 + (PRIORITY — 1)/MAX_PRIORITY) where CW ., is the
previous contention window size and MAX_PRIORITY is the number of priority
levels similar to [25]. As a result, a high-priority packet is likely to have a shorter
back-off interval upon a collision.

Greedy GF is not always possible in the presence of a void, in which neither
of the one hop neighbors is closer to the sink than the node that currently has the
packet [22,23]. However, RAP simply assumes the constant availability of GF and it
lacks void avoidance logic. It also has no congestion control mechanism. As a result,
many packets with high-velocity requirements may miss their deadlines when the
network is congested. Furthermore, the study does not consider the dynamic nature
of WSN links and nodes in detail.

SPEED [26] is a routing protocol that aims to provide a uniform delivery speed
across a WSN. Similar to RAP, SPEED relies on GF. Unlike RAP, it does not de-
pend on MAC level real-time support. Each node keeps the location information of
its one-hop neighbors and delay estimation for each link, which is computed using
regular data messages and corresponding delays piggybacked on the acknowledg-
ments (ACKs).

The QoS parameter delivery speed (SetSpeed) is supported in a best effort man-
ner. Each node forwards a packet to a one-hop neighbor that is closer to the sink and
to which it is connected via a wireless link that supports the SetSpeed. A neighbor
supporting a higher speed is more likely to be selected. This forwarding approach is
called the stateless nondeterministic geographic forwarding. If the required speed
cannot be supported, packets are dropped with a given probability called relay ratio,
which is calculated by the neighborhood feedback loop at the MAC layer based on
the measured packet loss information indicating the severity of congestion or bad
link quality.

When a node has no forwarding candidate, which is closer to the sink than itself
or it cannot satisfy the desired speed to a specific destination, the node performs
backpressure routing. The node issues a backpressure beacon to upstream nodes
to notify them of the average delay suffered by the link on the path to the sink.
Nodes receiving this information update their tables with the new information. If
a node does not have the issuing node as a candidate to the destination it ignores
this backpressure beacon. Voids are also avoided on the fly using backpressure
beacons. A node identifying a void sets the average delay to infinity and informs
upstream nodes.

Multipath Multi-SPEED (MMSPEED) [17] is a cross-layer protocol encom-
passing the network and MAC layers. It extends SPEED by providing multiple
network-wide speed levels for service differentiation, while supporting QoS in the
reliability domain at the same time. For scalability, MMSPEED relies on GF, simi-
lar to RAP and SPEED. The key idea is to have different speed layers over a single
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network. Hence, for N speed layers, there are N different SetSpeeds. Each virtual
layer has its own FCFS queue. Different from SPEED, the MAC layer in MM-
SPEED prioritizes packets belonging to higher speed layers over those of lower
speed layers. Additionally, each node computes the remaining time to a packet’s
deadline and dynamically sets a new speed layer for the packet such that the new
speed is the minimum speed able to satisfy the deadline requirement.

In the reliability domain, MMSPEED leverages the loss rate information pro-
vided by the MAC layer and multipath routing. Assuming a homogeneous loss rate
across the network and a homogeneous hop distance, node i locally estimates the
end-to-end reachability (RP) of a packet to destination d through one-hop neighbor
node j as follows:

RPiL.Zj — (1 _ ei,j)(l _ ei.j)[estimaled number of hops]’ (121)

ptwhere ¢; ; is the known one-hop loss rate for the link between nodes i and ;.
The hop count in (12.1) is estimated by dividing the known distance to the final
destination by the known one-hop distance to node j. Thus, the last part in (12.1),
ie., (1 — ¢ ;)lestimated number of hops] “ig 5 rough estimate for the rest of the network.
Given a required reliability P™9, node i can forward the packet to node j if RPi‘_’!j >
P4, Since decisions are based on estimates that can later prove to be incorrect, dy-
namic compensation logic is also implemented. When a node s cannot find a single
neighbor satisfying P™4, it can choose to forward the packet to two nodes (j; and
J2)- In this example, if P™ = 80%, RP, = 70%, and RP, = 60%, then node
s will calculate total reaching probability (TRP) as follows:

TRP = 1 —(1—RP¢ (1 -RP?
=1—(1-0.7)(1 —0.6) = 0.88.

where 11— RPSd ;1) is the probability that the path through node j; will fail and (1 —

2) is the probability that the path through j, will fail. Thus, TRP is the prob-
ab111ty that at least one of them will deliver the packet toward the sink. Node s can
arbitrarily assign a new P4 (e.g., 0.6 and 0.5) to each node because TRP = 1—(1—
0.6) (1 —0.5) = 0.8. Similar to the case of the timeliness domain, when a node suf-
fers the existence of unreliable neighbors, it can use reliability backpressure beacons
to decrease the expectations of upstream nodes. In this case, the node issuing a back-
pressure beacon will not be assigned a reliability level more than that specified in the
beacon message. As the effect of a backpressure beacon only lasts for a limited time
period, the impact of transient link problems on reliability assessment is limited.

By serving each level with just enough speed and reliability, MMSPPEED effi-
ciently utilizes precious resources.

JiTS (Just-in-Time Scheduling) [27] is a network layer protocol for soft real-
time packet delivery. JiTS only considers timeliness without considering reliability.
It does not assume the underlying support of a QoS-aware MAC. Instead, it re-
lies on the widely accepted nonprioritized IEEE 802.11 MAC. Unlike other routing
protocols, JiTS aims at delaying a packet as much as its deadline allows. The
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idea of delaying packets is similar to the just-in-time delivery concept proposed
in Mobicast [28] designed for mobile users of sensor data. Unlike Mobicast, JiTS
does not assume user mobility. Also, it can be useful especially when in-network
data aggregation is employed. Exploiting the slack-time increases the probability of
similar data meeting at a relay node for aggregation.

JiTS forwarding logic uses a sorted queue where packets are inserted in nonde-
creasing order of target transmission time. The packet at the head of the queue is
forwarded when the transmission time is reached. Target transmission time is calcu-
lated using the average one-hop delay estimated via ACK messages and estimated
number of hops to the destination. The slack time determining the target transmis-
sion time (= current time + slack time) is estimated and uniformly distributed over
all hops in the path:

(Deadline — EETD)
distance (X, sink)

Slack time = a, (12.2)

where EETD is the estimated end-to-end transmission delay, which is equal to the
product of the estimated average one-hop delay and the estimated number of hops
to the destination. Also, variable a in (12.2) is the safety factor. By setting it to a
value less than 1 such as 0.7, JiTS can tolerate estimation errors.

JiTS has several variations. Especially, nonlinear JiTS shows the best perfor-
mance among them. In a WSN, congestion may increase as packets approach the
sink due to many-to-one communication patterns from sources to the sink. To reduce
potential contention near the sink, nonlinear JiTS delays a packet more as the packet
gets closer to the sink. Specifically, exponentially increasing portions of the esti-
mated slack are allocated to the nodes closer to the sink:

(Deadline — EETD)

Slack time = SRJO

X d, (12.3)

where R is the remaining distance to the sink and O is the estimated one-hop
distance.

Unlike RAP, SPEED, and MMSPEED, JiTS does not assume any specific rout-
ing protocol. In their simulation study, the shortest path routing protocol supported
by many WSN systems such as TinyOS considerably outperforms GF in terms of
deadline miss ratio and packet drop ratio.

LESOP (Low-Energy Self-Organizing Protocol) [9] is built based on a new
two-layered network architecture called embedded wireless interconnect (EWI) re-
placing the OSI model. The design of EWI is justified by the fact that almost all
solutions in WSNs require cross-layer implementations.

LESOP was specifically designed for target tracking applications, in which the
first node detecting the target initiates the cooperation among nodes by broadcasting
busy tones through a secondary wake-up radio channel. LESOP focuses on the ac-
curacy of the target location by modeling trade-offs between QoS, i.e., the accuracy
of the target location, and energy consumption. Increasing the idle time between
sensing intervals decreases energy consumption, but it increases the delay for target
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detection. This is an evident trade-off between energy and QoS. Moreover, LESOP
models the relationship between the target tracking error and the coverage to deter-
mine the minimum number of nodes that should be in sensing state. This minimum
is calculated by using a QoS knob that is the minimum acceptable gain achieved
by adding a new node to the sensing set. A drawback of LESOP is requiring a sec-
ondary radio, which can increase the cost.

12.2.3 In-Network Data Services

Since sensor readings are often redundant, sensor data can be aggregated in the
network to reduce the number of packet transmissions and corresponding energy
consumptions [29]. Such services can be implemented as a part of a user level ap-
plication or a separate data service layer [30]. This domain deals with the quality
and accuracy of the sensed data as well as minimization of in-network traffic, while
conforming to a predetermined sensing accuracy. It is important to take into con-
sideration that the process of aggregation may violate real-time constraints [48],
because it requires relaying nodes to delay messages in order to aggregate them
with data from different nodes. Thus, data aggregation should cooperate with QoS-
aware routing and MAC to maximize the effect.

Prediction-based monitoring in sensor networks (PREMON) [31] applies the
principles of MPEG [32] compression to the field of WSNs. In this approach, the
sink node accumulates sufficient information to construct a prediction model. It then
distributes this model to appropriate sensors along with the lifespan associated with
this model. Sensor nodes receiving the prediction model change the mode of sensing
to update mode and begin to send their sensor readings only when they differ from
the predicted values by more than a predefined error margin. This is how a requested
quality of monitoring (QoM) is provided.

PREMON is one of the first approaches to predicting sensor readings for the
reduction of radio transmissions. The reduction depends on the error tolerance,
i.e., the predefined QoM, and the correctness of the prediction model. Frequent dis-
tribution of a prediction model by a base station may consume significant amount of
precious energy. Also, the scalability of PREMON is limited due to the centralized
model construction.

Temporal Coherency-Aware in-Network Aggregation (TiNA) [33] proposes an
approach to exploiting the temporally coherent nature of sensor readings. Each
query has a zct (temporal coherency tolerance) value specified within the query
itself. If the difference between the new reading and old one is smaller than the
associated tct value, sensors do not report their readings. Parent nodes keep track of
their child nodes while trying to aggregate their readings. If the parent does not re-
ceive an update from any of its children, the old reading from the child (or children)
is used for aggregation. To distinguish a failed node from a node remaining silent
because of the TiNA logic, a node sends periodic heartbeat messages to the parent.
In this way, TiNAS’s approach increases the quality of data (QoD) when network
suffers severe congestion.
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Romer et al. [34] reduce the amount of data to transmit based on the QoS re-
quirements. A source and sink pair defines the tolerable error budget eyax. Rather
than transmitting a complete stream of sensor data {x[k]} from the source to sink,
the source only sends a subset of data to the sink. More specifically, both the source
and the sink run the same least-mean-square (LMS) predictor [35]. Using the LMS
predictor, the source node computes the prediction error e[k] = x'[k] — x[k], where
x'[k] is the sensor data predicted by the LMS method and x[k] is the actual sensor
reading. The source transmits x[k] only if e[k] > ey.x. Otherwise, x[k] is simply
dropped. Thus, a pair of the source and sink can support ep,x.

12.3 Thoughts for Practitioners

WSNs with limited resources are often deployed for mission-critical applications.
Thus, QoS-aware approaches are investigated to improve the cost—benefit ratio. Un-
fortunately, providing the desired QoS is not as straightforward as implementing
a service. Services such as routing, MAC layer protocols, localization, time syn-
chronization, and in-network data aggregation can be implemented in isolation,
neglecting other system parameters. In the quality domain, all services share at least
a common subset of interest such as network lifetime and delay. Essentially, the no-
tion of quality denotes a black-box model, in which the end user expects a seamless
integration of services that can be expressed in terms of inputs and outputs.

Is QoS a byproduct of a protocol, a result of a final skimming over a proposed
solution, or the ultimate objective at the design phase? It is important to answer
this question because, in the two former cases, QoS is only a minor issue in the
application of interest. If QoS is the major concern, the integration and cooperation
between the components and the resulting overall system performance matter. For
example, a routing solution aiming to support soft real-time delivery guarantees may
perform well in simulations; however, it might be useless in a real system, because
it ignores global parameters of a real WSN system such as the MAC protocol and
data aggregation, which can considerably affect the service delay.

Generally, QoS is a system-wide concept and it has to be handled as such. Be-
cause of severe resource constraints, most WSN protocols are optimized for specific
applications of interest. Further, most solutions are cross-layered. As a result, QoS
management becomes complex. Hence, a promising approach for QoS support is to
analyze the application domain and design a QoS solution that conforms with the
basic approaches employed by the intended set of target applications. A summary
of key issues related to QoS-aware service design follows:

e QoS support must be an integrated part of the whole design/development pro-
cess. Thus, a detailed analysis of the intended set of applications must be the
starting point. The design should be compatible and cooperative with possible
domain-specific system configurations unless it is generally applicable to differ-
ent application domains.
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e The QoS parameters to be supported must be decided considering their relevance
to the target set of applications. Also the performance metrics and measure-
ment methods, tools, and environments should be determined. If a cross-layer
approach is taken, the required lower-layer services offered to the upper layers
must be considered.

e Next, factors affecting the service performance for the selected QoS parameters
must be investigated. For example, available wireless bandwidth and residual en-
ergy may affect data timeliness and reliability. In this way, the designers(s) of a
QoS-aware WSN service can identify potential trade-offs between QoS parame-
ters such as timeliness and reliability while considering a QoS model using the
QoS parameters.

e Resource constraints such as memory and energy limitations should be consid-
ered. Because of severe resource constraints, a simple, lightweight approach is
preferred. Also, one should take into account the nondeterministic, unreliable
nature of wireless communication to let the QoS management scheme adapt to
varying environments.

e Verifying models through simulations is important. If simulation results are con-
vincing, before real-world deployment, the approach should be evaluated in a test
bed composed of real battery-powered, wireless sensors such as MICA motes.
Although there are many highly reliable simulation environments such as ns-2,
virtually none of them can provide all the insights that can be gained from a
testbed. On the other hand, a simulation study can cover a lager scope of ex-
perimental parameter settings and perform potentially intrusive or destructive
experiments. Hence, simulation and testbed experiments are complementary to
each other. From these experiments, issues that are important but were over-
looked at design time can be newly identified to further improve the system
design.

e If the previous steps are successful, the system can be deployed in a target en-
vironment starting from a relatively small-scale environment moving to a larger
scale environment in a stepwise manner. The previous design steps may have to
be revisited if new issues arise.

12.4 Directions for Future Research

Integration of various QoS functionalities within a system is an open research topic.
We believe that future research efforts will follow this path and adopt a holistic view
of QoS in WSNs. Definition of a holistic approach does not fall under the umbrella
of a specific service category such as routing or channel allocation. Instead, it is
a broader concept. A problem arises from the lack of established set of protocols
even for specific application domains. Although there are groups trying to integrate
existing research efforts [36] and proposals of complete systems [37], more work
on service integration is required. In terms of QoS, neglecting seemingly irrelevant
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system functionalities is not a recommended approach, because they could affect
each other. Thus, QoS-oriented approaches need to go beyond microscopic views
and will embrace cross-cutting issues for seamless integration.

An appropriate place to start QoS integration is the operating system, which
needs to provide necessary interfaces enabling access to information, such as link
quality and delay, required by QoS management schemes at upper levels. If the
QoS-centric operating system provides necessary information as well as low-level
services for QoS management, QoS solutions in the upper layers can focus on cer-
tain aspects directly related to them. For these reasons, a QoS-centric operating
system for WSNs needs to define rich and clean interfaces between system services.
Such an operating system should also be modular so that only the necessary sys-
tem components can be selectively integrated for a specific application. By being
composable and providing basic low-level system information and services widely
used for QoS management, QoS-centric operating system can provide a basis for a
holistic QoS management in WSNs.

Furthermore, new languages or extensions over existing languages [38—42] are
necessary to address WSN-specific challenges. For example, it is essential to com-
pose event-driven services in WSNs. Compared with traditional programming lan-
guages, WSN programming languages, e.g., nesC, are relatively hard to understand
and program. A new language is needed to directly support the event-driven nature
of WSNs, while reducing the difficulty of programming.

Multimedia-based sensing in WSNs is also important [43,44]. Multimedia data,
in forms of snapshots, audio, and video require strict QoS support from the network.
New QoS-compatible media formats [45], new collaborative distributed in-network
data processing algorithms [46], and new real-time services [47] are required to
support demanding multimedia services. In a near future, multimedia sensing may
become one of the major research topics in WSNs. Currently the related work is
scarce.

12.5 Conclusions

This chapter discusses state-of-the-art approaches for QoS support in WNSs. A
number of existing approaches for MAC, routing, and data services are investigated.
Most research effort in this specific field is devoted to routing services for timeli-
ness. As WSN research is relatively new, QoS issues are not fully investigated in
WSNs. Key services such as MAC, routing, and data aggregation can be further
extended to support QoS. Moreover, seamless integration of available approaches
for WSN QoS management at different layers is not studied in depth. A holis-
tic view is required to thoroughly investigate QoS interactions between different
layers. If these approaches are integrated without enough care, they can adversely
affect each other causing undesirable results. For example, excessive data aggrega-
tion can significantly reduce the timeliness, while real-time multipath routing may
consume too much energy when applied inappropriately. Thus, care should be taken
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to consider relevant QoS parameters in the context of an application of interest. At
the same time, more research efforts are required to develop a general QoS model.
QoS management mechanisms of the model could be composed to meet the needs
of a specific application. In the future, bandwidth-demanding application scenarios
such as multimedia sensing may further complicate QoS requirements in WSNs.
This is another reason that a holistic approach is required for QoS management
in WSNs.
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Terminologies

Quality of service. QoS may employ many different meanings such as delay, jitter,
throughput, reliability, sensor data accuracy, or network lifetime. A QoS study
defines appropriate QoS metrics for an application of interest and develops ap-
proaches to supporting the desired QoS via trade-offs. It is also desired for QoS
research to identify and develop common QoS metrics and QoS management
schemes for a broad range of applications. In summary, QoS management is a
systematic approach to measuring and managing the quality of computational
services.

Flow-based QoS. Flow-based QoS supports the desired QoS such as the required
bandwidth for an established end-to-end connection. It can support determin-
istic QoS guarantees by maintaining per-flow state information and reserving
resources needed for QoS support. However, it has poor scalability due to large
overheads for managing per-flow information. IntServ is a representative proto-
col providing flow-based QoS.

Class-based QoS. Class-based QoS is developed to address the scalability problem
of flow-based QoS. Instead of supporting per-flow QoS, it provides QoS for ag-
gregate traffic classes. DiffServ [2] is a representative example.

Hard-QoS. Service is subject to strict and deterministic quality guarantees. Re-
sources are reserved for service guarantees. The system will reject requests that
cannot be satisfied due to a resource shortage.

Soft-QoS. No hard guarantee but a probabilistic guarantee of QoS is provided. Be-
cause of unreliable wireless communication and severe resource constraints, it is
infeasible to support hard QoS guarantees in WSNs. Rather, soft statistical QoS
guarantees are needed in WSNs.

Timeliness. Timeliness measures the degree of timely delivery of data. This is a
critical QoS metric in a number of WSN applications, requiring real-time sensing
and control.

Reliability. Reliability measures the delivery ratio of requested data. This QoS met-
ric is also very important to ensure the reliable delivery of sensor data to the sink
at which more sophisticated data analysis can be performed.
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Multipath routing. Multipath routing refers to a class of routing protocols utilizing
more than one path for data communication. For reliability, a single data packet
can be transmitted through multiple paths. Alternatively, for load balancing, one
packet is forwarded through a single link at a time even if there are multiple links
available.

Quality of data (QoD). QoD refers to the quality of information provided such as
the data accuracy, resolution, and timeliness. Since WSNs are data centric, QoD
is a broader concept than the traditional notion of QoS, which mainly focuses on
the low level network performance such as the delay, jitter, or throughput.

Temporal coherency. Sensor data values do not largely oscillate within a given time
interval. For example, temperature readings in a smart building may not change
drastically from one sensing period to another. This property can be leveraged
for data aggregation.

Questions

1. Do you think reservation-based QoS provision is applicable to WSNs? Why or
why not?
2. Give two specific application scenarios with different QoS expectations.
What are the main differences between wired networks, infrastructure-based
wireless networks, mobile ad-hoc networks (MANets), and WSNs in terms
of QoS?
What is the main focus of QoS efforts in the MAC layer?
What is the main focus of QoS efforts in the network layer?
What is data aggregation? How can it be utilized as a QoS tool?
How can temporal coherency of sensor readings be exploited to satisfy different
QoD demands?
8. How can spatial coherency of sensor readings be exploited to satisfy different
QoD demands?
9. What is the main difference between timeliness and reliability domains when
served over multiple paths?
10. What is the most widely used approach to calculating path delay in routing?
Why?

et
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