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Preface

Biometrics deals with recognition of individuals based on their physiological or be-
havioral characteristics. Researchers have done extensive biometric studies of finger-
prints, faces, palm prints, irises and gaits. The Ear is a viable new class of biometrics
with certain advantages over faces and fingerprints, which are the two most common
biometrics in both academic research and industrial applications. For example, the
ear is rich in features; it is a stable structure that does not change much with age and
it does not change its shape with facial expressions. Furthermore, the ear is larger
in size compared to fingerprints but smaller as compared to the face; and it can be
easily captured from a distance without a fully cooperative subject, although some-
times it can be hidden with hair, or with a turban, muffler, scarf or earrings. The ear
is made up of standard features like the face. These include the outer rim (helix) and
ridges (anti-helix) parallel to the rim, the lobe, the concha (hollow part of ear) and
the tragus (the small prominence of cartilage over the meatus).

Researchers have developed several biometrics techniques using 2D intensity im-
ages. The performance of these techniques is greatly affected by the pose variation
and imaging conditions. However, an ear can be imaged in 3D using a range sensor
that provides a registered color and range image pair. An example is shown on the
cover of this book. A range image is relatively insensitive to illumination and con-
tains surface shape information related to the anatomical structure, which makes it
possible to develop robust 3D ear biometrics. This book explores all aspects of 3D ear
recognition: representation, detection, recognition, indexing and performance pre-
diction. The experimental results on the UCR (University of California at Riverside)
dataset of 155 subjects with 902 images under pose variations and the University of
Notre Dame dataset of 326 subjects with 700 images with time-lapse gallery-probe
pairs are presented to compare and demonstrate the effectiveness of proposed algo-
rithms and systems.

The book describes complete human recognition systems using 3D ear biomet-
rics. It also presents various algorithms that will be of significant interest to students,
engineers, scientists and application developers involved in basic and applied re-
search in the areas of biometrics and 3D object recognition.
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Specific algorithms addressed in the book include:

• Ear Helix/Anti-Helix Based Representation: This effective approach consists of
two steps and uses registered 2D color and range images for locating the ear helix
and the anti-helix. In the first step a skin color classifier is used to isolate the side
face in an image by modeling the skin color and non–skin color distributions as a
mixture of Gaussians. The edges from the 2D color image are combined with the
step edges from the range image to locate regions-of-interest (ROIs) which may
contain an ear. In the second step, to locate an ear accurately, the reference 3D
ear shape model, which is represented by a set of discrete 3D vertices on the ear
helix and the anti-helix parts, is adapted to individual ear images by following
a new global-to-local registration procedure instead of training an active shape
model built from a large set of ears to learn the shape variation.

• Global-to-Local Registration: This approach for ear detection is followed to
build a database of ears that belong to different people. Initially an estimate of
the the global registration is obtained. This is followed by the local deforma-
tion process where it is necessary to preserve the structure of the reference ear
shape model since neighboring points cannot move independently under the de-
formation due to physical constraints. The bending energy of thin plate spline,
a quantitative measure for non-rigid deformations, is incorporated into the pro-
posed optimization formulation as a regularization term to preserve the topology
of the ear shape model under the shape deformation. The optimization procedure
drives the initial global registration towards the ear helix and the anti-helix parts,
which results in one-to-one correspondence of the ear helix and the anti-helix
between the reference ear shape model and the input image.

• Ear Recognition Using Helix/Anti-Helix Representation: In order to estimate
the initial rigid transformation between a gallery-probe pair, the correspondence
of ear helix and anti-helix parts available from the ear detection algorithm be-
tween a gallery-probe ear pair is established and is used to compute the ini-
tial rigid transformation. This transformation is then applied to randomly se-
lected control points of the hypothesized gallery ear in the database. A modified
iterative closest point (ICP) algorithm is run to improve the transformation that
brings a gallery ear and a probe ear into the best alignment, for every gallery-
probe pair. The root mean square (RMS) registration error is used as the match-
ing error criterion. The subject in the gallery with the minimum RMS error is
declared as the recognized person in the probe image.

• Ear Recognition Using a New Local Surface Patch Representation: For the local
surface patch (LSP) representation, a local surface descriptor is characterized by
a centroid, a local surface type, and a 2D histogram. The local surface descriptors
are computed for the feature points which are defined as either the local minimum
or the local maximum of shape indexes. By comparing the local surface patches
for a gallery and a probe image, the potential corresponding local surface patches
are established and then filtered by geometric constraints. Based on the filtered
correspondences, the initial rigid transformation is estimated. Now a procedure
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similar to that used with helix/anti-helix representation is used to recognize the
probe ear.

• Efficient Ear Indexing and Recognition: This book introduces a novel computa-
tional framework for rapid recognition of 3D ears. This framework combines the
feature embedding and the support vector machine (SVM) technique to rank the
hypotheses. No assumptions about the distributions of features is made, and the
performance of the proposed algorithm is scalable with the database size without
sacrificing much accuracy.

• Performance Prediction for 3D Ear Recognition: The book presents a binomial
model to predict the ear recognition performance on large datasets by modeling
cumulative match characteristic (CMC) curve as a binomial distribution.

• Generality and Applications: This book presents applications of (a) LSP rep-
resentation to general 3D object recognition in range image and (b) global-to-
local shape registration to binary and grayscale images obtained from various
applications.

Three-dimensional ear recognition is a relatively new area in biometrics research.
Our research into recognizing people by their ears started out with curiosity and
interest since the ear is rich in 3D features. This research led to the first publication
in the field on 3D ear recognition in the Multi-Modal User Authentication (MMUA)
Workshop at the University of California at Santa Barbara in 2003. At that time,
we had a database of only 10 subjects. Since then, we have compiled our own data
collection (the UCR dataset) of 902 pairs of images of 155 subjects. An ear database
was also collected at the University of Notre Dame (the UND dataset). We also have
a dataset of 326 subjects with 700 images that was available to us from the UND
dataset. This book shows the results on both the UCR and the UND datasets. The
authors would like to thank Dr. Kevin Bowyer, Dr. Ping Yan, and Dr. Patrick Flynn
for providing the database that has been used in the book.

We would like to thank Mark Burge and Wilhelm Burger for the use of Figure
13.1(b) from Chapter 13, Ear Biometrics in Biometrics: Personal Identification in
Networked Society, edited by A. Jain, R. Bolle and S. Pankanti, Kluwer Academic
Publishers, Boston, 1999.

We would like to acknowledge ARO support as we conducted our research. We
would also like to thank Wayne Wheeler at Springer for his interest and encourage-
ment and Catherine Brett for keeping us close to the schedule.

Riverside, California, USA, Bir Bhanu and Hui Chen
October 1, 2007
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1

Introduction

“The ear, thanks to these multiple small valleys and hills which
furrow across it, is the most significant factor from the point
of view of identification. Immutable in its form since birth, re-
sistant to the influences of environment and education, this or-
gan remains, during the entire life, like the intangible legacy of
heredity and of the intrauterine life.”

A. Bertillon, 1890 [5, 6].

1.1 Ear Biometrics and History

Biometrics deal with recognition of individuals based on their physi-
ological or behavioral characteristics [7]. Since the characteristics for
each human are distinct and unique, biometrics provide a more reliable
system than the other traditional systems, such as identity cards, keys,
and passwords. Researchers have done extensive biometric studies on
fingerprints, faces, palm prints, irises and gaits. Ear biometrics, on the
other hand, has received scant attention.

In claiming the ear as a class of biometrics, we have to show that
it is viable as a class of biometrics (i.e., universality, uniqueness, and
permanence [7]). After decades of research of anthropometric mea-
surements of ear photographs of thousands of people, Iannarelli has
found that no two ears are alike, even in the cases of identical and fra-
ternal twins, triplets, and quadruplets [8]. He has also found that the
structure of the ear does not change radically over time.

Iannarelli has appeared personally as an expert witness in many
court cases [6]. In the preface of his book [8], Iannarelli says:
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Fig. 1.1. The external ear and its anatomical parts.

(a) (b) (c)

Fig. 1.2. Range image and color image captured by a Minolta Vivid 300 camera. In images (a)
and (b), the range image of one ear is displayed as the shaded mesh from two viewpoints (The
units of x, y and z are in millimeters). Image (c) shows the color image of the ear.
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Through 38 years of research and application in earology, the
author has found that in literally thousands of ears that were ex-
amined by visual means, photographs, ear prints, and latent ear
print impressions, no two ears were found to be identical—not
even the ears of any one individual. This uniqueness held true in
cases of identical and fraternal twins, triplets, and quadruplets.

By the statement “no two ears were found to be identical—not even
the ears of any one individual,” we understand and find based on our
own analysis and results presented in this book, that the variations be-
tween the ear signatures of an individual are significantly less than the
variations among different people. This is the scientific basis for con-
sidering the ear as a class of biometrics.

The anatomical structure of the human ear is shown in Figure 1.1.
These include the outer rim (helix) and ridges (anti-helix) parallel to
the helix, the lobe, the concha (hollow part of ear) and the tragus (the
small prominence of cartilage over the meatus). The crus of helix is
the beginning of helix.

1.2 2D and 3D Ear Biometrics

Researchers have developed several biometric techniques using the 2D
intensity images of human ears [7, Chap. 13] [9–11]. The performance
of these techniques is greatly affected by the pose variation and imag-
ing conditions. However, an ear can be imaged in 3D using a range
sensor which provides a registered color and range image. Figure 1.2
shows an example of a range image and the registered color image
acquired by a Minolta Vivid 300 camera. A range image is relatively
insensitive to illuminations and contains surface shape information re-
lated to the anatomical structure, which makes it possible to develop a
robust 3D ear biometrics. Examples of ear recognition using 3D data
are [1, 12–19].

1.3 3D Ear Databases

The experiments were performed on the dataset collected by us (the
UCR dataset) and the University of Notre Dame public dataset (the
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UND dataset).1 In the UCR dataset there is no time lapse between the
gallery and probe for the same subject, while there is a time lapse of a
few weeks (on the average) in the UND dataset.

1.3.1 The UCR Dataset

The data are captured by a Minolta Vivid 300 camera which is shown
in Figure 1.3. This camera uses the light-stripe method to emit a hori-
zontal stripe light to the object and the reflected light is then converted
by triangulation into distance information. The camera outputs a range
image and its registered color image in less than one second. The
range image contains 200×200 grid points and each grid point has a
3D coordinate (x, y, z) and a set of color (r, g, b) values. During the
acquisition, 155 subjects sit on a chair about 0.55–0.75 m from the
camera in an indoor office environment. The first shot is taken when
a subject’s left-side face is approximately parallel to the image plane;
two shots are taken when the subject is asked to rotate his/her head to
the left and to the right side within ±35◦ with respect to his/her torso.
During this process, there can be some face tilt as well, which is not
measured. A total of six images per subject are recorded. A total of 902
shots are used for the experiments since some shots are not properly
recorded. Every person has at least four shots. The average number of
points on the side face scans is 23,205. There are there different poses
in the collected data: frontal, left, and right. Among the total 155 sub-
jects, there are 17 females. Among the 155 subjects, 6 subjects have
earrings and 12 subjects have their ears partially occluded by hair (with
less than 10% occlusion). Figure 1.4 shows side face range images and
the corresponding color images of six people collected in our database.
The pose variations, the earrings, and the hair occlusions can be clearly
seen in this figure.

1.3.2 The UND Dataset

The data are acquired with a Minolta Vivid 910 camera. The camera
outputs a 480×640 range image and its registered color image of the
same size. During acquisition, the subject sits approximately 1.5 m
away from the sensor with the left side of the face toward the camera.

1 http://www.nd.edu/∼cvrl/UNDBiometricsDatabase.html, Collection F and a subset of
Collection G
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Fig. 1.3. The Minolta Vivid 300.

In Collection F, there are 302 subjects with 302 time-lapse gallery-
probe pairs. Figure 1.5 shows side face range images and the corre-
sponding color images of two people from this collection. Collection
G contains 415 subjects of which 302 subjects are from Collection F.
The most important part of Collection G is that it has 24 subjects with
images taken at four different viewpoints. We perform experiments
only on these 24 subjects and not the entire Collection G because Col-
lection G became available only very recently and contains the entire
Collection F that we have already used in our experiments.

1.4 Major Ideas Presented in the Book

This book presents the following important ideas in ear biometrics,
especially 3D ear biometrics.

• Develops automatic human recognition systems using 3D ear bio-
metrics.

• Presents a two-step procedure for the accurate localization of an ear
in a given image using a single reference ear shape model and fu-
sion of color and range images. Adapts the reference shape model
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(a)

(b)

Fig. 1.4. Examples of side face range images and the corresponding color images for six peo-
ple in our dataset. (a) Range images. (b) Color images. Note the pose variations, the earrings
and the hair occlusions for the six shots.
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(a)

(b)

Fig. 1.5. Examples of side face range images and the corresponding color images for two
people in the UND dataset Collection F. (a) Range images. (b) Color images. In (a) and (b)
the left column shows the gallery images and the right column shows the probe images.
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to incoming images by following a new global-to-local registration
procedure with an associated optimization formulation. Incorpo-
rates the bending energy of thin plate spline into the optimization
formulation as a regularization term to preserve the structure of the
reference shape model under the deformation.

• Proposes two representations: the helix/anti-helix based represen-
tation and the invariant local surface patch representation, for rec-
ognizing ears in 3D. Evaluates these representations for their pose
invariance and robustness to the real world data.

• Introduces a simple and effective surface matching scheme based
on the modified iterative closest point (ICP) algorithm. Initializes
ICP by a full 3D (translation and rotation) transformation.

• Introduces a novel computational framework for rapid recognition
of 3D ears which combines the feature embedding and the sup-
port vector machine (SVM) technique to rank the hypotheses. No
assumptions about the distributions of features is made and the per-
formance of the proposed algorithm is scalable with the database
size without sacrificing much accuracy.

• Presents a binomial model to predict ear recognition performance
by modeling cumulative match characteristic (CMC) curve as a bi-
nomial distribution.

• Demonstrates the experimental results on the UCR dataset of 155
subjects with 902 images under pose variations and the University
of Notre Dame dataset of 302 subjects with 604 images with time-
lapse gallery-probe pairs. It also compares with the other published
work [14–19]. In addition, it shows the results on 24 subjects (the
UND dataset Collection G) taken from four different viewpoints.

1.5 Organization of the Book

The book consists of nine chapters.
In Chapter 2, we give a review of related work in the fields of ear

biometrics and 3D object recognition.
In Chapter 3, we present three approaches for localizing the ear

in side face range images: (1) template matching based–detection: the
model template is represented by an averaged histogram of shape in-
dex. (2) shape model–based detection: we propose a shape model-
based technique for locating human ears. The ear shape model is
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represented by a set of discrete 3D vertices corresponding to ear helix
and anti-helix parts. (3) global-to-local registration–based detection.
We use a two-step approach for human ear detection by locating ear
helix and anti-helix parts in registered 2D color and range images. In-
stead of training an active shape model to learn the shape variation, the
ear shape model is adapted to images by following the global-to-local
registration procedure.

In Chapter 4, we propose an ear helix/anti-helix representation for
matching surfaces in 3D. The 3D coordinates of the ear helix/anti-helix
are obtained from the detection algorithm described in Chapter 3. The
correspondences of ear helix and anti-helix parts are used to obtain an
initial transformation between every gallery-probe ear pair. This trans-
formation is applied to randomly selected locations of gallery ears and
a modified ICP algorithm is used to iteratively refine the transforma-
tion to bring the gallery ear and the probe ear into the best alignment.
The root mean square (RMS) registration error is used as the matching
error criterion. The subject in the gallery with the minimum RMS error
is declared as the recognized person in the probe image.

In Chapter 5, we propose a novel surface descriptor, local surface
patch (LSP) representation for recognizing human ears in 3D. A local
surface descriptor is characterized by a centroid, a local surface type,
and a 2D histogram. The 2D histogram shows the frequency of oc-
currence of shape index values versus the angle between the normal of
reference feature point and that of its neighbors. Comparing local sur-
face descriptors between a probe and a gallery image, an initial corre-
spondence of local surface patches is established which is then filtered
by geometric constraints. This generates a set of hypotheses for verifi-
cation. The final verification is achieved by estimating transformations
and aligning gallery images with the probe image based on the ICP
algorithm.

In Chapter 6, we present a novel method for rapid recognition of
3D ears which combines the feature embedding for the fast retrieval
of surface descriptors and the support vector machine (SVM) learning
technique for ranking the hypotheses to generate a short list for the
verification. The local surface patch (LSP) representation is used to
find the correspondences between a gallery-probe pair. Due to the high
dimensionality and the large number of LSP descriptors, the FastMap
embedding algorithm maps the feature vectors to a low-dimensional
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space where the distance relationships are preserved. A K-d tree algo-
rithm works in the low-dimensional space for fast retrieval of similar
descriptors. The initial correspondences are filtered and grouped to re-
move false correspondences using geometric constraints. Based on the
correspondences, a set of features is computed as a measure of the
similarity between the gallery-probe pair, and then the similarities are
ranked using the support vector machines (SVM) rank learning algo-
rithm to generate a short list of candidate models for verification.

In Chapter 7, we present a binomial model to predict ear recogni-
tion performance. Match and non-match distances are used to estimate
the distributions. By modeling cumulative match characteristic (CMC)
curve as a binomial distribution, the ear recognition performance is
predicted on a larger gallery.

In Chapter 8, we apply the proposed techniques to the general 3D
object recognition and non-rigid shape registration. The LSP represen-
tation proposed in Chapter 5 is general and can be used to recognize
general 3D objects in range images. The global-to-local registration
with an optimization formulation proposed in Chapter 3 is used to han-
dle non-rigid 2D shape registration.

In Chapter 9, we present a summary of the book and the future
work.
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Ear Detection and Recognition in 2D and 3D

Although in the field of computer vision and pattern recognition ear
biometrics has received scant attention compared to the popular bio-
metrics such as face and fingerprint, ear biometrics has played a
significant role in forensic science and its use by law enforcement
agencies for many years. Iannarelli [8] developed the famous ear
classification system based on manual anthropometric measurements
of ear photographs of thousands of people. The “Iannarelli system”
is based upon 12 measurements illustrated in Figure 2.1. The loca-
tions shown are measured from specially aligned and normalized pho-
tographs of the right ear. This system has been in use for more than
40 years, although the reliability of this earprint-based system has re-
cently been challenged in court [20, 21].

All the work described in the previous paragraphs was done man-
ually. Rutty et al. [22] considered how Iannarelli’s techniques might
be automated. Meijermana et al. [23], in a European initiative, have
looked into the value of earprints for forensics.

The early research on automated ear recognition was focused on
2D intensity images. However, the performance of these systems is
greatly affected by imaging conditions. It is possible to image an ear in
3D. The 3D data collected by a range sensor provides geometric shape
information that is relatively insensitive to illuminations. Design of a
biometrics system based on 3D data has been proposed in recent years.
Furthermore, the ear can be thought of as a rigid free-form object.
Therefore, in this chapter the related work is reviewed in several areas:
2D ear biometrics, 3D biometrics, and 3D object recognition.
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Fig. 2.1. Twelve anthropometric measurements in “Iannarelli system.” This figure is taken
from [7, Chap. 13].

2.1 2D Ear Biometrics

Burge and Burger [9] developed a computer vision system to recognize
ears in the intensity images. Their algorithm consists of four compo-
nents: edge extraction, curve extraction, construction of a graph model
from the Voronoi diagram of the edge segments, and graph matching.
Hurley et al. [10, 24] applied a force field transform to the entire ear
images and extracted wells and channels. The wells and channels form
the basis of an ear’s signature. To evaluate differences among ears,
they used a measure of the average normalized distance of the well po-
sitions, together with the accumulated direction to the position of each
well point from a chosen reference point.

Victor et al. [25] used principal component analysis on ear and
face images and evaluated the face and ear biometrics. Tests were per-
formed with different gallery/probe combinations, such as probes of
ears on the same day but with different ears, or probes of faces on a
different day but with similar facial expression. Their results showed
that the 2D face image is a more reliable biometrics than the 2D ear
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image. Chang et al. [11] also used principal component analysis for ear
and face images and performed experiments with face, ear, and face
plus ear. Their results showed that multimodal recognition using both
face and ear achieved a much better performance than the individual
biometrics.

Abdel-Mottaleb and Zhao [26] developed a system for ear recogni-
tion from profile images of the face. They used force field transforma-
tion for ear feature extraction. Yuan et al. [27] used face profile and ear
for human recognition. Mu et al. [28] proposed long–axis based shape
features for ear recognition. Yuan et al. [29] proposed and improved
non-negative matrix factorization with sparseness constraints for oc-
cluded ear recognition. Because the PCA-based approach is sensitive
to the slightest rotation during image acquisition process, Abate et al.
[30] presented rotation invariant Fourier descriptors for feature extrac-
tion and recognition. Zhang et al. [31] developed an approach that
combined independent component analysis (ICA) and radial-based
functions (RBF) network for ear recognition. Chora et al. [32] pre-
sented a geometric method for feature extraction from contours of an
ear image and used them for recognition. Pun and Mu [33] provided
an overview and comparison of the ear and other biometrics.

The performance of all these 2D approaches is significantly lower
than the 3D approaches for ear recognition that are presented in this
book [11, 34].

2.2 3D Biometrics

Detection and recognition are the two major components of a biomet-
rics system. In the following, we first present the related work on object
detection and then on object recogntion.

2.2.1 Biometrics Object Detection

Chen and Bhanu [35] proposed a template matching–based detection
for locating ear regions in side face range images. The model template
is represented by an averaged histogram of the shape index values. The
detection is a four-step procedure: (i) step edge detection and thresh-
olding, (ii) image dilation, (iii) connected-component labeling, and (iv)
template matching.
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Chen and Bhanu [36] developed a shape model-based technique for
more accurately locating human ears in side face range images. The
ear shape model is represented by a set of discrete 3D vertices on the
ear helix and anti-helix parts. By aligning the ear shape model with
the range images, the ear can be detected, and the ear helix and anti-
helix parts are identified. Chen and Bhanu [1] developed a two-step
approach for precisely locating human ears in side face range images
by fusion of color/range images and adaptation of a reference 3D ear
shape model.

Boehnen and Russ [37] proposed an algorithm to utilize the com-
bination of the range and registered color images for automatically
identifying facial features. The foreground is first segmented using the
range data and then the skin color detection is used to identify po-
tential skin pixels, which are further refined using Z-based range ero-
sion to compute the eye and mouth maps. Finally, the geometric-based
confidence of candidates is computed to aid in the selection of best
feature set.

Tsalakanidou et al. [38] introduced a face localization procedure
that combines both depth and color data. First, the human body is eas-
ily separated from the background by using the depth information and
its geometric structure; and then the head and torso are identified by
modeling the 3D point distribution as a mixture model of two Gaus-
sians; finally, the position of the face is further refined using the color
images by exploiting the symmetric structure of the face.

Lu et al. [39] used the shape index to identify the inside of the eye
and to locate the nose using the depth information. Yan and Bowyer
[2, 19] proposed an active contour-based segmentation using range and
color images for the localization of ear in a side face range image.

2.2.2 Biometrics Object Recognition

Lee and Milios [40] developed an algorithm for finding corresponding
convex regions between two face range images. Each convex region
is represented by its extended Gaussian image (EGI). By correlating
EGIs, a similarity function between two regions is calculated. Further,
a graph matching algorithm is run to find the optimal correspondence.

Gordon [41] presented a face recognition system based on the range
data of faces. Geometric features, calculated on salient surfaces such as
eyes, nose, and head, form face descriptors. The comparison between
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two faces is performed by using the Euclidean distance measure in the
scaled feature space formed by the face descriptors. Experiments with
a database of 24 faces showed 80%–100% recognition rate even with
a small feature set and simple statistical classification methods.

Chua [42] used the point signature representation of 3D range data
of the face for the registration of two face surfaces with different facial
expressions. From the registration results, the rigid parts of the face are
identified as those regions that had low registration errors. Therefore,
the 3D non-rigid face recognition problem is reduced to the rigid case.

Bronstein et al. [43] introduced a representation invariant to iso-
metric deformation of 3D faces. Given a polyhedral approximation of
the facial surface, the bending-invariant canonical form is computed,
which allows mapping 2D facial texture images into special images
that incorporate the 3D geometry of the face. Experiments with a 3D
database of 157 subjects are shown to outperform the 2D eigenface-
based approach.

Chang et al. [44] presented a PCA-based approach to do face recog-
nition using multiple sensors (CCD and range sensor). Experimental
results showed that a multi-modal rank-one recognition rate is higher
than using either a 2D or a 3D modality alone. Chang et al. [45]
presented an experimental study in multimodal 2D+3D face recogni-
tion using the PCA-based methods. Experiments showed that multi-
modality of 2D and 3D and multi-image representation for a person in
both the gallery and probe set improved face recognition performance.

Lu [46] presented a face recognition system which integrated 3D
face models with 2D appearance images. The recognition engine has
two components: 3D surface matching using a modified ICP algorithm
and constrained appearance-based matching using linear discriminant
analysis. The scores obtained by the two matching components are
combined using the weighted sum rule to make the final decision.

Bhanu and Chen [1, 12] proposed a local surface patch (LSP) de-
scriptor for recognizing humans by their ears in 3D. LSP is defined by a
centroid, its surface type, and a 2D histogram of shape index versus the
angle between surface normals of a reference feature point and its local
neighbors. Experiments with a dataset of 10 subjects are shown. Chen
and Bhanu [13] introduced a two-step ICP algorithm for matching 3D
ears. In the first step a coarse match was obtained by aligning a model
ear helix with the test ear helix; in the second step ICP iteratively
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refined the transformation computed in the first step to bring the model
ear and the test ear into best alignment.

Yan and Bowyer [2, 14–19, 34, 47] applied 3D principal component
analysis, 3D edge-based, and ICP-based registration techniques to 3D
ear images, and also applied 2D PCA to 2D ear images. They per-
formed experiments on a database of about 400 persons and used dif-
ferent fusion rules for combining 2D and 3D ear biometrics.

2.3 3D Object Recognition

3D object recognition is an important research field of computer vision
and pattern recognition. In this book, we discuss the problem of rec-
ognizing 3D objects from 3D range images. Specifically, given a 3D
test range image, the task of recognition is to identify objects in the
test range image by comparing them to the objects saved in the model
database and estimate their poses. In the early years of 3D computer
vision, the representation schemes included wire-frame, constructive
solid geometry (CSG), extended Gaussian image (EGI), generalized
cylinders, planar faces [48], and superquadric [49, 50]. All of these
are not suitable for representing free-from surfaces. The ear can be
thought of as a rigid free-form object. Researchers have proposed var-
ious local surface descriptors for recognizing 3D free-form objects.
A comprehensive survey on 3D free-form object recognition can be
found in [51].

2.3.1 3D Object Recognition Using Surface Signatures

Stein and Medioni [52] used two different types of primitives: 3D
curves and splashes, for representation and matching. 3D curves are
obtained from edges and they correspond to the discontinuity in depth
and orientation. For smooth areas, splash is defined by surface nor-
mals along contours of different radii. Both of the primitives can be
encoded by a set of 3D super segments, which are described by the
curvature and torsion angles of a super segment. 3D super segments
are indexed into a hash table for fast retrieval and matching. Hypothe-
ses are generated by casting votes to the hash table, and bad hypotheses
are removed by estimating rigid transformations. Chua and Jarvis [53]
used the point signature representation, which describes the structural
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neighborhood of a point, to represent 3D free-form objects. Point sig-
nature is a 1-D signed distance profile with respect to the rotation an-
gle defined by the angle between the normal vector of the point on the
curve and the reference vector. Recognition is performed by matching
the signatures of points on the scene surfaces to those of points on the
model surfaces. The maximum and minimum values of the signatures
were used as indexes to a 2D table for fast retrieval and matching.

Johnson and Hebert [3] presented the spin image (SI) representation
for range images. Given an oriented point on a 3D surface, its shape
is described by two parameters: (i) distance to the tangent plane of the
oriented point from its neighbors and (ii) the distance to the normal
vector of the oriented point. The approach involves three steps: gener-
ation of spin image, finding of corresponding points and verification.

First, spin images are calculated at every vertex of the model sur-
faces. Then the corresponding point pair is found by computing the
correlation coefficient of two spin images centered at those two points.
Next, the corresponding pairs are filtered by using geometric con-
straints. Finally, a rigid transformation is computed and a modified
iterative closest point (ICP) algorithm is used for verification. In or-
der to speed up the matching process, principal component analysis
(PCA) is used to compress spin images. Correa et al. [4] proposed the
spherical spin image (SSI) which maps the spin image to points onto
a unit sphere. Corresponding points are found by computing the angle
between two SSIs. Yamany et al. [54] introduced the surface signa-
ture representation which is also a 2D histogram. One parameter is the
distance between the center point and every surface point. The other
parameter is the angle between the normal of the center point and every
surface point. Signature matching is done by template matching.

Zhang and Hebert [55] introduced harmonic shape images (HSI)
which are 2D representation of 3D surface patches. HSIs are unique
and they preserve the shape and continuity of the underlying surfaces.
Surface matching is simplified to matching harmonic shape images.
Sun and Abidi [56] introduced the 3D point’s “fingerprint” representa-
tion which is a set of 2D contours formed by the projection of geodesic
circles onto the tangent plane. Each point’s fingerprint carries infor-
mation of the normal variation along geodesic circles. Corresponding
points are found by comparing the fingerprints of points.
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Chen and Bhanu [57] used the local surface patch representation
[12] to 3D free-form object recognition. Correspondence and candi-
date models are hypothesized by comparing local surface patches. In
order to speed up the search process and deal with a large set of ob-
jects, local surface patches were indexed into a hash table.

2.3.2 Rapid 3D Object Recognition

Although various techniques have been proposed for 3D object recog-
nition, most of them focus on the recognition of 3D dissimilar objects
in a small database.

Mokhtarian et al. [58] introduced an algorithm to recognize free-
from 3D objects based on the geometric hashing and global verifica-
tion. Given a scene, the feature points were extracted and matched to
those saved in the hash table built in the offline stage. Then the global
verification was performed to select the most likely candidates. The
experimental results on 20 objects were presented.

Stein and Medioni [52] presented an approach for the recognition
of 3D objects using two types of primitives: 3D curves and splashes,
for representation and matching. 3D curves were obtained from edges
and they correspond to the discontinuity in depth and orientation. For
smooth areas, splash was defined by surface normals along contours of
different radii. The 3D super segments were indexed into a hash table
for fast retrieval and matching. Hypotheses were generated by casting
votes to the hash table and bad hypotheses were removed by estimating
rigid transformations. The experimental results on nine objects were
presented.

Chua and Jarvis [53] introduced the point signature representation
which was a 1D signed distance profile with respect to the rotation an-
gle. Recognition was performed by matching the signatures of points
on the scene surfaces to those of points on the model surfaces. The
maximum and minimum values of the signatures were used as indexes
to a 2D table for fast retrieval and matching. The experimental results
on 15 objects were presented.

Yi and Chelberg [59] developed a Bayesian framework to achieve
efficient indexing of model objects. The hypotheses were generated
and verified for features detected in a scene in the order of the discrim-
inatory power of these feature for model objects. The experimental
results on 20 objects were presented.
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Johnson and Hebert [3] presented the spin image (SI) representa-
tion for surface matching. Given an oriented point on a 3D surface,
its shape was described by two parameters: (i) distance to the tangent
plane of the oriented point from its neighbors and (ii) the distance to
the normal vector of the oriented point. In order to speed up searching
the closest spin images, principal component analysis (PCA) was used
to compress the spin images. The experimental results on 20 objects
were presented.

Chen and Bhanu [57] introduced an integrated local surface patch
(LSP) descriptor for surface representation and object recognition. A
local surface descriptor was defined by a centroid, its surface type, and
2D histogram. In order to speed up the search process and deal with
a large set of objects, model local surface patches were indexed into a
hash table. Given a set of test local surface patches, the potential corre-
sponding local surface patches and candidate models are hypothesized
by casting votes for models containing similar surface descriptors. The
experimental results for nine objects were presented.

2.4 Conclusions

In this chapter, we presented an overview of the research work that has
been carried out for manual ear identification and automatic 2D and 3D
ear recognition. We have also provided an overview of 3D biometrics,
3D object recognition, and 3D indexing techniques for rapid object
recognition. In the following chapters, we present in-depth details of
3D ear detection, 3D ear recognition, 3D ear indexing, and 3D ear
performance characterization.
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3D Ear Detection from Side Face Range Images

Human ear detection is the first task of a human ear recognition sys-
tem and its performance significantly affects the overall quality of the
system. In this chapter, we propose three techniques for locating hu-
man ears in side face range images: template matching based detec-
tion, ear shape model based detection, and fusion of color and range
images and global-to-local registration based detection. The first two
approaches only use range images, and the third approach fuses the
color and range images.

3.1 3D Ear Detection Using Only Range Images

The template matching based approach [35] has two stages: offline
model template building and online ear detection. The ear can be
thought of as a rigid object with much concave and convex areas. The
averaged histogram of shape index represents the ear model template
since shape index is a quantitative measure of the shape of a surface.
During the online detection, we first perform the step edge computa-
tion and thresholding since there is a sharp step edge around the ear
boundary, and then we do image dilation and connected-component
analysis to find the potential regions containing an ear. Next, for ev-
ery potential region, we grow the region and compute the dissimilarity
between each region’s histogram of shape indexes and the model tem-
plate. Finally, among all of the regions, we choose the one with the
minimum dissimilarity as the detected region that contains ear.

For the second approach, the ear shape model is represented by a set
of discrete 3D vertices corresponding to ear helix and anti-helix parts
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[36]. Since the two curves formed by the ear helix and anti-helix parts
are similar for different people, we do not take into account the small
deformation of two curves between different persons, which greatly
simplifies our ear shape model. Given side face range images, first the
step edges are extracted; then the edge segments are dilated, thinned
and grouped into different clusters which are the potential regions con-
taining an ear. For each cluster, we register the ear shape model with
the edges. The region with the minimum mean registration error is de-
clared as the detected ear region; the ear helix and anti-helix parts are
identified in this process.

3.1.1 Template Matching Based Detection

Shape Index

Shape index Si, a quantitative measure of the shape of a surface at a
point p, is defined by (3.1),

Si(p) =
1

2
− 1

π
tan−1 k1(p) + k2(p)

k1(p) − k2(p)
(3.1)

where k1 and k2 are maximum and minimum principal curvatures, re-
spectively [60]. With this definition, all shapes can be mapped into the
interval Si ∈ [0, 1]. The shape categories and corresponding shape in-
dex ranges are listed in Table 3.1. From the table, we can see that larger
shape index values represent convex surfaces and smaller shape index
values represent concave surfaces.

Table 3.1. Surface shape categories and the range of shape index values.

Shape category Si range
Spherical cup [0, 1/16)

Trough [1/16, 3/16)
Rut [3/16, 5/16)

Saddle rut [5/16, 7/16)
Saddle [7/16, 9/16)

Saddle ridge [9/16, 11/16)
Ridge [11/16, 13/16)
Dome [13/16, 15/16)

Spherical cap [15/16, 1]
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(a) (b)

Fig. 3.1. (a) Ear range image. Darker pixels are away from the camera and the lighter ones are
closer. (b) Its shape index image. The darker pixels correspond to concave surfaces and the
lighter ones correspond to convex surfaces.

The ear has significant convex and concave areas, which gives
us a hint to use the shape index for ear detection. The original ear
range image and its shape index image are shown in Figure 3.1. In
Figure 3.1(b), the brighter pixels denote large shape index values
which correspond to ridge and dome surfaces. The ridge and val-
ley areas form a pattern for ear detection. We use the distribution of
shape index as a robust and compact descriptor since 2D shape in-
dex image is much too detailed. The histogram h can be calculated by
h(k) = # of points with shape index ∈ bin(k). The histogram is
normalized during the implementation.

Curvature Estimation

In order to estimate curvatures, we fit a biquadratic surface (3.2) to a
local window and use the least squares method to estimate the parame-
ters of the quadratic surface, and then use differential geometry to cal-
culate the surface normal, Gaussian and mean curvatures and principal
curvatures [49, 61]. Based on differential geometry, surface normal n,
Gaussian curvature K, mean curvature H , principal curvatures k1,2 are
given by (3.3), (3.4), (3.5) and (3.6), respectively:

f(x, y) = ax2 + by2 + cxy + dx + ey + f (3.2)
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n =
(−fx,−fy, 1)
√

1 + f 2
x + f 2

y

(3.3)

K =
fxxfyy − f 2

xy

(1 + f 2
x + f 2

y )2
(3.4)

H =
fxx + fyy + fxxf

2
y + fyyf

2
x − 2fxfyfxy

2(1 + f 2
x + f 2

y )1.5
(3.5)

k1,2 = H ±
√

H2 − K (3.6)

Model Template Building

Given a set of training side face range images, first we extract ears in
each of the images manually and then calculate its shape index im-
age and histogram the shape index image. After we get the histograms
for each training image, we average the histograms and use the aver-
aged histogram as our model template. Figure 3.2 shows the model
template, obtained using 20 training images, in which the two peaks
correspond to the convex and concave regions of the ear, respectively.

Fig. 3.2. Model template (discretized into 50 bins).
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Step Edge Detection, Thresholding, and Dilation

There is a sharp change in depth around the ear helix part, which is
helpful in identifying the ear region. Given a side face range image, the
step edge magnitude, denoted by Istep, is calculated. Istep is defined
by the maximum distance in depth between the center pixel and its
neighbors in a w × w window. Istep can be written as:

Istep(i, j) = max|z(i, j) − z(i + k, j + l)|,
−(w − 1)/2 ≤ k, l ≤ (w − 1)/2 (3.7)

where w is the width of the window and z(i, j) is the z coordinate
of the point (i, j). To get the step edge magnitude image, a w × w
window is translated over the original side face range image and the
maximum distance calculated from (3.7) replaces the pixel value of the
pixel covered by the center of the window. The original side face range
image and its step edge magnitude image are shown in Figure 3.3(a)
and (b). From Figure 3.3(b), we clearly see that there is a sharp step
edge around the ear boundary since brighter points denote large step
edge magnitude.

The step edge image is thresholded to get a binary image which is
shown in Figure 3.3(c). The threshold is set based on the maximum of
Istep. Therefore, we can get a binary image by using (3.8),

FT (i, j) =

⎧
⎨

⎩

1 if Istep(i, j) ≥ α ∗ max{Istep}
0 ≤ α ≤ 1

0 otherwise
(3.8)

There are some holes in the thresholded binary image and we want
to get the potential regions containing ears. We dilate the binary image
to fill the holes. The dilated image is shown in Figure 3.3(d). There are
some holes in the thresholded binary image and we would like to get
the potential regions containing ears. We dilate the binary image to fill
the holes using a 3×3 structuring element. The dilated image is shown
in Figure 3.3(d).

Connected Component Labeling

Using the above result, we proceed to determine which regions can
possibly contain human ears. To do so, we need to determine the
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(a) (b)

(c) (d)

Fig. 3.3. (a) Original side face range image. (b) Step edge magnitude image. (c) Thresholded
binary image. (d) Dilated image.

number of potential regions in the image. By running the connected
component labeling algorithm, we can determine the number of re-
gions. We used an 8-connected neighborhood to label a pixel. We re-
move smaller components whose area are less than β since the ear
region is not small. The labeling result is shown in Figure 3.4(a)
and the result after removing smaller components is shown in Figure
3.4(b).

After we get regions, we need to know their geometric properties
such as the position and orientation. The position of a region may be
defined using the center of the region. The center of area in binary
images is the same as the center of the mass and it is computed as
follows:
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(a) (b)

Fig. 3.4. (a) Labeled image. (b) Labeled image after removing smaller components.

x̄ =
1

A

n∑

i=1

m∑

j=1

jB[i, j], ȳ =
1

A

n∑

i=1

m∑

j=1

iB[i, j] (3.9)

where B is n × m matrix representation of the binary region and A
is the size of the region. For the orientation, we find the axis of elon-
gation of the region. Along this axis the moment of the inertia will
be the minimum. The axis is computed by finding the line for which
the sum of the squared distances between region points and the line is
minimum. The angle of θ is given by (3.10):

θ =
1

2
tan−1 b

a − c
(3.10)

The parameters a, b and c are given by (3.11), (3.12), and (3.13), re-
spectively.

a =
n∑

i=1

m∑

j=1

(x′
ij)

2B[i, j] (3.11)

b = 2

n∑

i=1

m∑

j=1

x′
ijy

′
ijB[i, j] (3.12)

c =
n∑

i=1

m∑

j=1

(y′
ij)

2B[i, j] (3.13)

where x′ = x − x̄ and y′ = y − ȳ. θ gives us a hint about the region
growing direction.
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Template Matching

As mentioned in Section 3.1.1, the model template is represented by an
averaged histogram of shape index. Since a histogram can be thought
of as an approximation of a probability distribution function, it is nat-
ural to use the χ2 − divergence function (3.14) [62],

χ2(Q, V ) =
∑

i

(qi − vi)
2

qi + vi
(3.14)

where Q and V are normalized histograms. From (3.14), we know
the dissimilarity is between 0 and 2. If the two histograms are exactly
the same, the dissimilarity will be zero. If the two histograms do not
overlap with each other, it will achieve the maximum value 2.

From Section 3.1.1, we get the potential regions that may contain
the ears. For each region, we can find a minimum rectangular bounding
box to include the region; then we grow the region based on the angle
θ. If 0 ≤ θ ≤ π/2, we grow the rectangle by moving the top-right ver-
tex right, up, and anti-diagonal, and then moving the bottom-left vertex
left, down, and anti-diagonal. If π/2 ≤ θ ≤ π, we grow the rectangle
by moving the top-left vertex left, up, and diagonal, and then moving
the bottom-right vertex right, down, and diagonal. For each region, we
choose the grown rectangular box with the minimum dissimilarity as
the candidate ear region. Finally, over all of the candidate regions, we
select the one with the minimum dissimilarity as the detected ear re-
gion. We set a threshold γ for region growing, which controls the size
of the region.

3.1.2 Reference Shape Model Based Ear Detection

Ear Shape Model Building

Considering the fact that the curves formed by ear helix and anti-helix
parts are similar for different people, we construct the ear shape model
from one person only. The reference ear shape model s is defined by
3D coordinates {x, y, z} of n vertices which lie on the ear helix and
the anti-helix parts. The ear helix and the anti-helix parts are man-
ually marked for the reference shape model. The shape model s is
represented by a 3n × 1 vector (x1, y1, z1, x2, y2, z2, · · ·, xn, yn, zn)T .
Figure 3.5(a) shows the ear shape model s marked by the pluses (+).
The corresponding color image is also shown in Figure 3.5(b).
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(a)

(b)

Fig. 3.5. The reference ear shape model. (a) The reference 3D ear shape model is displayed
by the pluses (+). (b) Ear shape model is overlaid on the textured 3D face. The units of x, y
and z are in mm.
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Step Edge Detection and Thresholding

Given the step face range image, the step edge magnitude can be calcu-
lated as described in Section 3.1.1. One example of step edge magni-
tude image is shown in Figure 3.6. Figure 3.6(a) shows the original
side face range image. In Figure 3.6(b), larger magnitudes are dis-
played as brighter pixels. We can clearly see that most of the step edge
magnitudes are small values. To get edges, the step edge magnitude
image must be segmented using a threshold operator. The selection of
threshold value is based on the cumulative histogram of the step edge
magnitude image. Since we are interested in larger magnitudes, in our
approach the top η% (η = 3.5) pixels with the largest magnitudes are
selected as edge points. We can easily determine the threshold by in-
vestigating the cumulative histogram. The thresholded binary image is
shown in Figure 3.6(c).

Edge Thinning and Connected Component Labeling

Since some step edge segments are broken, we dilate the binary image
to fill the gaps. The dilated image is shown in Figure 3.7(a). We pro-
ceed to do edge thinning, and the resulting image is shown in Figure
3.7(b). The edge segments are labeled by running connected compo-
nent labeling algorithm and some small edge segments (less than 10
pixels) are removed. The left over edge segments are shown in Figure
3.7(c).

Clustering Edge Segments

After edge segments are extracted, those close to each other are
grouped into clusters. The clustering procedure works as follows:

while the number of edge segments > 0

• i = 0
• Put the first edge segment ei into a cluster Ci, and calculate its cen-

troid {µxi, µyi}
• For all the other edge segments ej

– Calculate the centroid {µxj, µyj}
– if max{|µxj − µxi|, |µyj − µyi|} ≤ ε put ej into the cluster Ci,

remove ej and update the cluster’s centroid.
• i = i + 1 and relabel the edge segments.
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(a) (b) (c)

Fig. 3.6. (a) Original side face range image. (b) Step edge magnitude image. (c) Step edge
image after thresholding.

(a) (b) (b)

Fig. 3.7. (a) Dilated edge image. (b) Thinned edge image. (c) Left over edge segments.
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Three examples of clustering results are shown in Figure 3.8. The
first row of Figure 3.8 shows side face range images. The second
row shows the corresponding clustering results where each cluster is
bounded by a red rectangular box.

Locating Ears by Use of the Ear Shape Model

For each cluster obtained in the previous step, the problem of locating
ears is to minimize the mean square error between the ear shape model
vertices and their corresponding edge vertices in each cluster,

E =
1

n

n∑

l=1

|Tr(si) − V (si)|2 (3.15)

where Tr is the rigid transformation and V (si) is a vertex in the 3D
side face image closest to the Tr(si). The iterative closest point (ICP)
algorithm developed by Besl and Mckay [63] is a well-known method
to align 3D shapes. ICP requires that each point in one set has a cor-
responding point in the other set. However, one cannot guarantee that
edge vertices in the potential regions satisfy this requirement. There-
fore, we use a modified ICP algorithm presented by Turk [64] to reg-
ister the ear shape model with the edge vertices. The steps of modified
ICP algorithm to register a test shape Y to a model shape X are:

1. Initialize the rotation matrix R0 and translation vector T0.
2. Find the closest point in X for each given point in Y .
3. Discard pairs of points which are too far apart.
4. Find the rigid transformation (R, T ) such that E is minimized.
5. Apply the transformation (R, T ) to Y .
6. Go to step 2 until the difference |Ek − Ek−1| in two successive

steps falls below a threshold or the maximum number of iterations
is reached.

By initializing the rotation matrix R0 and translation vector T0 to
the identity matrix and difference of centroids of two vertex sets re-
spectively, we run ICP iteratively and finally get the rotation matrix R
and translation vector T , which brings the ear shape model vertices and
edge vertices into alignment. The cluster with minimum mean square
error is declared as the detected ear region; the ear helix and anti-helix
parts are identified in this process.
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10 segments 5 segments 7 segments
8 clusters 3 clusters 5 clusters

Fig. 3.8. Examples of edge clustering results using only range images.



34 3 3D Ear Detection from Side Face Range Images

3.1.3 Experimental Results

Data

While we were investigating the above two approaches for 3D ear de-
tection, we had a dataset of 52 subjects with 312 images. Each subject
has at least four images. All the experimental results reported in this
subsection are on the 52-subject dataset.

Results for the Template Matching Approach

We test the template matching based detection method on 312 side face
range images. The parameters of the approach are α = 0.35, w = 5
pixels, γ = 35 pixels and β = 99 pixels. The bin size of the histogram
is 0.02. Figure 3.9 shows examples of positive detection in which the
detected ears are bounded by rectangular boxes. If the detected region
contains a part of an ear, we consider it a positive detection; otherwise
it is a false detection. From Figure 3.9, we observe that the ear region
is correctly detected. However we may obtain a part of an ear; also
we may obtain parts that do not belong to an ear. Figure 3.10 shows
examples of false detection. Each column in this figure shows the step
edge magnitude image, the dilated binary edge map and the detection
result, respectively. We have false detections since the ear helix part is
not extracted. The average time to detect an ear from a side face range
image is 5.2 seconds with Matlab implementation on a 2.4G Celeron
CPU. We achieve a 92.4% detection rate.

Results for the Shape Model Based Approach

We test the ear shape model based detection method on 312 side face
range images. If the ear shape model is aligned with the ear helix and
anti-helix parts, we classify it as a positive detection; otherwise it is a
false detection. In our experiments, the number of vertices in the ear
shape model is 113; the average number of edge segments is 6; and
the average number of clusters is 4. The average time to detect an ear
from a side face range image is 6.5 seconds with Matlab implemen-
tation on a 2.4G Celeron CPU. Examples of positive detection results
are shown in Figure 3.11. In Figure 3.11, the transformed ear shape
model marked by yellow points is superimposed on the correspond-
ing textured 3D face. From Figure 3.11, we can observe that the ear is
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Fig. 3.9. Examples of positive detection using the template matching approach.
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Fig. 3.10. Examples of false detection using the template matching approach. Each column
shows the step edge magnitude image, the dilated binary edge map and the detection result,
respectively.
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correctly detected and the ear helix and anti-helix parts are identified
from side face range images. The distribution of mean square error de-
fined in equation (3.15) for the positive detection is shown in Figure
3.12. The mean of mean square error is 1.79 mm. We achieve a 92.6%
detection rate.

After we locate the ear helix and anti-helix parts in a side face range
image, we put a minimum rectangular bounding box that contains the
detected ear. Figure 3.13 shows the examples of detected ears with a
red bounding box. From Figure 3.13 and Figure 3.9, we observe that
the ears in side face range images are more accurately located by the
shape model-based approach. For the failed cases, we notice that there
are some edge segments around the ear region caused by hair, which
bring more false edge segments. This results in clusters that cannot in-
clude the ear helix and anti-helix parts. Since the ICP algorithm cannot
converge due to the existence of outliers, the false detection happens;
these cases are shown in Figure 3.14 and Figure 3.15. The original
face range images and the corresponding edge clusters are shown in
Figure 3.14. In this figure, the first row shows face images; the second
row shows edge clustering results. The textured 3D faces with overlaid
detected ear helix and anti-helix are shown in Figure 3.15.

3.2 3D Ear Detection Using Range and Color Images

In the above two approaches, there are some edge segments caused by
non-skin pixels, which result in the false detection. Since the Minolta
range sensor provides a registered 3D range image and a 2D color
image, we can achieve a better detection performance by fusion of the
color and range images.

The flow chart for the fusion of range and color images and global-
to-local registration based detection is shown in Figure 3.16. We pro-
pose a two-step approach using the registered 2D color and range
images by locating the ear helix and the anti-helix parts [1].

In the first step a skin color classifier is used to isolate the side face
in an image by modeling the skin color and non-skin color distributions
as a mixture of Gaussians [65]. The edges from the 2D color image are
combined with the step edges from the range image to locate regions-
of-interest (ROIs) that may contain an ear.
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Fig. 3.11. Examples of positive detection results using the shape model based approach.

In the second step, to locate an ear accurately, the reference 3D ear
shape model, which is represented by a set of discrete 3D vertices on
the ear helix and the anti-helix parts, is adapted to individual ear im-
ages by following a new global-to-local registration procedure instead
of training an active shape model [66] built from a large set of ears to
learn the shape variation.

The DARCES (data-aligned rigidity-constrained exhaustive search)
algorithm [67], which can solve the 3D rigid registration problem effi-
ciently and reliably, without any initial estimation, is used to perform
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Fig. 3.12. Distribution of the mean square error for positive detection using the shape model
based approach.

the global registration. This is followed by the local deformation pro-
cess where it is necessary to preserve the structure of the reference ear
shape model since neighboring points cannot move independently un-
der the deformation due to physical constraints. The bending energy
of thin plate spline [68], a quantitative measure for non-rigid defor-
mations, is incorporated into the proposed optimization formulation as
a regularization term to preserve the topology of the ear shape model
under the shape deformation. The optimization procedure drives the
initial global registration towards the ear helix and the anti-helix parts,
which results in the one-to-one correspondence of the ear helix and the
anti-helix between the reference ear shape model and the input image.

3.2.1 Regions-of-Interest (ROIs) Extraction

Since the images in two modalities (range and color) are registered,
the ROIs can be localized in any one modality if they are known in the
other modality.

• Processing of Color Images

The processing consists of two major tasks.
� Skin Color Classification: Skin color is a powerful cue for segment-
ing the exposed parts of the human body. Jones and Rehg [65] built a
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Fig. 3.13. Examples of positive detection using the shape model based approach.
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Fig. 3.14. Examples of failed cases using the shape model based approach. Each column shows
the range image and the edge clustering result, respectively.
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Fig. 3.15. Examples of false detection results using the shape model based approach.
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classifier by learning the distributions of skin and non-skin pixels from
a dataset of nearly 1 billion labeled pixels. The distributions are mod-
eled as a mixture of Gaussians and their parameters are given in [65].
We use this method for finding skin regions. When a pixel p(R, G, B)
is presented for the classification, we compute a posteriori probability
P (skin/RGB) and P (non-skin/RGB) and make the classification us-
ing the Bayesian decision theory. Figure 3.17(a) shows a color image
and Figure 3.17(b) shows the pixel classification result in which the
skin pixels are shown as white. We observe that the large skin region
containing the ear is roughly segmented.
� Edge Extraction in Intensity Images: There are edges, around the
ear helix and anti-helix parts, caused by a change in intensity. These
are helpful for locating the ear region. The edges are extracted from
2D intensity images. The (R, G, B) color images are first converted to
the grayscale images (eliminating the hue and saturation information
while retaining the luminance) and then edges are extracted by using
the Laplacian of Gaussian (LOG) edge detector (13 × 13 window is
used). Figure 3.17(c) shows the edge detection result using the LOG
detector.

• Processing of Range Images

As described in Section 3.1.2, we compute a step edge magnitude im-
age for a given side face range image. Figure 3.18(a) shows a range
image in which the darker pixels are far away from the camera; Figure
3.18(b) shows the step edge magnitude image in which the pixels with
larger magnitudes are displayed as brighter pixels. We observe that the
edge magnitude is large around the ear helix and the anti-helix parts.

Fusion of Color and Range Images

This involves the following steps.

1. The range sensor provides a range mask indicating valid pixels (in
white), which is shown in Figure 3.19(a).

2. The range mask is combined with the skin color map to generate a
final mask indicating the valid skin pixels, which is shown Figure
3.19(b).
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(a) (b) (c)

Fig. 3.17. One example of processing the color image. (a) Color image. (b) Skin color map.
(c) Edge detection using a LOG edge detector.

(a) (b)

Fig. 3.18. One example of processing the range image. (a) Range image. (b) Step edge mag-
nitude image. In image (a), the darker pixels are away from the camera and the lighter ones
are closer. In image (b), the bright pixels denote large edge magnitude.
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3. The final mask is applied to edge pixels from the intensity image
to remove some of the pixels which are non-skin pixels or invalid
pixels. “Non-skin pixels” mean the pixels that are not on the skin.
“Invalid pixels” mean that the range sensor did not make measure-
ments for these pixels. The edge pixels that are left over are shown
in Figure 3.19(c).

4. For the range image, the final mask is also applied to the step edge
magnitude image. In order to get edges in the range image, the step
edge magnitude image is thresholded. The selection of the thresh-
old value is based on the cumulative histogram of the step edge
magnitude image. Since we are interested in larger magnitudes, the
top η% (η = 3.5) pixels with the largest magnitudes are selected as
the edge pixels. The thresholded binary image is then dilated (us-
ing a 3× 3 square structuring element) and thinned (shrinking to a
minimally connected stroke). The edges so obtained are shown in
Figure 3.19(d).

5. The edges from the intensity image and range images are combined
in the following manner. The final edge map that we expect to ob-
tain is initialized to be the edge map of the range image (Figure
3.19(d)); for each edge pixel in the intensity image (Figure 3.19(c))
if none of its neighbors are edge pixels in the range image, then this
edge pixel is added to the final edge map. An example of the final
edge map is shown in Figure 3.19(e).

6. The edge pixels are labeled by the connected component labeling
algorithm and the small edge segments are removed (less than 10
pixels in our experiments). The final left over edge segments are
shown in Figure 3.19(f).

• Clustering Edge Segments

After edge segments are extracted, those close to each other are
grouped into clusters. Each cluster is a region-of-interest. The cluster-
ing procedure works as described in Section 3.1.2.

Three examples of clustering results are shown in the first row of
Figure 3.20, in which each cluster is bounded by a rectangular box
and each edge segment is shown in different color. The second row
shows the extracted regions-of-interest bounded by boxes overlaid on
the color images. From Figure 3.20, we observe that the ear region is
correctly identified.
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(a) (b) (c)

(d) (e) (f)

Fig. 3.19. Fusion of 2D color and 3D range images. (a) The range mask. (b) The final mask
obtained by a combination of the range mask and the skin color map. (c) Edges in the intensity
image after applying the final mask. (d) Edges in the range image after applying the final mask.
(e) Combination of edges in both color and range images. (f) Edges after removal of small edge
segments.
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3 clusters 2 clusters 3 clusters

Fig. 3.20. Examples of edge clustering results using the range and color images. The edge
segments are shown in the first row where each cluster is bounded by a rectangular box. The
second rows show the ROIs superimposed on the color images.
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3.2.2 Reference Ear Shape Model

Instead of training an active shape model to learn the shape variation,
we adapt the reference ear shape model to input images by following
a global-to-local procedure described below, in which the topology of
the ear shape model is preserved during the shape deformation. We
build the reference ear shape model from an instance of an ear belong-
ing to a person which is described in Section 3.1.2.

3.2.3 Alignment of the Reference Ear Shape Model with a Region-of-Interest

Once a ROI is extracted, the ear helix and the anti-helix parts are iden-
tified by the alignment of ROI with the ear shape model. Since the rigid
registration cannot account for the local shape variation between ears,
we develop a global-to-local procedure: the global registration brings
the reference ear shape model into coarse alignment with the ear helix
and the anti-helix parts; the local deformation driven by the optimiza-
tion formulation (given below) drives the reference ear shape model
more close to the ear helix and the anti-helix parts.

• Global Rigid Registration

For 3D registration problem, the iterative closest point (ICP) algorithm
[63] is widely used for matching points with unknown corresponding
pairs. Although there are many variants of the ICP algorithm [69–71],
basically it consists of two iterative steps:

1. identifying correspondences by finding the closest points;
2. computing the rigid transformation based on the corresponding

pairs.

The major drawback of an ICP-based algorithm is that it needs a
good initial guess of the true transformation.

The RANSAC-based data-aligned rigidity-constrained exhaustive
search algorithm (DARCES) [67] can solve the registration problem
without any initial estimation by using rigidity constraints to find the
corresponding points. First three points (primary, secondary, and aux-
iliary) in the reference surface are selected; then each point on the
test surface is assumed to be in correspondence to the primary point,
and the other two corresponding points are found based on the rigidity
constraints. For every corresponding triangle, a rigid transformation is
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computed and the transformation with the maximum number of over-
lapping points is chosen as the solution. Due to its exhaustive nature
of the search, the solution it finds is the true one.

In our case, the 3D coordinates of the reference ear shape model
are known. We use the DARCES algorithm to find the corresponding
triangles (between the reference ear shape model and the ROI under
consideration) and the initial transformation. The ICP algorithm is then
used to refine the transformation. This process is repeated for each ROI
and the ROI with the minimum registration error is passed to the local
deformation stage.

• Local Deformation

(i) Thin Plate Spline Transformation: The reference shape model
(the ear helix and the anti-helix parts) is deformed after it is globally
aligned with a ROI. Thin plate spline (TPS) transformation is a pow-
erful tool for modeling the shape deformation and is widely used in
shape matching [68, 72–74]. The TPS R2 → R2 mapping function is
defined by the following equation:

v = f(u) =

[
fx(u)
f y(u)

]
= Au + t +

n∑

i=1

[
wx

i

wy
i

]
φ(|u− ui|) (3.16)

where φ(r) = r2 log r, u = [x̂, ŷ]T , v = [x, y]T and A and t form an
affine transformation given by

[A t] =

[
a00 a01 t0
a10 a11 t1

]
.

The n × 2 matrix W is given by
[
wx

1 wx
2 · · · wx

n

wy
1 wy

2 · · · wy
n

]T

.

It specifies the non-linear warping where n is the number of land-
mark points. Given n landmark points u(x̂i, ŷi) and their correspond-
ing points v(xi, yi), equation (3.16) can be rewritten as 2n linear
equations. However there are 2n+6 unknown parameters to be solved.
The following six constraints are added to make the spline function
(equation (3.16)) have the square integrable second derivatives:
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P T [wx
1 , w

x
2 , · · ·, wx

n]T = 0, P T [wy
1 , w

y
2 , · · ·, wy

n]T = 0 (3.17)

where P is a n × 3 matrix defined by (1, x̂, ŷ), x̂ = (x̂1, x̂2, · · ·, x̂n)T

and ŷ = (ŷ1, ŷ2, · · ·, ŷn)T . The 2n + 6 equations can be put into a
compact matrix form:

[
Φ P
P T 0

]
⎡

⎣
W
tT

AT

⎤

⎦ =

[
v
0

]
(3.18)

where the n × n matrix Φij = φ(ui − uj), v = (x,y), x =
(x1, x2, · · ·, xn)T and y = (y1, y2, · · ·, yn)T . The TPS transformation
minimizes the following bending energy function,

Be =

∫∫

R2

(F (fx) + F (f y))dxdy (3.19)

where F (g∗(x, y)) = (g2
xx + 2g2

xy + g2
yy)

∗, ∗ denotes the (x or y) under
consideration and gxx, gxy and gyy are second order derivatives. It can
be shown that the value of bending energy is Be = 1

8π
(xT Kx+yT Ky)

where x = (x1, x2, · · ·, xn)T and y = (y1, y2, · · ·, yn)T [68]. The ma-
trix K is the n × n upper left matrix of

[
Φ P
P T 0

]−1

,

which only depends on the coordinates of the landmark points in {u}.
Therefore, the bending energy is determined by the coordinates of
landmark points and their correspondences. Furthermore, the bending
energy is a good measurement of the shape deformation. Since the
coordinates of the reference ear shape model are known, the matrix K
can be precomputed. The task is to drive the reference ear shape model
towards the ROI ear such that the topology of the reference ear shape
model is preserved. The bending energy is used to penalize the large
shape deformation.

(ii) Optimization Formulation: In Section 3.2.1, we noted that
there are strong step edge magnitudes in range images around the ear
helix and the anti-helix parts. After we bring the reference shape model
into coarse alignment with the ear helix and the anti-helix parts (in the
ROI image) through the global rigid registration, we get the locations
of the 3D coordinates of ear helix and anti-helix parts in the 2D color
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image and perform the local deformation on the 2D image plane since
the 2D color image is registered with the 3D range image. In other
words, we would like to drive the reference ear shape model more
close to the ear helix and the anti-helix parts with the topology of the
shape model preserved. We can achieve this task by minimizing the
proposed new cost function:

E(x,y) = Eimg(x,y) + γED(x,y)

=

n∑

i=1

h(|∇Istep(xi, yi)|)

+
1

2
γ(xT Kx + yT Ky) (3.20)

where h(|∇Istep|) = 1/(1 + |∇Istep|), |∇Istep(xi, yi)| is the step
edge magnitude of ith point of the shape model located in the 2D
plane and γ is a positive regularization constant that controls the topol-
ogy of the shape model. For example, increasing the magnitude of γ
tends to keep the topology of the ear shape model unchanged. In equa-
tion (3.20), the step edge magnitude in range images is used for the
term Eimg since edges in range images are less sensitive to the change
of viewpoint and illumination than those in color images. In equation
(3.20) the first term Eimg drives points (x,y) towards the ear helix and
the anti-helix parts which have larger step edge magnitudes; the sec-
ond term ED is the bending energy that preserves the topology of the
reference shape model under the shape deformation. When we take the
partial derivatives of equation (3.20) with respect to x and y and set
them to zero, we have

γKx −
n∑

i=1

1

(1 + |∇Istep(xi, yi)|)2
Ωx = 0,

γKy −
n∑

i=1

1

(1 + |∇Istep(xi, yi)|)2
Ωy = 0. (3.21)

In equation (3.21),

Ωx =
∂|∇Istep(xi, yi)|

∂x

Ωy =
∂|∇Istep(xi, yi)|

∂y
.
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Since K is positive semidefinite, equation (3.21) can be solved itera-
tively by introducing a step size parameter α which is shown in equa-
tion (3.22) [75]. The solutions can be obtained by matrix inversion
which is shown in equation (3.23), where I is the identity matrix.

γKxt + α(xt − xt−1) −Fx
t−1 = 0

γKyt + α(yt − yt−1) −Fy
t−1 = 0 (3.22)

In equations (3.22) and (3.23),

Fx
t−1 =

n∑

i=1

1

(1 + |∇I t−1
step(xi, yi)|)2

∂|∇I t−1
step(xi, yi)|
∂x

Fy
t−1 =

n∑

i=1

1

(1 + |∇I t−1
step(xi, yi)|)2

∂|∇I t−1
step(xi, yi)|
∂y

.

Fx
t−1 and Fy

t−1 are evaluated for coordinates (xi, yi) at the iteration
t − 1. |∇I t−1

step(xi, yi)| is the step edge magnitude at the location of
(xi, yi) at the iteration t − 1. We have used α = 0.5 and γ = 100 in
our experiments.

xt = (γK + αI)−1
(
αxt−1 + Fx

t−1

)

yt = (γK + αI)−1
(
αyt−1 + Fy

t−1

)
(3.23)

3.2.4 Experimental Results

The detection experiments are performed on the UCR dataset (155
subjects with 902 shots) and the UND dataset Collection F (302 sub-
jects with 302 pairs) and a subset of Collection G (24 subjects with 96
shots).

• Ear Detection on UCR Dataset

The proposed automatic ear detection method is tested on 902 pairs
of range and color images. Figure 3.21 shows the effectiveness of the
global-to-local registration procedure on three people. After the global
registration, we get the positions of the 3D coordinates on the 2D im-
age plane and their locations are marked by the bright dots which are
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Fig. 3.21. Examples of global registration and local deformation. (a) Global registration results
superimposed on the color images. (b) Local deformation results superimposed on the color
images. (c) Cost function (equation (3.20)) vs. iteration.
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Fig. 3.22. Results of ear localization on the UCR dataset. The helix and the anti-helix parts
are marked by the bright dots and the detected ear is bounded by a rectangular box.
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Fig. 3.24. Results of ear localization on the UND dataset shown in Figure 1.5. The helix
and the anti-helix parts are marked by the bright dots and the detected ear is bounded by a
rectangular box.
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Table 3.2. Comparison of the three ear detection approaches.

Ear Detection Method Detection Rate Detection
Time

Template matching 92.4% on the UCR dataset (52 subjects with
312 shots)

5.2s

Ear shape model 92.6% on the UCR dataset (52 subjects with
312 shots)

6.5s

Fusion of color/range image
& global-to-local registration

99.3% on the UCR dataset (155 subjects
with 902 shots), 87.71% on the UND dataset

9.48s

shown in Figure 3.21(a). It can be seen that the shape model is roughly
aligned with the ear helix and the anti-helix parts. The ear shape model
is then driven towards the ear helix and the anti-helix parts by minimiz-
ing the cost function (equation (3.20)) and their locations are marked
by the bright dots which are shown in Figure 3.21(b). It can be seen
that the optimization formulation drives the shape model more closely
to the true positions with the topology of the reference ear shape model
preserved. Figure 3.21(c) shows that the cost function decreases with
the number of iterations, which means the optimization formulation
works. More examples of ear localization are shown in Figure 3.22,
in which the detected ear helix and the anti-helix parts are shown by
the dots superimposed on the 2D color images and the detected ear
is bounded by the rectangular box. We observe that the ears and their
helix and anti-helix parts are correctly detected.

In order to quantitatively evaluate the improvement of ear localiza-
tion through the local deformation driven by the optimization formu-
lation, we compute the error

ε =
1

Nm

Nm∑

i=1

(
1

n

n∑

j=1

Dist(vij, Gti)

)

(3.24)

for the global registration and the local deformation, where Nm is the
number of side face range images (Nm = 208, since we manually
labeled 3D vertices on the ear helix and the anti-helix parts for 208
images for evaluation purposes only), n is the number of points on the
shape model, vij is the jth point on the shape model detected in the ith
side face range image, Gti is the set of manually labeled 3D points on
the ear helix and the anti-helix parts of the ith side face range image
and Dist(vij , Gti) is the distance between vij and its closest point in
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Gti. The error ε for the global registration is 5.4mm; the error ε after
the local deformation is 3.7mm. Thus, the local deformation driven by
the optimization formulation really improves the localization accuracy.
Figure 3.23 shows the extracted ears from the side face range images
in Figure 1.4. The average number of points on the ears extracted from
902 side face images is 2,797. The ear detection takes about 9.48s with
Matlab implementation on a 2.4G Celeron CPU. If the reference ear
shape model is aligned with the ear helix and the anti-helix parts in a
side face range image, we classify it as a positive detection; otherwise
a false detection. On the 902 side face range images, we achieve 99.3%
correct detection rate (896 out of 902).

• Ear Detection on UND dataset

Without changing the parameters of the ear detection algorithm on the
UCR dataset, the proposed automatic ear detection method is tested
on 700 (302×2 + 24× 4 = 700) pairs of range and color images of the
UND dataset (Collections F and a subset of Collection G). We achieve
87.71% correct detection rate (614 out of 700). The average number
of points (on 700 images) on the ears is 6,348. Figure 3.24 shows the
extracted ears from the side face range images in which the ear helix
and the anti-helix are marked by bright points and the extracted ear is
bounded by a rectangular box.

3.3 Conclusions

We have proposed three techniques—template matching based detec-
tion, ear shape model based detection, and fusion of color/range im-
ages and global-to-local registration based detection—to locate ears
from side face range images. The comparison of the three approaches
are given in Table 3.2. The first approach runs the fastest and it is sim-
ple, effective and easy to implement. The second approach locates an
ear more accurately than the first approach since the shape model is
used. The third approach uses both color and range images to local-
ize the ear region accurately by following a global-to-local registration
procedure. It performs the best on both the UCR and the UND datasets
and it runs the slowest. Experimental results on real side face range im-
ages demonstrate the effectiveness of the proposed three approaches.
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Recognizing 3D Ears Using Ear Helix/Anti-Helix

During the ear detection described in Chapter 3, the optimization pro-
cedure drives the initial global registration towards the ear helix and
anti-helix parts, which results in the one-to-one correspondence of the
ear helix and anti-helix between the reference ear shape model and the
input image. We propose to match 3D ears using the ear helix/anti-
helix representation [1]. First the correspondence of ear helix and anti-
helix parts (available from the ear detection algorithm) between every
gallery-probe ear pair is established and it is used to compute the initial
rigid transformation. Then this transformation is applied to randomly
selected control points of the hypothesized gallery ear in the database.
A modified iterative closest point (ICP) algorithm is run to improve the
transformation which brings the gallery ear and probe ear into the best
alignment, for every gallery-probe pair. The root mean square (RMS)
registration error is used as the matching error criterion. The subject in
the gallery with the minimum RMS error is declared as the recognized
person in the probe image.

4.1 Ear Helix/Anti-Helix Representation

The 3D coordinates of the ear helix and anti-helix parts are ob-
tained from the detection algorithm and these coordinates form our ear
helix/anti-helix representation. The detected ear helix/anti-helix parts
are marked by the green points in Figure 4.1
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4.2 Surface Matching

As shown in the ear recognition part of Figure 4.1, the surface match-
ing follows the coarse-to-fine strategy. Given a set of probe images, the
ear and its helix and the anti-helix parts are extracted by running the
detection algorithm described above. The correspondence of the helix
and the anti-helix between the probe ear and the hypothesized gallery
ear is used to compute the initial transformation that brings the hypoth-
esized gallery ear into coarse alignment with the probe ear, and then
a modified ICP algorithm is run to refine the transformation to bring
gallery-probe pairs into the best alignment.

4.2.1 Coarse Alignment

Given two corresponding sets of Np 3D vertices M and S on the helix
and the anti-helix parts, the initial rigid transformation, which brings
the gallery and the probe ears into coarse alignment, can be estimated
by minimizing the sum of the squares of theses errors (equation (4.1))
with respect to the rotation matrix R and the translation vector T .
The rotation matrix and translation vector are computed by using the
quaternion representation [76].

Σ =
1

Np

Np∑

l=1

|Si − R ∗ Mi − T |2 (4.1)

The unit quaternion is a vector qR = [q0, q1, q2, q3]
T , where q0 ≥ 0

and q2
0 +q2

1 +q2
2 +q2

3 = 1. The solution of R and T using the quaternion
representation is performed as follows:

1. Calculate the centroid of the gallery data set Mm and the probe data
set Ss given by (4.2).

µS =
1

Np

Np∑

i=1

Si and µM =
1

NP

Np∑

i=1

Mi (4.2)

2. Calculate the covariance matrix ΣMS of the sets Mm and Ss is
given by

ΣMS =
1

Np

Np∑

i=1

[(Mi − µM)(Si − µS)T ] (4.3)
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3. Construct the matrix Aij = (ΣMS −ΣT
MS)ij which is used to form

the column vector ∆ = [A23 A31 A12]
T . This vector is then used to

form the symmetric 4 × 4 matrix Q.

Q =

[
tr(ΣMS) ∆T

∆ ΣMS + ΣT
MS − tr(ΣMS)I3

]
(4.4)

where I3 is the 3 × 3 identity matrix and tr is the matrix trace
operator.

4. The maximum eigenvalue of Q is corresponding to the qR.

5. The 3×3 rotation matrix generated from a unit rotation quaternion
is calculated by (4.5).

R =

⎡

⎣
q2
0 + q2

1 − q2
2 − q2

3 2(q1q2 − q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q2

0 + q2
2 − q2

1 − q2
3 2(q2q3 − q0q1)

2(q1q3 − q0q2) 2(q2q3 + q0q1) q2
0 + q2

3 − q2
1 − q2

2

⎤

⎦

(4.5)

The translation vector T is calculated as T = µS − RµM .

4.2.2 Fine Alignment

Given the estimate of initial rigid transformation, the purpose of iter-
ative closest point (ICP) algorithm [63] is to determine if the match is
good and to find a refined alignment between them. If the probe ear is
really an instance of the gallery ear, the ICP algorithm will result in a
good registration and a large number of corresponding points between
gallery and probe ear surfaces will be found. Since ICP algorithm re-
quires that the probe be a subset of the gallery, a method to remove
outliers based on the distance distribution is used [70]. The basic steps
of the modified ICP algorithm are summarized below:

• Input: A 3D gallery ear range image, a 3D probe ear range image
and the initial transformation obtained from the coarse alignment.

• Output: The refined transformation between the two ears.
• Procedure:

(a) Select control points (∼180) in the gallery ear range image ran-
domly and apply the initial transformation to the gallery ear im-
age.
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(b)Find the closest points of the control points in the probe ear im-
age and compute the statistics [70] of the distances between the
corresponding pairs in the gallery and probe images.

(c) Discard some of the corresponding pairs by analyzing the statis-
tics of the distances (a threshold is obtained based on the mean
and standard deviation of distances) [70].

(d)Compute the rigid transformation between the gallery and the
probe ears based on the correspondences.

(e) Apply the transformation to the gallery ear range image and re-
peat step b) until convergence.

Starting with the initial transformation obtained from the coarse
alignment, the modified ICP algorithm is run to refine the transfor-
mation by minimizing the distance between the control points of the
gallery ear and their closest points of the probe ear. For each gallery
ear in the database, the control points are randomly selected and the
modified ICP is applied to those points. For a selected gallery ear, we
repeat the same procedure 15 times and choose the rigid transforma-
tion with the minimum root mean square (RMS) error. The subject in
the gallery set with the minimum RMS error is declared as the rec-
ognized person. In the modified ICP algorithm, the speed bottleneck is
the nearest neighbor search. Therefore, the K-d tree structure is used in
the implementation. Figure 4.2(a) shows the coarse alignment after ap-
plying the initial rigid transformation; Figure 4.2(b) shows the refined
alignment after applying the modified ICP algorithm. In Figure 4.2,
the gallery ear represented by the mesh is overlaid on the textured 3D
probe ear. We observe a better alignment after applying the modified
ICP algorithm.

4.3 Experimental Results

In order to evaluate and compare the matching performance on the se-
lected datasets, all the ears are correctly extracted. In these limited
cases where the ears are not successfully detected in an automated
manner, they are correctly extracted by human interaction.

In the UCR dataset there are 155 subjects with 902 images. The data
are split into a gallery set and a probe set. Each set has 155 subjects
and every subject in the probe set has an instance in the gallery set. In
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(a) Coarse alignment (b) Fine alignment

Fig. 4.2. Two examples of coarse and fine alignment. The gallery ear represented by the mesh
is overlaid on the textured 3D probe ear.
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order to evaluate the proposed surface matching schemes, we perform
experiments under three scenarios:

• one frontal ear of a subject is in the gallery set and another frontal
ear of the same subject is in the probe set;

• two frontal ears of a subject are in the gallery set and the rest of the
ear images of the same subject are in the probe set;

• two ears of a subject are randomly chosen and put in the gallery set
and the rest of ear images for the same subject are in the probe set.

All the experiments are repeated five times. The three scenarios are
denoted by ES1, ES2 and ES3 respectively. ES1 is used for testing the
performance of the system to recognize ears with the same pose; ES2

is used for testing the performance of the system to recognize ears with
pose variations; ES3 is used for testing the robustness of the system.

In the UND dataset Collection F, there are 302 subjects and each
subject has two images. The gallery set has 302 images and the probe
set has the corresponding 302 images. The experimental results on the
UND dataset Collection F are obtained using the same parameters of
the ear recognition algorithm as those used on the UCR dataset.

Note that the resolution of the sensors for the UCR and UND
datasets are different. We anticipate improvement in performance by
fine tuning the parameters on the UND dataset. However, these ex-
periments are not performed since we wanted to keep the algorithm
parameters fixed across datasets.

4.3.1 Identification Performance

Given a probe ear image, the root mean square (RMS) error is calcu-
lated for every enrolled subject in the gallery set and the subject in
the gallery with the minimum RMS error is declared as the recognized
person in the probe image. The matching error matrix {ME(i, j), i =
1, 2, . . . , Nt, j = 1, 2, . . . , Nm} on the UCR dataset ES1 using the
helix/anti-helix representation, where Nt and Nm are the number of
probe ears and gallery ears respectively, is displayed as an intensity
image shown in Figure 4.3. The smaller the matching error is the more
likely the two ears match. From Figure 4.3, we can see that most of the
diagonal pixels are darker than the other pixels on the same row, which
means correct recognition. The average time to match a pair of ears,
which includes the coarse and fine alignment, is about 1.1 seconds
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Table 4.1. Cumulative matching performance on the UCR dataset and the UND dataset Col-
lection F. The number of images in the gallery and probe sets are listed in the parenthesis.

Dataset Rank-1 Rank-2 Rank-3 Rank-4 Rank-5
ES1(155, 155) 96.77% 98.06% 98.71% 98.71% 98.71%
ES2(310, 592) 94.43% 96.96% 97.80% 98.31% 98.31%

ES3(310, 592)

92.91% 95.95% 96.96% 97.30% 97.47%
94.26% 95.78% 96.28% 96.45% 96.96%
92.74% 94.76% 95.44% 95.78% 95.95%
92.23% 95.44% 95.61% 96.45% 96.79%
92.23% 94.93% 95.44% 95.78% 95.78%

UND(302, 302) 96.03% 96.69% 97.35% 97.68% 98.01%

with C++ implementation on a Linux machine with an AMD Opteron
1.8GHz CPU.

The identification performance is evaluated by the cumulative
match characteristics (CMC), which describes “is the right answer in
the top rank-r matches?”. Table 4.1 shows the rank-r recognition rates
for the UCR dataset and the UND dataset Collection F. In Table 4.1,
the numbers of images in the gallery and the probe sets are listed in
the parenthesis following the name of the dataset. We achieve 96.77%
rank-1 recognition rate (150 out of 155) on the UCR dataset ES1 and
96.03% rank-1 recognition rate (290 out of 302) on the UND dataset
Collection F. As expected, the system performs better on ES1 with
the same pose and the performance degrades slightly on ES2 with
pose variations. By an inspection of the CMC values on ES3 listed
in Table 4.1, it also can be seen that the system is robust to recognize
ears under different conditions. We observe that without retuning the
parameters of the proposed algorithm we still achieved good recogni-
tion performance on the UND dataset which has several weeks of time
lapse between the gallery and the probe.

Figure 4.4 shows three examples of the correctly recognized
gallery-probe ear pairs with a large pose variation. Figure 4.4(a) shows
the side face color images of the gallery and the probe alternately;
Figure 4.4(b) shows the range images of the ears that are automati-
cally extracted; Figure 4.4(c) shows the gallery ear represented by the
mesh overlaid on the textured 3D probe ear images. We observe that
the cases with a large pose variation are correctly handled.

We show three special cases of correctly recognizing gallery-probe
ear pairs in Figures 4.5. In these two figures, the probe ear is rendered
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Fig. 4.3. Matching error matrix on the UCR dataset ES1 using the ear helix/anti-helix rep-
resentation displayed as an intensity image (smaller values correspond to darker pixels). The
gallery ID is labeled horizontally and the probe ID is labeled vertically.
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(a) (b) (c)

C
ase 2

C
ase 3

C
ase 1

Fig. 4.4. UCR dataset: Three cases of the correctly recognized gallery-probe ear pairs using
the ear helix/anti-helix representation with a large pose variation. (a) Side face color images.
(b) Range images of the detected ears. In columns (a) and (b), the gallery image is shown
first and the probe image is shown second. (c) The probe ear with the corresponding gallery
ear after alignment. The gallery ear represented by the mesh is overlaid on the textured 3D
probe ear. The units of x, y and z are millimeters (mm). In case 1, the rotation angle is 33.5◦

and the axis is [0.0099, 0.9969, 0.0778]T . In case 2, the rotation angle is −33.5◦ and the
axis is [−0.1162, 0.9932, 0.0044]T . In case 3, the rotation angle is 32.9◦ and the axis is
[0.0002, 0.9998, 0.0197]T .
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as a textured 3D surface; the gallery ear is displayed as a mesh. In order
to examine our results visually, we display the gallery ear and probe
ear in the same image (Figure 4.5(b)) and also the transformed gallery
and probe ear in the same image (Figure 4.5(c)). From Figure 4.5, we
observe that the ear recognition system can handle partial occlusion.
Twelve more examples of correctly recognized gallery-probe ear pairs
are shown in Figure 4.6. The images in the columns (a) and (c) dis-
play test ears and their corresponding gallery ears before alignment;
the images in the columns (b) and (d) show probe ears and correctly
recognized gallery ears after alignment. From Figure 4.6, we see that
each gallery ear is well aligned with the corresponding probe ear.

During the recognition, some errors are made and four cases are il-
lustrated in Figure 4.7. Figure 4.7(a) and (b) show the color images of
two visually similar probe and gallery ears that belong to different sub-
jects; Figure 4.7(c) shows the true gallery ear overlaid on the textured
3D probe ear after registration; Figure 4.7(d) shows the falsely recog-
nized gallery ear overlaid on the textured 3D probe ear after alignment.
In Figure 4.7(d), the root mean square error for the falsely recognized
ear is smaller than the error for the correct ear in Figure 4.7(c). Since
we pick up the gallery ear with the minimum RMS error as the recog-
nized ear, we made the errors. In this figure, we obtain good alignment
between the gallery and model ears from different persons since these
ears are quite similar in 3D.

4.3.2 Verification Performance

The verification performance of the proposed system is evaluated in
terms of the two popular methods, the receiver operating character-
istic (ROC) curve and the equal error rate (EER). The ROC curve is
the plot of genuine acceptance rate (GAR) versus the corresponding
false acceptance rate (FAR). GAR is defined as the percentage of the
occurrences that an authorized user is correctly accepted by the sys-
tem, while FAR is defined as the percentage of the occurrences that a
non-authorized user is falsely accepted by the system. The EER, which
indicates the rate at which false rejection rate (FRR = 1−GAR) and
the false acceptance rate are equal, is a threshold independent perfor-
mance measure.

During the verification, the RMS distance is computed from match-
ing the gallery ears to the probe ears and it is then compared to a
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(a) (b) (c)

Fig. 4.5. Three special cases of correctly recognized gallery-probe ears using the ear helix/anti-
helix representation, in which ears are partially occluded by an earring or by the hair. (a)
Color images of the ears. (b) Examples of probe ears with the corresponding gallery ears
before alignment. (c) Examples of test ears with the correctly recognized gallery ears after
alignment. The gallery ear represented by the mesh is overlaid on the textured 3D test ear. The
units of x, y and z are millimeters (mm).
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(a) (b)

Fig. 4.6. UCR dataset: Twelve cases of the correctly recognized gallery-probe pairs using the
ear helix/anti-helix representation. (a) Examples of probe ears with the corresponding gallery
ears before alignment. (b) Examples of probe ears with the correctly recognized gallery ears
after alignment. The gallery ear represented by the mesh is overlaid on the textured 3D probe
ear. The units of x, y and z are millimeters (mm).



74 4 Recognizing 3D Ears Using Ear Helix/Anti-Helix

(a) (b)

Fig. 4.6. Figure 4.6 Continued.
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(a) (b)

Fig. 4.6. Figure 4.6 Continued.
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(a) (b)

Fig. 4.6. Figure 4.6 Continued.
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(a) (b)

Fig. 4.6. Figure 4.6 Continued.



78 4 Recognizing 3D Ears Using Ear Helix/Anti-Helix

(a) (b)

Fig. 4.6. Figure 4.6 Continued.
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(a) (b) (c) (d)

Fig. 4.7. UCR dataset: Four cases of incorrectly recognized gallery-probe pairs using the ear
helix/anti-helix. Each row shows one case. The gallery ears represented by the mesh are over-
laid on the textured 3D probe ears. The units of x, y and z are millimeters (mm). (a) Color
images of the probe ears. (b) Color images of falsely recognized gallery ears. (c) True gallery
ears after alignment are overlaid on the textured 3D probe ears. (d) The falsely recognized
gallery ears after alignment are overlaid on the textured 3D probe ears. Note that for the in-
correct matches the gallery ears in column (d) achieve a smaller value of RMS error than the
gallery ears in column (c).
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Fig. 4.8. UCR dataset and UND dataset Collection F: Verification performance as a ROC
curve using the ear helix/anti-helix representation. (a) ROC curves on the UCR dataset ES1,
ES2 and the UND dataset. (b) ROC curve on the UCR dataset ES3. The dotted line is the
average of GAR over a particular FAR and the vertical line indicates the range of GAR for a
particular FAR over 5 runs. The EERs for the 5 runs are 0.042, 0.043, 0.049, 0.045, and 0.055,
respectively.
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threshold to determine if the probe is an authorized user or an imposter.
By varying the threshold FAR and GAR values are computed and plot-
ted in Figure 4.8. Figure 4.8(a) shows the ROC curves on the UCR
dataset ES1, ES2 and the UND dataset; Figure 4.8(b) shows the ROC
curve on the UCR dataset ES3. As expected, the system performs best
on ES1 with a 0.032 EER. It can be seen that EERs changed slightly
on the three scenarios, which suggests that the system is capable of
verifying ears with pose variations and partial occlusions.

4.4 Conclusions

We have proposed the ear helix/anti-helix representation for surface
matching in 3D. The 3D coordinates of the ear helix/anti-helix parts
are obtained from the detection algorithm and they are used to estimate
the initial transformation between a gallery-probe pair. Then a modi-
fied ICP algorithm iteratively refines the transformation which brings
the hypothesized gallery and a probe into the best alignment. We have
performed extensive experiments the UCR dataset (155 subject with
902 images) and the UND dataset Collection F (302 subject with 302
time-lapse pairs). It is encouraging to observe that the proposed ear
recognition system is capable of recognizing ears with pose variation
and partial occlusions.
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Recognizing 3D Ears Using Local Surface Patches

In this chapter, we use the local surface patch (LSP) representation for
matching 3D ears [1, 12]. The LSP representation, a new local sur-
face descriptor, is characterized by a centroid, a local surface type
and a 2D histogram. The 2D histogram shows the frequency of oc-
currence of shape index values vs. the angles between the normal of
reference feature point and that of its neighbors. The proposed human
recognition system using the LSP representation is illustrated in Figure
5.1. The local surface descriptors are computed for the feature points
which are defined as either the local minimum or the local maximum
of shape indexes. By comparing the local surface patches for a gallery
and a probe image, the potential corresponding local surface patches
are established and then filtered by geometric constraints. Based on the
filtered correspondences, the initial rigid transformation is estimated.
Once this transformation is obtained, it is then applied to randomly se-
lected control points of the hypothesized gallery ear in the database. A
modified iterative closest point (ICP) algorithm is run to improve the
transformation which brings a gallery ear and a probe ear into the best
alignment, for every gallery-probe pair. The root mean square (RMS)
registration error is used as the matching error criterion. The subject in
the gallery with the minimum RMS error is declared as the recognized
person in the probe image.

5.1 Local Surface Patch Representation (LSP)

In 3D object recognition, the key problems are how to represent free-
form surfaces effectively and how to match the surfaces using the
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Surface Matching

Refined AlignmentCoarse Alignment

Recognized Ear
with the Minimum

RMS Error

Gallery
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Computation

LSP database

Probe Ear

Comparing LSPs

Group
Corresponding LSPs

A Set of
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Local surface patch
(LSP) representation

Initial rigid transformation based on the correspondences

Fig. 5.1. The 3D ear recognition using the local surface patch (LSP) representation.
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selected representation. Researchers have proposed various surface
signatures for recognizing 3D free-form objects which are reviewed
in [12, 51]. In the following, we present a new surface representation,
called the local surface patch (LSP), investigate its properties and use
it for ear recognition.

5.1.1 Definition of LSP

We define a “local surface patch” (LSP) as the region consisting of a
feature point P and its neighbors N. The LSP representation includes
feature point P , its surface type, centroid of the patch, and a histogram
of shape index values vs. dot product of the surface normal at point P
and its neighbors. A local surface patch is shown in Figure 5.2. The
neighbors satisfy the following conditions,

N = {pixels N, ||N − P || ≤ ε1}
and acos(np•nn < A), (5.1)

where • denotes the dot product between the surface normal vectors
np and nn at point P and N and acos denotes the inverse cosine func-
tion. The two parameters ε1 and A (ε1 = 5.8mm, A = 0.5) are important
since they determine the descriptiveness of the local surface patch rep-
resentation. A local surface patch is not computed at every pixel in a
range image, but only at selected feature points.

The feature points are defined as the local minimum and the maxi-
mum of shape indexes, which can be calculated from principal curva-
tures. The curvatures can be estimated as described in Section 3.1.1.

Shape index (Si), a quantitative measure of the shape of a surface
at a point P , is defined by equation (5.2),

Si(P ) =
1

2
− 1

π
tan−1 k1(P ) + k2(P )

k1(P ) − k2(P )
(5.2)

where k1 and k2 are maximum and minimum principal curvatures, re-
spectively. With this definition, all shapes are mapped into the interval
[0, 1] [77]. The shape categories and corresponding shape index ranges
are listed in Table 3.1. Figure 5.3 shows original ear range images and
their shape index images for two people. In this figure, the brighter
pixels denote large shape index values which correspond to ridge and
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Table 5.1. Surface type Tp based on the value of shape index.

Type tag (Tp) Si range Surface type
0 [0,5/16) Concave
1 [5/16,11/16) Saddle
2 [11/16,1] Convex

dome surfaces while the darker pixels denote small shape index val-
ues that correspond to valley and cup surfaces. Within a b × b (b = 5)
window, the center point is marked as a feature point if its shape index
is higher or lower than those of its neighbors. The results of feature
points extraction are shown in Figure 5.4 where the feature points are
marked by red plus sign. In order to see the feature points’ location,
we enlarge the two images. We can clearly see that some feature points
corresponding to the same physical area appear in both images.

For every local surface patch, we compute the shape indexes and
normal angles between point P and its neighbors. Then we form a 2D
histogram by accumulating points in particular bins along the two axes.
One axis of this histogram is the shape index which is in the range
[0,1]; the other is the dot product of surface normal vectors at P and N
which is in the range [−1, 1]. In order to reduce the effect of noise, we
use bilinear interpolation when we calculate the 2D histogram. One ex-
ample of 2D histogram is shown as a grayscale image in Figure 5.2(c);
the brighter areas in the image correspond to bins with more points
falling into them. In the implementation, the number of bins for the
shape index axis is 17 and the number of bins for the other axis is 34.

We classify surface shape of a local surface patch into three types:
concave (Tp = 0), saddle (Tp = 1) and convex (Tp = 2) based on the
shape index value of the feature point. The shape index range and its
corresponding surface type are listed in Table 5.1. We also compute
the centroid of a local surface patch. Note that a feature point and the
centroid of a patch may not coincide.

In summary, every local surface patch is described by a 2D his-
togram, surface type, and the centroid. The 2D histogram and surface
type are used for comparison of LSPs and the centroid is used for com-
puting the rigid transformation. The patch encodes the geometric in-
formation of a local surface.
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(a)
Local surface patch

Centroid:
( 1.629,2.40,4.72 −=== zyx )

Tp = 2 at the feature point
marked by the blue asterisk

2D histogram

(b)

Shape Index
0 0.5 1

-1
0

1
D

otP
roduct

(c)

Fig. 5.2. Illustration of a local surface patch (LSP). (a) Feature point P is marked by the
asterisk and its neighbors N are marked by the interconnected dots. (b) LSP representation
includes a 2D histogram, a surface type and centroid coordinates. (c) The 2D histogram is
shown as a gray image in which the brighter areas correspond to bins with the high frequency
of occurrence.
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(a) (b) (c) (d)

Fig. 5.3. Two examples of ear range images ((a), (c)) and their corresponding shape index
images ((b), (d)). In images (a) and (c), the darker pixels are away from the camera and the
lighter ones are closer. In images (b) and (d), the darker pixels correspond to concave surfaces
and lighter ones correspond to convex surfaces.

Fig. 5.4. Feature points location (+) in two range images shown as grayscale images of the
same ear taken at different viewpoints.
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5.1.2 Comparing Local Surface Patches

Given a probe range image, we extract feature points and get local sur-
face patches. Considering the inaccuracy of feature points’ location,
we also extract local surface patches from the neighbors of feature
points. Then we compare them with all of the local surface patches
saved in the gallery based on the surface type and histogram dissimi-
larity. We use a statistical method to assess the dissimilarity between
the two probability density functions since a histogram can be thought
of as an unnormalized approximation to it. The χ2 − divergence is
among the most prominent divergence used in statistics to assess the
dissimilarity between two probability density functions. We use it to
measure the dissimilarity between two observed histograms Q and V,
as follows [62]:

χ2(Q, V ) =
∑

i

(qi − vi)
2

qi + vi
(5.3)

From equation (5.3), we know the dissimilarity is between 0 and
2. If the two histograms are exactly the same, the dissimilarity will
be zero. If the two histograms do not overlap with each other, it will
achieve the maximum value of 2.

Figure 5.5 shows an experimental validation that the local surface
patch has the discriminative power to distinguish shapes. We do exper-
iments under three cases:

• A local surface patch (LSP1) generated for an ear is compared to
another local surface patch (LSP2) corresponding to the same phys-
ical area of the same ear imaged from a different viewpoint; in this
case a low dissimilarity exists and both LSPs have the same surface
type.

• The LSP1 is compared to LSP3 which lies in a different area of the
same ear; the dissimilarity is high and they have different surface
type.

• The LSP1 is compared to LSP4 which lies in the similar area as the
LSP1 but it is not the same ear; there exists a higher dissimilarity
than the first case and they also have the different surface type.

These experimental results suggest that the local surface patch pro-
vides distinguishable features and it can be used for differentiation
among ears. Table 5.2 shows the comparison results.
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Fig. 5.5. The demonstration of discriminatory power of local surface patches. The ear images
in the first row are from the same person but with different viewpoints. The ear image shown
in the second row is from a different person. The histograms of four local surface patches
(LSP1 to LSP4) are also shown for the comparison.

Table 5.2. Comparison results for four local surface patches shown in Figure 5.5.

Surface Type
LSP1 LSP2 LSP3 LSP4
Tp=0 Tp=0 Tp=2 Tp=1

χ2 − divergence
χ2(LSP1, LSP2) χ2(LSP1, LSP3) χ2(LSP1, LSP4)
0.479 1.99 0.984
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5.1.3 Generating Parameters of LSP

There are four parameters that control the generation of an LSP: the
number of bins for the shape index, the number of bins for the dot
product of surface normal vectors, the distance constraint ε1, and the
angle constraint A. Figure 5.6 and 5.7 show quantitative analysis of
the effect of these four parameters. We compute χ2 dissimilarity for
corresponding and non-corresponding LSPs versus different generat-
ing parameters. Since the gallery/probe pair is registered, we can easily
determine correspondence in the probe range image for every extracted
feature point in the gallery range image. If we only consider the dissim-
ilarity between corresponding LSPs, it is not sufficient to analyze the
effect of generating parameters on comparing LSPs. We need to take
into account the dissimilarity for both corresponding LSPs and non-
corresponding LSPs to analyze the effect of generating parameters. In
order to get non-corresponding points, we move their correspondences
in the probe image to other locations to make them at least 15mm apart
(the average length of ear is about 62mm). For every corresponding
LSP, we compute the dissimilarity for corresponding LSPs and get
the mean. By repeating the same procedure for different generating
parameters, we create the plot of χ2 dissimilarity for corresponding
LSPs versus the varying parameter. We repeat the same procedure for
non-corresponding LSPs and obtain the plot of χ2 dissimilarity versus
the varying parameter. We analyze the effect of each parameter while
keeping other three fixed.

In Figure 5.6 and 5.7 there are three curves: two of them are plots of
the mean of dissimilarity versus the varying parameter; the other one is
the plot of the separability versus the varying parameter. Assuming the
distributions for corresponding and non-corresponding LSPs are Gaus-
sian, the separability is defined by |µ1−µ2|√

(σ2
1+σ2

2)
, where µ1, σ1 and µ2, σ2

are the mean and standard deviation of dissimilarity for corresponding
and non-corresponding LSPs respectively. The separability measures
the distance between the dissimilarity distribution for corresponding
and non-corresponding LSPs to some degree.

The number of bins is an important parameter since it controls the
size of 2D histogram and it also affects the descriptiveness of LSPs.
If the number of bins is small, the possibility of points falling into
the same bin is large, and the χ2 dissimilarity for corresponding and
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non-corresponding LSPs will be small. As the number of bins in-
creases, the χ2 dissimilarity for corresponding and non-corresponding
LSPs increases since the chances of points falling into different bins
are higher, which results in the decrease in the overlap of histograms
corresponding to two LSPs. Figure 5.6(a), (b) and 5.7(a), (b) verify
the analysis. We can also observe that the separability increases with
the increasing number of bins and then decreases, which confirms the
intuition that too few bins and too many bins are not good choices for
generating surface signatures.

The distance constraint controls the number of points contributing
to the generation of a LSP. Larger distance constraint allows for more
points to be included in a LSP. Intuitively the larger distance constraint
results in more discriminating LSPs since LSPs encode more surface
information. The intuition is confirmed by the curve of dissimilarity
versus the distance constraint in Figure 5.6(c) and 5.7(c), which show
that the dissimilarity drops with the increase in distance constraint. It
may seem that we should set the distance constraint as large as possi-
ble. However, the dissimilarity for non-corresponding LSPs also drops
with the distance constraint increasing. From Figure 5.6(c) and 5.7(c),
we also observe that the separability increases then drops when the
distance constraint increases, which suggests that there is a tradeoff
between the descriptiveness of a LSP and the distance constraint.

The angle constraint controls the effect of self occlusion. The small
value of angle constraint allows for a small number of points contribut-
ing to the generation of a LSP, resulting in the large dissimilarity. As
the angle constraint is relaxed, the number of points included as a part
of a LSP increases. Therefore, in this case an LSP encodes more shape
information and the dissimilarity should decrease. As the angle con-
straint becomes more relaxed the dissimilarity may increase since the
shape becomes more and more unique. Figure 5.6(d) and Figure 5.7(d)
show that initially dissimilarity decreases and then increases slowly as
the angle constraint increases. The separability increases as the angle
constraint increases. It seems that we should set the angle constraint
as large as possible. However, a small angle constraint is necessary for
limiting the effect of occlusion.

The surface type, another component of LSP representation, only
depends on the reference point of LSP, and is not affected by the four
generating parameters.
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(a) Varying the number of bins for dot product of surface normals
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(b) Varying the number of bins for shape index

Fig. 5.6. Effect of generating parameters of LSP on comparing LSPs obtained from one
gallery/probe pair ((a)-(d)).
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Fig. 5.6. Figure 5.6 Continued.
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Fig. 5.7. Effect of generating parameters of LSP on comparing LSPs obtained from another
gallery/probe pair ((a)-(d)).
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Fig. 5.7. Figure 5.7 Continued.
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5.1.4 Invariance of Local Surface Patches to Rigid Transformation

The LSP representation consists of histogram of shape index and sur-
face normal angle which are invariant to rigid transformation. To ver-
ify this, we compute the χ2 dissimilarity between reference LSPs and
their corresponding LSPs after rigid transformation. We synthetically
generate range images at different views by applying 3D rigid trans-
formation. Given a range image {v = {x, y, z}}, we apply the trans-
formation (tv = R(v − v0) + v0) to generate new views where v0 is
the centroid of 3D vertices in the original range image, R is the rota-
tion matrix and tv are new 3D coordinates after transformation. The
rotation matrix R can be written as R = Rφ ∗ Rβ ∗ Rα where Rφ, Rβ,
Rα are rotation matrices along x-axis, y-axis, and z-axis, respectively.
We calculate shape index and surface normals for the synthetic range
image, compute LSPs at the same location as the reference LSPs, and
compute the χ2 dissimilarity between the two corresponding LSPs for
the extracted feature points. The surface type for the corresponding
LSP is not changed by the rigid transformation. The dissimilarity dis-
tributions are shown in Figure 5.8.

Figure 5.8(a) and (b) show the distributions for two different rota-
tions. From this figure, we observe the dissimilarity does not change
much and LSP representation is invariant to rigid transformation. Fur-
thermore, as described in Section 5.3, we performed experiments on
the UCR dataset which has pose variations (±35◦) for six different
shots of the same subject and on a subset of the UND dataset Col-
lection G which has pose variations (up to 45◦) for four shots of the
same subject. We achieved good performance. These results show the
robustness and view-point invariance of the LSP representation.

5.1.5 Robustness of Local Surface Patches in the Presence of Noise

In order to use the proposed LSP representation for recognizing 3D
objects from real data, we need to address the problem of robustness
of LSP in the presence of noise. Since LSP is a local surface descrip-
tor, it will be robust to certain levels of noise. We verify this hypoth-
esis experimentally. While the noise model for different range sensors
may be different, we use the Gaussian noise model for the Minolta
Vivid camera [78]. Other examples of additive Gaussian noise model
with the range data can be found in [79, 80]. Therefore, we inject zero
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(a) φ = 5◦, β = 10◦, α = 10◦ (b) φ = 10◦, β = 30◦, α = 30◦

Fig. 5.8. χ2 dissimilarity for corresponding LSPs with respect to the rigid transformation.

(a) (b) (c)

Fig. 5.9. Visualization of a surface corrupted by Gaussian noise N(µ, σ). (a) No noise added.
(b) N(µ = 0, σ = 0.6mm). (c) N(µ = 0, σ = 1.0mm).
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(a) N(0, σ = 0.6mm) (b) N(0, σ = 1.0mm)

Fig. 5.10. χ2 dissimilarity for corresponding LSPs in the presence of noise.

mean Gaussian noise N(0, σ2) to range images along the viewing di-
rection (Z-axis). The standard deviation of Gaussian noise that we add
depends on the mesh resolution of range scans. However the mesh
resolution is not well defined. We use the Johnson’s definition [3] ac-
cording to which “Mesh resolution is defined as the median of all edge
lengths in a mesh.” Given a range image, we triangulate it and get a
triangular mesh. Then we calculate the median of all edge lengths in
the mesh. The average median calculated from range scans is about
1.25mm. Adding noise to range images will corrupt the surface and
examples of a range image corrupted with Gaussian noise are shown
in Figure 5.9.

Given a range image, we add zero mean Gaussian noise with
σ = 0.6mm and σ = 1.0mm, then we compute the LSP at the same lo-
cation as the reference LSP on the corrupted range image, next we cal-
culate the χ2 dissimilarity between corresponding LSPs. Figure 5.10
shows the distribution of dissimilarity with added Gaussian noise.
From Figure 5.10, we can see that the LSP representation is robust
to Gaussian noise with σ = 0.6mm and performs a little worse to
Gaussian noise with σ = 1.0mm. Since the noise corrupts the surface,
14% of corresponding LSPs change the surface type. The dissimilar-
ity for corresponding and non-corresponding LSPs and the separabil-
ity versus the increased corruption for two different ears are shown in
Figure 5.11. We can observe that the dissimilarity for corresponding
LSPs increases slowly since the noise corrupts the surface shape and
the separability decreases with the increase in corruption, which sug-
gests that LSP matching degrades slowly as the noise level increases.
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Fig. 5.11. χ2 dissimilarity for corresponding LSPs with respect to noise of different σ.
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5.1.6 Comparison with Spin Image Representation

It is to be noted that our LSP representation is different from the spin
image representation [3]. Unlike the LSP representation, spin image is
a 2D histogram described by two parameters: distance to the tangent
plane of the oriented point from its neighbors and the distance to the
normal vector of the oriented point. As described above, we compute
LSPs for feature points, while the spin image is computed for every
vertex on the surface of an object [3]. In Section 5.3.4, we provide a
comparison of the LSP and the spin image representations on a ear
dataset.

5.2 Surface Matching

5.2.1 Grouping Corresponding Pairs of LSPs

Given a probe range image, we extract feature points and get local
surface patches. Considering the inaccuracy of feature points’ location,
we also extract local surface patches from neighbors of feature points.
Then we compare them with all of the local surface patches saved in
the model database. This comparison is based on the surface type and
χ2 dissimilarity mentioned in Section 5.1.2.

For every local surface patch from the probe ear, we choose the
local surface patch from the database with minimum dissimilarity and
the same surface type as the possible corresponding patch. We filter the
possible corresponding pairs based on the geometric constraints given
below.

dC1,C2 = |dS1,S2 − dM1,M2 | < ε2

max(dS1,S2, dM1,M2) > ε3 (5.4)

where dS1,S2 and dM1,M2 are Euclidean distances between centroids
of two surface patches. The first constraint guarantees that distances
dS1,S2 and dM1,M2 are consistent; the second constraint removes the
correspondences which are too close. For two correspondences C1 =
{S1, M1} and C2 = {S2, M2} where Si is probe surface patch and Mi

is gallery surface patch, they should satisfy (5.4) if they are consistent
corresponding pairs. Therefore, we use simple geometric constraints
to partition the potential corresponding pairs into different groups. The
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larger the group is, the more likely it contains the true corresponding
pairs.

Given a list of corresponding pairs L = {C1, C2, . . . , Cn}, the
grouping procedure for every pair in the list is as follows:

• Initialize each pair of a group.
• For every group, add other pairs to it if they satisfy (5.4).
• Repeat the same procedure for every group.
• Sort the groups in the ascending order based on the size of groups.
• Select the groups on the top of the list.

Figures 5.12 and 5.13 show two examples of partitioning corre-
sponding pairs into different groups. Figure 5.12 shows a pair of ears
with a small pose variation and Figure 5.13 shows a pair of ears
with a large pose variation. Figures 5.12 and 5.13(a) show the feature
point extraction results for the probe ears. Comparing the local surface
patches with LSPs on the gallery ear, the initial corresponding pairs are
shown in Figure 5.12 and 5.13(b), in which every pair is represented
by the same number superimposed on the probe and gallery images.
We observe that both the true and false corresponding pairs are found.
Applying the simple geometric constraints (5.4), examples of filtered
groups are shown in Figures 5.12 and 5.13(c) (d), respectively. We can
see that the true corresponding pairs are obtained by comparing lo-
cal surface patches and using the simple geometric constraints for ear
pairs with small or large pose variations.

5.2.2 Alignment of Gallery with Probe Ears

Once the corresponding LSPs between the gallery and probe are estab-
lished, the initial rigid transformation is estimated and the coarse-to-
fine surface matching strategy is followed (see Section 4.2).

5.3 Experimental Results

As described in Section 4.3 about the dataset, we perform experiments
on the UCR dataset ES1 and ES2 and on the UND dataset Collection
F and a subset of Collection G (24 subjects with four orientations).
The experimental results on the UND dataset Collection F and G are
obtained by using the same parameters of the ear recognition algorithm
as those used on the UCR dataset.
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(a) Feature points extraction from a probe ear (b) Initial corresponding pairs

(c) Example of filtered corresponding pairs (d) Example of filtered corresponding pairs

Fig. 5.12. Example of grouping corresponding LSPs for a pair of ears with a small pose vari-
ation. The probe ear is shown as the left image in (b), (c) and (d).
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(a) Feature points extraction from a probe ear (b) Initial corresponding pairs

(c) Example of filtered corresponding pairs (d) Example of filtered corresponding pairs

Fig. 5.13. Example of grouping corresponding LSPs for a pair of ears with a large pose varia-
tion. The probe ear is shown on the left image in (b), (c) and (d).
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5.3.1 Identification Performance

Every probe is matched to every 3D ear in the gallery set and the RMS
registration error is calculated using the procedure described in Sec-
tion 4.2. The matching error matrix {ME(i, j), i = 1, 2, . . . , Nt, j =
1, 2, . . . , Nm} on the UCR dataset ES1 using the LSP representation,
where Nt and Nm are the number of probe ears and gallery ears, re-
spectively, is displayed as an intensity image shown in Figure 5.14.
The average time to match a pair of ears, which includes the coarse
and fine alignment, is about 3.7 seconds with C++ implementation on
a Linux machine with an AMD Opteron 1.8GHz CPU.

The identification performance is evaluated by the cumulative
match characteristics (CMC). Table 5.3 shows the rank-r recognition
rates using the LSP representation for the UCR dataset and the UND
dataset Collection F. In Table 5.3, the numbers of images in the gallery
and the probe sets are listed in the parenthesis following the name of
the dataset. We achieve 94.84% rank-1 recognition rate (150 out of
155) on the UCR dataset ES1 and 96.36% rank-1 recognition rate (291
out of 302) on the UND dataset Collection F. As expected, the sys-
tem performs better on ES1 with the same pose and the performance
degrades slightly on ES2 with pose variations.

We show four special cases of correctly recognizing gallery-probe
ear pairs using the LSP representation in Figures 5.15. In this figure,
each probe ear is rendered as a textured 3D surface and each gallery
ear is displayed as a mesh. In order to examine the results visually, we
display the pre-aligned gallery ear and the probe ear in the same image
(Figures 5.15(b)) and also the post-aligned (transformed) gallery and
the probe ear in the same image (Figures 5.15(c)). From Figure 5.15,
we observe that the ear recognition system can handle partial occlu-
sion. Twelve more examples of correctly recognized gallery-probe ear
pairs are shown in Figure 5.16. From Figure 5.16, we observe that each
gallery ear is well aligned with the corresponding probe ear.

One error case is illustrated in Figure 5.17. Figure 5.17 (a) and (b)
show the color images of two visually similar probe and gallery ears
that belong to different subjects; Figure 5.17(c) shows the correspond-
ing gallery ear overlaid on the textured 3D probe ear after registra-
tion; Figure 5.17(d) shows the falsely recognized gallery ear overlaid
on the textured 3D probe ear after alignment. In Figure 5.17(d), the
root mean square error is 1.002mm, which is smaller than 1.079mm in
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Fig. 5.14. Matching error matrix on the UCR dataset ES1 using the LSP representation dis-
played as an intensity image (smaller values correspond to darker pixels). The gallery ID is
labeled horizontally and the probe ID is labeled vertically.

Table 5.3. Cumulative matching performance on the UCR dataset and the UND dataset Col-
lection F using the LSP representation.

Dataset Rank-1 Rank-2 Rank-3 Rank-4 Rank-5
UCR ES1(155, 155) 96.77% 96.77% 96.77% 96.77% 96.77%
UCR ES2(310, 592) 94.43% 96.96% 97.30% 97.64% 97.80%

UND(302, 302) 96.36% 98.01% 98.34% 98.34% 98.34%
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Figure 5.17(c). Since the ears of these two subjects are quite similar in
3D, the error occurs and it is an example of false recognition.

Figure 5.17 (a) and (b) show the color images of two visually sim-
ilar probe and gallery ears that belong to different subjects; Figure
5.17(c) shows the true gallery ear overlaid on the textured 3D probe ear
after registration; Figure 5.17(d) shows the falsely recognized gallery
ear overlaid on the textured 3D probe ear after alignment. In Figure
5.17(d), the root mean square error for the falsely recognized ear is
smaller than the error for the correct ear in Figure 5.17(c). Since we
pick up the gallery ear with the minimum RMS error as the recognized
ear, we made the errors. In this figure, we obtain good alignment be-
tween the gallery and model ears from different persons since these
ears are quite similar in 3D.

5.3.2 Verification Performance

The verification performance of the proposed system is evaluated in
terms of the two popular methods, the receiver operating characteris-
tic (ROC) curve and the equal error rate (EER). Figure 5.18 shows the
ROC curves on the UCR and the UND dataset Collection F using the
LSP representation for surface matching. As expected, the system per-
forms better on ES1 than on ES2 using the the LSP representations.
We obtain the best performance with a 0.023 EER on the UND dataset
using the LSP representation. It is clearly seen that without retuning
the parameters of the proposed algorithms we achieved good verifica-
tion performance on the UND dataset.

5.3.3 Evaluation of Verification Performance

We discuss and evaluate the accuracy of the ear verification system by
applying the method in [38, 81, 82]. As described in Section 1.3, the
UCR dataset has 155 subjects. There are 155 probes providing 155 user
claims and 23,870 (155 × 154) imposter claims for the UCR dataset
ES1. For the UCR dataset ES2 there are 592 probes providing 592
user claims and 91,168 (592×154) imposter claims. The UND dataset
Collection F has 302 subjects. There are 302 pairs of images providing
302 user claims and 90,902 (302 × 301) imposter claims.

We calculate the number of user claims and imposter claims that
gives statistically significant results. Let ζµ denote the µ−percentile of
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(a) (b) (c)

Fig. 5.15. UCR dataset: Four examples of the correctly recognized gallery-probe pairs using
the LSP representation. Two ears have earrings and the other two ears are partially occluded
by the hair. Images in column (a) show color images of ears. Images in column (b) and (c) show
the probe ear with the corresponding gallery ear before the alignment and after the alignment,
respectively. The gallery ears represented by the mesh are overlaid on the textured 3D probe
ears. The units of x, y and z are in millimeters (mm).
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(a) (b)

Fig. 5.16. UCR dataset: Twelve cases of the correctly recognized gallery-probe pairs using
the LSP representation. (a) Examples of probe ears with the corresponding gallery ears before
alignment. (b) Examples of probe ears with the correctly recognized gallery ears after align-
ment. The gallery ear represented by the mesh is overlaid on the textured 3D probe ear. The
units of x, y and z are in millimeters (mm). Two example cases are shown on a page.



110 5 Recognizing 3D Ears Using Local Surface Patches

(a) (b)

Fig. 5.16. Figure 5.16 Continued.
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(a) (b)

Fig. 5.16. Figure 5.16 Continued.
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(a) (b)

Fig. 5.16. Figure 5.16 Continued.
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(a) (b)

Fig. 5.16. Figure 5.16 Continued.



114 5 Recognizing 3D Ears Using Local Surface Patches

(a) (b)

Fig. 5.16. Figure 5.16 Continued.
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(a) (b) (c) (d)

Fig. 5.17. UCR dataset: An incorrectly recognized model-test pair using the LSP representa-
tion. The model ear represented by the yellow mesh is overlaid on the textured 3D test ear.
The units of x, y and z are in millimeters (mm). (a) Color image of the probe ear. (b) Color
image of the falsely recognized gallery ear. (c) The gallery ear after alignment is overlaid on
the texture 3D probe ear. (d) The falsely recognized gallery ear after alignment is overlaid
on the textured 3D probe ear. Note that for the incorrect match the gallery ear in column (d)
achieves a smaller value of RMS error than the gallery ear in column (c).
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curve. ROC curves on the UCR dataset ES1, ES2 and the UND dataset using the LSP repre-
sentation.
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the standard Gaussian distribution with zero mean and unit variance.
Since the verification tests can be thought of as Bernoulli trials, we
can assert that with confidence δ = 1−µ that the minimum number of
user claims which ensures that the expected value of FRR (pFR) and
the empirical value (p̂FR) are related by |pFR − p̂FR| ≤ ξ, is given by

υC =
(ζµ/2

ξ

)2

pFR(1 − pFR). (5.5)

The number υI of the imposter claims [82] which is sufficient to
ensure that the expected value of FAR (pFA) and the empirical value
(p̂FA) are related by |pFA − p̂FA| ≤ ξ is given by

υI =
(ζµ/2

ξ′

)2

po(1 − po), ξ
′
=

ξ

k
, (1 − po)

k = 1 − pFA

(5.6)

where po is the probability that one imposter is falsely accepted as an
authorized user and k is the number of imposter claims (k = 154 for
the UCR dataset and k = 301 for the UND dataset Collection F). By
setting the desired EER, δ and ξ, we can compute υC and υI .

For the UCR dataset ES1, we find υC = 149 and υI = 24, 759 with
EER = 5%, δ = 95% and ξ = 3.5%.

For the UCR dataset ES2, we find υC = 456 and υI = 75, 826 with
EER = 5%, δ = 95% and ξ = 2%.

For the UND dataset Collection F, we find υC = 292 and υI =
94, 874 with EER = 5%, δ = 95% and ξ = 2.5%.

Note that the order of magnitude of these numbers are the same
as those provided by the test scenarios. The values of ξ on the UCR
dataset ES2 (ξ = 2%) and the UND dataset Collection F (ξ = 2.5%)
are smaller than the value on the UCR dataset ES1 (ξ = 3.5%) since
the UCR dataset ES2 and the UND dataset Collection F are larger in
size than the size of the UCR dataset ES1.

5.3.4 Comparison of LSP and Spin Image Representations

In order to compare the distinctive power of the LSP and the spin im-
age representations, we follow the same procedures as described in
this chapter to recognize ears using the spin image representation. In
the experiments, the size of the spin image is 15 × 15. We perform
experiments on the UCR dataset ES1 (155 shots in the gallery and 155
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shots in the probe) to compare the performance of these two represen-
tations in terms of the CMC and the ROC curves.

Table 5.4 shows CMC values using the LSP and the spin image
representations for ear recognition. Figure 5.19 shows the ROC curves
using the LSP and the spin image representations for matching ears.
From Table 5.4 and Figure 5.19, we observe that the LSP representa-
tion achieved a slightly better performance than the spin image repre-
sentation.

5.3.5 Identification and Verification Performance with Occlusion

In order to show the recognition performance with occlusions, we sim-
ulate the occluded probe ear images by selecting a fraction of the ex-
tracted LSPs in the images. The area covered by the occluded LSPs is
removed. For a probe ear, we randomly remove 10%, 20%, 30%, 40%,
and 50% of the extracted LSPs and then match it against every ear
in the gallery. The identification performance is given in Table 5.5 and
the ROC curves for different occlusion ratios are shown in Figure 5.20.
We observe that the recognition performance degrades slowly with the
increased occlusion.

5.4 Comparison with Yan and Bowyer’s Approach

The most important difference is that we propose the ear helix/anti-
helix and the local surface patch (LSP) representations to estimate the
initial rotation and translation between a gallery-probe pair while Yan
and Bowyer do not estimate the initial transformation. The initial trans-
formation is critical for the success of ICP algorithm, which can be
seen from Table 5.6 that shows the rank-1 recognition rates. As de-
scribed above, in the UND dataset Collection G, there are 24 subjects
whose images are taken at four different poses, straight-on, 15◦ off
center, 30◦ off center and 45◦ off center. For each angle of an ear im-
age, we match it against all the images at different angles. This is the
same experiment performed in [34, Chap. 8.3]. We observe that the re-
sults obtained by the helix/anti-helix representation are better than Yan
and Bowyer’s results [34, Chap. 8.3] for all the cases except the case
(45◦ probe against 30◦ gallery). The results obtained by the LSP rep-
resentation outperform the results obtained in [34, Chap. 8.3] for the
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Table 5.4. Cumulative matching performance on the UCR dataset ES1 using the LSP and the
spin image representations.

Representation Rank-1 Rank-2 Rank-3 Rank-4 Rank-5
LSP 94.84% 96.77% 96.77% 96.77% 96.77%

Spin Image 92.90% 95.48% 95.48% 95.48% 95.48%
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Fig. 5.19. Verification performance as ROC curves using the LSP and the spin image repre-
sentations on the UCR dataset ES1.
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Table 5.5. Cumulative matching performance on the UCR dataset ES1 with different occlu-
sion ratios using the LSP representation.

Occlusion ratio Rank-1 Rank-2 Rank-3 Rank-4 Rank-5
0 94.84% 96.77% 96.77% 96.77% 96.77%

0.1 94.19% 96.13% 96.13% 96.13% 96.13%
0.2 92.26% 94.84% 94.84% 95.48% 95.48%
0.3 90.97% 92.90% 92.90% 94.19% 95.48%
0.4 87.74% 92.90% 92.90% 92.90% 93.55%
0.5 84.52% 88.39% 88.39% 88.39% 88.39%
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Ratio = 0 (EER = 0.040)
Ratio= 0.1 (EER = 0.038)
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Ratio= 0.4 (EER = 0.077)
Ratio= 0.5 (EER = 0.14)

Fig. 5.20. Verification performance as ROC curves with different occlusion ratios on the UCR
dataset ES1 using the LSP representation.
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Table 5.6. Comparison between Chen and Bhanu’s approach [1] and Yan and Bowyer’s ap-
proach [2] on a subset of Collection G. Our rank-1 identification results are put inside the
brackets. The first number is obtained using the helix/anti-helix representation and the second
one is obtained using the LSP representation. The number outside the bracket is obtained from
[34, Chap. 8.3].

Probe\Gallery Straight-on 15◦ off 30◦ off 45◦ off Average
Straight-on [100%,

100%],
100%

[91.7%,
87.5%],
87.5%

[87.5%,
83.3%],
70.8%

[93.1%,
90.3%],
86.1%

15◦ off [100%, 100%],
100%

[100%,
100%],
100%

[87.5%,
91.7%],
87.5%

[95.8%,
97.2%],
95.8%

30◦ off [91.7%, 91.7%],
87.5%

[100%,
100%],
100%

[95.8%,
91.7%],
95.8%

[95.8%,
94.4%],
94.4%

45◦ off [87.5%, 87.5%],
79.2%

[91.7%,
87.5%],
87.5%

[95.8%,
87.5%],
100%

[91.7%,
87.5%],
88.9%

Average [93.1%, 93.1%],
88.9%

[95.8%,
95.8%],
95.8%

[97.2%,
91.7%],
95.8%

[90.3%,
88.9%],
84.7%

[94.1%,
92.4%],
91.3%
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cases with large pose variations (45◦ and 30◦ probes against straight-
on gallery, straight-on and 15◦ probes against 45◦ gallery). From Table
5.6, we see that our representations can reasonably handle the pose
variation up to 45◦.

5.5 Conclusions

In this chapter, we proposed a new local surface patch (LSP) rep-
resentation for 3D matching. This representation is invariant to ro-
tation and translation. We used this representation for finding initial
correspondences between a gallery-probe pair. Then a modified iter-
ative closest point (ICP) algorithm iteratively refined the transforma-
tion which brings the hypothesized gallery and a probe image into the
best alignment. The root mean square (RMS) registration error is used
as the matching error criterion. The experimental results on two real
ear range and color image datasets demonstrated the potential of the
proposed algorithms for robust ear recognition in 3D. Extensive ex-
periments are performed on the UCR dataset (155 subjects with 902
images under pose variations), the UND dataset Collection F (302
subjects with 302 time-lapse gallery-probe pairs) and a subset of the
UND dataset G for evaluating the performance with respect to pose
variations without retuning the parameters of the proposed algorithms.
These results showed that the proposed ear recognition system is ca-
pable of recognizing ears under pose variations, partial occlusions and
time lapse effects. The proposed representation is less sensitive to pose
variations.

We also provided a comparison of the LSP representation with the
spin image representation for identification and verification. This com-
parison showed that the LSP representation achieved a slightly better
performance than the spin image representation.
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Rapid 3D Ear Indexing and Recognition

In this chapter, we proposes a novel method that combines the feature
embedding for the fast retrieval of surface descriptors, novel similarity
measures for correspondences, and a support vector machine (SVM)-
based learning technique for ranking the hypotheses. The local surface
patch (LSP) representation is used to find the correspondence between
a model-test pair. Due to its high dimensionality, an embedding algo-
rithm is used that maps the feature vectors to a low-dimensional space
where distance relationships are preserved. By searching the nearest
neighbors in low dimensions, the similarity between a model-test pair
is computed using the novel features. The similarities for all model-
test pairs are ranked using the learning algorithm to generate a short
list of candidate models for verification. The verification is performed
by aligning a model with the test object.

6.1 Introduction

In this chapter, we discuss the problem of recognizing 3D objects from
3D range images. Various techniques have been proposed for 3D object
recognition and indexing; for instance, geometric hashing and surface
descriptor matching [51]. However, most of the research has focused
on the recognition of 3D dissimilar objects using a small database. It is
desired to design a scalable and efficient 3D object recognition system.

In this chapter, we present a new framework that handles the recog-
nition of highly similar 3D objects with a good scalability performance
on large databases. We improve the local surface patch (LSP) descrip-
tor originally proposed by Bhanu and Chen [12] and it has been shown



124 6 Rapid 3D Ear Indexing and Recognition

to be more effective and efficient than the popular spin image and
spherical spin image representations [1, 3, 83]. We develop an effi-
cient framework based on the improved LSP representation but any
other surface representations such as the spin image can be used. The
core component of a LSP descriptor is a 2D histogram, whose dimen-
sionality is large (in hundreds). Search of the closest LSPs in a high-
dimensional space is time consuming. Further, most of the current 3D
object recognition systems identify objects by matching a test object
to every model object. This is definitely not efficient and geometric
hashing kinds of techniques have been popular in computer vision. In
our proposed approach, we combine the feature embedding for the fast
retrieval of surface descriptors and the SVM technique for ranking the
hypotheses to generate a short list for the verification.

Campbell and Flynn [51] provided a comprehensive survey on 3D
free-form object recognition. In this chapter the review is focused on
the 3D object recognition using indexing techniques. Geometric hash-
ing has been a popular technique used for generating the hypotheses
[52, 53, 58]. However the experiments on a small dataset (∼20 objects)
of dissimilar objects are performed and the time and space complexity
of hashing is polynomial in the number of feature points. The related
work is summarized in Table 6.1.

The main contributions of this chapter are: (1) A novel compu-
tational framework is presented that integrates feature embedding
and rank learning for efficient recognition of 3D highly similar ob-
jects.Such an integration has not been done before. (2) The perfor-
mance of the proposed algorithm is scalable with the database size
without sacrificing much accuracy. (3) No assumptions about the dis-
tributions of features is made as has been done in [84]. (4) Extensive
experiments on two real large datasets are presented and compared
with the geometric hashing to show the effectiveness of the approach.

6.2 Indexing Approach

The system diagram is illustrated in Figure 6.1. Given a model object,
we extract the feature points that are defined as either the local mini-
mum or the local maximum of shape index values. Then we calculate
local surface patch (LSP) descriptors for the feature points and their
neighbors. A “local surface patch” is defined as the region consisting
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Table 6.1. 3D object recognition from range images using indexing techniques.

Authors Technique Database
Yi and Chelberg [59] Bayesian framework to achieve efficient

indexing.
20 objects

Johnson and Hebert [3] Used the principal component analysis
(PCA) to compress the surface descriptors,
the spin images.

20 objects

Matei et al. [84] Combined the locality sensitive hashing
[85] for approximate nearest neighbor
search and the joint 3D-signature estima-
tion for generation and evaluation of align-
ment hypotheses.

Two non-publicly
available vehicle
databases (89 and
366 objects)

Mokhtarian et al. [58] Used geometric hashing for the generation
of hypotheses.

20 objects

Stein and Medioni [52] Used geometric hashing for the generation
of hypotheses.

9 objects

Chen and Bhanu [57] Used geometric hashing for the generation
of hypotheses.

9 objects

Muller et al. [86] Incorporated spatio-temporal invariance
into the geometric features and proposed
efficient indexing methods.

Synthetic motion
capture data (Not
the 3D range
data)

This chapter A novel method that combines the fea-
ture embedding, local structural similarity
measures and rank learning techniques.

Two public
databases of
highly similar
objects (155 and
302 objects)

of a feature point and its neighbors. The LSP representation includes
a feature point, its surface type (convex/concave/saddle), the centroid
of the patch and a 2D histogram of shape index values vs. dot product
of the surface normal at the feature point and its neighbors [1]. Based
on the surface type of a LSP, a LSP is classified into three types (con-
vex/concave/saddle). For each type of LSP, we apply a feature embed-
ding algorithm to embed the original feature vector (the 2D histogram
of a LSP is concatenated into a feature vector) into a low-dimensional
space such that the distance relationships are preserved. The K-d tree
structure is used to perform the search in the low-dimensional space.
Given a test image, we repeat the same procedures to map LSPs into
the corresponding low-dimensional embedded space based on its sur-
face type. By searching the nearest neighbors of the embedded fea-
ture vectors, we find the potential corresponding local surface patches
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between a model-test pair. The initial correspondences are filtered and
grouped to remove false correspondences using geometric constraints.

Based on the set of correspondences, a set of features is computed
to measure the similarity between the model-test pair. Then the hy-
potheses are ranked using the rank learning algorithm to generate a
short list of candidate models for verification. The parameters of the
SVM classifier are learned on a subset of the database. For verifica-
tion, we perform surface matching by applying the iterative closest
point (ICP) algorithm in which the initial transformation is obtained
from the corresponding LSPs.

6.3 Local Surface Patch Representation

We choose local surface patch (LSP) representation as the surface de-
scriptor. The LSP descriptor has been shown to be effective and dis-
tinctive for recognizing 3D similar objects [1, 83]. A local surface
patch is described by a 2D histogram, surface type and the centroid.
The 2D histogram and surface type are used for comparison of LSPs
and the centroid is used for computing the rigid transformation. The
patch encodes the geometric information of a local surface.

Since the LSP representation is described by a histogram, the χ2-
divergence and earth movers distance (EMD) [87] are two proper
distances. However the χ2-divergence is non-metric and EMD is com-
putationally expensive, we choose Euclidean distance to measure the
distance between two descriptors.

6.3.1 Feature Embedding

Given a query feature vector in a high-dimensional space, searching its
closest matches in a large database is time consuming. Various meth-
ods have been proposed to speed up the nearest-neighbor retrieval, in-
cluding hashing and tree structures. However, the complexity of these
methods grows exponentially with the increase in dimensionality. In
recent years, a number of approaches, which embed feature vectors
in a high-dimensional space into a low-dimensional space, have been
proposed [88–94]. Multidimensional scaling (MDS) [89], LLE [88]
and ISOMAP [90] cannot handle online query efficiently. Lipschitz
embedding [91], FastMap [92], MetricMap [93] and BoostMap [94]
can efficiently handle online query.
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As compared to the above algorithms which can handle online
query, FastMap has the following attractive advantages:

• It only needs O(Nk) distance calculations for the offline embed-
ding in which N is the number of feature vectors and k is the di-
mensionality of the embedded space.

• Given a query feature vector, it only takes O(k) distance calcula-
tions to map it into the k-dimensional space.

For the fastMap algorithm, we need to choose the parameter k, the
dimensionality of the embedded space. We use Stress function to guide
the choice of k. The Stress function, a measure of the goodness-of-fit,
is defined as

Stress =

√
(d

′
ij − dij)2

∑
ij d2

ij

(6.1)

where dij is the distance between objects i and j in the original space
and d

′
ij is the distance in the embedded space.

Once the embedding has been obtained, the actual nearest neigh-
bor search is performed in the low-dimensional embedded space. In
our case, the local surface descriptor has three different types (con-
vex/concave/saddle) based on the shape index value of the feature
point. For each type of local surface descriptors, the FastMap algo-
rithm is run to map the original feature vector (the concatenated 2D
histogram of a LSP) into a feature vector in a low-dimensional feature
space. The K-d tree structure is used to build the index in the low-
dimensional space.

1) Forming Correspondences Using Geometric Constraints
Given a test image, we extract feature points and compute the local
surface patch descriptors. Then every local surface descriptor is em-
bedded into a low-dimensional space based on its types and the sim-
ilar LSPs are retrieved efficiently using the K-d tree structure. The
FastMap algorithm introduces some errors in that the closest LSPs in
the original space may not be the closest in the embedded space. This
problem is alleviated by returning a set of nearest neighbors and using
the geometric constraints to group the correspondences.

The potential corresponding LSP pairs are filtered and grouped
based on the geometric constraints which are illustrated in Figure 6.2.
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dC1,C2 = |dLi
t,L

j
t
− dLi

m,Lj
m
| < ε2

max(dLi
t,L

j
t
, dLi

m,Lj
m
) > ε3

(|α − α
′|, |β − β

′
, |γ − γ

′|) < ε4 (6.2)

where dLi
t,L

j
t

and dLi
m,Lj

m
are the Euclidean distances between the cen-

troids of the two surface patches. In equation (6.2), α is the angle
between the surface normals at the feature points of the two surface
patches (Li

t, L
j
t ); β is the angle between the surface normal of the patch

Li
t and the line connected by the centroids of the two patches (Li

t, L
j
t );

γ is the angle between the surface normal of the patch Lj
t and the line

connected by the centroids of the two patches (Li
t, L

j
t ). α

′
, β

′
and γ

′

are defined in the same way.
The first distance constraint and the following three orientation

constraints guarantee that the two corresponding pairs (Li
t, L

j
t ) and

(Li
m, Lj

m) are consistent; the second constraint removes the correspon-
dences which are too close. We use these geometric constraints to
partition the potential corresponding pairs into different groups. The
larger the group is, the more likely it contains the true corresponding
pairs. Given a list of corresponding pairs, the grouping procedure for
every pair in the list is as follows.

• Initialize each pair of a group.
• For every group, add other pairs to it if they satisfy (6.2).
• Repeat the same procedure for every group.
• Sort the groups in the ascending order based on the size of groups.
• Select the groups on the top of the list.

2) Computing Similarities
Once we find the n corresponding pairs {Li

m, Li
t}, i = 1, 2, · · ·, n

where Li
t is the ith local surface descriptor and Li

m is its correspon-
dence in the model m, we compute seven features to measure the sim-
ilarity between them. The seven features are computed based on the
following equations.



130 6 Rapid 3D Ear Indexing and Recognition

ratio =
n

Nt

e1 =

√√
√
√ 1

n

n∑

i=1

(fc(Li
t) − T (fc(Li

m)))2

e2 = ρ

n∑

i=1

n∑

j=1,j �=i

(d(fc(L
i
t), fc(L

j
t ))

− d(fc(L
i
m), fc(L

j
m)))2

e3 =
1

n

n∑

i=1

(fn(Li
t) • T (fn(Li

m)))

e4 = ρ

n∑

i=1

n∑

j=1,j �=i

(|αij − α
′
ij|)

e5 = ρ

n∑

i=1

n∑

j=1,j �=i

(|βij − β
′
ij|)

e6 = ρ
n∑

i=1

n∑

j=1,j �=i

(|γij − γ
′
ij|) (6.3)

In equation (6.3), the notations are explained below.

• Nt is the number of local surface descriptors in the scene;
• T is the rigid transformation obtained from the n correspondences

which aligns the model and test and • denotes the dot product;
• ρ = 2

n(n−1)
; d(·) is the Euclidean distance between two 3D coordi-

nates;
• fc(Li) gets the 3D coordinates of the LSP Li;
• fn gets the surface normal vector of the LSP Li.
• The ratio counts the fraction of local surface descriptors in the

scene which find the correspondences;
• e1 is the registration error;
• e2 is the average pairwise distance between the corresponding

LSPs;
• e3 measures the average distance between the surface normal vec-

tors of a corresponding LSP pair;
• e4, e5 and e6 are the pairwise angle difference between the corre-

sponding LSPs.
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Fig. 6.2. Geometric constraints for grouping LSPs.

6.3.2 Ranking the Hypotheses Using SVM

In [84] a posterior probability of a model, given the scene surface de-
scriptors, model surface descriptors and the alignment parameter, is
computed to rank the candidate models. In order to compute the pos-
terior probability, several assumptions are made, for instance, the uni-
form distribution of a model, the independence of the scene surface
descriptors and the Gaussian distribution of the residuals. These as-
sumptions may not hold in the real data.

In our case, given a test, we compute a set of features as a mea-
sure of the similarity for every model in the database. We would like
to rank the candidate models in the descending order based on these
features without making any assumptions. We use a support vector ma-
chine (SVM) approach to learn the ranking function, which makes use
of the two advantages of SVM, “large-margin” and “kernel trick” for
supporting the nonlinear ranking [95].

The problem of ranking is formalized as follows. For a query q
and a collection of documents D = {d1, d2, · · ·, dm}, we say di <
r dj or (di, dj) ∈ r if di is ranked higher than dj for an ordering r.
Using the techniques of SVM, the ranking function f can be learned
from the training data. Assume the ranking function is linear such that:
(di, dj) ∈ fw(q) ⇐⇒ wT φ(q, di) > wTφ(q, dj) in which w is a weight
vector adjusted by learning and φ(q, d) is a mapping onto features that
describe the match between query q and document d.

In our case, φ(q, d) is the feature vector consisting of the seven fea-
ture computed as a measure of the similarity between q and d. The task
of the learner is to minimize the number of discordant ranking pairs.
Though this problem is known to be NP-hard, the solution is approxi-
mated by introducing non-negative slack variables ξi,j,k. Therefore, the
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problem is converted to the following optimization problem.

minimize: V (w, ξ) = 1
2
wT · w + C

∑
ξi,j,k

subject to:
∀(di, dj) ∈ r∗1 : wT φ(q1, di) ≥ wTφ(q1, dj) + 1 − ξi,j,1

· · ·
∀(di, dj) ∈ r∗n : wT φ(qn, di) ≥ wT φ(qn, dj) + 1 − ξi,j,n

∀i∀j∀k : ξi,j,k ≥ 0

(6.4)

C is a parameter that controls the trade off between the margin size and
training error. By rearranging the constraints in (6.4) as wT (φ(qk, di)−
φ(qk, di)) ≥ 1 − ξi,j,k, it becomes equivalent to that of SVM classifi-
cation on pairwise difference vectors (φ(qk, di) − φ(qk, di)).

In the training stage, given a test object, its corresponding model
should be ranked in the top. We do not care the relative rankings of
other model objects. For each test-model pair, we compute the seven
features as a measure of the similarity between them (described in
Section 6.3.1). We also know the ranking order of the model objects.
Therefore, this training data is input to the SVM learning algorithm
to learn the optimal ranking function. Given a test q, the model ob-
jects can be sorted in the descending order based on the value of
rsv(q, di) = w∗T φ(q, di) =

∑
α∗

k,lφ(qk, dl)
T φ(q, di), where α∗

k,l is
derived from the values of the dual variables at the solution. As a re-
sult, the ς% of the models on the top of sorted list are selected for the
verification.

6.4 Verification

After the initial rigid transformation is estimated from the correspond-
ing pairs between a model-test pair, the Iterative Closest Point (ICP) al-
gorithm [63] is run to refine the transformation which brings the model
and test into the best alignment. The basic steps of the modified ICP
algorithm are the same as described in Section 4.2.2.

Starting with the initial transformation, the modified ICP algorithm
is run to refine the transformation by minimizing the distance between
the control points of the model and their closest points of the test ob-
ject. For every model in the short list picked up by the SVM rank
learning algorithm, the control points are randomly selected and the
modified ICP is applied to those points. For a selected model object,
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we repeat the same procedure Nr times and choose the rigid transfor-
mation with the minimum root mean square (RMS) error. The model
in the database with the minimum RMS error is declared as the rec-
ognized object. In the modified ICP algorithm, the speed bottleneck is
the nearest neighbor search. Therefore, the K-d tree structure is used
in the implementation.

6.5 Experimental Results

We apply the proposed framework, which combines the feature em-
bedding and rank learning, to recognize highly similar 3D objects. We
perform extensive experiments on two publicly available large 3D ear
databases, UND dataset Collection F (302 subjects with 604 shots) and
UCR dataset (155 subjects with 902 shots), to demonstrate the effec-
tiveness of the approach. All the times reported in the following are
measured in seconds on a Linux machine with an AMD Opteron 1.8
GHz processor.

6.5.1 Dimensionality of the Embedding

As described in Section 6.3.1, the Stress is used to determine the di-
mensionality k of the embedded space. We perform experiments on a
subset of the UCR dataset and compute the Stress with respect to dif-
ferent k. The results are shown in Table 6.2. The similar results are
obtained on the UND dataset. We observe that the Stress decreases as
k increases. However, the “curse of dimensionality” is a problem for
the K-d tree; we choose k = 24 for the two datasets.

For different k, we show the times for searching the nearest neigh-
bors with and without feature embedding on the UND dataset and the
UCR dataset in Table 6.3. We see that the speed of searching the near-
est neighbors in the embedded space is directly proportional to the
dimensionality k. Since we select k = 24, it results in a speed up of
approximately 90 times compared with using the sequential search in
the original feature space.

6.5.2 Correspondence Using the Geometric Constraints

Once the LSPs are embedded in the low-dimensional space, the cor-
respondences are obtained by searching the nearest neighbors which
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Table 6.2. The relation between Stress and k.

k 12 16 20 24
Stress 0.351 0.312 0.277 0.246

Table 6.3. The time in seconds for searching the nearest neighbors with and without feature
embedding on the UND and UCR datasets. The first number is on the UND dataset (480,000
LSPs) and the second one is on the UCR dataset (300,000 LSPs)

No embedding (985.4, 93.5)

With embedding
k 12 16 20 24

Time 4.69, 0.47 7.1, 0.71 9.27, 0.82 11.1, 1.06
Speed up 210, 199 139, 122 106, 114 89, 88
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Fig. 6.3. Example of grouping for corresponding LSPs for a pair of ears. (a) Feature points
marked by plus signs extracted from a test ear. (b) Corresponding pairs between the test-model
pair obtained by applying the geometric constraints (6.2). In (b), the model ear is shown on
the left side.

are filtered by the geometric constraints. Figure 6.3 shows one ex-
ample of recovered correspondences. Figure 6.3(a) shows the feature
point extraction results marked by the red pluses for a test ear; Figure
6.3(b) shows the recovered correspondences, in which every pair is
represented by the same number superimposed on the test and model
images. We can see that the true corresponding pairs are obtained by
searching the nearest neighbors and using the geometric constraints.
Each group of the correspondences belongs to either the matched pairs
or the non-matched pairs. For each of them, we compute seven fea-
tures as a measure of the similarity between a pair. The distributions
of features are shown in Figures 6.4 and 6.5. If a Bayesian classifier is
used to classify a group either from matched pair or non-matched pair,
it may not work well since the feature distributions for matched and
non-matched pairs have a large overlap, which can be clearly observed
in Figures 6.4 and 6.5. Instead, the SVM rank learning algorithm is
used to rank the candidate models based on the seven features without
making any assumption about the feature distributions.
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Fig. 6.4. UND dataset: Distributions of the seven features for the matched and non-matched
pairs. This figure is best viewed in color.
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Fig. 6.5. UCR dataset: Distributions of the seven features for the matched and non-matched
pairs. This figure is best viewed in color.
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6.5.3 SVM Rank Learning Algorithm

To evaluate the performance of the approach, each of the two dataset
is divided into disjoint subsets for training and testing. For the SVM
rank learning, we randomly select 30% of the subjects (90 people for
the UND dataset and 46 people for the UCR dataset) as the training
set to learn the parameters. The range images associated with the rest
of the people in the dataset are used to evaluate the performance of
the approach. For these two disjoint subsets in the UCR dataset, two
frontal ears of a subject are put in the gallery set and the rest of the ear
images of the same subject are put in the probe set.

When training the SVM, the RBF kernel K(a, b) = exp(−µ|a−b|2)
is used. The kernel parameter µ and the trade-off control parame-
ter C were selected from C ∈ {0.001, 0.01, 1, 10, 100} and µ ∈
{0.001, 0.01, 0.1, 0.5, 1, 1.5, 4, 16} by minimizing the 10-fold cross
validation error on the training set. We repeat the random selection
three times and report the average results in the following.

6.5.4 Indexing and Recognition Results

The SVM rank learning algorithm outputs a ranked list of H hypothe-
ses. If the corresponding object is in the list of top H hypotheses, we
take the indexing result as correct. The indexing performance is eval-
uated by computing the ratio between the number of correctly indexed
objects in the H hypotheses and the number of test objects. Let H ,
the number of hypotheses, be a fraction ς of M which is the number
of models in the database, we calculate the indexing performance and
perform the verification for the picked ς candidate models. The in-
dexing and recognition results are listed in Table 6.4. We observe that
94% of the objects are correctly indexed with a list of 30% of model
objects in the database as hypotheses on the two datasets. The relative
large number of models retrieved is due to the high degree of similarity
between model objects.

The average recognition time for a test and the recognition perfor-
mance are tabulated in Table 6.5 under three cases:

• Case (1): matching a test with every model object in the database
without the feature embedding;

• Case (2): matching a test with every model object in the database
with the feature embedding;
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• Case (3): matching a test only with the 30% candidate models
picked from the ranked list with the feature embedding and SVM
rank learning.

We see that the recognition time per test with the feature embedding
and rank learning is reduced by a factor of 6.6 with the 2.4% recog-
nition performance on the UND dataset; and on the UCR dataset the
time is reduced by a factor of 6 with the degradation of 5.8% in recog-
nition performance. This could be reduced if we embed the LSPs into a
higher-dimensional space. We notice that the average recognition time
per test is longer on the UND dataset than that on the UCR dataset
since the UND dataset has a higher resolution and it has a larger num-
ber of LSPs. From Table 6.4 and Table 6.5, we also observe that the
indexing and recognition performances on the UND dataset is better
since the UCR dataset has more pose variations.

Figure 6.6 shows three examples of the correctly recognized model-
test ear pairs. Figure 6.6(a) shows the model ear and the test ear before
alignment; Figure 6.6(b) shows the model ear and the test ear after
alignment. We observe that the model ear is aligned well with the test.

During the recognition, some errors are made and the two error
cases are illustrated in Figure 6.7. Figure 6.7(a) and (b) show the range
images of two visually similar test and model ears that belong to differ-
ent subjects; Figure 6.7(c) shows the true model ear overlaid on the 3D
test ear after registration; Figure 6.7(d) shows the falsely recognized
model ear overlaid on the 3D test ear after alignment. In Figure 6.7(d),
the root mean square error for the falsely recognized ear is smaller than
the error for the correct ear in Figure 6.7(c). In this figure, we obtain
good alignment between the model and test ears from different persons
since these ears are quite similar in 3D.

6.5.5 Effect of Feature Embedding

We would like to evaluate the effect of the feature embedding on the
verification performance for the above first two cases (see Table 6.5)
with sequential matching. Therefore, we perform experiments on the
first two cases and demonstrate the verification performance using the
receiver operating characteristic (ROC) curve and the equal error rate
(EER). The ROC curve is the plot of genuine acceptance rate (GAR)
versus the corresponding false acceptance rate (FAR). GAR is defined
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Table 6.4. The indexing and recognition performance on the UND and UCR datasets. The first
bracket is on the UND dataset and the second one is on the UCR dataset. The first number in
the bracket is the indexing performance and the second one is the recognition performance.

ς(Fraction of dataset) Performance
0.5% [53.3%, 53.3%], [61.7%, 61.7%]
5% [82.54%, 81.6%], [81.72%, 81.55%]

10% [87.74%, 87.74%], [87.41%, 85.19%]
15% [91.51%, 90.09%], [90.69%, 87.38%]
20% [92.92%, 92.92%], [91.89%, 88.83%]
25% [94.39%, 93.87%], [93.34%, 90.53%]
30% [94.81%, 94.34%], [94.38%, 90.78%]
35% [95.75%, 94.81%], [95.35%, 91.26%]

Table 6.5. The recognition time and performance on three cases for the UND and UCR
datasets. The first number in the parenthesis is on the UND dataset and the second one is
on the UCR dataset. Please see the text for the description of the three cases.

Case 1 Case 2 Case 3
Time per test (1270, 436) (400, 215) (192, 72)

Recognition rate (96.7, 96.4) (96.7, 94.9) (94.3, 90.8)
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(a) (b)

Fig. 6.6. UCR dataset: three cases of correctly recognized model-test pairs using the proposed
algorithm. Each row shows one case. The model ears represented by the red pluses are overlaid
on the test ears represented by the black dots. (a) Model (plus signs) and test (dots) ears before
alignment. (b) Model and test ears after alignment. In case 1, the rotation angle is 12.7◦ and
the axis is [0.4566, − 0.8561, 0.2423]T . In case 2, the rotation angle is 20.3◦ and the axis
is [−0.0204, − 0.9972, 0.0713]T . In case 3, the rotation angle is 25.4◦ and the axis is
[−0.0496, 0.9970, − 0.0598]T .
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RMS=0.84mm RMS=0.82mm 

RMS=1.04mm RMS=0.89mm 

(a) (b) (c) (d)

Fig. 6.7. UCR dataset: two cases of incorrectly recognized gallery-probe pairs. Each row
shows one case. The model ears represented by the red pluses are overlaid on the test ears
represented by the black dots. (a) Range images of the test ears. (b) Range images of falsely
recognized model ears. (c) True model ears after alignment are overlaid on the test ears. (d)
The falsely recognized model ears after alignment are overlaid on the test ears. Note that for
the incorrect matches the model ears in column (d) achieve a smaller value of RMS error than
the model ears in column (c).
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Fig. 6.8. UND dataset: verification performance for the first two cases in Table 6.5.

Table 6.6. Comparison of the proposed approach with geometric hashing (GH) in terms of
the indexing performance and the search time (in seconds) for the nearest neighbors. The first
number in the parenthesis is on the UND dataset and the second one is on the UCR dataset.

Indexing Performance Time
ς This Chapter GH This Chapter GH

0.5% (53.3%, 61.7%) (1.65%, 32.7% )

(11.1,
1.06)

(9.6,
0.54)

5% (82.54%, 81.72%) (23.59%, 57.68%)
10% (87.74%, 87.41%) (35.61%, 69.93%)
15% (91.51%, 90.69%) (45.99%, 76.49%)
20% (92.92%, 91.89%) (53.77%, 81.55%)
25% (94.39%, 93.34%) (59.67%, 85.88%)
30% (94.81%, 94.38%) (64.39%, 89.57%)
35% (95.75%, 95.35%) (69.33%, 91.42%)
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as the percentage of the occurrences that an authorized user is cor-
rectly accepted by the system, while FAR is defined as the percentage
of the occurrences that a non-authorized user is falsely accepted by
the system. The EER, which indicates the rate at which false rejection
rate (FRR = 1 − GAR) and the false acceptance rate are equal, is a
threshold independent performance measure. Figure 6.8 shows the ver-
ification performance on the first two cases on the UND dataset. We
observe that the verification performance in case 2 is slightly worse
than that in case 1 (EER increases from 0.018 to 0.020). From Table
6.5 and Figure 6.8 we observe that the time per test with the feature
embedding is reduced with a slight reduction in performance.

6.5.6 Comparison of the Proposed Appraoch with Geometric Hashing

We compare the proposed indexing approach with the popular geo-
metric hashing technique. All of the LSPs extracted from the model
objects are saved into a hash table. Given a test object, we extract fea-
ture points and get local surface patches. Then we calculate the mean
and standard deviation of the shape index values for each LSP and use
them to access the hash table and cast votes to model objects if the
histogram dissimilarity is small and the surface type is the same. By
tallying the votes from the hash table, the model objects are ranked
in the descending order based on the votes they received. We per-
form the experiments described in Section 6.5.4 on the same datasets.
The comparison results with geometric hashing are listed in Table 6.6.
We observe that the indexing performance of the proposed approach
outperforms the geometric hashing on the two datasets. Although the
search time for the nearest neighbors using geometric hashing on the
UCR dataset is about half of the time using the proposed approach,
there is not much difference (9.6 vs. 11.1) in time on the UND dataset
since the UND dataset contains a larger number of LSPs. We also no-
tice that the geometric hashing performs poorly on the UND dataset
since a larger number of LSPs in this dataset increase the chances of
collisions caused by the keys hashing to the same index.

6.6 Conclusions

In this chapter, we have presented a general framework for efficient
recognition of highly similar 3D object that combines the feature
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embedding and SVM rank learning techniques. Unlike the previous
work for fast object recognition in 3D range images, we achieved a
sublinear time complexity on the number of models without making
any assumptions about the feature distributions. Experimental results
on two large real datasets containing highly similar objects in shape
confirmed the effectiveness and efficiency of the proposed framework.
Furthermore, a comparison with the geometric hashing shows that the
proposed approach performs much better. Considering the fact that the
two datasets used here contain a large number of very similar 3D ob-
jects, the proposed approach is promising, in general, for 3D object
recognition.



7

Performance Prediction of a 3D Ear
Recognition System

Existing ear recognition approaches do not provide any theoretical
or experimental performance prediction. Therefore, the discriminating
power of ear biometrics for human identification cannot be evaluated.
In this chapter, a binomial model is presented to predict the ear recog-
nition performance. Match and non-match distances obtained from
matching 3D ears are used to estimate their distributions. By mod-
eling cumulative match characteristic (CMC) curve as a binomial dis-
tribution, the ear recognition performance can be predicted on a larger
gallery.

7.1 Introduction

Aswehaveseen inChapter2 in recentyears,manyapproacheshavebeen
developed for ear recognition from 2D or 3D images [1, 2, 9–19, 34].
However, these ear recognition approaches do not provide any theoreti-
cal or experimental performance prediction. Evaluation and prediction
of the performance of biometrics systems to identify individuals is im-
portant in real-world applications. Researchers have built mathematical
models to evaluate and predict the performance of biometrics such as
face, fingerprint, iris and gait. Wang and Bhanu. [96, 97] develop a
binomial model and a two-dimensional model to predict fingerprint
recognition performance. Tan et al. [98] present a two-point model
and a three-point model to estimate the error rate for the minutiae
based fingerprint recognition. Pankanti et al. [99] address the indi-
viduality of fingerprint by estimating the probability of a false corre-
spondence between minutiae based representations from two arbitrary
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fingerprints belonging to different fingers. Johnson et al. [100] build a
CMC model that is based on the feature space to predict the gait iden-
tification performance. Wayman [101] derives equations for a general
biometric identification system. Daugman [102] analyzes the statisti-
cal variability of iris recognition using a binomial model. Johnson et
al. [103] model a CMC curve to estimate recognition performance on
larger galleries. Grother et al. [104] introduce the joint density func-
tion of the match and non-match scores to predict open- and closed-set
identification performance.

In this chapter, a binomial model is presented to predict the ear
recognition performance. As described in Chapter 4 and Chapter 5, we
calculate the RMS registration errors between 3D ears in the probe set
with 3D ears in the gallery. RMS errors are used as matching distances
to estimate the distribution of match and non-match distances. The cu-
mulative match characteristic (CMC) curve is modeled by a binomial
distribution and the probability that the match score is within rank r is
calculated. Using this model we predict ear recognition performance
for a large gallery.

7.2 Performance Prediction

The mathematical prediction model is based on the distribution of
match and non-match scores [97, 105]. Let ms(x) and ns(x) denote
the distributions of match and non-match scores, in which the match
score is the score computed from the true-matched pair and the non-
match score is the score computed from the false-matched pair. If the
match score is higher, the match is closer. The error occurs when any
given match score is less than any of the non-match scores. The prob-
ability that the non-match score is greater than or equal to the match
score x is NS(x). It is given by equation (7.1)

NS(x) =

∫ ∞

x

ns(t)dt. (7.1)

The probability that the match score x has rank r exactly , is given
by the binomial probability distribution,

CN−1
r−1 (1 − NS(x))N−rNS(x)r−1. (7.2)

By integrating over all the match scores, we get
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∫ ∞

−∞
CN−1

r−1 (1 − NS(x))N−rNS(x)r−1ms(x)dx (7.3)

In theory the match scores can be any value within (−∞,∞).
Therefore, the probability that the match score is within rank r, which
is the definition of a cumulative match characteristic (CMC) curve, is

P (N, r) =
r∑

i=1

∫ ∞

−∞
CN−1

i−1 (1 − NS(x))N−iNS(x)i−1ms(x)dx.

(7.4)

In the above equations N is the size of large population whose
recognition performance needs to be estimated. Here we assume that
the match score and non-match score are independent. Further the
match and non-match score distributions for different size galleries
are similar. The small size gallery is used to estimate distributions of
ms(x) and ns(x). For the ear recognition case, every 3D ear in the
probe set is matched to every 3D ear in the gallery set and the RMS
registration error is calculated using the procedure described in Section
4.2. This RMS registration error is used as the match criterion.
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Fig. 7.1. Matching distance distribution for match and non-match pairs for three probe sets:
(a) without added noise, (b) with Gaussian noise N(0, σ = 0.6mm), (c) with Gaussian noise
N(0, σ = 1.0mm).
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Table 7.1. Predicted and calculated CMC values for three probe sets on 52 subjects.
‘P’ denotes ‘predicted’ and ‘C’ denotes ‘calculated’.

Probe set
Rank-1 Rank-2 Rank-3

P C P C P C
No added noise 92.5% 90.4% 94.6% 96.2% 95.7% 96.2%

N(0, σ = 0.6mm) 80.4% 76.9% 83.9% 86.5% 85.8% 86.5%
N(0, σ = 1.0mm) 51.5% 44.2% 60.2% 61.5% 66.1% 67.3%

Table 7.2. Predicted CMC values for three probe sets of larger galleries. The recog-
nition rate is shown as percentage value for the top three ranks (R-1 to R-3).

Probe
N=100 N=200 N=300 N=400

R-1 R-2 R-3 R-1 R-2 R-3 R-1 R-2 R-3 R-1 R-2 R-3
Set 1 91.2 92.8 94.4 90.5 90.9 91.8 90.4 90.5 90.8 90.4 90.4 90.5
Set 2 78.3 80.9 83.6 77.1 77.9 79.3 76.9 77.1 77.6 76.9 76.9 77.1
Set 3 46.8 52.1 57.9 44.6 45.9 48.6 44.3 44.6 45.4 44.2 44.3 44.5
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Fig. 7.2. Matching distance distribution for match and non-match pairs on the UCR dataset
ES1.
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Fig. 7.3. Real and predicted CMC curves on the UCR dataset ES1.
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7.3 Experimental Results

While we were investigating the performance perdiction for 3D ear
biometrics, we had a dataset of 52 subjects with 52-pair images. Later,
we collected the data on 155 subjects in the UCR dataset. Therefore,
we also perform experiments on 155 subjects with 155-pair frontal
ears.

7.3.1 Performance Prediction on 52 Pair Images

To predict system’s performance in the presence of noise, we inject
Gaussian noise to the probe scans along the viewing direction (Z-axis)
as described in Section 5.1.5. Given a probe image, we inject Gaussian
noise with σ = 0.6mm and σ = 1.0mm. Therefore, we have three
probe sets: one probe set has no added Gaussian noise; the second
probe set has Gaussian noise N(0, σ = 0.6mm); the third probe set
has Gaussian noise N(0, σ = 1.0mm). Examples of a range image
corrupted with Gaussian noise are shown in Figure 5.9.

In the three probe sets, every 3D scan in the three probe sets is
matched to every 3D ear in the gallery and the RMS registration error
is calculated using the procedure described in Section 4.2. The RMS
registration error is used as the matching distance. Therefore, we ob-
tain 52 true-match distances and 1326 (C52

2 ) non-match distances for
every probe set. The matching distance distribution for true-match and
non-match for the three probe sets are shown in Figure 7.1. Based on
the distributions, we can predict CMC curve P (N, r) where r = 1, 2, 3
and N is 52. We also calculate the CMC curve based on the experimen-
tal results for three probe sets. The results of the directly calculated
CMC curve and the predicted CMC curve are shown in Table 7.1. This
table shows that the predicted CMC values are close to the calculated
CMC values, which demonstrates the effectiveness of our prediction
model. We also predict CMC values for larger galleries from the origi-
nal range image database of 52 subjects. Table 7.2 shows the predicted
CMC values for three probe sets for different gallery size (N = 100,
200, 300, 400).

7.3.2 Performance Prediction on 155 Pair Images

We also predict the CMC performance based on the matching dis-
tance distributions obtained on the UCR dataset ES1 using the ear
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helix and anti-helix representation. Every 3D ear image in the probe
set is matched to every 3D ear in the gallery set and the RMS registra-
tion error is used as the matching distance. Therefore, 155 true-match
distances and 11,935 (C155

2 ) non-match distances are obtained. The
matching distance distributions for the true-match and the non-match
are shown in Figure 7.2. Note that there is an overlap between the two
distributions, which accounts for false matches. Based on the distribu-
tions, the CMC curve P (N, r) can be predicted where r = 1, 2, 3, 4, 5
and N is the database size. The results of the directly calculated CMC
curve and the predicted CMC curve are shown in Figure 7.3. Figure
7.3 shows that the predicted CMC values on 155 subjects are close to
the real CMC values, which demonstrates the effectiveness of the pre-
diction model. The predicted CMC curves for larger datasets of 300
and 500 subjects are also provided in Figure 7.3 which shows that the
recognition performance degrades slowly with the increase in database
size. This suggests the scalability of the proposed recognition system.

7.4 Conclusions

In this chapter, we predict the ear recognition performance on larger
galleries by modeling cumulative match characteristic curve as a bino-
mial distribution. Table 7.2 and Figure 7.3 demonstrate that we can
predict the recognition performance for lager galleries. The perfor-
mance prediction model shows that the proposed ear recognition sys-
tem is scalable with the increased database size.
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Applications of the Proposed Techniques

The techniques we proposed in Chapter 3 and Chapter 5 are general
techniques in computer vision and pattern recognition. For example,
the local surface patch (LSP) representation can be used to recognize
3D general objects; the global-to-local registration with the optimiza-
tion framework can handle non-rigid shape registration. We discuss
the applications of these two techniques in this chapter with several
non-ear examples.

8.1 LSP Representation for General 3D Object Recognition

The LSP representation introduced in Chapter 5 for ear recognition
is a general surface descriptor applicable to any 3D objects. In this
subchapter, we propose a general 3D object recognition system using
the LSP representation. In order to speed up the retrieval of surface
descriptors and to deal with a large set of objects, the local surface
patches of models are indexed into a hash table. Given a set of test
local surface patches, votes are cast for models containing similar sur-
face descriptors. Based on the votes for potential corresponding local
surface patches the candidate models are hypothesized. The verifica-
tion is performed by aligning models with the test data for the most
likely models that occurs in a scene.

8.1.1 Local Surface Patch

Similar to the LSP representation introduced in Chapter 5, the surface
type Tp of a LSP is obtained based on the Gaussian and mean cur-
vatures of a feature point using equation (8.1) where H is the mean
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curvature and K is the Gaussian curvature [106, 107]. There are eight
surface types determined by the signs of Gaussian and mean curvatures
given in Table 8.1. A local surface patch is shown in Figure 8.1.

Tp = 1 + 3(1 + sgnεH
(H)) + (1 − sgnεK

(K))

sgnεx(X) =

⎧
⎨

⎩

+1 if X > εx

0 if |X| ≤ εx

−1 if X < εx

(8.1)

In this chapter, feature points are defined in areas with large shape
variations as measured by the shape index values calculated from the
principal curvatures. The shape index values are calculated as de-
scribed in Section 5.1.

Figure 8.2 shows the range image of an object and its shape index
image. In Figure 8.2(a), the darker pixels are away from the camera
while the lighter ones are closer. In Figure 8.2(b), the brighter points
denote large shape index values which correspond to ridge and dome
surfaces while the darker pixels denote small shape index values which
correspond to valley and cup surfaces. From Figure 8.2, we can see that
shape index values can capture the characteristics of the shape of ob-
jects, which suggests that shape index can be used for extraction of
feature points. In other words, the center point is marked as a feature
point if its shape index Si satisfies equation (8.2) within a w × w win-
dow placed at a pixel in an image.

Si = max of shape indexes and Si ≥ (1 + α) ∗ µ

or Si = min of shape indexes and Si ≤ (1 − β) ∗ µ

where µ =
1

M

M∑

j=1

Si(j) 0 ≤ α, β ≤ 1. (8.2)

In equation (8.2) α, β parameters control the selection of feature points
and M is the number of points in the local window. The results of
feature extraction are shown in Figure 8.3 where the feature points are
marked by red dots. From Figure 8.3, we can clearly see that some
feature points corresponding to the same physical area appear in both
images.
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Table 8.1. Surface type Tp based on the signs of Mean curvature (H) and Gaussian curvature
(K).

Mean Curvature H K > 0 K = 0 K < 0

H < 0 Peak Ridge Saddle Ridge
Tp = 1 Tp = 2 Tp = 3

H = 0 None Flat Minimal
Tp = 4 Tp = 5 Tp = 6

H > 0 Pit Valley Saddle Valley
Tp = 7 Tp = 8 Tp = 9

Local surface patch

Centroid:
( 74.938,99.13,11.6 −=== zyx )T

Surface Type Tp = 1

2D histogram
Shape indexC

osθ

Fig. 8.1. Illustration of a local surface patch (LSP). Feature point P is marked by the aster-
isk and its neighbors N are marked by the dots. The surface type of the LSP is 1 based on
Table 8.1.
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(a) (b)

Fig. 8.2. (a) A range image and (b) its shape index image. In (a), the darker pixels are away
from the camera and the lighter ones are closer. In (b), the darker pixels correspond to concave
surfaces and the lighter ones correspond to convex surfaces.

Fig. 8.3. Feature points location (·) in two range images, shown as gray scale images, of the
same object taken at different viewpoints.
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8.1.2 Hash Table Building

Considering the uncertainty of location of a feature point, we also cal-
culate descriptors of local surface patches for neighbors of a feature
point P . To speed up the retrieval of local surface patches, for each
LSP we compute the mean (µ = 1

L

∑L
l=1 Si(pl)) and standard de-

viation (σ2 = 1
L−1

∑L
l=1(Si(pl) − µ)2) of the shape index values in

a neighborhood around the feature point where L is the number of
points on the LSP under consideration such that the angle between
the surface normal at the feature point and its neighboring points is
small. pl is the lth point on the LSP. We use LSPs to index a hash table
and insert into the corresponding hash bin the information about the
model LSPs. Thus, the model local surface descriptors are saved into
the hash table. For each model object, we repeat the same process to
build the model database. The structure of the hash table is explained in
Figure 8.4, where every bin in the hash table has an associated linked
list which saves the information of the model surface descriptors in
terms of model ID, 2D histogram, surface type and the centroid; and
the accumulator keeps track of the number of votes that each model
receives.

8.1.3 Hypotheses Generation

Given a test range image, we extract feature points and get local sur-
face patches. Then we calculate the mean and stand deviation of shape
index, and cast votes to the hash table if the histogram dissimilarity
falls below a preset threshold ε2 and the surface type is the same.
The dissimilarity between the two histograms is evaluated by equation
(5.3).

After voting, we histogram all hash table entries and get models
which received the top three highest votes. By casting votes, we not only
know which models get higher votes, but also we know the potential
corresponding local surface patch pairs. Note that a hash table entry
may have multiple items, we choose the local surface patch from the
database with minimum dissimilarity and the same surface type as
the possible corresponding patch. We filter the possible correspond-
ing pairs based on the geometric constraints (5.4). Figure 8.5 shows
one example of partitioning corresponding pairs into groups. It shows
the grouping results for an object imaged at two different viewpoints.
Figure 8.5(a) shows the feature point extraction result for the test object.
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Comparing the local surface patches with LSPs on the model object
and casting votes to the hash table, the initial corresponding LSP pairs
are shown in Figure 8.5(b), in which every pair is represented by the
same number superimposed on the test and model images. We observe
that both the true and false corresponding pairs are found. After ap-
plying the simple geometric constraint (5.4), the filtered largest group
is shown in Figure 8.5(c), in which the pairs satisfying the constraint
(5.4) are put into one group. We observe that true correspondences be-
tween the model and the test objects are obtained by comparing local
surface patches, casting votes to the hash table and using the simple
geometric constraint.

8.1.4 Verification

Given the corresponding LSPs between a model-test pair, the initial
rigid transformation, which brings the model and test objects into a
coarse alignment, can be estimated by minimizing the sum of the
squares of theses errors (Σ = 1

n

∑n
l=1 |Sl−R∗Ml−T |2) with respect to

the rotation matrix R and the translation vector T . The rotation matrix
and translation vector are computed by using the quaternion represen-
tation [76].

Given the estimate of initial rigid transformation, the purpose of it-
erative closest point (ICP) algorithm [63] is to determine if the match
is good and to find a refined alignment between them. If the probe ear
is really an instance of the gallery ear, the ICP algorithm will result in a
good registration and a large number of corresponding points between
gallery and probe ear surfaces will be found. Since ICP algorithm re-
quires that the test data set is a subset of the model set, we use the
modified ICP algorithm proposed by Zhang [70] to remove outliers
based on the distance distribution.

Starting with the initial transformation obtained from the coarse
alignment, the modified ICP algorithm is run to refine the transfor-
mation by minimizing the distance between the control points of the
model object and their closest points of the test objecct. For each ob-
ject in the model database, the control points are randomly selected and
the modified ICP is applied to those points. We repeat the same proce-
dure 15 times and choose the rigid transformation with the minimum
root mean square (RMS) error. The object in the model database with
the minimum RMS error is declared as the recognized object. In the
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Fig. 8.5. An example of corresponding LSPs. (a) Feature points marked as dots on the test
object. (b) Test object with matched LSPs after hashing. (c) A model object with matched
LSPs after hashing. (d) Test object in Figure 8.5(b) with matched LSPs after applying the
geometric constraint (5.4). (e) The model object in Figure 8.5(c) with matched LSPs after
applying the geometric constraint (5.4).
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Fig. 8.6. The range images of objects in the model database. The object IDs (0 to 19) are
labeled from left to right and top to bottom.

modified ICP algorithm, the speed bottleneck is the nearest neighbor
search. Therefore, the kd-tree structure is used in the implementation.

8.1.5 Experimental Results

Data and Parameters

We use real range data collected by Ohio State University.1 There are
20 objects in our database and the range image of the model objects are
shown in Figure 8.6. The parameters of our approach are ε1 = 6.5mm,
A = π/3, ε2 = 0.75, ε3 = 9.4mm, α = 0.35, β = 0.2, and εH =
εK = 0.003. Note that A, ε1, ε3 parameters are the same as in Chapter
5. The new parameters in this chapter are ε2, εH , εK , α and β. The
number of bins in the shape index axis is 17 and the number of bins
in the other axis (cos θ) is 34. The total number of LSPs calculated in
the model objects is about 34,000. The average size of local surface
patch is 230 pixels. We apply our approach to the single-object and
1 http://sampl.eng.ohio-state.edu/sampl/data/3DDB/RID/minolta/
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two-object scenes. The model objects and scene objects are captured
at two different viewpoints.

Single-Object Scenes

In this test case, we show the effectiveness of the voting scheme and the
discriminating power of LSP in the hypothesis generation. For a given
test object, feature points are extracted and the properties of LSPs are
calculated. Then LSPs are indexed into the database of model LSPs.
For each model indexed, its vote is increased by one. We show the vot-
ing results (shown as a percentage of the number of LSPs in the scene
which received votes) for the twenty objects in Figure 8.7. Note that in
some cases the numbers shown are larger than 100 since some LSPs
may receive more than one vote. We observe that most of the highest
votes go to the correct models. For every test object, we perform the
verification for the top three models which obtained the highest votes.
The verification results are listed in Table 8.2, which shows the candi-
date model ID and the corresponding RMS registration error. From Ta-
ble 8.2, we observe that all the test objects are correctly recognized. In
order to examine the recognition results visually, we display the model
object and test object in the same image before and after the alignment
for four examples. The images in Figure 8.8 (top figure) show test
objects and their corresponding model objects before alignment. The
images in Figure 8.8 (bottom figure) show test objects and the cor-
rectly recognized model objects after alignment. We observe that each
model object is well aligned with the corresponding test object and the
test cases with large pose variations (up to 45◦) are correctly handled.
Since the proposed LSP representation consists of histogram of shape
index and surface normal angle, they are invariant to rigid transforma-
tion. The experimental results verified the view-point invariance of the
LSP representation.

Two-Object Scenes

We created four two-object scenes to make one object partially over-
lap the other object as follows. We first properly translated objects
along the x and y axes, and then resampled the surface to create a
range image. The visible points on the surface were identified using the
Z-buffer algorithm. Table 8.3 provides the objects included in the four
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Fig. 8.7. Voting results, shown as a percentage of the number of LSPs in the scene which
received votes, for twenty models in the single-object scenes. Each row shows the voting
results of a test object to 20 model objects. The maximum vote in each row is bounded by a
box.
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Table 8.2. Verification results for single-object scenes. The first number in the parenthesis is
the model object ID and the second one is the RMS registration error. The unit of registration
error is in millimeters (mm).

Test objects Results (Top 3 matches)
0 (0, 0.624) (2, 4.724) (11, 1.529)
1 (11, 3.028) (1, 0.314) (8, 3.049)
2 (2, 0.504) (10, 2.322) (8, 2.148)
3 (3, 0.913) (12, 2.097) (11, 1.335)
4 (4, 0.632) (8, 2.372) (10, 1.781)
5 (5, 0.217) (17, 2.081) (10, 3.146)
6 (6, 0.5632) (2, 3.840) (18, 4.692)
7 (7, 0.214) (10, 2.835) (19, 3.901)
8 (8, 0.426) (10, 1.326) (11, 2.691)
9 (9, 0.459) (8, 2.639) (18, 4.745)

10 (10, 0.263) (19, 2.451) (8, 3.997)
11 (11, 0.373) (19, 3.773) (12, 1.664)
12 (12, 0.525) (11, 1.698) (19, 4.149)
13 (13, 0.481) (1, 1.618) (2, 4.378)
14 (8, 2.694) (2, 4.933) (14, 0.731)
15 (15, 0.236) (1, 2.849) (16, 4.919)
16 (8, 3.586) (16, 0.306) (11, 1.499)
17 (17, 0.252) (5, 2.033) (11, 2.494)
18 (18, 0.395) (10, 2.316) (8, 2.698)
19 (19, 0.732) (10, 2.948) (8, 3.848)



8.1 LSP Representation for General 3D Object Recognition 167

Fig. 8.8. Four examples of correctly recognized model-test pairs. Each row shows one exam-
ple. The test objects are shaded light gray while the recognized model objects are shaded dark
gray and overlaid on the test objects. The top figure shows the model and test objects before
alignment, and the bottom one shows the model and test objects after alignment. For the range
images of model objects, the lighter pixels are closer to the camera and the darker pixels are
away from the camera. In example 1 shown here, the rotation angle is 20.4◦ and the axis is
[0.0319, 0.9670, 0.2526]T .
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Fig. 8.8. Figure 8.8 Continued, Example 2. The rotation angle is 35.9◦ and the axis is
[−0.0304,−0.5714, −0.1660]T .
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Fig. 8.8. Figure 8.8 Continued, Example 3. The rotation angle is 14.1◦ and the axis is
[0.0187, 0.2429, 0.0046]T .
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Fig. 8.8. Figure 8.8 Continued, Example 4. The rotation angle is 43.6◦ and the axis is
[0.6855, −0.6150,−1.3909]T .
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Table 8.3. Voting and registration results for the four two-object scenes shown in Figure 8.9(a).
The first number in the parenthesis is the model object ID, the second one is the voting result
and the third one is RMS registration error. The unit of registration error is in millimeters
(mm).

Test Objects in the
image

Voting and registration results for top 6 matches

Scene 0 1, 10 (10,
137,
0.69)

(1,
109,
0.35)

(11,
109,
1.86)

(2,
102,
5.00)

(12,
100,
1.78)

(19,
98,
2.14)

Scnee 1 13, 16 (11,
72,
2.51)

(8, 56,
2.69)

(2, 56,
3.67)

(13,
56,
0.50)

(10,
51,
1.98)

(16,
48,
0.53)

Scene 2 6, 9 (6,
129,
1.31)

(2,
119,
3.31)

(18,
79,
3.74)

(8, 76,
2.99)

(9, 56,
0.55)

(12,
52,
1.97)

Scene 3 4, 12 (4,
113,
0.81)

(8,
113,
2.09)

(11,
88,
1.69)

(2, 86,
3.05)

(10,
81,
1.89)

(19,
74,
3.85)



172 8 Applications of the Proposed Techniques

Fig. 8.9. Recognition results for the four two-object scenes. Example 1 is shown here. The test
objects are shaded light gray while the recognized model objects are shaded dark gray. The
top figure shows the range images of the four two-object scenes, and the bottom one shows the
recognized model objects overlaid on the test objects with the recovered pose. For the range
images of model objects, the lighter pixels are closer to the camera and the darker pixels are
away from the camera. Note that in Example 4 one object is missed.
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Fig. 8.9. Figure 8.9 Continued, Example 2.
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Fig. 8.9. Figure 8.9 Continued, Example 3.
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Fig. 8.9. Figure 8.9 Continued, Example 4.
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scens and the voting and registration results for the top six candidate
model objects. The candidate models are ordered according to the per-
centage of votes they received and each candidate model is verified
by the ICP algorithm. We observe that the objects in the first three
scenes objects are correctly recognized and the object 12 is missed in
the fourth scene since the vote it obtained was not ranked on the top.
The four scenes are shown in Figure 8.9 (top figure). The recognition
results are shown in Figure 8.9 (bottom figure). We observe that the
recognized model objects are well aligned with the corresponding test
objects.

8.1.6 Comparison with the Spin Image and the Spherical Spin Image
Representations

We compared the distinctive power of the LSP representation with the
spin image (SI) [3] and the spherical spin image (SSI) [4] represen-
tations. We conducted the following experiments. We take 20 model
objects, compute feature points as described in Section 8.1.1 and calcu-
late the surface descriptors at those feature points and their neighbors.
Given a test object, we calculate the surface descriptors for the ex-
tracted feature points, find their nearest neighbors, apply the geometric
constraint and perform the verification by comparing it against all the
model objects. In the experiments, both of the size of the spin image
and the spherical spin image are 15 × 15. We achieved 100% recogni-
tion rate by the three representations. However, the average computa-
tion time for the three representations are different. The total time (T )
for recognizing a single object consists of three timings:

• find the nearest neighbors ta;
• find the group of corresponding surface descriptors tb;
• perform the verification tc.

These timings, on a Linux machine with an AMD Opteron 1.8 GHz
processor, are listed in Table 8.4. We observe that the LSP represen-
tation runs the fastest for searching the nearest neighbors because the
LSPs are formed based on the surface type and the comparison of LSPs
is based on the surface type and the histogram dissimilarity.

8.1.7 Discussions

From the experimental results, we observe that the integrated local sur-
face descriptor (LSP) is really effective for surface representation and
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Table 8.4. The timing in seconds for the three representations. LSP denotes the local surface
patch descriptor; SI denotes the spin image [3]; SSI denotes the spherical spin image [4].

ta tb tc T
LSP 21.46 0.8 67.16 89.42
SI 95.26 0.67 66.14 162.07

SSI 83.63 0.66 66.28 150.57

3D object recognition. For fast retrieval of surface descriptors, the gen-
erated LSPs for all models are indexed into a hash table. During recog-
nition, surface descriptors computed for the scene are used to index the
hash table, casting the votes for the models which contain the similar
surface descriptors. The candidate models are ordered according to the
number of votes received by the models. Verification is performed by
aligning models with scenes for the most likely models. Experimental
results on the real range data have shown the validity and effectiveness
of the proposed approach: geometric hashing scheme for fast retrieval
of surface descriptors and comparison of LSPs for the establishment of
correspondences. Comparison with the spin image and spherical spin
image representations shows that our representation is as effective for
the matching of 3D objects as these two representations but it is effi-
cient by a factor of 3.89 (over SSI) to 4.37 (over SI) for finding corre-
sponding parts between a model-test pair. This is because the LSPs are
formed based on the surface type and the comparison of LSPs is based
on the surface type and the histogram dissimilarity.

8.2 Global-to-Local Non-Rigid Shape Registration

Registration of non-rigid shapes is an important issue in computer vi-
sion and it has drawn an increasing attention due to its wide range of
applications related to recognition, tracking and retrieval. The shape
registration problem can be stated as follows: Given two shapes, a
model shape M and a target shape S, find the best transformation that
assigns any point of M a corresponding point in S and minimizes the
dissimilarity between the transformed shape M̂ and S. Therefore, there
are two problems to be resolved: the correspondence, and the transfor-
mation.
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The non-rigid shape registration is much harder since it has more
degrees of freedom than the rigid shape registration problem. Recently
researchers have come up with different approaches to solve the non-
rigid shape registration problem [72, 108–111]. Chui and Rangarajan
[72] presented an optimization based approach, TPS-RPM (thin plate
spline-robust point matching) algorithm, to jointly estimate the cor-
respondence and non-rigid transformations between two point-based
shapes. Belongie et al. [108] proposed a descriptor called shape con-
text to find correspondences by minimizing the overall shape context
distances and the TPS transformation is iteratively solved. Guo et al.
[109] described a joint clustering and diffeomorphism estimation al-
gorithm that can simultaneously estimate the correspondence and fit
the diffeomorphism between the two point sets (a diffeomorphism is
a invertible function that maps one differentiable manifold to another
such that both the function and its inverse are smooth). Paragios et al.
[110] introduced a simple and robust shape representation (distance
functions) and a variational framework for global-to-local registration
in which a linear motion model and a local deformation field are incre-
mentally recovered. Zheng and Doermann [111] presented a relaxation
labeling based point matching algorithm for aligning non-rigid shapes.
The point matching is formulated as a graph matching problem to pre-
serve local neighborhood structures in which the point is a node and
neighboring points are connected by edges.

As compared to these approaches, we decompose the non-rigid
shape registration into a two-step procedure:

• the global similarity transformation that brings the model shape and
target shape into a coarse alignment;

• the local deformation that deforms the transformed model shape to
the target shape [112].

For the first step, feature based registration is employed; in the sec-
ond step the local deformation is formulated as an optimization prob-
lem to preserve the structure of the shape model.

8.2.1 Global Similarity Registration

The task of the global registration is to find a similarity transforma-
tion between M and S that includes three parameters (s, θ, T ); a scale
factor s, a rotation θ and a translation vector T = (Tx, Ty).
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S = s

[
cos θ sin θ
−sin θ cos θ

]
M +

[
Tx

Ty

]
(8.3)

Once the corresponding pairs (Mi, Si) are known, the three param-
eters can be estimated by minimizing the sum of square distance be-
tween the transformed Mi and Si.

The shape context descriptor [108] is used to find the correspon-
dence only. Considering the shape contexts of two point a and b, the
cost Cab of matching the two points is evaluated by χ2 test statistic
since shape contexts are histograms that can approximate probability
distributions.

Cab = C(a, b) =
1

2

K∑

i=1

(ha(i) − hb(i))
2

ha(i) + hb(i)
(8.4)

where ha(i) and hb(i) denote the K-bin normalized histograms at
points a and b respectively. Given the sets of costs C(a, b) between
pairs a on the model shape and b on the target shape, the optimal cor-
respondence is found by minimizing the sum of individual matching
costs. This is solved by a bipartite matching algorithm with the one-
to-one matching constraint [108]. In our case, the configuration of the
model shape is fixed and we resample the points from the contour of
the model shape. Then we compute shape context descriptors to find
the correspondences of the model shape in the target shape to calcu-
late the global similarity transformation, while in [108] the non-linear
TPS transformation is solved iteratively by warping the model shape
to the target and recovering correspondences. Figure 8.10 shows one
example of the global similarity registration result; Figure 8.10 shows
the model shape and the target shape before alignment; Figure 8.10
(a) shows the transformed model shape is superimposed on the tar-
get shape after alignment. The three parameters are s = 1.28, θ =
45.3◦, T = (−36.4, 77.9) pixels. We observe that the model shape is
roughly aligned with the target shape.

8.2.2 Local Deformation

After the model shape is brought into coarse alignment with the target
shape through the global registration, it needs to deform to the target
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(a) (b)

Fig. 8.10. Global similarity registration. The model shape is shown in red and the target shape
is shown in black). (a) Initial condition. (b) Global similarity registration result.

shape with the structure of the shape model preserved. The local de-
formation is model by the thin plate spline (TPS) transformation that
is widely used in shape matching. As described in Section 3.2.3, we
can achieve this task by minimizing the proposed cost function,

E(x,y) = Eimg(x,y) + γED(x,y)

=

n∑

i=1

g(|∇Im(xi, yi)|) +
1

2
γ(xT Kx + yT Ky). (8.5)

As derived in Chapter 3.2.3, the coordinates of (x,y) can be itera-
tively updated by

xt = (γK + αI)−1
(
αxt−1 +

n∑

i=1

1

(1 + |∇I t−1
step(xi, yi)|)2

∂|∇I t−1
step(xi, yi)|
∂x

)

yt = (γK + αI)−1
(
αyt−1 +

n∑

i=1

1

(1 + |∇I t−1
step(xi, yi)|)2

∂|∇I t−1
step(xi, yi)|
∂y

)
. (8.6)

Figure 8.11 shows an example of deforming the model shape (dude)
to the target shape at iteration 0, 25, 50, 75, 100, and 125. We observe
that the model shape is brought more closer to the target shape during
the deformation.
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Fig. 8.11. Deformation of the transformed model shape to the target shape at iteration 0, 25,
50, 75, 100, and 125. The model shape is show in red and the target shape is shown in black.
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(a) (b)

(c) (d)

Fig. 8.15. An example of the registration of the occluded hand shape. The model shape is
shown with dotted line and the target shape is shown with solid line. (a) Model shape. (b)
Global registration. (c) Local deformation driven by the proposed optimization formulation.
(d) Correspondences. Note that the target hand shape is occluded.
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8.2.3 Experimental Results on Binary Images

We used the shape database collected by Brown University.2 Figures
8.12, 8.13 and 8.14 show the non-rigid shape global-to-local registra-
tion results on three shapes of the hand, dude, and fish, respectively.
The regularization term γ for shapes of the hand, dude and fish is 20,
100, 25, respectively. In the three figures, the first row shows the model
shape and the columns below the model shape show the model shape
and target shape before the global registration, the transformed model
shape overlaid on the target shape after the global alignment, the regis-
tration results after local shape deformation, the one-to-one correspon-
dence connected by the blue lines, and the warped regular grids by the
local deformation computed from equation (3.18). From Figures 8.12,
8.13 and 8.14, we see that the model shape is successfully deformed to
the target shape and the one-to-one correspondence is established.

Figure 8.15 shows the registration of the model shape with the oc-
cluded target shape. Since the shape model encodes the prior informa-
tion about the shape topology, the registration of the occluded shape
can be handled. We observe that the model shape is driven towards the
target shape by the optimization formulation.

Quantitative evaluation: The accuracy of the proposed approach
is quantified by the average Euclidean distance between the points in
the transformed model shape and the correspondences in the target
shape. The average distances after the local deformation for the shapes
of hand, dude and fish are 0.59, 0.45, and 0.61 pixels, respectively;
while the distances after global alignment are 1.84, 1.80, and 2.49 pix-
els. We observe that the proposed global-to-local non-rigid shape reg-
istration algorithm brings the model shape and the target shape into a
good alignment.

8.2.4 Experimental Results on Gray-Level Images

The proposed formulation is also valid for gray-levle images as well
as binary images. Figure 8.16 shows the registration of callosum in
a human brain MRI image. Figure 8.16(a) shows the global registra-
tion result by the blue line and local deformation result by the red
line; Figure 8.16(b) shows the grid deformation in which the corre-
spondences are connected by the blue lines.
2 http://www.lems.brown.edu/vision/
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8.2.5 Discussions

We have proposed a novel global-to-local procedure for aligning non-
rigid shapes. Since the structure of the model shape should be pre-
served under the deformation, the bending energy is incorporated into
the optimization formulation as a regularization term to penalize the
large shape deformation. The optimization procedure drives the initial
global registration towards the target shape with the structure of the
model shape preserved and finally finds one-to-one correspondence be-
tween the model shape and target shape. Experimental results on three
non-rigid shapes show the effectiveness of the proposed approach.

8.3 Conclusions

In this chapter, we presented two general applications in the field of
computer vision and pattern recognition. First, we presented 3D object
recognition results on general 3D range images. We use the local sur-
face patch (LSP) representation that has been used for ear recognition.
The only difference in LSP representation used for ears and general 3D
objects is the number of surface types. In 3D ear recognition, the sur-
face takes three different types (concave, saddle, and convex). For the
general 3D object recognition, the surface takes eight different types
(peak, ridge, saddle ridge, flat, minimal, pit, valley, and saddle valley).

We also presented a global-to-local registration scheme for the pre-
cise alignment of a variety of images collected from various applica-
tions. These images included hand images, dude images, fish images,
and MRI images.
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Summary and Future Work

9.1 Summary

This book has presented a complete human identification system us-
ing 3D ear biometrics. The system consists of 3D ear detection, 3D
ear identification/verification and performance prediction. In the fol-
lowing, we provide a summary of key ideas that are presented in this
book.

• For accurate localization of ear in the side face range images, a
single reference 3D shape model is adapted to an image following
the global-to-local registration procedure within an optimization
framework. The detection starts from the extraction of regions-of-
interest (ROIs) by fusion of color and range images. Once ROIs are
extracted, the problem of localizing ear is converted to the align-
ment of the reference 3D shape model with ROIs. The alignment
follows a global-to-local registration procedure. The local defor-
mation is performed within an optimization formulation in which
the bending energy of thin plate spline is incorporated as a regu-
larization term to preserve the topology of the shape model. The
optimization procedure drives the initial global registration closer
towards the target. We achieved 99.3% correct detection rate on
the UCR dataset and 87.71% on the UND dataset without retuning
the parameters of the detection algorithm on different datasets. Fur-
thermore, the optimization formulation is general and can be used
to handle non-rigid shape registration.

• After the ear is automatically extracted from the side face range im-
ages,weproposedtwodifferent representationsforsurfacematching.
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The first representation is the ear helix/anti-helix, whose 3D coor-
dinates are obtained from the detection algorithm; the second rep-
resentation is the local surface patch (LSP) which is invariant to
rotation and translation. We used these representations for finding
initial correspondences between a gallery-probe pair. Then a mod-
ified iterative closest point (ICP) algorithm iteratively refined the
transformation which brings the hypothesized gallery and a probe
image into the best alignment. The root mean square (RMS) reg-
istration error is used as the matching error criterion. The exper-
imental results on two real ear range and color image datasets
demonstrated the potential of the proposed algorithms for robust
ear recognition in 3D. Extensive experiments are performed on
the UCR dataset (155 subjects with 902 images under pose vari-
ations), the UND dataset Collection F (302 subjects with 302 time-
lapse gallery-probe pairs) and a subset of the UND dataset G for
evaluating the performance with respect to pose variations with-
out retuning the parameters of the proposed algorithms. These re-
sults showed that the proposed ear recognition system is capable
of recognizing ears under pose variations, partial occlusions and
time lapse effects. The proposed representations are less sensitive
to pose variations. We also provided a comparison of the LSP repre-
sentation with the spin image representation for identification and
verification. This comparison showed that the LSP representation
achieved a slightly better performance than the spin image repre-
sentation.

• For the identification, usually the system conducts a one-to-many
comparison to establish an individual’s identity. This process is
computationally expensive especially for a large database. There-
fore, we presented a general framework for rapid recognition of 3D
ears which combines the feature embedding and SVM rank learn-
ing techniques. Unlike the previous work for fast object recognition
in 3D range images, we achieved a sublinear time complexity on
the number of models without making any assumptions about the
feature distributions. The experimental results on the UCR dataset
(155 subjects with 902 ear images) and the UND dataset (302 sub-
jects with 604 ear images) containing 3D ear objects demonstrated
the performance and effectiveness of the proposed framework. The
average processing time per query are 72 seconds and 192 sec-
onds, respectively, on the two datasets with the reduction by a factor
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of 6 compared to the sequential matching without feature embed-
ding. With this speed-up, the recognition performances on the two
datasets degraded 5.8% and 2.4%, respectively. We observe that the
performance of the proposed algorithm is scalable with the database
size without sacrificing much accuracy.

• The prediction of the performance of a biometrics system is an im-
portant consideration in the real world applications. By modeling
cumulative match characteristic (CMC) curve as a binomial distri-
bution, the ear recognition performance can be predicted on a larger
gallery. The performance prediction model showed the scalability
of the proposed ear biometrics system with increased database size.

In summary, the research presented in this book is focused on de-
signing an automatic human identification system using 3D ear bio-
metrics. The experimental results on the two large datasets show that
ear biometrics has the potential to be used in the real-world applica-
tions to identify/authenticate humans by their ears.

Ear biometrics can be used in both the low and high security appli-
cations and in combination with other biometrics such as face. With
the decreasing cost (few thousand dollars) and size of a 3D scanner
and the increased performance, we believe that 3D ear biometrics will
be highly useful in many real-world applications in the future.

9.2 Future Work

Although the algorithms we have developed achieved a good perfor-
mance in 3D ear recognition, we believe that there are still some prob-
lems that need to be worked on to make automatic ear recognition
system more effective and efficient in real world applications. In the
following, we list the possible directions, which can improve the per-
formance of our algorithms:

• Currently we used both color and range images for ear detection but
only used 3D range image for ear recognition. Since the Minolta
sensor provides us a range image and a registered color image, in-
corporating the color information into the recognition system can
further improve the recognition performance.

• We introduced a new integrated local surface patch representation
for matching 3D ears and we achieved good recognition perfor-
mance on the two large datasets. However the LSP representation
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only used the geometric information. It is possible to combine it
with other appreance-based compact representations.

• We achieved a sublinear time complexity with respect to the size of
database and the average time per query was reduced by a factor of
6. For large scale identification applications further improvement
and efficient indexing techniques are desirable.

• Ear biometrics (3D and/or 2D) can be combined with (3D and/or
2D) face and side face for robust human recognition.

• It is possible to use the infrared images of ears to overcome the
problem of occlusion of the ear by hair.

• Recent work in acoustic recognition allows one to determine the
impulse response of an ear [113]. It is possible to combine shape-
based ear recognition presented in this book with the acoustic
recognition of ear [113] so as to develop an extremely fool-proof
system for recognizing a live individual.

• It is possible to develop new volume based features for 3D ear
recognition. Thus, one can obtain multiple representations for ear
recognition.
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Reference ear shape model, 58
Registered color image, 4
Regularization, 52
Rigid free-form object, 11
RMS error, 9, 61
ROC curve, 71, 138
Root mean square, 9, 65, 83

Scalability, 121
Scalable, 8
Shape categories, 22
Shape index, 21, 85
Shape model, 28
Shape model-based detection, 8
Shape model-based technique, 14
Side face range images, 14
Skin color classification, 39
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Skin color detection, 14
Skin pixels, 44
Spherical spin image, 17, 122, 174
Spin image, 17, 18, 114, 122, 174
Splash, 16
Splashes, 18
Step edge magnitude, 25
Stress function, 126
Superquadric, 16
Surface matching, 15
Surface shape, 86
Surface type, 9, 19, 154
SVM, 8, 10, 130

Template matching, 8, 13, 21, 34
Thin plate spline, 8, 39
Torsion angles, 16

UCR dataset, 4
UND dataset, 4
Uniqueness, 1
Universality, 1

Verification, 10, 18
Voronoi diagram, 12

Wells and channels, 12
Wire-Frame, 16




