7 Geometric
Ly;j Algebra
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In 1844 when Hamilton published his invention of quaternions, the German mathematician
and schoolteacher, Hermann Gunther Grassmann [1809-1877], published the first edition
of his geometric calculus Lineale Ausdehnungslehre, which offered an original algebra for
describing geometric operations. The word ‘Ausdehnungslehre’ translates as ‘theory of exten-
sion’ and the principal algebraic product of the theory was the exterior product. The notion
of extension is something that Euclid was aware of, in that the product of two lengths create
an area, and the product of a length and an area create a volume. Grassmann discovered an
algebra where his exterior product of vectors created areas, volumes and higher-dimensional
objects.

Being just a schoolteacher and standing in the shadow of Hamilton, who was knighted, and a

Fellow of the American Society of Arts and Sciences,

Fellow of the Society of Arts for Scotland,

Fellow of the Royal Astronomical Society of London,

Fellow of the Royal Northern Society of Antiquaries at Copenhagen,
Honorary Member of the Institute of France,

Honorary Member of the Imperial or Royal Academies of St. Petersburgh,
Berlin and Turin,

Honorary Member of the Royal Societies of Edinburgh and Dublin,
Honorary Member of the Cambridge Philosophical Society,

Honorary Member of the New York Historical Society,

Honorary Member of the Society of Natural Sciences at Lausanne,
Honorary Member of other Scientific Societies in British and Foreign Countries,
Andrews’ Professor of Astronomy in the University of Dublin, and

Royal Astronomer of Ireland,

it is not surprising that few people bothered to buy or read Grassmann’s book!
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Grassmann had not helped matters by writing a rather dense description of his geometric calcu-
lus. For in his book he presented new ideas on vector analysis, vector addition and subtraction, two
vector products and vector differentiation, all interwoven with his philosophy on pure thought
and existence. Not only that, it also applied to any number of dimensions [6].

In 1861 Grassmann published an updated version of his book with the title Die Aus-
dehnungslehre: Vollstanding und in streger Form bearbeitet, by which time he was Professor at
the Stettin Gymnasium. But in spite of this academic promotion, Grassmann had to pay for the
publishing costs, which covered a run of three-hundred books, and he died a few years later before
mathematicians realized that he had been a genius of the first order.

Eventually, the English mathematician, William Kingdom Clifford [1845-1879], recognized
the brilliance of Grassmann’s ideas and formalized what today has become known as geometric
algebra.

Basically, there are three ways authors approach an introduction to GA: The first group adopt an
abstract algebraic approach where axioms give rise to an algebra — a Clifford algebra — which
describe and resolve geometric problems in any number of dimensions. The second group starts
with some simple algebraic axioms and show how GA flows naturally from these axioms. The
third group take a vectorial approach and show how existing vector products lead to the principles
of GA. Either approach is valid, but the author’s personal preference is to support the second and
third approaches, which are explored in this chapter, and we begin by reviewing some important
ideas that should have emerged from the previous chapters. But one more point before we start.
To distinguish vectors from scalars it is common practice to embolden vector names. Indeed, this
convention was employed in the previous chapters. But in GA virtually everything is a vector
of some sort and some authors have abandoned this convention and identify vectorial quantities
using an italic font. Obviously, one has to be careful to distinguish scalars from vectorial quantities,
which is accomplished by using letters from the Greek alphabet for scalars.

In the every-day algebra of real numbers we are familiar with its associative, distributive and
commutative properties. In the algebra of complex numbers we make allowances for the fact that
i* = —1 and that multiplying a complex number by i effectively rotates it anticlockwise 90° on
the complex plane. In vector algebra we discover that the vector product creates a third vector
perpendicular to the plane containing the original vectors, and is antisymmetric. Well, it just so
happens that GA is associative, distributive and involves an antisymmetric product, therefore we
should not be surprised that it also has imaginary properties.

7.3.1 Length, area and volume

In the physical world of 3D space we measure the linear extension or something, i.e. its length; its
planar coverage — its area; and its space filling capacity — its volume. This enables us to describe
a room as being 3 meters high, a floor as being 16 square meters, and a room’s volume being 48
cubic meters. It is difficult to think of a situation when in every-day parlance we would describe
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something as having a negative length, area or volume, but in mathematics, such entities do exist,
and GA provides a framework for their description.

Primarily, GA manipulates vectors, although scalar quantities are easily integrated into the
equations, but, for the moment, we will concentrate on the role vectors play within the algebra.

A single vector, independent of its spatial dimension, has two qualities: orientation and mag-
nitude. Its orientation is determined by the sign of its components, whilst its magnitude is
represented by its length, which in turn is derived from its components. A vector’s orientation is
reversed, simply by switching the signs of its components.
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FiGURe 7.1.

The product of two vectors can be used to represent the area of a parallelogram as shown in
Fig. 7.1, where the area is given by

area = ||al|||b]| sin 6. (7.1)

Because ||a|| and ||b|| are scalars, their order is immaterial. Furthermore, we have assumed that the
angle 6 is always positive, hence its sign is always positive, which is why area is normally regarded
as a positive quantity.

Grassmann was aware that mathematics, especially determinants, supported positive and neg-
ative areas and volumes, and wanted to exploit this feature. His solution was to create a vector
product that he called the outer product and written a A b. The wedge symbol “A” is why the
product is also known as the wedge product, and it is worth noting that this symbol is also used by
French mathematicians for the vector (cross) product. The outer product is sensitive to the order
of the vectors it manipulates, and permits us to distinguish between a A b and b A a. In fact, the
algebra ensures that

aANb=—-bAa. (7.2)

Therefore, when using the outer product we must think carefully about their order, which is why
in chapter 6 we discussed the order of axial systems. This idea is developed in Fig. 7.2 where we
see the graphical difference between the two products.

Figure 7.2a shows that a A b creates an area from vectors a and b forming an anticlockwise
rotation, whereas Fig.7.2b shows that b A a creates an area from vectors b and a forming a
clockwise rotation. The directed circle is included to remind us of the area’s orientation.

From vector algebra we know that there are two important products: the scalar and the vector
product. The scalar product creates a non-zero scalar value when the associated vectors are not
perpendicular, and tells us something about the mutual alignment of the two vectors. Whereas,
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(b)

FIGURE 7.2.

the vector product creates a non-zero vector when the associated vectors are not parallel, and tells
us something about the area of the parallelogram formed by the two vectors.

GA adopts these two products but changes the interpretation of the vector product. Hamilton
interpreted the result a x b as a third vector ¢ perpendicular to the plane containing a and b.
Although this interpretation works in three dimensions, it is ambiguous in higher dimensions.
Grassmann interpreted the result of the vector product in terms of its capacity to compute a
signed area, which is why he created the outer product.

Now we already know that the magnitude of the vector product is given by
lla x bll = llalll|b]l sin® (7.3)

where 0 is the angle between the two vectors. The outer product preserves this value but abandons
the concept of a perpendicular vector. Instead, the value ||a||||b|| sin @ is retained as the signed
area formed by the two vectors.

Now although [la A b|| = ||a]|||b]| sin 8, we must pose the question: What sort of object is a A b?
Well, for a start, it is not a vector, nor is it a simple scalar. In fact, we have to invent a new name,
which is always unsettling as it is difficult to relate it to things with which we are familiar. Where
the cross product a x b creates a vector, the outer product a A b is called a bivector, which is a
totally new concept to grasp.

A bivector describes the orientation of a plane in terms of two vectors, and its magnitude is
the area of the parallelogram formed by the vectors. Reversing the vector sequence in the product
flips the sign of the area. The outer product has the same components as the cross product, but
instead of using the components to form a vector, they become the projective characteristics of a
planar surface.

We are very familiar with the concept of a vector and accept that it has magnitude and orienta-
tion, where its components are expressed using orthogonal basis vectors. Reversing the direction
of the vector reverses its components without changing its magnitude. Similarly, a bivector has
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magnitude and orientation, where its components are expressed in terms of areas projected onto
the bivectors formed by the orthogonal unit basis vectors. Reversing the direction of the bivector
reverses its components without changing its magnitude. This is illustrated later in this chapter.
For the moment, a bivector is just a name used to orient a planar area.

7.4.1 Some algebraic properties

Even with our sketchy knowledge of a bivector, it is possible to describe how the outer product
responds to parallel vectors. For example

lla Aall = llallllall sin0° = 0. (7.4)

Although the outer product is antisymmetric, it behaves just like the scalar product when
multiplying a group of vectors:

scalar: a-(b+c)=a-b+a-c (7.5)

similarly

outer: aAn(b+c)=anrb+anc. (7.6)

7.4.2 Visualizing the outer product

The cross product is easy to visualize: a x b = ¢, where ¢ is orthogonal to the plane containing
a and b. The relative direction of ¢ is determined by the right-hand rule where using one’s right
hand, where the thumb aligns with a, the first finger with b, and the middle finger aligns with c.
The magnitude of ¢ equals ||a||||b| sin @, where 6 is the angle between a and b, and equals the
area of the parallelogram formed by a and b. This relationship is shown in Fig. 7.3.

A

| all2]sin6 |

FiGure 7.3.
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Visualizing the outer product is slightly different. It is true that the magnitude |la A b|| is
lall|lb|] sin @ which represents the area of the parallelogram formed by a and b, but consider what

happens if we form the product a’ A b where a’ = a + Ab:

aAb=(@+rb)Ab

=aAnb+AbADb
anb=anb. (7.7)

Two other vectors generate the same bivector! Figure 7.4 illustrates what is happening.
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F1GURE 7.4.

The area created by a’ A b is identical to that created by a A b, so there is no single parallelogram
that represents a A b — there are an infinite number! So why bother trying to represent a A b as
a parallelogram in the first place? Well, it was a starting point, but now that we have discovered
this feature of the outer product, why not substitute another shape such as a circle instead of
a parallelogram, and make the area of the circle equal to |la|||b]| sin6? That was a rhetorical

question, but a useful suggestion, and Fig. 7.5 shows what is implied.

FIGURE 7.5.

7.4.3 Orthogonal bases

GA works in any number of dimensions, and anticipating the need to embrace a large number
of dimensions we require a notation for the extended orthogonal axial systems. Conventionally, i
and j represent the unit basis vectors for R?, and i, j and k represent the unit basis vectors for R>.
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If we continue with this notation the alphabet cannot support very high-dimensional spaces. An
alternative convention is to use e;, €, €s, . . . €, to represent the orthogonal unit basis vectors.

Using this notation we define two vectors in R* as

a = a e, + ae,

b= blel + bzez.
We can now state the outer product as
aAb=(a1e; + ae;) A (bie) + baey)

which expands to

anb= albl(el A el) + albz(el VAN ez) + a2b1(62 AN el) + azbz(ez A ez).

Substituting the following observations
eene =eAe,=0ande, Ae = —e Ae,

we obtain
anb= albz(el A\ ez) — azbl(el AN ez)
simplifying, we obtain
anb= (ﬂlbz — azbl)(el AN ez).

(7.8)
(7.9)

(7.10)

(7.11)

(7.12)

(7.13)

(7.14)

The scalar term a;b, — a,b; in Eq. (7.14) looks familiar — in fact, it is the magnitude of the
imaginary term of Eq. (3.17), the value of which equals ||a||||b|| sin 6, which is the area of the
parallelogram formed by a and b. So in this context, the outer product a A b is a scalar area
multiplying the unit bivector e; A e,, which just means that the area is associated with the plane

defined by e; A e,. Figure 7.6 illustrates this relationship.

FIGURE 7.6.

Now let’s compute b A a:

b Aa=(bier + byey) A (are; + aze,)
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which expands to
bAa= ﬂ]b] (61 VAN el) + azbl(el A\ ez) + ﬂ]bz(ez A el) + azbz(ez A\ ez). (715)

Substituting the following observations

eeANe =e;Ae;=0ande, Aep = —e Ae, (7.16)
we obtain
bAa= a2b1 (e] AN ez) — a1b2(61 VAN ez). (717)
Simplifying, we obtain
b Na = —(ﬂlbz — azbl)(el A\ ez) (718)
which confirms thatb Aa = —a A b.

Now let’s consider the outer product in R?:

a=ae, + ae, + ase; (7.19)
b= b1€1 + bzez + b3€3. (720)

The outer product is
anb=(ae + ae, + ase;) A (bie, + bre, + bze3) (7.21)

which expands to

anb=abi(egne)+aiby(er Ae)+aibs(e; Aes) +abi(er Ae) +arby(er Aey)

+arbs(ex Aes) +ashi(es Aep) +ashr(es Aey) + asbs(es Aes). (7.22)
Substituting
el/\elzez/\ezze3/\e3=0 (723)
and
epNe =—€e Ne e Ne3=—eNe e Ne =—eANes (7.24)
we obtain

anb=aby(eg Ne) —aibs(es Ae) —abi(e; Aey)
+ aybs(e; A es) +asbi(es Aey) — ashy(e; Aes). (7.25)
Simplifying, we obtain
anb= (albz — azbl)el N € —+ (ﬂzb3 — a3b2)ez N €3 + (a3b1 — a1b3)e3 N er. (726)

You may be wondering why the unit basis bivectors in Eq. (7.26) have been chosen in this way,
especially e; A ;. This could easily be e; A e;. To understand why, refer to Fig. 7.7, which shows a
right-handed axial system and where each orthogonal plane is defined by its associated unit basis
bivectors.
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Figure7.7 also shows the orthogonal alignment of the Cartesian axes with the unit basis

bivectors:
the x-axis is orthogonal to e, A e;
the y-axis is orthogonal to e; A ¢,
the z-axis is orthogonal to e; A e,
and if Eq. (7.26) is rearranged in this sequence we obtain

a Ab = (ayb; — asby)e; A e + (ashy — aibs)e; A e; + (a1b, — ar,by)e; Aes.

(7.27)

Now let’s look at a definition of the cross product. We begin by declaring two vectors using the

conventional orthogonal unit basis vectors i, j and k:

a = ai+ ayj + ask

b = bii + byj + bsk.
The cross product is

a x b = (a1i+ ayj + ask) x (byi + byj + bsk)
which expands to
axb=ab(xi)+ab,(xj)+abs(ixk)+ab (xi)+ aby( xj)
+ ayb5(j x k) + asby(k x 1) + asby(k X j) + asbs(k x k).
The magnitude of the cross product is ||a| ||b]| sin 6, which means that
ixi=jxj=kxk=0.
Therefore,
axb=aby(ixj)+abs(ixk)+ab(xi
+ axb5(j X k) 4+ asb, (k x i) + azby(k % j).

Because the cross product is antisymmetric

jxi=—-ixj kxj=—jxk ixk=-kxi

(7.28)
(7.29)

(7.30)

(7.31)

(7.32)

(7.33)

(7.34)
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Substituting these relationships:
axb=ab(ixj)—absk xi)—ab (x]j)
+ ayb5(j x k) + asb; (k x 1) — as3b,(j x k). (7.35)
Collecting up like terms:
a x b= (ayby — asby)j x k+ (361 — a1b3)k x 1+ (a1b, — a,by)i xj. (7.36)
If we place Egs. (7.27) and (7.36) together and substitute the e notation for i, j and k, we obtain
a ANb = (ayb; — asby)e; A es + (ashby — a\bs)es A e + (a1b, — aby)e; Ae, (7.37)
a x b= (ayb; — asby)e, x es + (asb; — a;bs)es x e; + (a;b, — a,b))e; x e,.  (7.38)

In the cross product, the terms (a,b; — asb,), (asb, — a,b3) and (a,b, — a,b,) are the components

of an orthogonal vector, whereas in the outer product they become signed areas projected onto

the planes defined by the unit bivectors e, A es,e; A e; and e; A e;. And in spite of there being

such similarity between the two equations, it would be dangerous to conclude thata Ab = a x b.
What Hamilton had proposed was that

e, Xe3;=¢e e Xe =e € Xe =e;3 (7.39)

which is fine for R?, but is ambiguous for higher dimensions. So, in GA we substitute the outer
product for the cross product and introduce the concept of a directed area, which holds for any
number of dimensions.

Before we reveal the imaginary nature of the outer product in the next chapter, consider the
scenario shown in Fig. 7.8. Two vectors a and b are shown forming a parallelogram created by
their outer product a A b with parallel projections of the parallelogram projected onto the three
orthogonal planes. The projections will normally be parallelograms, but under some conditions
they could collapse to a line. Whatever happens, at least one will be a parallelogram.

We define two vectors as

a = a,e; + a,e, + ases (740)
b= blel + bzez + b3e3. (741)

Starting with the plane containing e; and e,, which is defined by e; A e, the projections of a and
b are a” and b”, respectively, where

a” =ae + ae, (7.42)
b" = bie, + bse,. (7.43)
Therefore,
a” ANb" = (ae; + aze,) A (bre + byey)
=a1bi(e; Ne)) +aiby(e; A ey) +aybi(e; Aep) + arbyr(ex Aey)
a” ANb" = (a1b, — aby)e, N e, (7.44)

which is the last term in Eq. (7.27).
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Similarly, we can show that

ﬂ/ Ab = (ﬂ2b3 — ﬂ3b2)ez N €3 (745)
a’ Ab" = (asb, — a\bs)es Aey. (7.46)

Thus we see that instead of creating a new vector, the outer product projects the parallelogram
onto the three orthogonal planes to create three new bivectors, whose area is positive or negative.
The cross product, however, takes these areas and uses them to form a vector, which happens to
be orthogonal to the original parallelogram.

FiGure 7.8.

To illustrate this concept, consider two vectors a and b
a =ae, + a,e, + ase; (7.47)
b = b,e; + bye, + bses (7.48)
where
aa=1 a=0 a=1
by=1 b,=1 b;=0 (7.49)

which makes
a=e¢e +e; b=e +e,. (7.50)

Using Eq. (7.26)

a b= (a1b, —aby)e; A ey + (axbs — ashy)e; Aes + (ashy — arbs)es A e

anb=(1)e Ae,+ (—1e, Aes+ (1)es Aey. (7.51)

The signed area on the plane e; A e, is 41 and is shown in Fig. 7.9. The projected area is shown
crosshatched.
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FIGURE 7.9.
Similarly, the signed area on the plane e, A e; is —1 and is shown in Fig. 7.10. Note that the

direction of the projected area opposes the direction of e, A es.

62\

FiGure 7.10.

And the signed area on the plane e; A e; is +1, and is shown in Fig. 7.11.

FiGure 7.11.

Now let’s compute the magnitude of the bivector a A b.
To begin with, we need to know the angle between a and b, which is revealed using the dot

product:
0 — cos—! (ﬂlbl + ab, + ﬂsba)
llalllbl

0 = cos™! = 60°. (7.52)

()
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Therefore,

la A bl = llallllbll sin 60°
3
lla Ab| = fz«/ig = /3. (7.53)

The next question to pose is whether this value is related to the other three areas? Well the
answer is “yes”, and for a very good reason:

la AbI? = (a1, — a;b))* + (asbs — ashy)* + (asby — a1 bs)* (7.54)

therefore, ,
V3= 4 (-1 + (1) =3 (7.55)

Remember, that the cross product uses these coefficients as Cartesian components of the axial
vector and satisfy the Pythagorean rule:

llall> = af + af + ai. (7.56)

To prove that this holds, we need to show that Eq. (7.54) is correct.
Expanding the LHS of Eq. (7.54):

lla ABI? = llal*|b])* sin® 6 = |lal*[|b]|*(1 — cos 8)
lla ABI* = llall?Ib1* = llall®[[b])* cos® 6. (7.57)

From the dot product
_ (b + ayb; + ashs)’

cos* @ (7.58)
llall?lb)?
Therefore,
la ABII> = llall*b]l* = (ai1by — a;b, — asbs)?
la Ab|* = (a; + a; + ai)(bf +b; + b?) — (a1by — ayby — asbs)?
and we obtain
la Ab|* = (ajb; — 2a1a,b,b; + a3b}) + (a3b; — 2a,a3bybs + ajb;)
+ (ﬂgbf — za3a1b3b1 + (l%bg)
la AbI? = (a1b, — arby)” + (arbs — ashy)* + (asby — aybs)”. (7.59)
Therefore, Eq. (7.54) is correct.
Now, as
la Abll = llallllb] sin® (7.60)

la ADY? = llall?[[b])* sin® 6 (7.61)
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and

llallllbl] sin’ 0 = (a1b, — azbl)z + (axb5 — aabz)2 + (asb, — ﬂ1b3)2 (7.62)

therefore

(7.63)

0 — sin~! <\/(alb2 — ab1)* + (axb5 — asby)* + (asb) — a1b3)2>
a lallllbll '

Substituting the values for the above example:

o era—1 ﬁ _ o

The beauty of the outer product is that it works in any number of dimensions. For example,
we can create two vectors in R* as follows:

a = ae, + a,e; + ase; + ase, (7.65)
b= b161 + bzez + b3e3 + b4e4 (766)

and form their outer product:
anb= (61161 + a,e, + as€; + a4e4) VAN (b1e1 + b2€2 + b3€3 + b4e4). (767)

This explodes into

anb=ab (e Ae)+aiby(e; Aey) +arbs(e; Aes) +arby(e Aey)
+abi(ex Aer) +arby(e; Aey) + arbs(er Aes) + arbale, Aey)
+asbi(es Aey) +ashy(es A ey) + asbs(es A es) + asbu(es A ey)

+asbi(es Aer) + asby(es A ;) + asbs(es A e3) + asbs(es A ey)

and collapses to

anb=(a1b, —ab)(e; A ey) + (abs — asby) (e, A es) + (asby — arbs)(es Aey)
+ (a1by — ash))(er A ey) + (a2b4 — asby) (e A ey) + (asby — asbs)(es A ey) (7.68)

which resolves the outer product into six bivectors.
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These bivectors arise because there are six ways of making 2-tuples from four axes:

4!
C=——  _& (7.69)
(4 —2)12!
In five dimensions there are 10 bivectors.
5!
sC, = — = 10. (7.70)
(G —=2)'12!

As a final example, let’s consider two vectors in R* and compute their outer product. The vectors
are

a=-c¢e +e+e (7.71)
b=¢e +e +e,. (7.72)

Then
lal =3 b =3 (7.73)

and the separating angle 0 is
6 = cos™! (%) ~ 48.19°. (7.74)
Similarly,
6 = sin™"' (‘/Tg) > 48.19°. (7.75)
Substituting the vectors into Eq. (7.68):
anb=1)(egAe)+ (—D(ex Aes)+ (D)(es Aer) + (—1)(ea Aey) + (1)(es Aey).  (7.76)
Therefore, ||a A b|| is given by
lla Ab| = llallllb]l sin® = v/3+/3sin 48.19° ~ 2.2361. (7.77)
Finally, let’s show that the R* equivalent of Eq. (7.54) still holds:

la Ab|I? = |ab, — asby|* + lasbs — asby)* + |asby, — a bs|?
+ larby — ayby|* + |asby — ayby|* + |asby — asbs)?
223617 = (1)* + (=1)* + (1)* + (0)* + (=1)* + (1)* = 5. (7.78)

Later, we investigate a number of scenarios where the outer product is used to solve problems in
computer graphics, but at this point it is worth looking at three problems where it seems that we
have been using the outer product without knowing.
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7.5.1 Areaof a triangle

There are many ways to find the area of a triangle, but the one proposed here uses a triangle’s vertex
coordinates, as shown in Fig. 7.12a. The triangle has vertices A, B, C defined in an anticlockwise
order, and its area is given by

2 1
area = 3 xg yp 1. (7.79)
Xc )/C 1

Using the coordinates from Fig. 7.12a we have

1 0 2 1
area=-13 1 1 (7.80)
213 3 1
1
area = 5(94—6—6—3):4—3 (7.81)
which is correct. Note that reversing the triangle’s vertex sequence creates a negative area:
1 0 2 1
area = -3 3 1
213 11
1
area = 5(3 +6—-6—9) =-3. (7.82)

We can prove Eq. (7.79) algebraically, and if we create the right diagram, outer products come to
our rescue. Figure 7.12b shows three position vectors a, b, ¢ locating the vertices, which we use to
form three outer products. The first product a A b computes the area of the parallelogram OBCA,
and %(a A b) computes the area of the triangle AOBA. The sequence of the vertices O, A, B create
a clockwise outer product, which accounts for the negative signs in AOBA.

The second product b Ac computes the area of the parallelogram OBEC, and %(b A ¢) computes
the area of the triangle AOBC. The sequence of the vertices O, B, C create an anticlockwise outer
product, which accounts for the positive signs in AOBC.

The third product ¢ A a computes the area of the parallelogram OCFA, and %(c A a) computes
the area of the triangle AOCA. The sequence of the vertices O, C, A create an anticlockwise outer
product, which accounts for the positive signs in AOCA.

The sum of the three outer products is

! /\b+1b/\ +1 A
E(ﬂ ) E( c) E(C a)

and creates three areas: two of the areas contribute toward the triangles AABC and AOBA, whilst
the third area cancels the area of triangle AOBA, leaving behind the area of AABC.
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FIGURE 7.12.
The sum of the outer products become
1
area AABC = E[(u Ab)+ (b Ac)+ (c Aa)l (7.83)

which expand to

1
area AABC = E(xAyB — YaXp + Xgyc — yBXc + Xcya — YcXa)

and
XA YA
area AABC = 3 xg vy 1. (7.84)
Xc )/C 1

What is useful about summing these outer products is that it works for any irregular shape.
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7.5.2 Thesine rule

The traditional way of proving the sine rule is to take a triangle and drop a perpendicular from
one of its vertices onto the opposite side to form two right-angled triangles, from which we define
the sine ratio of two angles. Using Fig. 7.13 we can state that

H . H .
— =sine and — =sinf (7.85)
B A

from which we can write
Bsina = Asin 8 (7.86)

or
A B

- = —. (7.87)

sina  sinf

Using another vertex and an associated perpendicular we can show that

A B C

— == (7.88)
sin  sinf8  siny

F1Gure 7.13.

FiGuRe 7.14.

The GA approach is to remember that the outer product includes a sine function and computes
an area. Therefore, we develop Fig. 7.13 to include three vectors as shown in Fig. 7.14 where

A=lal B=|bll C=lcl (7.89)
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From the figure we observe that
1 1 .
area of AP,P,P; = §||a A —c| = EAC sin B

1 1
area of AP,P;P, = 5||b A —al = EBA sin

1 1
area of AP;P\P, = E”C A=b| = ECB sin «.

Therefore,
ACsin 8 = CBsina = BAsin x

and
A B C

sin  sinf8  siny

7.5.3 Intersection of two lines

(7.90)

(7.91)

(7.92)

(7.93)

(7.94)

The traditional way of calculating the intersection point of two lines in a plane is to define two

vectors as shown in Fig. 7.15, where

p=r+Xia rAeR

p=s+eb eeR.

FIGURE 7.15.

Therefore,
r+ia=s+e¢b.
From Eq. (7.95) we can write
X+ Ax, = X, + €x3

Vr + Ao = Ys + EYp-

(7.95)
(7.96)

(7.97)

(7.98)
(7.99)
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To find A we eliminate ¢ by multiplying Eq. (7.98) by y;, and Eq. (7.99) by x:

XYy + AXaYp = XY + EXp Y (7.100)
XpYr + AXpYa = XpYs + EXpYb- (7.101)

Subtracting Eq. (7.101) from Eq. (7.100):

XYy — XpYr + AXaYp — XbYa) = XsYp — XpYs (7.102)
where
A= xb(yr_}/s) _yb(xr _-xs). (7103)
XaVb — XpYa
Let’s test this with the following vectors
r=j a=2-—j (7.104)
s=2 b=2i—2j (7.105)
2(1 =2 2(0—0 -2
A= ( ) +2( )=—=1 (7.106)
—4+2 -2
therefore,
p=j+2—j=2i (7.107)
and the point of intersection is (2, 0).
Another approach is to reason that
p=waa+ pb (7.108)
therefore, we can write
X, = ax, + By (7.109)
Yo = a + By (7.110)
To find @ we eliminate 8 by multiplying Eq. (7.109) by y, and Eq. (7.110) by x;:
Xp¥p = AXays + BXp)s (7.111)
XoYp = aXpYa + BXbY- (7.112)
Subtracting Eq. (7.112) from Eq. (7.111) we obtain
XpVo — XpYp = AXgYp — OUXpYa = A (XyVp — Xp¥a) (7.113)
where
X Vp
— X
o= 2T P vl (7.114)
XaYb — XbYa Xa  Ya

Xp Vb
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To find B we eliminate « by multiplying Eq. (7.109) by y, and Eq. (7.110) by x,:
XpYa = 0XaYa + PXbYa (7.115)
XaYp = UXaYa + BXaYp- (7.116)

Subtracting Eq. (7.116) from Eq. (7.115) we obtain

Xp¥a — XaVp = BXpYa — BXays = BXpYa — Xayp) (7.117)
where
Xp Vp
a xa xa a
_ M) T X)p _ Yal (7.118)
XpYa — Xa)b Xp Vb
Xa Ya

Using Eq. (7.114) and Eq. (7.118) we can rewrite Eq. (7.108) as

Xp Vp Xp  Vp
X Xa Va
p= i bl S Jely (7.119)
Xa  YVa Xo Vo
Xb )/b Xa ya

The problem with Eq. (7.119) is that the determinants reference the coordinates of the point we
are trying to discover. Nevertheless, let’s continue and write Eq. (7.119) using outer products

_pAb pAa
P_aAba+bAa

b. (7.120)

Figure 7.16a provides a graphical interpretation of part of Eq. (7.120) where the parallelogram
formed by the outer product p A a is identical to the outer product formed by r A a. Which means
that we can substitute r A a for p A a in Eq. (7.120):

Ab A
:p a+r a

b. 7.121
anb bnra ( )

Similarly, in Fig. 7.16b the parallelogram formed by the outer product p A b is identical to the
outer product formed by s A b. Which means that we can substitute s A b for p A b in Eq. (7.121):

SADb rAa
a
anb bnAa

p= b. (7.122)

The positions of R and S are not very important, as they could be anywhere along the two vectors,
even positioned as shown in Fig. 7.17:
In Fig. 7.17 the three parallelograms: OSTU, OVWR and OVXU have areas:

area OSTU =s A D (7.123)
area OVWR =r A a (7.124)
area OVXU =a A b. (7.125)
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Simply by relocating S and R, we have created a convenient visual symmetry where

sAD
s= a (7.126)
anb
and
PEEALYN (7.127)

bAa
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Note how s A b and a A b are in the same sense, whilst r A a and b A a are in the opposite sense.
Observe, also, from Fig. (7.17) why

s SADb
- = (7.128)
a aAb
and
r_rna (7.129)
b bnra '
It now becomes obvious that
sAD rAa
=s+r= a b 7.130
P + anb bAa ( )
where the solution to the problem is based upon the ratios of areas of parallelograms!
Let’s test Eq. (7.130) using the same vectors above:
r=e a=2e —e (7.131)
s=2e b=2 —2e (7.132)
2e;) A (2e; — 2e ey N (2e; —e
_ Q) A Qe 2) (2e; —e)) + 2/ (e~ &) (2e; — 2¢y)
(2e1 — ) N (2e) — 2¢) (261 — 2e;) A (261 — &)
—4(e; A —2(e; A
p= € 1) (2e; — &) + (€ 1 e) (2e; — 2¢y)
—4(61 AN ez) + 2(61 AN ez) —2(61 VAN ez) + 4(61 VAN ez)
p= 2(261 - ez) - (261 — 262) = 261. (7133)

Therefore, the point of intersection is (2, 0). Which is the same as the previous result.
We have spent some time exploring the above techniques, which in some cases are quite tedious.
However, the conformal model, which is explored in chapter 11, simplifies the whole process.

It seems that the outer product is a very natural way of describing the orientation of two vec-
tors, and has immediate applications in a variety of geometric problems. Let’s now examine the
properties of another product—the geometric product.





