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4.1 Introduction

In describing for artists the role of eyes, Faigin [20] illustrates that downcast eyes,
upraised eyes, eyes looking sideways, and even out-of-focus eyes are all suggestive
of states of mind. Given that eyes are a window into the mind, we propose a new
approach for synthesizing the kinematic characteristics of the eye: the spatiotem-
poral trajectories of saccadic eye movement. “Saccadic eye movements take their
name from the French ‘saccade’, meaning ‘jerk’, and connoting a discontinuous,
stepwise manner of movement as opposed to a fluent, continuous one. The name
very appropriately describes the phenomenological aspect of eye movement” [4].

We present a statistical eye movement model based on both empirical studies
of saccades and acquired eye movement data. There are three strong motivations
for our work. First, for animations containing close-up views of the face, natural-
looking eye movements are desirable. Second, traditionally it is hard for an anima-
tor to obtain accurate human eye movement data. Third, the animation community
appears to have had no models for saccadic eye movement models that are easily
adopted for speaking or listening faces. We apply the eye model to conversational
agents in which gaze direction and role are modeled on saccades during talking, lis-
tening, and “thinking” as well as on the social aspects of interaction behaviors such
as turn-taking and feedback signals. A preliminary eye saccade model is the basis
for the present work [28].

As computer animation techniques mature, there has been considerable interest
in the construction and animation of human facial models. Applications include
such diverse areas as advertising, film production, game design, teleconferencing,
social agents and avatars, and virtual reality. To build a realistic face model, many
factors including modeling of face geometry, simulation of facial muscle behav-
ior, lip synchronization, and texture synthesis have been considered. Several early
researchers [25, 32, 37, 43] were among those who proposed various methods to
simulate facial shape and muscle behavior. A number of investigators have recently
emphasized building more realistic face models [8,21,30,36]. Others have suggested
automatic methods of building varied geometric models of human faces [7, 16, 29].
Motion capture methods can be used to replay prerecorded facial skin motion or
behaviors [19, 35].
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Research on faces has not focused on eye movement, although the eyes play
an essential role as a major channel of nonverbal communicative behavior. Eyes
help to regulate the flow of conversation, signal the search for feedback during
an interaction (gazing at the other person to see how she follows), look for infor-
mation, express emotion (looking downward in case of sadness, embarrassment,
or shame), or influence another person’s behavior (staring at a person to show
power) [18, 34].

Recently, eye movement has attracted attention among computer animation
researchers. Directional gaze cues are frequently present to communicate the nature
of the interpersonal relationship in face-to-face interactions [1]. It is estimated
that 60% of conversation involves gaze and 30% involves mutual gaze [34]. Some
researchers [15, 44] analyze frequencies of mutual gaze to simulate patterns of eye
gaze for the participants. Social gaze serves to regulate conversation flow. Cassell
and colleagues [11–13] in particular have explored eye engagement during social
interactions or discourse between virtual agents. They discuss limited rules of eye
engagement between animated participants in conversation. Eye movements are
linked to visual attention processing: task actions generate the appropriate atten-
tional (eye gaze or looking) behavior for virtual characters existing or performing
tasks in a changing environment, such as “walk to the lamp post,” “monitor the
traffic light,” or “reach for the box” [14].

Eye-gaze patterns for an avatar interacting with other real or virtual participants
have also become important areas of study and simulation. Gaze patterns are inves-
tigated to see how observers react to whether an avatar is looking at or looking
away from them [15]. Simulations for face-to-face conversation are mainly dyadic,
and turn allocation using gaze signals is relatively simple. Multiparty turn-taking
behavior has been less explored, and some attempts [39,41] have been based largely
on the dyadic situation. Much of this work focuses on user-perceptual issues or
has involved mediated communication rather than conversational agent simulation.
Intuitively, a significant difference exists in gaze behaviors between dyadic and mul-
tiparty situations: at the minimum, the latter must include mechanisms for multiple
audience turn requests, acknowledgement, and attention capture.

We propose a new approach for synthesizing the trajectory kinematics and sta-
tistical distribution of saccadic eye movements. First, we present an eye move-
ment model based on both empirical studies of saccades and statistical models of
eye-tracking data. Then we address the role of gaze in multiparty conversation,
giving a procedure for turn allocation, turn request, and expression of conversational
feedback signals. The overview of our approach is as follows. First, we analyze
a sequence of eye-tracking images in order to extract the spatiotemporal trajec-
tory of the eye. Although the eye-tracking data can be directly replayed on a face
model, its primary purpose is for deriving a statistical model of the saccades that
occur. The eye-tracking video is further segmented and classified into two modes,
a talking mode and a listening mode, so that we can construct a saccade model
for each. The models reflect the dynamic (spatiotemporal) characteristics of natural
eye movement, which include saccade magnitude, direction, duration, velocity, and
inter-saccadic interval. Based on the model, we synthesize an animated face with
more natural-looking and believable eye movements. Communicative aspects of eye
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movement are layered on top of the saccade model to give multiparty conversational
signals.

This article describes our approach in detail. Section 4.2 reviews pertinent
research about saccadic eye movements and the role of gaze in communication.
Section 4.3 presents an overview of our system architecture. Section 4.4 introduces
our statistical model based on the analysis of eye-tracking images. An eye saccade
model is constructed for both talking and listening modes and adapted for “think-
ing” mode. Section 4.5 shows the model implemented in agents who use appropriate
social signals to simulate interactive conversations. Section 4.6 describes the archi-
tecture of our eye movement synthesis system. Finally we give our conclusions and
closing remarks.

4.2 Background

4.2.1 Saccades

Saccades are rapid movements of both eyes from one gaze position to another [31].
They are the only eye movement that can be readily, consciously, and voluntar-
ily executed by human subjects. Saccades must balance the conflicting demands of
speed and accuracy, in order to minimize both time spent in transit and time spent
making corrective movements.

There are a few conventions used in the eye movement literature when describ-
ing saccades. The magnitude (also called the amplitude) of a saccade is the angle
through which the eyeball rotates as it changes fixation from one position in the
visual environment to another. Saccade direction defines the 2D axis of rotation,
with 0◦ being to the (person’s) right. This essentially describes the eye position in
polar coordinates. For example, a saccade with magnitude 10◦ and direction 45◦ is
equivalent to the eyeball rotating 10◦ in a right-upward direction. Saccade duration
is the amount of time that the movement takes to execute, typically determined using
a velocity threshold. The inter-saccadic interval is the amount of time that elapses
between the termination of one saccade and the beginning of the next one.

The metrics (spatiotemporal characteristics) of saccades have been well studied
(for a review, see [4]). A normal saccadic movement begins with an extremely
high initial acceleration (as much as 30, 000◦/sec2) and terminates with almost
as rapid a deceleration. Peak velocities for large saccades can be 400−600◦/sec.
Saccades to a goal direction are accurate to within a few degrees. Saccadic reaction
time is 180–220 msec on average. Minimum inter-saccadic intervals range from
50–100 msec.

The duration and velocity of a saccade are functions of its magnitude. For sac-
cades between 5◦ and 50◦, the duration has a nearly constant rate of increase with
magnitude and can be approximated by the linear function

D = D0 + d∗A, (4.1)
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where D and A are the duration and amplitude of the eye movement, respec-
tively. The slope d represents the increment in duration per degree. It ranges
from 2–2.7 msec/deg. The intercept or catch-up time D0 typically ranges from
20–30 msec [4].

Saccadic eye movements are often accompanied by a head rotation in the same
direction (gaze saccades). Large gaze shifts always include a head rotation under
natural conditions; in fact, naturally occurring saccades rarely have a magnitude
greater than 15◦ [3]. Head and eye movements are synchronous [6, 42].

4.2.2 Gaze in Social Interaction

According to psychological studies [1, 18, 26], there are three functions of gaze:

1. sending social signals: speakers use glances to emphasize words, phrases, or
entire utterances while listeners use glances to signal continued attention or inter-
est in a particular point of the speaker, or in the case of an averted gaze, lack of
interest or disapproval;

2. open a channel to receive information: a speaker will look up at the listener dur-
ing pauses in speech to judge how his words are being received and whether the
listener wishes him to continue while the listener continually monitors the facial
expressions and direction of gaze of the speaker;

3. regulate the flow of conversation: the speaker stops talking and looks at the lis-
tener, indicating that the speaker is finished and conversational participants can
look at a listener to suggest that the listener be the next to speak.

Gaze aversion can signal that a person is thinking. For example, someone might
look away when asked a question as she composes her response. Gaze is lowered
during discussion of cognitively difficult topics. Gaze aversion is also more common
while speaking as opposed to listening, especially at the beginning of utterances
and when speech is hesitant. Kendon found additional changes in gaze direction,
such as the speaker looking away from the listener at the beginning of an utterance
and toward the listener at the end [26]. He also compared gaze during two kinds of
speech pauses: phrase boundaries (the pause between two grammatical phrases of
speech), and hesitation pauses (delays that occur when the speaker is unsure of what
to say next). The level of gaze rises at the beginning of a phrase boundary pause,
similarly to what occurs at the end of an utterance in order to collect feedback from
the listener. Gaze level falls at a hesitation pause, which requires more thinking.

4.3 Overview of Eye Movement System Architecture

Figure 4.1 depicts the overall eye movement system architecture and animation
procedure. First, the eye-tracking images are analyzed and a statistical eye move-
ment model is generated using MATLAB R© (The MathWorks, Inc.) (Block 1). For
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Fig. 4.1 Overall eye movement system architecture.

lip movements, eye blinks, and head rotations, we use the alterEGO face motion
analysis system (Block 2), which was developed at face2face.com. The alterEGO
system analyzes a series of images from a consumer digital video camera and gen-
erates a MPEG-4 Face Animation Parameter (FAP) file [24, 35]. The FAP file con-
tains the parameter values of lip movements, eye blinks, and head rotation [35].
These components are executed offline, before the animation is created. Our princi-
pal contribution, the Eye Movement Synthesis System (EMSS) (Block 3), takes the
FAP file from the alterEGO system and adds values for eye movement parameters
based on the statistical model. EMSS outputs a new FAP file that contains eye-
ball movement as well as the lip and head movement information. We constructed
the Facial Animation System (Block 4) by adding eyeball movement capability to
face2face’s Animator plug-in for 3D Studio Max R© (Autodesk, Inc.). In other appli-
cations, such as the multiparty conversation ahead, we can output the FAP file to a
different animated face model, such as the Greta head [33]. In the next section, we
will explain the analysis of the eye-tracking images and the building of the statisti-
cal eye model (Block 1). More detail about the EMSS (Block 3) will be presented
in Section 4.5.

4.4 Analysis of Eye-Tracking Data

4.4.1 Images from the Eye Tracker

We analyzed sequences of eye-tracking images in order to extract the spatiotem-
poral characteristics of the eye movements. Eye movements were recorded using
a lightweight eye-tracking visor (ISCAN, Inc.). The visor is worn like a baseball
cap and consists of a monocle and two miniature cameras. One camera views the
visual environment from the perspective of the participant’s left eye and the other
views a close-up image of the left eye. Only the eye image was recorded to a digital
videotape using a DSR-30 digital VCR (Sony Inc.). The ISCAN eye-tracking device
measures the eye movement by comparing the corneal reflection of the light source
(typically infrared) relative to the location of the pupil center. The position of the
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Fig. 4.2 (a) Original eye image from the
eye tracker (left); (b) output of the Canny
enhancer (right) distribution.

(a) (b)

pupil center changes during rotation of the eye, while the corneal reflection acts as
a static reference point.

The sample video we used is 9 minutes long and contains an informal conver-
sation between two people. The speaker had used the eye-tracking device many
times prior to this sample session; hence, it was not disruptive to her behav-
iors. The speaker was allowed to move her head freely while the video was
taken. It was recorded at the rate of 30 fps. From the video clip, each image
was extracted using Adobe Premiere R© (Adobe Inc.). Figure 4.2(a) is an exam-
ple frame showing two crosses, one for the pupil center and one for the corneal
reflection.

We obtained the image (x, y) coordinates of the pupil center by using a pattern
matching method. First, the features of each image are extracted by using the Canny
operator [10] with the default threshold gray level. Figure 4.2(b) is a strength image
output by the Canny enhancer. Second, to determine a pupil center, the position
histograms along the x- and y-axes are calculated. Then the coordinates of the two
center points with maximum correlation values are chosen. Finally, the sequences
of (x, y) coordinates are smoothed by a median filter.

4.4.2 Saccade Statistics

Figure 4.3(a) shows the distributions of the eye position in image coordinates. The
red circle is the primary position (PP), where the speaker’s eye is fixated upon the
listener. Figure 4.3(b) is the same distribution plotted in 3D, with the z-axis repre-
senting the frequency of occurrence at that position. The peak in the 3D plot corre-
sponds to the primary position.

The saccade magnitude is the rotation angle between its starting position S =
(xs, ys) and ending position E = (xe, ye), computed by

θ ≈ arctan(d/r) = arctan

(√
(xe − xs)2 + (ye − ys)2

r

)
, (4.2)

where d is the Euclidean distance traversed by the pupil center and r is the radius
of the eyeball. The radius r is assumed to be one half of xmax, the width of the
eye-tracker image (640 pixels).
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(a) (b)

Fig. 4.3 (a) Distribution of pupil centers; (b) 3D view of same distribution.

(a) (b)

Fig. 4.4 (a) Frequency of occurrence of saccade magnitudes; (b) cumulative percentage of mag-
nitudes

The frequency of occurrence of a given saccade magnitude during the entire
recording session is shown in Fig. 4.4(a). Using a least-mean-squares criterion, the
distribution was fitted to the exponential function

P = 15.7e− A
6.9 , (4.3)

where P is the percent chance to occur and A is the saccade magnitude in degrees.
The fitted function is used for choosing a saccade magnitude during synthesis.
Figure 4.4(b) shows the cumulative percentage of saccade magnitudes: the probabil-
ity that a given saccade will be smaller than magnitude x. Note that 90% of the time
the saccade angles are less than 15◦, which is consistent with a previous study [3].

Saccade directions are also obtained from the video. For simplicity, the directions
are quantized into 8 evenly spaced bins with centers 45◦ apart. The distribution of
saccade directions is shown in Table 4.1. One interesting observation is that up-down
and left-right movements occurred more than twice as often as diagonal movements.
Also, up-down movements happened equally as often as left-right movements.
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Table 4.1 Distribution of saccade directions.
Direction 0◦ 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦

% 15.54 6.46 17.69 7.44 16.80 7.89 20.38 7.79

Fig. 4.5 Instantaneous velocity functions of
saccades.

Saccade duration was measured using a velocity threshold of 40◦/sec (1.33◦/
frame). The durations were then used to derive an instantaneous velocity curve for
every saccade in the eye-track record. Sample curves are shown in Fig. 4.5 (black
dotted lines). The duration of each eye movement is normalized to six frames. The
normalized curves are used to fit a 6-dimensional polynomial (red solid line):

Y = 0.1251X6 − 3.1619X5 + 31.5032X4 − 155.8713X3 (4.4)

+ 394.0271X2 − 465.9513X + 200.3621,

where x is frame 1 to 6 and y is instantaneous velocity (◦/frame).
The inter-saccadic interval is incorporated by defining two classes of gaze,

mutual and away. In mutual gaze, the subject’s eye is in the primary position, while
in gaze away it is not. The duration that the subject remains in one of these two
gaze states is analogous to the inter-saccadic interval. Figures 4.6(a) and (b) plot

(a) (b)

Fig. 4.6 (a) Frequency of mutual gaze duration while talking; (b) frequency of gaze away duration
while talking.



4 Eye Movements, Saccades, and Multiparty Conversations 87

duration distributions for the two types of gaze while the subject was talking. They
show the percent chance of remaining in a particular gaze mode (i.e., not making a
saccade) as a function of elapsed time. The polynomial fitting function for mutual
gaze duration is

Y = 2.5524e − 4X2 − 0.1763X + 32.2815 (4.5)

and for gaze away duration is

Y = 1.8798e − 5X4 + 0.0034X3 + 0.2262X2 + 6.7021X + 78.831. (4.6)

Note that the inter-saccadic interval tends to be much shorter when the eyes are not
in the primary position.

4.4.3 Talking Mode vs. Listening Mode

Characteristics of gaze differ depending on whether a subject is talking, listening,
or thinking [1]. We manually segmented the video eye movement data to obtain
the statistical properties of saccades in these modes. Figures 4.7(a) and (b) show
the eye position distributions for talking and listening, respectively. While talking,
92% of the time the saccade magnitude is 25◦ or less. While listening, over 98% of
the time the magnitude is less than 25◦. The average magnitude is 15.64◦ ± 11.86◦
(mean±stdev) for talking and 13.83◦±8.88◦ for listening. In general, the magnitude
distribution of listening is much narrower than that of talking: when the subject is
speaking, eye movements are more dynamic and active. This is also apparent while
watching the eye-tracking video.

Inter-saccadic intervals also differ between talking and listening modes. While
talking, the average mutual gaze and gaze away durations are 93.9 ± 94.9 frames
and 27.8 ± 24.0 frames, respectively. The complete distributions are shown in
Figs. 4.7(a) and (b). While listening, the average durations are 237.5 ± 47.1 frames

(a) (b)

Fig. 4.7 Distribution of saccades (a) in talking mode; (b) in listening mode.
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Table 4.2 Neurolinguistic information processing and corresponding eye movement patterns.

Eye Movement Information Processing

Eye up and to the right Trying to envision an event that has never been
seen

Eye up and to the left Recalling an event that has been seen
Unfocused eyes looking fixedly into Visualizing an event, real or imagined

space
Eye down and to the right Sorting out sensations of the body
Eye down and to the left Carrying on an internal conversation

for mutual gaze and 13.0 ± 7.1 frames for gaze away. These distributions were far
more symmetric and could be suitably described with Gaussians. The longer mutual
gaze times for listening are consistent with earlier empirical results [1] in which the
speaker was looking at the listener 41% of the time, while the listener was looking
at the speaker 75% of the time.

While watching a different video of a subject performing a monologue (“tell us
about yourself”), we observed eye movements during periods where the subject was
not speaking (and she clearly wasn’t “listening” to someone else). During such sub-
jective “thinking” modes, we found that people tend to make more eye movements
upward or downward in order to avoid outside information and concentrate on their
inner thoughts and emotional state. In fact, neurolinguistic programming theory pos-
tulates that the direction of eye movement is a reflection of cognitive activity [27].
This theory associates eye positions with different types of information processing
(Table 4.2). Although neurolinguistic ideas often fail to survive rigorous experimen-
tal testing, the patterns for eye movement have received independent validation [9].
Remembering a has-been-seen event is significantly suggestive of a state of mind so
that turning eyes up and to the left most frequently occurs when people are think-
ing. At that time, we observe the eyeball will have a long hold when it reaches the
maximum magnitude of the current saccade. When we animate a character using the
talking, listening, and thinking modes, we monitor long pauses in a speech signal
as a trigger for the thinking mode and adjust the upward and downward direction
distribution from the preliminary study.

4.5 Gaze Role in Multiparty Turn-Taking

Directional gaze behaviors and visual contact signal and monitor the initiation,
maintenance, and termination of communicative messages [13]. Two participants
use mutual gaze to look at each other, usually in the face region. Gaze contact means
they look in each other’s eyes. In gaze aversion, one participant looks away when
others are looking toward her. Short mutual gaze (∼1 sec) is a powerful mechanism
that induces arousal in the other participants [27]. Gaze diminishes when disavow-
ing social contact. By avoiding eye gaze in an apparently natural way, an audience
expresses an unwillingness to speak.
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Table 4.3 Turn-taking and associated gaze behaviors.

State Signals Gaze Behavior

Speaker Turn yielding Look toward listener
Turn claiming suppression signal Avert gaze contact from audience
Within turn signal Look toward audience
No turn signal Look away

Audiences Back channel signal Look toward speaker
Turn claiming signal Seek gaze contact from speaker
Turn suppression signal Avert gaze contact from speaker
Turn claiming suppression signal Look toward other aspiring audiences

to prevent their speaking
No response Random

Conversation proceeds in turns. Two mutually exclusive states are posited for
each participant: the speaker who claims the speaking turn and the audience who
does not. Gaze provides turn-taking signals to regulate the flow of communication.
Table 4.3 shows how gaze behaviors act to maintain and regulate multiparty conver-
sations. Figure 4.8 shows sample images of the face2face.com animated face with
eye movements.

In dyadic conversation, at the completion of an utterance or thought unit, the
speaker gives a lengthy glance to the audience to yield a speaking turn. This gaze
cue persists until the audience assumes the speaking role (Fig. 4.9(a)). The multi-
party case requires a turn-allocation strategy. Inspired by Sacks [38], we address

Fig. 4.8 Sample images of the face2face.com animated face with eye movements.
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(1) Gaze signals within turn 

Speaker 

Audience 1 

Audience 2,3,…

Within turn (frequently)

Within turn (less frequently)

Back Channel

Back Channel 

Within Turn 

(2) Gaze signals in Transition Space 

Speaker 

Audience 1

Audience 2,3,…

Turn yielding

Turn claiming suppression 

Turn claiming/suppression 

Turn claiming/no response 

Transition Space 

(3) Gaze signals in Competition Space

Speaker Audience 
1.2,3,… 

Serial turn yielding 

Turn claiming suppression 

Competition Space 

Turn suppression/no response 

Fig. 4.9 Diagrams for turn taking allocation employed conversational gaze signal.

the multiparty issue with two mechanisms: a transition space, where the speaker
selects the next speaker, and a competition space, where the next turn is allocated
by self-selection.

Transition space (Fig. 4.9(b))
Speaker:

1: She gives a lengthy glance (turn yielding) to one of the audiences.

2.i: Receiving gaze contact (turn claiming) from the audience, the speaker relin-
quishes the floor.
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2.ii: Receiving gaze aversion (turn suppression) from the audience, the speaker
decides to keep transition space to find another audience or go to competi-
tion space directly. If no one wants to speak, the speaker has the option of
continuing or halting.

Audience:

1: An audience who wants a turn will look toward speaker’s eyes to signal her desire
to speak (turn claiming), and want to draw the attention of the speaker.

2: An audience receiving speaker gaze (turn yielding) uses quick gaze contact
(turn claiming) to accept the turn or lengthy gaze aversion (turn suppression)
to reject it.

Competition space (Fig. 4.9(c))
Speaker:
She scans all the audiences, serially sending a turn yielding signal (see

Figs. 4.10(a) and (b)).

(a) (b)

(c)

Fig. 4.10 Sample images from a five-party conversation demonstration. (a) A full-view image of
five conversational agents sitting around a table; the main speaker is in the foreground with her
back to the camera. (b) The main speaker sends a turn-yielding gaze signal to the agent sitting to
her right. (c) The main speaker sends a turn gaze-yielding signal to the agent sitting on the first
place to her left.
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Audience:
They may have eye interactions at that time. The aspiring audience looks toward

the speaker to signal a desire to speak (turn claiming). After receiving visual contact
from the speaker, she looks at all the other aspiring audiences to signal her taking the
floor (turn claiming suppression). Non-aspiring audiences may follow the speaker’s
gaze direction or use random gaze (no response).

Turns begin and end smoothly, with short lapses of time in between. Occasionally
an audience’s turn-claim in the absence of a speaker’s turn signal results in simulta-
neous turns [27] between audiences, even between audience and speaker. Favorable
simultaneous turns will occur that show it is a comfortable and communicative cir-
cumstance. The general rule is that the first speaker continues and the others drop
out. The dropouts lower gaze or avert gaze to signal giving up.

Within a turn, audiences spend more time looking toward the speaker (back chan-
nel) to signal attention and interest. They focus on the speaker’s face area around
the eyes. The speaker generally looks less often at audiences except to monitor
their acceptance and understanding (within turn signal). The speaker glances during
grammatical breaks, at the end of a thought unit or idea, and at the end of the utter-
ance to obtain feedback. The speaker usually assigns a longer and more frequent
glance to the audience to whom she would like pass the floor.

4.6 Synthesis of Natural Eye Movement

A detailed block diagram of the eye movement synthesis model is illustrated in
Fig. 4.11. The key components of the model consist of the (1) Attention Moni-
tor (AttMon), (2) Parameter Generator (ParGen), and (3) Saccade Synthesizer
(SacSyn).

AttMon monitors the system state and other necessary information, such as
whether it is in talking, listening, or thinking mode, whether the direction of the

Fig. 4.11 Block diagram of the statistical eye movement model.
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head rotation has changed, or whether the current frame has reached the mutual
gaze duration or gaze away duration. By default, the synthesis state starts from the
mutual gaze state.

If the direction of head rotation has changed and its amplitude is larger than
an empirically chosen threshold, then it invokes ParGen to initiate eye movement.
Also, if the timer for either mutual gaze or gaze away duration is expired, it invokes
ParGen. ParGen determines saccade magnitude, direction, duration, and instan-
taneous velocity. It also decides the gaze away duration or mutual gaze duration
depending on the current state. Then it invokes SacSyn, where appropriate saccade
movement is synthesized and coded into FAP values.

Saccade magnitude is determined using the inverse of the exponential fitting
function of Fig. 4.4(a). First, a random number between 0 and 15 is generated. The
random number corresponds to the y-axis (percentage of frequency) in Fig. 4.4(a).
The magnitude is computed from the inverse of Eq. 4.3,

A = −6.9∗log(P/15.7), (4.7)

where A is the saccade magnitude in degrees and P is the random number gen-
erated, i.e., the percentage of occurrence. This inverse mapping using a random
number guarantees that the saccade magnitude has the same probability distribution
as shown in Fig. 4.4(a). Based on the analysis result in Section 4.4.3, the maximum
saccade magnitude is limited to 27.5◦ for talking mode and 22.7◦ for listening mode.
The maximum magnitude thresholds are determined by the average magnitude plus
one standard deviation for each mode.

Saccade direction is determined by two criteria. If the head rotation is larger than
a threshold, the saccade direction follows the head rotation. Otherwise, the direction
is determined based on the distribution shown in Table 4.1. A uniformly distributed
random number between 0 and 100 is generated and 8 non-uniform intervals are
assigned to the respective directions. That is, a random number between 0–15.54 is
assigned to the direction 0◦ (right), a number between 15.54–22.00 to the direction
45◦ (up-right), and so on. Thus, 15.54% of the time a pure rightward saccade will
occur, and 6.46% of the time an up-rightward saccade will be generated.

Given a saccade magnitude A, the duration is calculated using Eq. 4.1 with val-
ues d = 2.4 msec/deg and D0 = 25 msec. The velocity of the saccade is then
determined using the fitted instantaneous velocity curve (Eq. 4.4). Given the sac-
cade duration D in frames, the instantaneous velocity model is resampled at D times
the original sample rate (1/6). The resulting velocity follows the shape of the fitted
curve with the desired duration D.

In talking mode, the mutual gaze duration and gaze away duration are determined
similarly to the other parameters, using inverses of the polynomial fitting functions
(Eqs. 4.5 and 4.6). Using the random numbers generated for the percentage range,
corresponding durations are calculated by root-solving the fitting functions. The
resulting durations have the same probability distributions. In listening mode, inter-
saccadic intervals are obtained using Gaussian random numbers with the duration
values given in Section 4.4.3: 237.5 ± 47.1 frames for mutual gaze and 13.0 ± 7.1
frames for gaze away.
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SacSyn collects all synthesis parameters obtained above and calculates the
sequence of coordinates for the eye centers. The coordinate values for eye move-
ments are then translated into FAP values for the MPEG-4 standard [24]. For facial
animation, we merge the eye movement FAP values with the parameters for lip
movement, head movement, and eye blinks provided by the alterEGO system. After
synthesizing a saccade movement, SacSyn sets the synthesis state to either gaze
away state or mutual gaze state. Again, AttMon checks the head movement, inter-
nal mode of the agent, and the timer for gaze away duration.

When a new eye movement has to be synthesized, ParGen is invoked to deter-
mine the next target position, e.g., another agent’s face. Depending on the next target
position, the state either stays at the gaze away state or returns to the mutual gaze
state. In addition to applying the saccade data from the FAP file, we incorporate the
vestibulo-ocular reflex (VOR). The VOR stabilizes gaze during head movements
(as long as they are not gaze saccades) by causing the eyes to counter-roll in the
opposite direction [31].

4.7 Conclusions

We presented eye saccade models based on the statistical analysis of an eye-tracking
video. The eye-tracking video is segmented and classified into talking, listening,
and thinking modes. A saccade model is constructed for each of the three modes.
The models reflect the dynamic characteristics of natural eye movement, which
include saccade magnitude, duration, velocity, and inter-saccadic interval. In a
sample experiment with 12 observers, 10 of 12 judged the model visually and psy-
chologically superior to two alternate methods of automatic gaze generation: no
saccades and randomized saccades [28]. This model is implemented on conversa-
tional agents during face-to-face interaction. Simultaneously, the role of gaze on
the turn-taking allocation strategy, appearance of awareness, and expression of the
feedback signal are addressed in the simulation.

One way to generate eye movements on a face model is to replay the eye-tracking
data previously recorded from a subject. Preliminary tests using this method indi-
cated that the replayed eye movements looked natural by themselves, but were often
not synchronized with speech or head movements. An additional drawback to this
method is that it requires new data to be collected every time a novel eye-track
record is desired. Once the distributions for the statistical model are derived, any
number of unique eye movement sequences can be animated.

The eye movement video used to construct the saccade statistics was limited to a
frame rate of 30 Hz, which can lead to aliasing. In practice, this is not a significant
problem, best illustrated by an example. Consider a small saccade of 2◦, which will
have a duration of around 30 msec (Eq. 4.1). To completely lose all information on
the dynamics of this saccade, it must begin within 3 msec of the first frame capture,
so that it is completely finished by the second frame capture 33 msec later. This can
be expected to happen around 10% of the time (3/33). From Fig. 4.5(b), it can be
seen that saccades this small comprise about 20% of all saccades in the record, so
only around 2% of all saccades should be severely aliased. This small percentage



4 Eye Movements, Saccades, and Multiparty Conversations 95

has little effect on the instantaneous velocity function of Fig. 4.6. Since saccade
starting and ending positions are still recoverable from the video, the magnitude
and direction are much less susceptible to aliasing problems.

A more important consideration is the handling of the VOR during the eye move-
ment recording. A change in eye position that is due to a saccade (e.g., up and to the
left) must be distinguishable from a change that is due to head rotation (e.g., down
and to the right). One solution is to include a sensor that monitors head position.
When head position is added to eye position, the resultant gaze position is without
the effects of the VOR. However, this introduces the new problem that eye and head
movements are no longer independent. An alternate approach is to differentiate the
eye position data, and threshold the resultant eye velocity (e.g., at 80◦/sec) to screen
out non-saccadic movements. Although this can be performed post-hoc, it is not
robust at low sampling rates. For example, revisiting the above example, a 2◦ posi-
tion change that occurred between two frames may have taken 33 msec (velocity =
60◦/sec) or 3 msec (velocity = 670◦/sec). In this study, head movements in
subjects occurred infrequently enough that they were unlikely to severely contami-
nate the saccade data. However, in future work they must be better controlled, using
improved equipment, more elaborate analysis routines, or a combination of both.

A number of enhancements to our system could be implemented in the future.
During the analysis of eye-tracking images, we noticed a high correlation between
the eyes and the eyelid movement that could be incorporated; Deng’s model can be
applied to improve this aspect of the simulation [17]. A scan-path model could be
added, using not only the tracking of close-up eye images but also the visual environ-
ment images taken from the perspective of the participant’s eye. Additional subjects
could be added to the pool of saccade data, reducing the likelihood of idiosyncrasies
in the statistical model. Other modeling procedures themselves could be investi-
gated, such as neural networks or Markov models. Improvements such as these will
further increase the realism of a conversational agent.
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