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I would like to dedicate this book to Carol, Alex and Tom and my Mum and Dad.
‘The cycle of life is a journey of microbiological intrigue’
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Preface

The world’s population is estimated to reach 8.9 billion by 2050 with 370 million

people of 80 years of age or older. Ageing is an incurable disease and defined as the

‘deregulation of biochemical processes important for life’, but for the purpose of

this book, ageing is better defined as the biological process of growing older.

Ageing is part of natural human development.

As you will see throughout this book, the microbiological burden on the host is

enormous and clinically significant, and will undoubtedly have a role to play in the

ageing process. As humans are living longer, there is a greater propensity to

infection. This risk is substantially heightened in elderly individuals who are

predisposed to infection. While the process of ageing and its effects on the host’s

microbiology are poorly documented and researched, data obtained from gut

studies have shown that microbiological changes take place over time suggesting

significance to the host. Do the microbiological changes that occur within and upon

the host influence the process of ageing or is it the biological changes of the host

that affects the microbiology? Does this therefore affect our propensity to disease?

As the host’s microbiology changes with ageing, is this significantly beneficial or

severely detrimental to the host? Are there ways of enhancing life expectancy by

reducing certain bacteria from proliferating or conversely by enhancing the survival

of beneficial bacteria?

This book considers the microbiology of the host in different regions of the body

and how these vary in the different age groups. Chapter 1 of the book focuses on

ageing theories with Chap. 2 considering the human indigenous flora and how this

is affected during ageing. Chapter 3 highlights the main infections associated with

an elderly population, while Chap. 4 reviews the process of skin ageing and its

associated microbiology. Chapter 5 reviews the ageing lung and Chap. 6 reviews

influenza in the elderly. Chapter 7 highlights the changes that occur in the oral

microflora and host defences with advanced age with Chap. 8 reviewing the

influence of the gut microbiota with ageing. Chapter 8 focuses on the gut and its

associated immunity. The remaining four chapters of the book consider clostridium

and the ageing gut, Helicobacter pylori and the hygiene hypothesis and the benefits
of probiotics. The microbiology theory of autism in children is reviewed in
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Chap. 13. The final chapter of the book examines how the beneficial microbiology

of the host leads to human decomposition.

This book encompasses a collection of reviews that highlight the significance of

and the crucial role that microorganisms play in the human life cycle.

Flintshire, UK Steven L. Percival
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Chapter 1

Ageing Theories, Diseases and Microorganisms

Steven L. Percival

Biology of Ageing

Ageing is a ‘progressive decline or a gradual deterioration of physiological function

including a decrease in fecundity or irreversible process of loss of viability and

increase in vulnerability’.1,2 It is often referred to as the deregulation of biochemi-

cal processes important for life.1,3,4 However, for the purpose of this book and

chapter, ageing is best described as the biological process of growing older. The

ageing process is associated with physiological changes, an increased susceptibility

to certain diseases, an increase in mortality, a decrease in metabolic rate, a reduc-

tion in height and reaction times, a fluctuation in weight, menopause in woman,

reduction in olfaction and vision, and, in particular, a decrease in the immune

response.5–7

Factors known to cause and influence ageing in humans remain diverse, and

scientifically problems reside in distinguishing causes from effects.8 However,

there are strong evolutionary and genetic influences known to effect the ageing

process and life expectancy.9–11 The physiological changes that do occur during

human ageing increase an individual’s susceptibility to various diseases and there-

fore increase the likelihood of death.

Mechanistic Theories on Ageing

Many ageing theories have been proposed, and scientifically scrutinized. To date,

the reasons why humans age are still extensively being researched, but still no

overall general consensus regarding the cause of the ageing exists. Nevertheless,

what can be agreed upon is the fact that ageing is an ‘inescapable biological

reality’.12 However, many scientists hypothesize that ageing is ‘a disease that can

be cured, or at least postponed’.13

S.L. Percival
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Center-North, Morgantown, WV, USA

S.L. Percival (ed.), Microbiology and Aging. 1

DOI: 10.1007/978-1-59745-327-1_1, # Springer Science + Business Media, LLC 2009



The first ageing theory, founded on genetic principles, can be traced back to the

work of Weismann at the end of the nineteenth century.14 Weismann postulated that

evolution introduced ageing to avoid parents, and their more adapted offspring,

competing for the same resources. This theory of ‘programmed death’ was severely

criticized, as it seemed very unlikely that such a programme could ever be imple-

mented in natural conditions where practically no individual dies of old age. An

alternative theory of ageing, proposed by Peter Medawar, stated that ageing

resulted from an accumulation of mutations. Such mutations, known to be detri-

mental to the host, were considered free to accumulate resulting in death. More

recently, in 1957, George Williams proposed a complementary ageing theory

known as the ‘antagonistic pleiotropy theory’. Agonistic pleiotropy means that a

single gene may have an effect on several traits (pleiotropy), and that these effects

may affect fitness in opposite ways (antagonistic). This theory states that evolution

favours mutations that improve fitness at an earlier age, even at the expense of a

reduced fitness later on in life. According to this ageing theory, senescence is a by-

product of good adaptation early in life. Even today, this remains a well-respected

ageing theory. Evolutionary ageing theories are constantly being challenged by the

generation of new findings as a result of long-lived mutant animal models. Data

obtained from these studies have resulted in suggestions that Weismann’s pro-

grammed death theory15 should be reconsidered specifically, as all evolutionary

theories still need experimental confirmation and should not be considered mutually

exclusive.16

Within the animal kingdom clear differences in the rates of ageing are evident.

Many theories exist to suggest reasons for this.17–20 Such theories, however, lie

outside the nature of this book. While many theories have been proposed to help

explain human ageing, there still remains a lack of adequate ‘ageing’ models.

Consequently, this makes hypothesis-testing difficult. Testing the many ageing

theories is difficult, expensive and time consuming, and discriminating between

causes and effects is presently impossible.

To date, the two most respected human ageing theories include the ‘programmed

theories of ageing’ and the ‘damage-based theories of ageing’. Programmed ageing

theories suggest that ageing is not a random process but driven by genetically

regulated processes, as opposed to the damage-based ageing theories which suggest

that ageing is a result of damage accumulation products produced by the normal

cellular processes of the body as a result of poor repair systems in the body. The

damage-based theories imply that ageing is predominately a result of interactions

with the environment,21 as opposed to the programmed theories which are pre-

determined. However, there does seem to be a large amount of overlap between

these theories. Each of the two theories will be considered in turn.

Programmed Theories of Ageing

The programmed theories of ageing defend the idea that ageing is genetically

determined: i.e. a programmed and predetermined process. This suggests that the

process of ageing is ‘genetically regulated’. The significance of this is apparent
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when we consider certain hormones,22 such as growth hormone, which are known

to decline with age and whose target is the insulin-like growth factor 1 (IGF-1).22

However, it has been found that by restoring or altering hormonal levels in the

younger generation, ageing has not been deterred. In fact, hormone replacement has

been shown to prematurely accelerate ageing. Nevertheless, there have been nu-

merous research findings that have shown that the endocrine system is able to

influence the ageing process.

Only one single gene has been shown to have a possible direct effect on human

longevity. This gene is the apoE gene. The apoE gene codes for a protein in the body

that is involved in fat transport. Centenarians have been found to have a high preva-

lence of the apoE e2 variant (or allele) compared to the e4 variant.23 The e4 variant is

known to cause susceptibility to elevated blood cholesterol, coronary artery disease,

and Alzheimer disease (the function of this protein in the brain is not yet known).24

In animal studies, several genes have been isolated that have been shown to

influence ageing and life span. For example, in the nematode worm, Caenorhabditis
elegans, the inactivation or loss of a few genes increases its life span fivefold,

generally (but not always) at the expense of a reduced fertility.4,24 Life extension in

worms has been linked with the worms’ ability to enter a phase called Dauer larva,

during which the animal seals its mouth and does not feed. Some mutant worms

(with non-functional or missing DAF-2 gene) show an extended life span, and enter

this phase whatever the environmental conditions.25 Similar life extension by

genetic means has been observed in other animal models. Examples include the

fruit fly, Drosophila melanogaster, and the mouse, where longevity is often

connected with dwarfism.26

The pattern of genes involved in longevity suggests that a common biochemical

pathwaymay be involved in the regulation of ageingof someorganisms. It appears that

in humans some genes associated with ageing are involved in molecular pathways

homologous to that responding to insulin and (IGF-I) in mammals, a pathway regulat-

ing glucose intake and its conversion into fat. It is no surprise then that life span is

considered to be affected by dietary restriction. It is possible that genes regulating food

consumption, and food intake itself, may affect life span.

Most recently, De Magalhaes8 has suggested a number of genes thought to

directly influence mammalian ageing and known to alter the rate of both ageing

and age-related debilitation. These genes have been grouped into three broad

pathways: namely, the genes involved with DNA metabolism (CKN1, lamin A,

WRN, XPD, Terc, PASG, ATM, and p53), and the genes involved with energy

metabolism and the growth hormone/IGF-1 axis and oxidative stress (p66shc,

MSRA, and Thdx1).8 The significance of all these genes having a role in human

ageing is currently being investigated further.

Damage-Based Theories

The damage-based theories of ageing suggest that aging results from a continuous

process of damage accumulation, originating from by-products produced by normal

metabolic processes of the body. The damage-based theories are predominantly a

1 Ageing Theories, Diseases and Microorganisms 3



result of interactions with the environment,21 whereas programmed ageing, as

mentioned previously, seems to be predetermined and occurs on a fixed schedule.

Despite this, ageing could be a result of extrinsic or intrinsic factors that cause an

accumulation of damage27 or a result of changes in gene expression that are either

programmed or derived from DNA structural changes.28

Ageing in animals has been quoted to be multi-factorial, with the changes of

ageing considered to be under the guidance of biological clocks.29 As humans

exhibit a gradual ageing process compared to animals, this suggests that the

mechanisms of ageing, in particular the existence of biological clocks, may be

different in humans when compared to animals.

Energy Consumption Hypothesis

In 1908 Max Rubner30 suggested a relationship between body size, metabolic rate,

and longevity/ageing. Essentially, this theory suggested that bigger animals live

longer than smaller animals because they spent fewer calories per gram of body

mass. The energy consumption theory suggested that animals are born with a

limited amount of potential energy and the faster they use this stored energy the

quicker they die. However, the rate of living theory evolved as a continuation of

the energy consumption hypothesis, which essentially hypothesized that the faster

the metabolic rate, the faster the biochemical activity and, therefore, the faster an

animal would age.

In 1935 McCay31 first recognized that dietary restriction extended longevity.

The theory suggested that a decrease in calories possibly has an effect on the

metabolic rate. This theory was investigated and shown to extend the life of rodents.

In addition, dietary restrictions have been shown to result in a significant retardation

and decline in immunological competence and decline in tumour development in

rodents. Irrespective of these and other findings, the dietary restriction theory is at

present flawed with many unanswered questions still remaining.

Free Radical Theory

In 1954 Rebeca Gerschman and collegues32 first proposed the concept that free

radicals were toxic. Such free radicals are referred to as reactive oxygen species

(ROS), which originate from exogenous sources such as ionizing and ultraviolet

radiation, and from endogenous processes caused by cellular activity, i.e. waste

products of metabolism. In 1956 Harman proposed the ‘free radicals theory’ which

described that ROS were the source of damage which accumulates in cells.33 This

theory simply argues that ageing results from the damage generated by ROS.

Because there are numerous enzymes to restrict the damage inflicted by the

ROS, this suggests a strong reason why these ROS must be of some biological
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significance.34 However, much of the evidence for this theory has come from

research in transgenic fruit flies and not humans.

ROS encompass many chemical species, mostly superoxide anions, hydroxyl

radicals, and hydrogen peroxide (H2O2). These small molecules (compared to

proteins and nucleic acids) are chemically very active, and can therefore cause a

great deal of damage and disruption to cells.35 Reactive radicals of nitrogen (nitric

oxide and derivatives) and of oxygen (superoxide anion, hydrogen peroxide, hy-

droxyl radical) can inflict considerable damage on macromolecules (protein,

nucleic acids, complex lipids), which give rise to carcinogens (e.g. nitrosamines)

and trigger (or sometimes prevent) apoptoic death of cells, i.e. macrophages and

vascular epithelial cells. Unless mechanisms for scavenging these reactive species

are effective, the damage inflicted by free radicals is known to substantially

increase cell death.

ROS are by-products produced in the mitochondria (the main source of ROS).

The efficiency of the mitochondrial electron transport and energy-generating pro-

cesses deteriorate with age, resulting in increased levels of oxidizing free radicals

and ultimately leading to cell death or deterioration. The control of ROS levels and

production is fundamentally important in the human body, but it is interesting to

note that ROS may not just be causing random damage but may also be used as

signalling molecules in various cellular processes of the body.35 The significance of

this warrants further investigation. To further complicate the picture, it has been

shown that the pathways that control ROS levels are ageing themselves.35 These

pathways have been found to be less efficient at an older age. In addition to this,

Weindruch36 has found that some animals are known to age more slowly because

they produce less ROS.

The human body has evolved mechanisms to control the detrimental effects of

harmful chemicals and ROS. One mechanism involves the use of superoxide

dismutase (SOD), which has no function other than disposing of superoxide anions.

Another enzyme known to be very beneficial in suppressing the effects caused by

ROS is methionine sulphoxide reductase A (MSRA). This enzyme is able to

catalyse the repair of protein-bound methionine residues known to be oxidized by

ROS. Presence of this enzyme suggests that ROS are biologically significant.

Interestingly, overexpression of MSRA in Drosophila has been shown to increase

longevity.37

It is universally accepted that ROS have a role to play in pathologies of the body

but the exact influence ROS have on mammalian ageing is as yet undetermined and

inconclusive.

DNA-Damage Theory

The DNA-damage theory was first proposed by Leo Szilard in 1959,38 and suggests

that damage to DNA causes ageing. However, it is doubtful whether DNA damage

accumulation alone is able to drive the ageing process. Nevertheless, as with a
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number of the ageing theories proposed, any changes that do occur in DNA may

have a role to play in ageing. To date, the essence of these changes and the

mechanisms that are involved are as yet undetermined.

Interestingly, accelerated ageing has been noted in humans because of certain

genetic mutations. Two rare diseases, namely, Werner’s syndrome (WS) and

Hutchinson–Gilford’s syndrome, produce conditions which are similar to an accel-

erated ageing process due to DNA damage.39 In addition to this, ROS have also

been shown to damage DNA.40

Microorganisms and Ageing

Ageing/senescence has been documented in a number of microorganisms. For

example, by measuring ageing by reproductive output, ageing has been shown to

exist in Caulobacter crescentus.41 In addition to this, ageing has been reported in

Escherichia coli cells, following nutrient depletion. In this example, E. coli has
been shown to lose its ability to reproduce and recover from injury. Furthermore, it

has been shown that when E. coli divides, one of the newly formed colonies inherits

the oldest end, or pole, of the ‘mother’. This newly formed cell has been shown to

have a diminished growth rate, decreased offspring production, and an increased

incidence of death,42 which are all characteristics of ageing.

Ageing and Disease/Infection

The world’s population by the year 2050 is estimated to become 8.9 billion

(as published by the Department of Economic and Social Affairs). With this

increase comes an increase in the number of ageing and aged individuals. For

example, in 1998, 66 million people in the world were 80 years of age or older. This

figure is projected to become 370 million by the year 2050.

By the year 2030, in the US alone, it is estimated that one in five people will be

expected to be 65 years and older.43,44 Changes within the immune functions are

known to occur during the ageing process which pre-disposes the elderly popula-

tion, when compared to the younger population, to many types of infectious

agents.44–47 As well as a change in the types of microorganisms associated with

infections comes a greater diversity of pathogens associated with an elderly popu-

lation compared to that of a younger one.44–47 This will have effects on recovery

and clinical outcome.

A number of pathologies associated with human ageing are highlighted in

Fig. 1.1,48 and the leading causes of death in humans can been seen in Table 1.1.

Specific conditions highlighted in the table include diabetes, heart disease, cancer,

arthritis, and kidney disease, with heart disease the number one cause of death in

people aged 85 (Fig. 1.248) followed then by cancer, cerebrovascular diseases,
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Parkinson’s and Alzheimer’s diseases, pneumonia, and chronic lower respiratory

diseases. Infections in the elderly population are commonly due to pyogenic

bacteria. Conditions that are highly prevalent in this age group include pneumonia,

urinary tract infections, endocarditis, bacteraemia, and skin and soft tissue infec-

tions.44 Certain conditions such as meningitis are rare in the very old but are more

significant in a younger population. In addition to this, viral infections in the older

population, when compared to the younger population, are infrequent occurrences.

Fig. 1.1 Prevalence of selected chronic conditions, expressed in percentages, as a function of age

for the US population (2002–2003 dataset). (Source: National Center for Health Statistics Data

Warehouse on Trends in Health and Aging. Courtesy and permission from Dr João Pedro de

Magalhães. http://www.senescence.info/definitions.html)48 (See Color Plates)

Table 1.1 Death by underlying or multiple causes, expressed in rates per 100,000 people or in

percentage of the total deaths, for the 2001 US population in two age groups: 45–54 years and 85

years of age and older. (Source: National Center for Health Statistics Data Warehouse on Trends in

Health and Aging. Courtesy and permission from Dr João Pedro de Magalhães. http://www.

senescence.info/definitions.html)48

Cause of death 45–54 years Over 85 years

Incidence % of deaths Incidence % of deaths

Diseases of the heart 92.8 21.66 5,607.5 37.48

Malignant neoplasm 126.3 29.48 1,747 11.68

Cerebrovascular diseases 15.1 3.52 1,485.2 9.93

Parkinson’s disease 0.1 0.02 1,312.8 8.77

Alzheimer’s disease 0.2 0.05 703.2 4.70

Pneumonia 4.6 1.07 676.5 4.52

Chronic lower respiratory diseases 8.5 1.98 638.2 4.27

Diabetes melittus 13.6 3.17 318.6 2.13

Certain infectious and parasitic diseases 22.9 5.35 243.8 1.63

Atherosclerosis 0.5 0.12 177.3 1.19

Others 143.8 33.57 2,050.9 13.71
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Exceptions to this, however, include herpes zoster reactivation (shingles),49

influenza,50 and gastroenteritis.51

If we work from present figures, within the next 50 years there will be 20 million

elderly persons hospitalized with pneumonia, septicaemia, and urinary tract infec-

tions. Also, because of the increased usage of prosthetic devices by the ageing

population, infections associated with these devices are increasing exponentially.52

The statistics quoted for diseases and infections in the US are approximately the

same within most developed countries. In developing countries, statistics are

significantly different, with most infections and deaths attributed to tuberculosis,

leishmamiasis, malaria, and the effects of enteric bacteria. In addition to this, the

prevalence of nosocomial infections has been shown to increase substantially with

age because of the increased risk of infection per day of hospitalization.53 Most

infections in the elderly have a poorer outcome when compared to younger adults.54

This is due to a number of factors including late diagnosis of therapy, increased

frequency of co-morbidities, and poor tolerance to drugs, to name but a few. To

help improve this situation, vaccinations are necessary, i.e. an annual influenza

vaccination and a pneumococcal vaccination.55 However, vaccinations are much

less effective in the sick and also institutionalized elderly people.

Fig. 1.2 Death by underlying or multiple cause, expressed in rates per 100,000 people, as a function

of age for the 2001 US population aged 85 and older (Source: http://www.cdc.gov/nchs/nhcs.htm.

National Center for Health Statistics Data Warehouse on Trends in Health and Aging. Courtesy and

permission from Dr João Pedro de Magalhães. http://www.senescence.info/definitions.html)48

(See Color Plates)

8 S.L. Percival

http://www.cdc.gov/nchs/nhcs.htm
http://www.senescence.info/definitions.html


Increased Sensitivity of Infection in the Elderly

The elderly population is much more sensitive to infection when compared to the

younger population for a number of reasons. One reason is due to immunosenescence,

another is due to malnutrition, and others are a result of anatomic and also physiologi-

cal changes. As mentioned previously, the immune system becomes less effective in

the elderly, which enhances an individual’s susceptibility to infection.Malnutrition in

the elderly is known to be major cause in decreasing immune function.56,57

Both anatomical and physiological changes in humans are characteristics of the

ageing process. For example, the body has many non-immune host defensive

mechanisms that prevent infections. As we age, these defence mechanisms, e.g.

mucociliary clearance or rapid urine flow, are affected, which leads to efficient

removal of bacteria from the human body. Within the lungs, for example, frequent

infections, particularly in the elderly, are highly prevalent when compared to the

younger population. Colitis and gastroenteritis are also common conditions of the

elderly. This is principally due to the fact that ageing is associated with a decrease

in gastric acidity and changes in the intestinal flora and intestinal mucus,58 together

with increase in the usage of antibiotics, which in turn increase problems associated

with Clostridium difficle.

Does Infection Contribute to Ageing?

Ageing, as mentioned previously, is a risk factor for infection but it would seem, on

the basis of the evidence to date, that infection, due to exogenous or indigenous

microorganisms, may contribute to the ageing phenomenon. This hypothesis is

considered conceivable, as pathogens are known to cause tissue and cellular

destruction. In addition, the immune response of the body clearly has an effect on

invading pathogens but at the same time does cause damage to the host itself.59

Furthermore, latent or chronic infections contribute to the ageing process. For

example, latent infections may periodically be reactivated, and those microorgan-

isms known to avoid the immune system may contribute to the ageing process.

Inflammation, due to bacteria, is documented in many diseases and associated

with the ageing process. Chlamydia pneumoniae, Helicobacter pylori, cytomegalo-

virus, herpes simplex virus, and also those responsible for periodontitis60–64 are

considered significant to atherosclerosis, but it is probable that viruses and bacteria

have an aggravating influence on an individual with a genetic susceptibility to

disease.65

Conclusion

Ageing is part of natural human development. This suggests that both ageing and

human development are regulated by the same genetic processes.66–68 In many
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animal species it has been suggested that ageing is a product of evolution and that

ageing may be an unintended result of evolution. This theory does seem unlikely in

humans, however. Evolution does not favour the concept of a long life but favours

and optimizes reproductive mechanisms. Many ageing theories do overlap, and

how the microbiology of the host affects the ageing process has not been reported.

As you will see throughout this book, the microbiological burden on the host is

enormous and clinically significant and undoubtedly will have a role to play in the

ageing process.

As humans are living longer, there is a greater propensity to infection. This risk

is substantially higher in elderly individuals who are predisposed to infection.

While the process of ageing and the effects ageing has on the hosts’ microbiology,

and vice versa, are poorly documented and researched, data obtained from gut

studies suggest that microbiological changes take place in the human host over time

suggesting significance to the host. Do the microbiological changes that occur

within and upon the host influence the process of ageing, or are they the biological

changes of the host that affect the microbiology? Does this therefore affect our

propensity to disease? As the host’s microbiology changes with ageing, is this

significantly beneficial or severely detrimental to the host? Are there ways of

enhancing life expectancy by reducing certain bacteria from proliferating or,

conversely, by enhancing the survival and proliferation of beneficial bacteria

delay ageing? As you will see throughout this book, the whole area of ageing is

complex and to date ageing remains an incurable disease.

The role microorganisms may play in influencing ageing is unquestionably

significant to human life, longevity, and disease. Microbiological changes that do

occur, specifically in the gut during ageing, may provide some useful research

findings that may shed some light on the effects microorganisms have on human

development and ageing.
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Chapter 2

Indigenous Microbiota and Association

with the Host

John G. Thomas and Steven L. Percival

Human Development, Microorganisms, and ‘Normal Flora’

The association between man and microorganism started during the early stages of

human evolution. It is therefore of no surprise that the concept of bacteria influencing

human development is of significance. In spite of this, evidence that bacteria may

influence a specifichost’s development has largely beenderived fromresearchfindings

obtained from invertebrate models. Nevertheless, the initial findings generated from

these invertebrate models may have some relevance to both animal and human

development. For example, research has shown that bacteria, such as Vibrio fischeri,
are capable of affecting morphological changes in the marine squid Euprymna
scolopes. The ‘commensal’ relationship between V. fischeri and E. scolopes occurs
when the squid hatches from its eggs. As the eggs hatch, within a few hours, V.
fischeri, located in the sea water, colonize the newly formed squid. V. fischeri are
then thought to induce morphological changes in the developing light organ of the

squid, brought about by diffusible communication signals released by the bacteria.

Although the communication between bacteria and the mammalian cells was first

studied in the ‘vibrio–squid model’, the theory and science behind this is thought to

have direct relevance to infections and diseases in humans. This would therefore

indicate some degree of organization and co-ordination at the molecular level

which may be applicable to human development. As bacteria do play a role in

human development, it is probable that bacteria contribute significantly to human

ageing. In fact, evidence for this has been documented in germ-free mice, wherein

the mice had been infected with Bacteroides thetaiotaomicron. Bacteroides were
found to affect the expression of various host genes known to have an influence on

things such as nutrient uptake, metabolism, angiogenesis, mucosal barrier function,
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and the development of the enteric nervous system.1 In addition to this study, it has

been found that the commensal bacteria associated with the host may be able to

influence the normal development and function of the mucosal and gut immune

system.2–8 Consequently, on the basis of these and other similar studies, it is

plausible to hypothesize that bacteria–host interactions have a role to play in the

morphogenesis of mammals and therefore a link to the ageing phenomena.

Indigenous Microbiota (Normal Flora)

During early development (in the mother’s womb), ‘man’ is generally not exposed to

microbes. It is not until entry into the outside world that microorganisms become

significant. These significant microorganisms, which are able to colonize the host,

often become companions for life. Such ‘companion’ micoorganisms have been

referred to as the ‘normal’ microflora which are considered to exist in a symbiotic

relationship with ‘man’. However, when we consider any form of symbiotic relation-

ship, the microorganisms found on and within the body are in a mutualistic relation-

ship with the host. This mutualistic relationship occurs when both human and bacteria

benefit. However, in some instances this mutualistic relationship becomes one of

paratism, when the microbe or human suffers at the expense of the other, or

commensalism, where either the human or microbe benefits and the other remains

unaffected. Historically the human–microbe relationship is considered to be one of

commensalism. Nevertheless, it would appear that the microflora and animal/human

relationship is not one of commensalism. This is because each partner has the ability

to influence the other. Therefore, the commensal flora of the body is often better

described as the ‘indigenous microbiota’, as suggested by Dubos.9

The healthy human contains approximately 10 times more bacteria than normal

human cells.10 The bacterial load on or within the host constitutes more than 2,000

different phylotypes. Despite this number, only 8 of 55 main divisions of bacteria

have been shown to be present on or in the human host, suggesting some degree of

host selection. The selected group of microbes associated with the host has been

referred to as the ‘microbiome’.11 These ‘selected microbes’ are considered to use

the human host merely as ‘an advanced fermentor to maximise the productivity of

the microbiome’.12 The capacity of the indigenous microbiota to cause harm and

disease to the host is severely limited by the host’s immune system which helps to

maintain a microbe–host homeostasis, which in turn helps to prevent the generation

of significant microbial disturbances. However, if disturbances to the indigenous

microbiota do occur, such as after surgical procedures or with chronic wounds, a

person’s host defences are often compromised, predisposing them to changes in

their microflora and initiation of infections and diseases.

A number of indigenous bacteria are considered to be pathogenic, particularly

those which have inherent multi-drug resistance. Such indigenous bacteria reside in

the gut, the skin, and oropharynx but generally do not cause disease.
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In the human mouth, some 500–700 different microbial taxa, considered to be

part of the indigenous microbiota, have been identified compared to 500–1,000 in

the colon. Despite these numbers, it is very difficult to define the true community of

microbes in different regions of the body. This is principally due to the complexities

of the communities in the human body and the variations in the indigenous micro-

biota that exist between age, sex, and hygiene. In addition, the different sampling

methods that are often used in studies, combined with the changes that take place

with microbial nomenclature, affect the correct interpretation of the findings.13

Microbiota Differences in Children and Adults

The indigenous microbiota of children and adults at different anatomical sites is

considered significant. Initially this is due to the fact that young children have

immature immune systems, no teeth, and different diets and are not exposed to the

same environmental microbes as adults. For example, the initial microbiota colo-

nising the gut of small children are predominately Bifidobacterium spp. compared

to adults guts which are predominantly colonized by Bacteroides. In the elderly

population, a decline in the effectiveness of the immune system in conjunction with

poor health, diet, and hygiene leads to changes in the ‘normal’ microbiota. Specific

microbiological changes that have been observed in the elderly population in-

clude13 a decrease in Veillonella and Bifidobacteria species in the gut; increased

levels of Clostridia, enterobacteria, and lactobacilli; an increase in urinary tract

infections (UTI); an increase colonization in the oropharynx by Candida albicans
and Klebsiella; increased levels of enetrobacteria and streptococci on the skin; and

increased levels of Gram-negative bacteria in the eye and oral cavity.

The Development of the Indigenous Microbiota

The development of the indigenous microbiota begins soon after birth. Upon and

within the neonate, colonization of pioneering bacteria occurs within 24 h. In many

regions of the body, the microbes generally begin to proliferate in a heterogeneous

manner. Autogenic and allogenic factors then prevail, leading to the adhesion and

removal of certain microbial populations. Such changes are referred to as microbial

succession, and are known to occur in areas where microbial communities exist.14

Over time, the microbiology diversity and density in certain regions of the body

become more stable (see Table 2.1) and less dynamic, eventually culminating in the

formation of ‘climax communities’. Consequently, regions of the body begin to

develop a defined microflora. Such a defined microflora will be found on the skin or

cutaneous regions of the body, the upper respiratory tract, oral cavity, gastrointesti-

nal tract, and genital tract. This microflora, however, is subject to change specifi-

cally when modifications in the diet and the host immune system occur. The lack of
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research into the microbiological changes that occur with advancing age prevents

us from gaining a better understanding of the benefits of the microflora and

therefore the therapeutic procedures that could be implemented. In fact, there is

mounting evidence that probiotics (discussed further in the book), and their signifi-

cance to human health, is growing in acceptance for human well-being.

To date, the microbiology of the human microbiota is as yet incomplete despite

more than a century of culture-based investigations. Many species of microbes have

yet to be recovered from the host, and molecular techniques have been used only

occasionally in a number of these environments.

Each anatomical site known to have its ownmicrobiota will be considered in turn.

Skin

In the mother’s uterus the unborn baby’s skin is sterile. Following birth, coloniza-

tion of the baby’s skin occurs. As the skin is a barrier to many pathogenic bacteria, it

restricts microorganisms attaching. While the skin is a highly effective organ in

preventing the growth and invasion of pathogens, it is well documented that skin

infections do occur – a frequent occurrence during the later years of life.

The outermost layer of the epidermis of the skin provides a very good barrier to

the effects of environmental pressures. In fact, the keratinocytes, which are dead in

the outermost layer of the skin, are continually being sloughed off and as such this

prevents exogenous bacteria from colonizing. As the moisture content of the skin is

very low, the bacterial growth on the skin is limited. The acidic pH of the skin also

helps to suppress bacterial growth.

Indigenous bacteria that are known to colonize the skin are able to produce

antimicrobials such as bacteriocin and toxins that inhibit pathogens from attaching.

For example, bacteria such as Staphylococcus epidermidis are able to bind to

keratinocyte receptors on the skin and once attached are known to prevent S. aureus
from attaching.

The microbes that make up the largest proportion of normal skin flora include the

Gram-positive bacteria such as Staphylococcus, Coryneform bacteria, and Micro-

cocci (see Table 2.2). Gram-negative bacteria occur rarely as part of the normal skin

flora. However, Acinetobacter spp. have been found routinely on the perineum and

Table 2.1 Numbers of bacteria documented to inhabit locations of the adult body

Location Population size

Skin 101–106 cm�1

Saliva 108 ml�1

Dental plaque 1012 g�1

Ileal contents 108 ml�1

Colon (faeces) 1010 g�1

Vagina 108 ml�1
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axilla. Staphylococci found on the skin are generally coagulase-negative and have

included S. epidermidis, S. haemolyticus, and S. hominis. In the main, these coagu-

lase negative staphylococcus (CNS) constitute a non-pathogenic group of bacteria

that colonize the skin. However, CNS have been known to cause nosocomial

infections, particularly in patients with intravascular catheters.

Micrococci, predominately Micrococcus luteus, are found in abundance on

the skin surface. Most species of micrococcus are non-pathogenic; however,

M. sedentarius has been known to cause pitted keratolysis. Coryneformes are also

found on the skin.

The number of bacteria detected on the skin surface is about 1012, which is

equivalent to 104 cm�2, which equates to about one bacterium per 100 mm2. This

indicates therefore that the bacteria are not evenly distributed but exist in micro-

colonies on the skin surface often growing as biofilms.

Mouth

In 1683, Antonie van Leeuwenhoek first observed the presence of microorganisms

in the mouth, but it was not until 1890 that oral bacteria were considered to have a

role to play in disease.15 Today we know that the oral microbiota is beneficial to the

host, as indicated by their ability to suppress the effects of exogenous microorgan-

isms. However, imbalances and certain bacteria associated with the normal micro-

biota in the mouth can lead to oral diseases and cause soft-tissue infections and

abscesses. Microorganisms in the mouth and throat are present in high numbers,

with levels present in saliva at 108 or 109 ml�1.

Colonization of the human mouth by bacteria occurs within the first 6–10 h after

birth.16 After 8–10 h, the bacteria, often only transient, that have been identified in a

baby’s mouth have included staphylococcus, streptococcus, coliforms, and enter-

ococci, to name but a few. From 0 to 2 months, the most common bacteria isolated

from the oral microbiota of the infant have included mainly the viridans strepto-

cocci such as Streptococcus salivarius, S. oralis, S. mitis biovar 1 together with

Neisseria spp., Staphylococcus spp., and Prevotella spp. As the infant gets older

(6–12 months), other microorganisms begin to appear in the mouth. These have

Table 2.2 Commonly isolated microorganisms identified on a normal healthy skin

Genus Species

Staphylococcus S. aureus, S. capitis, S. capitis, S. auricularis, S. cohnii, S. epidermidis,
S. haemolyticus, S. hominis, S. saccharolyticus, S. saprophyticus,
S. simulans, S. warneri, S. xylosus

Acinebacter A. johnsonii, A. baumannii

Malassazia M. furfur

Micrococcus M. luteus, M. lylae, M. kristinae, M. sedentarius, M. roseus, M. varian

Corynebacterium C. jeikeium, C. urealyticum, C. minutissimum

Propionibacterium P. acnes, P. avidum, P. granulosum
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included the ones mentioned above and S. sanguis, Actinomyces spp., Fusobacter-
ium spp. (specifically F. nucleatum), and Capnocytophaga. At 12 months, in

addition to the microbes mentioned above, other microbes such as S. mutans,
Clostridium spp., Peptostreptococcus spp., Prevotella intermedia and pallens to-
gether with Porphyromonas gingivalis begin to colonize the oral microbiota of the

infant’s mouth. Many transient microorgansims appear in the newborn’s mouth,

which eventually become part of the resident microbiota or go on to colonize other

regions of the body. It is during the teething and the weaning processes that

newborns become more significantly exposed to bacteria.

S. salivarius has been isolated frequently on the first day of a baby’s life,17

whereas during the teething process S. sanguis is documented to be the first

colonizer of teeth.18 S. mutans are also early colonizers of the teeth but these

bacteria have been shown to take a longer time to colonize the teeth surface.18,19

Over time, as biofilms (plaque) begin to form on the tooth surface, the microbiota

becomes more complex and heterogeneous. The microbiota found in plaque

isolated from children (4–7 years old) seems to be similar to that of adults.20–22

Major microbiota changes in the mouth occur up to age of 19 as a result of the

ageing process, possibly brought about by changes in hormones.21,22 Bacteroides
and Spirochaetes have been documented in the mouth of children. Levels have been

shown to increase around puberty. Contrary to this, levels of Capnocytophaga spp.

and A. naeslundii have been shown to decrease with advancing age. At adolescence,
black pigmented anaerobes and Spirochaetes begin to increase in numbers in the

mouth and form a significant component of the oral microbiota.

Over 45 years ago, the number of bacteria that had been identified to be present

in the adult mouth was as low as 30. Today, because of the advancement in

microbial identification procedures, this number is documented to be much higher,

with some 700 different species of bacteria now having been recognized.23 In

Table 2.3 the commonly encountered and cultured bacteria can be seen, but this

is no definitive and complete list of oral bacterial genera, as this table constitutes

only a select list of frequently isolated microbes. While the microbiota in the mouth

is very heterogenous, principally due to the fact that the oral microbiota is under a

constant flux from the shedding of epithelial cells, saliva flow, diet, and the effects

of the innate immune response, the dental plaque does show a very high degree of

homeostasis.

A large number of microorganisms have been detected in the adult mouth that do

not reside there for long periods. These are transient oral microbiota bacteria

derived from food or from the other regions of the body. These bacteria are

considered insignificant but are capable of causing opportunistic infections in

debilitated individuals. The bacteria known to cause diseases such as dental caries

and peridonotal diseases are caused by the resident microflora found colonizing the

teeth. Oral pathogens such as S. mutans have been linked to caries,24 as have

Actinobacillus actinomycetemcomitans. Treponema has been linked with periodon-

tal disease. These bacteria, however, are considered to constitute part of the

indigenous microbiota of the mouth.
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On the palate, lips, cheeks, and floor of the mouth, the microbiota is considered

sparse.

The tongue generally harbours a polymicrobial microbiota. A study conducted in

196625 has shown that the predominant bacteria found on the human tongue are

Streptococci (35%), Gram-positive rods (16%), Veillonella (16%), Gram-negative

rods (6%), non-pigmenting Bacteroides (5%), and Peptostreptococcus spp. (4%),

and the rest were Gram-positive cocci. Recent studies using 16s rRNA have shown

that the tongue contains a very diverse microbiota and these may act as a reservoir

for bacteria associated with periodontal diseases.

Upper Gastrointestinal Tract

The dominant population of bacteria residing in the upper gastrointestinal (GI) tract

of a healthy adult human has included Pseudomonas spp., Micrococcus spp.,

Bacillus spp. as well as lactobacilli, bifidiobacteria, and streptococci.26 However,

the microbial composition of the indigenous microbiota of the GI tract is affected

by sex, age, and diet, which significantly alter the microflora. However, depending

Table 2.3 Commonly occurring cultured bacteria isolated from the oral cavity

Microorganism Species

Actinomyces A. israelli, A. viscosus, A. naeslundii

Prevotella P. melaninigenica, P. intermedia, P. loescheii, P. denticola

Porphyromonas P. gingivalis, P. assacharolytica, P. endodontalis

Lactobacillus L. casei, L. brevis, L. plantarum, L. salivarius

Fusobacterium F. nucleatum, F. naviforme, F. russii, F. peridonticum, F. alocis, F. sulci

Bifidiobacterium B. dentium

Streptococcus S. anginosus, S. gordonii, S. mitis, S. mutans, S. oralis, S. rattus,
S. salivarius, S. sanguis

Campylobacter C. rectus, C. sputorum, C. curvus

Rothia R. dentocariosa

Capnocytophaga C. ochracea, C. sputagena, C. gingivalis

Propionibacterium P. acnes

Eubacterium E. alactolyticum, E. brachy, E. nodarum

Veillonella V. parvula, V. atypical, V. dispar

Peptostreptococcus P. anaerobius, P. micros

Neisseria N. flavescens, N. mucosa, N. sicca, N. subflava

Haemophilus H. parainfluenzae

Selenomonas S. sputigena, S. flueggei

Corynebacterium matruchotii

Actinobacillus Actinobacillus

Capnocytophaga Capnocytophaga

Bacteroides B. buccae, B. buccalis, B. denticola, B. oralis

Wolinella W. curva, W. recta
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on the individual, it is generally appreciated that a well-balanced, healthy gut has a

microbiota which generally remains stable throughout adulthood. The host and

bacterial association is a mutually beneficial relationship important for providing

nutritional benefits, angiogenesis, and immunity.

Oseophagus

The normal microbiota of the oesophagus is an area that has been poorly

researched. As it is the route by which food is passed from the mouth to the

stomach, it is likely to be composed of its own microflora. From a 16S rRNA

study of the oesophagus, 95 species of bacteria have been identified.27

Stomach

The acidity of the stomach kills many ingested microbes28 and as such is considered

to be sterile. The resting pH of the stomach is about 2, but as the gastric mucosa

ages it becomes less efficient in secreting acid. At this point the stomach is not a

great bacteriocidal agent, allowing for the development of a stomach microflora.

The development of a stomach microflora is acknowledged to occur in 10% of the

population at the age of 50 and 50% at the age of 70. However, this does vary in

regions of the world particularly where poor diets are common. In individuals who

have a resting gastric pH of below 5, the microbiota is dominated by Streptococcus,
Lactobacillus, Veillonella, and Micrococci. Above a pH of 5, more acid-tolerant

bacteria reside; e.g. Bacteroides spp.Helicobacter pylori has been isolated from the

gastric mucosa of a high percentage of individuals and as such is considered to be

part of the ‘normal’ microbiota of the adult stomach. Helicobacter pylori will be
discussed further in the book. Common bacteria that have been cultured from a

healthy adult’s stomach can be seen in Table 2.4.

Table 2.4 Common bacteria (genera) isolated from the stomach in healthy individuals

Bacteria

Streptococcus, Lactobacillus, Staphylococcus, Micrococcus, Neisseria,
Pseudomonas, Haemophilus, Veillonella, Bacteroides, Enterobacteria,
Bifidiobacterium
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Small Intestine

From the stomach to the colon the bacterial population increases from 104 to

107 ml�1. Within the small intestine the bacteria that predominate are mainly

Gram-positive strains. These constitute about 105–107 cfu ml�1 of fluid. Such

bacteria found here include the lactobacilli and enterococci. At the lower end of

the small intestine, the flora begins to change and anaerobic bacteria and coliforms

begin to dominate the microbiota. The major organisms that are found in the upper

regions of the small intestine are mainly Gram-positive bacteria. However, low

numbers of E. coli and Bacteroides have been isolated. The upper small intestine is

considered to be sterile, as bacteria are exposed to proteolytic enzymes, bile salts,

and the innate immune response together with a rapid flow through of fluid that

restricts bacterial colonization and proliferation.

The lower small intestine, which is composed of the distal and terminal ileum, is

a region where peristalsis is slower and bile salts are present. This favours the

formation of a resident microbial flora. Commonly isolated bacteria that have been

cultured from the upper intestine can be found in Table 2.5.

Colon

The microbiological development of the human gut can be divided into a number

of stages:31

Stage 1: The microflora of the infant. This is the first stage of bacterial attach-

ment and the development of a ‘sub-climax’ microflora.

Stage 2: Transitional flora. It is here that growth and inactivation of the micro-

flora begins. The diet and environmental conditions are important factors affect-

ing this community. The role the transient flora has in determining the climax

community in the gut is presently unknown.

Table 2.5 Common bacteria (genera) isolated from the upper small intestine (adapted from29,30)

(ND - Not detected)

Bacteria Frequency of isolation

range of numbers

Streptococcus 6/10, ND-104

Lactobacillus 3/10, ND-104

Staphylococcus 1/10, ND-102

Micrococcus 1/10, ND-102

Veillonella 1/10, ND-102

Fungi/yeasts 2/10, ND-104

Bacteroides 6/10, ND-104

Enterobacteria 4/10, ND-104

Bifidiobacterium 1/10, ND-103
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Stage 3:Adult climax community: Decline in microbiota. This is the stage that is

associated with ageing possibly leading to the decline in the human host’s ability

to sustain and control the equilibrium of its microflora.32

Microflora of the Infant’s Gut

At birth the neonate intestines are sterile but within 24 h become quickly colonized

with microbes acquired from both the mother and the external environment.33

Within the first 17 days of life, a microbiota would have developed in the GI tract

of infants. This microbiota has been shown to be significant to disease, particularly

atopic infections.34 The microbiota of the infant gut was studied sometime ago,35,36

but today only a small number of studies are being undertaken to advance this area

further.

Following the birth of a baby, the initial inoculum of bacteria entering the GI

tract originates from the region by which it is delivered, i.e. cervical or vaginal

microflora. Ultimately, the baby can be colonized only by those microorganism to

which it is exposed and by organisms that are capable of forming a permanent

community on the gut mucosa. The early colonizers of new born babies have

include E. coli and streptococci, which are able to utilize the many nutrients in

the large intestine. As these bacteria grow, they produce short-chain fatty acids that

remove oxygen, making the environment anaerobic. With breast-fed babies, these

bacteria will be replaced by Bifidobacterium. Host factors will also have a role to

play in controlling the colonization of many strains of bacteria in the developing

gut.

Immunoglobulin A is a very important antibody found in mucosal secretions of

the gut. Levels in children, up to the age of 2 years, are considered to be very low in

comparison to those in an adult.37 In breast-fed infants, owing to the high levels of

immunoglobulin A in breast milk, many bacteria are prevented from gaining access

to the mucosal cells. Breast milk is also known to stimulate the growth of bifido-

bacterium, which is very important in preventing colonization by pathogenic

bacteria. A dominance of Bifidobacteria has been reported in the guts of breast-

fed babies.38–40 Conversely, formula-fed babies have guts that are predominantly

colonized with bacteria such as Bacteriodes and contain only low levels of Bifido-

bacterium. Bacteria such as the coliforms, micrococci, and streptococci appear very

early in the faecal flora of breast-fed babies. As the diet changes, Gram-negative

enterobacteria become more prominent, and bacteria such as bacteriodes, entero-

cocci, and clostridia begin to increase in numbers in the baby’s gut. In comparison,

in adults the bacteria found in the faeces are predominately bacteriodes and

bifidobacteria. These are obligate anaerobes and outnumber E. coli (107–108 g�1)

by 1,000:1 to 10,000:1. The indigenous microbiota of infants does not ‘climax’

until solid food begins,26,36 and once weaning begins the gut microbiota

soon develops a microbiology similar to that of an adult.41 During the weaning
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process, facultative anaerobes such as Streptococci and coliforms start to decline.

These bacteria are soon superseded by Bacteriodes, which become established as

the dominant bacteria in the intestine. Pioneering bacteria of the GI tract are

reported to be enterobacteria, principally E. coli and enterococcus, staphy-

lococcus, and streptococci, followed then by obligate anaerobes, bifidobacteria,

and Bacteriodes.42

Andrieux et al.43 studied the inter-individual variation and the influence of age

on metabolic characteristics of the faecal microflora from persons of three age

groups. The results form their study showed significant differences between elderly

persons and younger adults and children, but the major metabolic characteristics of

the faecal microflora were not found to be greatly altered by the ageing process.

Probiotics are considered significant for a healthy gut, but it has been found that

probiotics administered in the first months of life did not significantly interfere with

long-term composition or quantity of gut microbiota.44

Adult Indigenous Microbiota in the Colon

The human GI microbiota, specifically in the adult colon, is composed of a very

complex community of microorganisms (see Table 2.6). Viruses, for example,

constitute a large component of this ecosystem, and well over 1,200 different

viral genotypes have been identified in human faeces isolated from a healthy

adult gut equating to 109 virions per gram of dry faeces.45

The dominant bacterial phyla known to inhabit the adult gut include the Acti-

nobacteria, Bacteroidetes, Firmicutes,46 and Proteobacteria. While there are numer-

ous studies that have documented the diversity of the microbiota of the GI tract,47 in

terms of species composition, differences in healthy individuals’ microbiota have

complexed the true composition and ‘climax community’ of the adult gut. Subse-

quently, this has been, and still remains, a very challenging area of research.

A large number of authors estimate that the gut contains between 400 and 500

different species of culturable bacteria.48 However, modern molecular techniques,

prior to 2006, have shown that these numbers are much higher, more than 1,000

species,12,49,50 indicating that a large number of the bacteria living in the GI tract

are in fact non-culturable at present.51

Table 2.6 Commonly occurring bacteria isolated from human faeces

Bacteria

Acidaminococcus, Bacteroides, Bifidiobacterium, Clostridium,
Coprococcus, Enterobacter, Enterococcus, Escherichia, Eubacterium,
Fusobacterium, Klebsiella, Lactobacillus, Megamonas, Megasphaera,
Methanobrevibacter, Methanosphaera, Peptostreptococcus, Proteus,
Ruminococcus, Veillonella
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The defensive mechanisms of the body have a role to play in helping to control

the microbial composition of the gut and maintain it as a ‘climax community’.

Changes in the bacteriology of the colonic microflora occur during the ageing

process. This has been shown to be significant for bacteria such as Bacteroides
and Bifidiobacteria, which are thought to provide both beneficial and protective

functions to the host. These shifts in dominant species in the adult colon may help

us to understand the decreased functionality of the human microbiota during ageing

and its significance. To date, this has not been explored in great detail.

It is probable that the gut is a self-regulating system that functions to control,

among other things, the gut ‘climax community’. As this community is highly

resistant to invading bacteria and well adapted to this niche, it is probable that any

invading bacteria would require time to adapt to this way of life. But, to date,

despite intensive studies in gut microbiology, the exact mechanisms by which the

body controls the composition and distribution of certain microflora are largely

unknown. Diet has been researched, and there is evidence that this may affect the

microbiota in the gut of animals but this remains controversial in humans. Even

changing diets to a vegetarian one has produced no real effect on the predominant

microflora in the gut.52

Age-related changes to the bacterial genera and species have been identified in

the adult gut.28 A number of studies, as mentioned previously, have shown that

bacteriodes decline in numbers with advancement of age.53–55 These bacteria are

very important in the gut and are involved in polysaccharide digestion. If metabolic

activities therefore change in the gut with advancing age, other bacteria within the

ecosystem will be affected. In fact, within elderly populations there is evidence of a

rise in proteolytic bacteria. These include clostridium, propionibacteria, and fuso-

bacteria.53,55,56 Increases in levels of clostridium have been observed in healthy

individuals when compared to younger adults.55 The consequence of this could be

an increase in bile acid transformations, resulting in the development of harmful

metabolites in the colon. Also the cell material released from some bacteria is

known to increase in the elderly population. These are thought to contribute to

arthritis.57

Bifidobacteria occur in excess of 1010 g�1 dry weight of faeces.28 During the

ageing process, and most notably within an elderly population, there is a marked

change in the levels of Bifidobacteria,55,58,59 indicating a decline in colonic micro-

bial stability. While a wide range of Bifidobacteria exist both in the adult and infant

gut, in the elderly population Bifidobacterium adolescentis, B. angulatum, and
B. longum seem to be the most dominant species.53,59,60

Respiratory Tract

The respiratory system is responsible for transporting air to the lungs where both

oxygen and carbon dioxide exchange can take place. Initially air is conducted from

the nose, which then passes through the pharynx, larynx, trachea, bronchi, and then
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through the bronchioles to the alveoli. It is the areas found above the bronchi that

are known to be heavily colonized by microorganisms. The distal airways, i.e.

bronchi and bronchioles, and the lungs are generally sterile.

During breathing, air, which contains many fine particles including micoorgan-

isms, is inhaled through the nose. The bacteria that are inhaled become trapped in

the mucus found on top of the nasal mucosa. The mucociliary escalator then

transports the mucus containing the bacteria into the pharynx. Mucus is then

swallowed and the microorganisms will then be killed by the acid in the stomach.

Within the nasal fluid many different antimicrobials can be found. These include

lysozyme, lactoferrin, IgA, and IgG, among others. These agents are important in

helping to reduce infection and disease. They are also important in determining the

composition of the indigenous microbiota of the respiratory system.

At birth, as with most sites in the human body, the respiratory tract is sterile.

However, a number of studies have shown that some neonates do harbour bacteria.

These have included Bacillus subtilis, E. coli, and Staphylococcus epidermidis,
which are generally acquired from the mother during birth. Following birth, the

primary bacteria found colonizing the oropharynx are alpha haemolytic strepto-

cocci. However, there are very few studies available that have characterized the

microbiology of the respiratory tract of infants, which prevents a comprehensive

analysis of the microbiology in this area. The majority of studies that are available

for analysis have concentrated on studying the nasopharynx and the effects of

specific pathogens colonizing this site. In most of these studies staphylococci

have been the most frequently isolated bacteria. Levels of staphylococci in the

nasopharynx have been shown to decrease with age. During the first 6 months of

life, the main bacteria found colonizing the nasopharyngeal have included

S. aureus, S. epidermidis, Streptococcus mitis and pneumoniae, Moraxella catar-
rhalis, Neisseria sp., Enterobacteriaceae, and H. influenzae. After 6 months, the

levels of certain bacteria in the nasopharyngeal region begin to decrease. These

have included Staphylococcus aureus, but other bacteria such as Streptococcus
pneumoniae,Moraxella catarrhalis, and H. influenzae have been shown to increase
in numbers during the ageing process. Also, bacteria such as N. meningitides
are generally not isolated from children within the first 2 years of life. However,

it is well documented that the carriage of N. meningitides increases during the

ageing process.

Microorganisms that are considered to be part of the indigenous microbiota of

the adult respiratory tract are many. Such ones have included Streptococcus pyo-
genes, Neisseria spp., Haemophilus spp., Staphylococcus aureus, CNS, Propioni-
bacterium spp., Prevotella spp., Corynebacterium spp., Moraxella spp., and

Streptococcus pneumoniae, to name but a few. In the nasal cavity of adults a vast

array of bacteria have been found, which include, in order of proportions, Coryne-
bacterium spp., Staphylococcus spp., Streptococcus spp., Aureobacterium spp.,

Rhodococcus spp., and Heamophilus spp. Within the nasopharynx region, because

of high levels of available nutrients, many different bacteria have been isolated.

A selection of these bacteria that have been isolated from the respiratory tract of a

healthy adult is shown in Table 2.7.
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In general, age has an effect on the carriage of certain indigenous bacteria. Age

has been shown to affect the prevalence of Streptococcus pneumoniae, H. influen-
zae, and M. catarrhalis.

In the respiratory tract an infection occurs when the immune system is compro-

mised, a pathogen is virulent, and a high inoculum is available. It is probable that

oral microbes infect the respiratory tract. This suggests a significant role the oral

flora plays in respiratory tract infections.

N. meningitidis, Streptococcus pneumoniae, and H. influenzae are the main

causative agents of meningitis.61 N. meningitidis is the main cause of meningitis,

and worldwide it is responsible for over 500,000 cases – its attack and fatality ratio

is higher in children (highest incidence is in children 6–24 months) than adults.

Pneumonia is a major cause of both morbidity and mortality worldwide. Many

bacteria including anaerobic Gram-negative rod-shaped bacteria are considered

significant to pneumonia. Streptococcus pneumoniae is a major cause of lobar

Table 2.7 Common bacteria found in the upper respiratory tract

Region and

bacterial

numbers

Infants (1–18 months) Children/adults

Anterior

Nares

Staphylococcus aureus, S. epidermidis,
Corynebacterium sp.

Staphylococcus aureus,
S. saprophyticus, S. epidermidis,
S. hominis, haemolyticus, cohnii,
Corynebacterium jeikeum,
C. minutissimum, C. xerosis,
Propionibacterium acnes,
P. avidum, Neisseria sp.,

Corynebacterium sp.

Nasopharynx Staphylococcus aureus, S. epidermidis,
Stretococcus pneumonia,
Streptococcus mitis, Moraxella
catarrhalis, Neisseria spp.,

Haemophilus influenzae,
Enterobacteriaceae, alpha
haemolytic streptococci

All the above plus: CNS, alpha

haemolytic streptococci,

Stretococcus pneumonia,
Moraxella catarrhalis,
Haemophilus influenzae,
H. parainfluenzae, Neisseria
meningitides, N. mucosa, N. sicca,
N. subflava, Fusobacterium sp.,

Prevotella spp., Porphyromonas
spp., Peptostreptococcus spp.

Oropharynx All the above (nasopharynx) plus:

Streptococcus anginosus,
S. constellatus, S. intermedius,
S. sanguis, S. oralis, S. mitis,
S. acidominimus, S. morbillorum,
S. salivarius, S. uberis, S. gordonii,
S. mutans, S. cricetus, S. rattus,
S. sobrinus, S. crista, S.
pneumoniae, S. pyogenes,
Haemophilus parainfluenzae,
Mycoplasma salivarius, M. orale

All the above (nasopharynx) plus:

Streptococcus anginosus,
S. constellatus, S. intermedius,
S. sanguis, S. oralis, S. mitis,
S. acidominimus, S. morbillorum,
S. salivarius, S. uberis, S. gordonii,
S. mutans, S. cricetus, S. rattus,
S. sobrinus, S. crista, S.
pneumoniae, S. pyogenes,
Haemophilus parainfluenzae,
Mycoplasma salivarius, M. orale
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pneumonia, which is known to affect infants less than 2 years old and the elderly.61

It is estimated that over a million children are affected and die from this disease.

Sinusitis is another indigenous related infection that affects infants more than

adults. The major organism responsible for acute sinusitis is Streptococcus
pneumoniae together with Haemophilus influenzae, and Moraxella catarrhalis.
Porphyromonas spp. and Fusobacterium spp. are responsible for chronic sinusitis.

Children, particularly, below the age of 15 years, are also affected by bacteria

that cause otitis media. The bacteria responsible for this include S. pneumoniae,
Haemophilus influenzae, and Moraxella catarrhalis.

Other infections caused by the indigenous microbiota include epiglottitis and

bronchitis.

UTI (Including Vagina)

The urinary system is composed of the kidneys (generally two), two ureters, a

bladder, and a urethra. Anatomically, the systems in males and females do differ

significantly. The microorganisms that are found first in the urethra are determined

by age. In general though, the more predominant bacteria found colonizing the

urethra include Lactobacillus sp., Streptococcus sp., Fusobacterium sp., Staphylo-
coccus sp., Corynebacterium sp., CNS, Bacteroides sp., and an array of Gram-

positive anaerobic bacteria. There are very few studies that have focussed on the

indigenous flora of the urethra in both females and males. The main bacteria found

colonizing the urethra of males are very similar to those in females and are

generally members of the cutaneous microbiota.

The main microorganisms found colonizing the reproductive system of females

include Lactobacillus spp., Staphylococcus spp., Corynebacterium spp., Entero-
coccus spp., Fusobacterium spp., Bacteroides spp., Porphyromonas spp., Clostrid-
ium spp., Candida albicans, and Propionibacterium spp. The genital tract,

specifically of woman, can be a potential reservoir of infection. Early studies

have shown that a ‘healthy’ vagina is colonized only with Lactobacilli. During

puberty, production of oestrogen occurs, the vaginal wall thickens, and glycogen is

deposited. Lactobacilli are then able to metabolize the glycogen in the vagina and

produce large amounts of lactic acid. This results in the development of an acid pH

that reduces the probability of other pathogenic bacteria attaching. Today we know

that a homogenous population, of just Lactobacillus, is not evident in the normal

vagina. In fact, the vagina can be colonized with a vast array of aerobic and

anaerobic bacteria in the presence or absence of lactobacillus. Interestingly, the

flora of the vagina does not overlap with the indigenous flora found in the GI tract,

despite its close proximity. However, the dominant bacteria found in the healthy

vagina includes lactobacillus and diphtheroids,62,63 with the prevalence of lactoba-

cillus reported to be between 45 and 96%.

Within premenopausal women, anaerobic Gram-positive cocci have been

reported to occur in abundance together with Bacteroides.
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Oestrogen seems to have a major effect on the microflora of the vagina, and

during the menstrual cycle bacterial adherence and colonization seem to be affect-

ed. However, to date, research that has looked into this area remains inconsistent.

For example, the microbiology of the vagina between pre- and post-menopausal

women has shown no relationship with changes in hormonal levels. There are only

relatively few reports that have studied the microflora of women at the post-

menopausal stage of life, but reports in the 1930s have shown that lactobacilli is

substantially reduced.64 During the post-menopausal stage, the flora remains the

same but there is a greater incidence of Gram-negative bacilli reported when

compared to pre-menopausal women.

In addition, there have been no significant differences documented in the

microflora of the vagina between pregnant and non-pregnant women. However,

there are reports that in pregnant women Lactobacillus levels may be significantly

higher than in non-pregnant women.

Overall, to date, research seems to suggest that within the vagina, soon after birth,

lactobacilli infect. During the child-bearing years, lactobacilli, S. epidermidis, and
corynebacteria predominate. Other bacteria that have been documented to occur

here include viridans streptococci, enterococci, Group B streptococci, non-patho-

genic neisseriae and enteric bacilli, Acinetobacter spp.,Haemophilus vaginalis, and
Mycoplasma.

Eyes

It is still debatable whether microorganisms that can be detected in the eye

constitute a transient flora or a resident microflora. Most studies that have been

undertaken have shown that in healthy adults most do not yield any bacteria that can

be cultured. Any bacteria that have been identified have been common bacteria that

constitute the normal microbiota of the skin.65,66 Principally, most studies com-

pleted to date have been conducted using culturable and not molecular techniques.

The microbiota of the ocular in infants is often determined by the birth route. For

example, with a normal vaginal delivery, the conjunctiva of the eye is colonized by the

vaginal microbiota of the mother. Fewer bacteria have been isolated from babies that

have been delivered by caesarean section, and bacteria commonly found are those

which constitutepart of the normal skinmicrobiota. Thecommonbacteria identifiedon

the conjunctivae of vaginally delivered babies include lactobacillus and bifidobacteria

compared to propionibacteria and corynebacterium which are found on the conjuncti-

vae of caesarean-delivered babies. After 5 days following birth, the microbiota of the

conjunctivae is dominated by coagulase-negative staphylococci, coryneforms, strep-

tococci, and propionibacteria. As the baby grows, the microbiota remains the same for

a long time but levels of Streptococcus pneumoniae have been shown to decrease.

In healthy adults, the conjunctivae have some bacteria evident.67,68 However,

this population is considered small. The usual bacteria isolated have included

S. epidermidis and Propionibacterium acnes (anaerobic diptheroids); however,
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non-haemolytic streptococci, S. pneumoniae, S. aureus, anaerobic streptococci,

lactobacilli, corynebacteria, and enteric bacteria have also been documented to

occur but less frequently.

The eye does seems to select for the survival only certain species of bacteria, as

certain bacteria are found consistently in samples that are taken from the conjunc-

tivae. Studies that have been done on the eye have shown that the right- and left-eye

microbiota are very similar.

Central Nervous System

Many pathogens including bacteria, virus and fungi, and, now, prion proteins are

known to cause inflammatory processes and neuronal degeneration specifically of

the central nervous system (CNSys). The CNSys is considered sterile but very

vulnerable to infectious agents. This is because during ageing the blood–brain

barrier and also the immune responses become compromised. As we start to age,

infectious agents are able to avoid the normal responses of the body.69 Viruses such

as herpes can be transferred trans-cellularly into the CNSys from infected nerves.

Also, with an increase in oxidative stress located at or within neurons, this makes

them more vulnerable to many viruses and prions infection. In addition to this, a

decline in the immune function during ageing makes neurons more vulnerable so

that both the brain and the spinal cord become ‘hot spots’ for infections. This has

been shown to be the case with diseases such as tuberculosis70 and other agents such

as the West Nile virus and Lyme disease.

Prions have been shown to be transmittable between humans, and there is a high

probability of transmission from animals and animal products to humans. Prions are

known to affect the CNSys, and disorders such as scrapie in sheep, bovine spongiform

encephalopathy in cattle, Kuru, Creutzfeldt–Jakob disease, Gerstmann–Straussler–

Scheinker disease, and fatal familial insomnia in humans are a result of a prion disease.

Thesediseases are causedby the accumulationof insoluble aggregates of prion protein,

and abnormal (scrapie) forms (PrPsc) of a normal protein called the cellular prion

protein (PrPc). Prion diseases arewell known to have a long incubation period, and it is

well documented that these prion diseases are more common in the elderly. Prions

cause death of neurons by inducing oxidative stress, triggering apoptosis, and disrupt-

ing calcium homeostasis.71 Inflammatory processes may also contribute to the

pathogenesis of prion disorders.72 Therefore, changes of brain cells and neurons

during normal ageing make neurons more susceptible to the toxicity of prions.

It has been hypothesized that infections that occur during childhood could

increase the risk of age-related neurodegenerative disorders, but evidence for this

remains controversial at present.73

A number of viruses are known to infect cells in the nervous system and are able

to remain in the neurons for a very long time, often a lifetime. Such viruses include

herpes simplex-1, Sindbis virus, rabies, and also measles.74–77 Transient infections

are thought to trigger neurodegenerative cascades when infections occur in aged

individuals, which increase the risk of certain diseases.
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Certain viruses are also known to damage and also kill myelinating cells of the

central and peripheral nervous system. The most common demyelinating disorder

found in humans is multiple sclerosis. There is growing evidence that infectious

agents may have a role to play in multiple sclerosis. In fact, a review by Steiner

et al.78 has shown associations with canine distemper, human hepes virus-6, para-

influenza virus, measles virus, and C. pneumoniae. Synapses have also been shown
to be vulnerable to infectious agents.79

Adverse Effects of the ‘Normal’ Microbiota of the Host

The ‘normal’ microbiota of the host does not always have a beneficial role to play.80

This essentially is due to the fact that closely related organisms can be both

commensal and pathogenic. The indigenous microbiota is capable of causing

disease but their pathogenicity is limited principally by the actions of the immune

response and competition from other bacteria that occupy the same niche. Within

the host, commensals greatly outnumber disease-producing bacteria so that patho-

genicity is a rare occurrence. In some instances, however, the indigenous micro-

biota of the host may become pathogenic. Such examples include S. mitis and S.
salivarius, known to inhabit the oropharynx but which are known to be associated

with bacteraemia following dental extraction. Ultimately, the microbiota of the host

may be trying to obtain a stable climax community within all the human-specific

niche environments. Changes in this community will therefore have possible

detrimental effects on the host. Mechanisms used to control these changes to the

‘normal’ microbiota need to be effectively applied by the host. For that reason, the

need for a state of microbiological homeostasis or balance in each microbiological

niche of the host is warranted.

As the human body is composed of a wide variety of microorganisms present

within a stable (‘quasi’ steady state) community, changes such as ageing and the

physiological and metabolic changes that are associated with it would significantly

alter this ‘homeostasis’.

Many conditions are known to affect the human host and lower the resistance of

the host either generally or at specific sites in the body. Such factors can include

malnutrition, debilitation from other diseases, radiation damage, shock, sub-clinical

or asymptomatic infections, and also disturbances with the bacterial antagonism

resulting from things such as the use of antimicrobial therapy and localized

obstructions to the excretory organs, to name but a few.

With endogenous disease, their origins have no definable incubation period, they

are not communicable, and they do not result in clinically recognizable immunity

and tend to occur and recur slowly over years and involve bacterial agents that are

found as part of the indigenous microbiota. These agents have low intrinsic

pathogenicity and cause disease when they appear either in unusual body sites or

in enormously increased concentrations in or near their usual sites.
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Conclusion

Microbes have inhabited this planet approximately 4 billion years before the

existence of man, which suggests a significant role for them in human life. Howev-

er, despite decades of microbiological research, very little is known as to how many

microbes affect the health of humans and how the microbiology of the human host

changes as humans age.

It is appreciated that the occurrence of specific bacteria at specific niche sites in

the body may be a predetermined phenomena rather than a random association. The

first encounter between microbes and the human host occurs at birth, and the

pioneering bacteria, as well as age of acquisition, is thought to have effects on

human development, ageing, and disease. This has been shown to be the case in pre-

term babies. A recent publication has shown that colonization of the gut by

bifidobacteria and lactobacillus is delayed in pre-term infants81 and that coloniza-

tion with potentially pathogenic bacteria (especially E. coli) is significantly

increased. This delayed colonization by beneficial bacteria does seem to have

significant effects on infection rates and disease. In addition to this, the route by

which a baby enters the world may well influence the initial pioneering bacteria of

the human host. In the United States alone, one-quarter of all babies are born by

caesarean. These newborn babies will not inherit microbes from the maternal

vagina but acquire bacteria from the external environment. Does this have signifi-

cant long-term implications to the host? This question is at present being investi-

gated with no clear-cut answers. Pockets of research have shown that with a vaginal

birth the microorganisms that are passed from mother to baby are dominated by

Gram-positive cocci. This principally will depend on whether the baby is breast fed

or formula fed. Contrary to this, it is now being documented, specifically in oral

cavity studies, that the host may actually select the microorganisms that colonize

and then become indigenous to them. With this in mind, the route by which a baby

is delivered will have little effect on which microorganisms will eventually become

the microbiota. If it is true that the body may select certain bacteria, it would be

logical to suggest that the indigenous microbiota will have positive effects on

human development and therefore this would have an effect on human ageing.82,83
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Chapter 3

Infections in the Elderly

Knut Ohlsen, Svitlana Kozytska, and Udo Lorenz

Introduction

Infections continue to be a major cause of morbidity and mortality in elderly

patients. According to a recent study, hospitalizations for infectious diseases

represent the second highest proportion of all discharges among older adults.1

The problem is of increasing importance because of the demographic changes

anticipated for the future decades. These changes will lead to a substantial increase

in the number of older persons in the world. While in the industrialized countries

the average life expectancy will rise moderately by 6–8 years in the next five

decades, the increase in the developing world will be 20 years, resulting in an

average life expectancy in these regions of 70 years. It is expected that the

percentage of people aged 65 and older will increase in the more developed regions,

rising from 15.3% in the year 2005 to 25.9% in 2050 (http://www.un.org/esa/

population/publications/WPP2004/WPP2004_Vol3_Final/Chapter2.pdfUN-report

and http://www.un.org/esa/population/publications/WPP2004/WPP2004_Vol3_

Final/Chapter2.pdfUN-report).

In 2050, almost every second person in the industrialized world will be older than

55 years, and especially very old persons will have a substantial impact on the

population structure. Likewise, population dynamics in the rapidly developing

countries such as China, India, and Brazil shows similar characteristics. These

dramatic changes in age structure of the population have major implications for all

national health care systems. In the United States, elderly people aged 65 and older

constituted 12% of the population in 2005, but they comprised 34% of the hospita-

lizations (http://www.hcup-us.ahrq.gov/reports/factsandfigures/HAR_2005.pdf). It is

well known that the rates of hospitalization and length of hospital stays increase with

K.Ohlsen, and S. Kozytska,

University of Würzburg, Institute for Molecular Infection Biology, Röntgenring 11, 97070

Würzburg, Germany

U. Lorenz

University of Würzburg, Centre for Operative Medicine, Department of Surgery, Oberdürrbacher
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age. There are several reasons why especially older persons are jeopardized by

pathogenic agents. Older adults more often have chronic diseases such as diabetes

mellitus, atherosclerosis, rheumatism, and vascular diseases and therefore are

more susceptible to common infections. In addition to multiple, chronic, comorbid

diseases, an impaired immune system, a decreased protection by vaccines, pro-

longed stay in hospitals, permanent catheterization, invasive procedures, malab-

sorption, or polypharmacy are further reasons why older patients have a higher risk

to contract an infection. On the other hand, infections in the elderly pose specific

problems due to the lack of signs and symptoms that are common in younger adults,

such as fever and leukocytosis.

In this review the most important types of infections in the elderly are introduced.

Urinary Tract Infections

Urinary tract infections (UTIs) are the second most common infections in

the elderly (Fig. 3.1). Many of these infections occur in the setting of urethral

catheterization and neurogenic bladders with increased residual urine.2 In addition,

gender-specific factors contribute to an increased risk for developing UTI, such as

prostatic hypertrophy in man, an increase in vaginal pH, vaginal atrophy due to

postmenopausal estrogen depletion, and incomplete emptying of the bladder in

women. These factors favor the colonization of the urinary tract by bacteria.

UTIs due to catheterization are especially common in nursing homes. The

diagnosis of asymptomatic bacteriuria or chronic UTIs is often problematic because

classical clinical manifestations such as dysuria, fever, and urinary frequency may

be absent or masked in older patients. Usually the intestinal flora serves as source of

infection. Several pathogens have been recognized to be responsible for causing

UTIs including Escherichia coli, Klebsiella sp., Proteus sp., Pseudomonas aerugi-
nosa, enterococci, coagulase-negative staphylococci and Candida sp. Mostly, UTI

start as bladder infections and often evolve to encompass the kidneys. Importantly,

up to 25% of patients requiring a urinary catheter for >7 days develop catheter-

associated UTI, which account for 40% of all nosocomial infections.3 However,

short-term catheterization also presents a considerable risk factor. The main indica-

tions for catheterization are incontinence, obstruction, and perioperative monitor-

ing. The number of patients developing UTIs due to catheterization could be

lowered by an improved catheter management. In a European study, the indication

for bladder catheterization was inadequate or unnecessary in up to 31% of the

cases.4 Importantly, catheter-associated UTIs are often asymptomatic, and there-

fore are unrecognized by healthcare workers. In many cases, these infections

become chronic owing to a high rate of recurrence. Secondary bloodstream infec-

tions are uncommon, and in those cases where sepsis developed, in only 3% of all

patients the microorganism recovered from the urine was also isolated by blood

culture. Escherichia coli is the cause of the majority (>35–70%) of UTIs in all ages.

The group of E. coli bacteria that causes UTI is specifically called uropathogenic E.
coli (UPEC).5 It is currently not known whether the virulence potential of a
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pathogen causing UTIs differs between young and older patients. Many virulence

properties of UPEC enable the pathogen to colonize the urinary tract such as

adhesins, e.g., type 1 and P fimbriae, Ag43 and toxins, e.g., hemolysin. Adherence

to the urinary tract epithelium is often the first step in establishment of UTI, as

adherent bacteria are able to resist the hydrodynamic forces of urine flow. In

addition, the bacteria interact with functions of the host including cell signaling

pathways. Among the adhesins, P fimbriae show the strongest disease association in

clinical studies. P fimbriae contribute to the establishment of bacteriuria by binding

to the a-D-galactopyranosyl-(1-4)-b-D-galactopyranoside receptor epitope in the

globoseries of glycolipids6,7 and activate innate immune responses in animal

models and in the human urinary tract.7 Type 1 fimbriae also enhance colonization
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Fig. 3.1 Proportion of infectious disease hospitalizations (a) and infectious disease-related deaths

(b) according to infectious disease group among patients 65 years or older in the United States

from 2000 through 2002 (adapted from Ref. 1) (See Color Plates)
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and induce immune responses in the mouse UTI model.8,9 Type 1 fimbriae confer

binding to D-mannosylated proteins, such as uroplakins, which are abundant in the

bladder.10

SymptomaticUTIs should be treatedwith antimicrobials. Although resistance rates

are increasing, fluoroquinolones and trimethoprim/sulfamethoxazole have remained

the antibiotic treatments of choice for therapy of uncomplicated UTIs. Fluoroquino-

lones such as ciprofloxacin have been recommended in acute pyelonephritis in older

patients because of increased bacterial eradication, tolerability, and fewer adverse side

effects.11 In every case, treatment should be directed to the microorganism identi-

fied in the urine considering resistance profiles. Importantly, polymicrobial infec-

tions occur in about 30% of patients, especially, if the UTI is related to

catheterization. These patients should be treated with broad spectrum antibiotics

targeting also Gram-positive bacteria such as enterococci and staphylococci.

Pneumonia

Pneumonia is a leading cause of death in the elderly and a complex relationship

exists between age and the incidence and mortality of pneumonia12 (Fig. 3.1). For

example, the incidence rate was increased by age groups from 2 of 1,000 hospital

discharges in individuals younger than 60 years to 17 of 1,000 hospital discharges

in patients older than 70 years.13 Hospital mortality doubled with age from 7.8% in

those aged 65–69 years to 15.4% in those aged 90 years and older.14 Hospitalization

rates for pneumonia have increased among U.S. adults aged 64–74 years and aged

75–84 years during the past 15 years. Among those aged 85 years or older, at least 1

in 20 patients was hospitalized each year because of pneumonia. Concomitantly,

the proportion of comorbid chronic diseases has increased.

The development of pneumonia in elderly patients differs from that in younger

individuals because of a complex array of factors. First, the major risk factor

for developing pneumonia in the elderly is the presence of other serious illnesses

(e.g., cardiopulmonary disease, renal insufficiency, diabetes mellitus, neurologic

disorders, endocrine disease, and, especially, neoplastic disease) and those affect

also the outcome of pneumonia. Pneumonia is often the terminal event after

prolonged serious illness. The mortality rate from pneumonia in patients older

than 65 years ranged from 9 per 100,000 in the absence of health-risk conditions,

to 979 per 100,000 when two or more health-risk conditions exist.15 In this regard,

depression of the immune system in elderly appears to be less important than the

presence of concomitant diseases, since defense mechanisms (e.g., humoral and

complement systems, macrophage, and neutrophil function) are relatively intact in

elderly patients. Second, the presenting symptoms of pneumonia in the elderly can

be subtle with confusion or tachypnea rather than classic symptoms such as fever,

chills, and rigors. Patients aged 65–74 years and 75 years had mean numbers 2.9

and 3.3 fewer symptoms, respectively, than those aged 18–44 years.16 Another

presentation is that of an acute decompensation of a more obvious underlying

42 K. Ohlsen et al.



disease (e.g., congestive heart failure, chronic obstructive pulmonary disease, or

diabetes mellitus).17 Third, colonization and adherence of the respiratory tract with

potentially pathogenic Gram-negative and Gram-positive bacteria occur more often

in the elderly than in younger persons, owing in part to such factors as repeated

antibiotic therapy, endotracheal intubation and other mechanical devices, smoking,

malnutrition, surgery, and pharmacologic alterations of the oral and/or gastric

pH. Other predisposing factors for developing pneumonia are aerosolization of

pathogens with inhalation of microparticles (e.g., Mycobacterium tuberculosis,
Legionella spp., influenza virus, and the invasive, multidrug-resistant Streptococ-
cus pneumoniae) and silent aspiration of gastric contents with Gram-negative

bacilli, sometimes in association with anaerobes or anaerobic bacteria that normally

reside in the gingival crevices (e.g., peptostreptococci, fusobacteria, black-pigmen-

ted anaerobes). Notable, gastric and jejunostomy feeding tubes do not necessarily

prevent aspiration.18 Furthermore, the aging lung impairs the elasticity and muco-

ciliary clearance within the lung.19 Elderly patients also may have a less effective

cough due to underlying illness, weakness, and coexisting pulmonary disease. As

already stated, the characteristic clinical features of fever, cough, and sputum

production are often subtle and incompletely expressed in elderly patients. The

classical constellation of pneumonia in the elderly of cough, fever, and dyspnea

might be absent in 56% of patients.20 Instead, elderly patients with pneumonia

commonly present with acute confusion or delirium and deterioration of the

baseline function. Tachypnea and tachycardia may be presenting signs.

Chest X-ray is usually diagnostic, and multilobe involvement is seen more often

in elderly patients. The diagnosis should not be exclusively made on the basis of

expectorated sputum, because expectorated sputum does not distinguish coloniza-

tion from true pulmonary infection. Transtracheal aspiration, transthoracic aspira-

tion, and bronchoscopy using a protected brush may produce reliable results but are

rarely used in elderly patients for routine diagnostic evaluation. Treatment of

pneumonia includes antimicrobial drug therapy, respiratory supportive care, and,

if needed, drainage of empyemas or significant pleural effusions. Recommenda-

tions for antimicrobial drug use depend on the specific organism. In the case of

negative cultures, the therapy should be empiric and it is therefore important to

anticipate the types of pathogens that might be expected in different settings

(Table 3.1). In community-acquired pneumonia (nonhospitalized elderly persons),

a limited number of pathogens is responsible for disease. S. pneumoniae infections
are diagnosed most often, and are believed to cause most of the infections that lack

a definitive diagnosis. An increasing incidence of drug-resistant pneumococci up to

25% is recognized.21 Other causes include Haemophilus influenzae, influenza virus
and other viruses, mixed bacterial or mixed viral and bacterial infections, Gram-

negative bacilli, Staphylococcus aureus, and atypical pneumonia organisms (e.g.,

Mycoplasma species, Legionella species, Coxiella species, or Chlamydia (C. pneu-
moniae or C. psittaci). In nursing home-acquired pneumonia (institutionalized

elderly persons), bacterial pneumonia is due to H. influenzae, Gram-negative rods

(including Klebsiella and Pseudomonas), streptococci other than the pneumococ-

cus, and S. aureus. In hospital-acquired pneumonia (hospitalized elderly persons),
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Gram-negative bacilli including P. aeruginosa, Klebsiella, Acinetobacter spp., and
Enterobacter spp. as well as Gram-positive cocci such as S. aureus are the

major causes.22

Currently, vaccination is available only for prevention of influenza as well as

pneumococcal pneumonia and Haemophilus influenzae type b (HiBb). Vaccination
against influenza and Streptococcus pneumoniae is recommended for all persons

older than 65 years or for persons with significant underlying immunodeficiency,

renal disease, diabetes, or malignancy. There is some controversy regarding the use

of pneumococcal vaccines. In a recent meta-analysis examining the effectiveness of

pneumococcal vaccination, no evidence was found that the vaccine was less

efficacious for the elderly, institutionalized people, or those with chronic disease.23

With increasing rates of institutionalization and hospitalization of the elderly,

they are necessarily exposed to more virulent pathogens and increasing antimicro-

bial resistance. Although the understanding of its pathogenesis is constantly im-

proving, an accurate diagnosis of pneumonia remains a difficult clinical problem.

The subtle nature of clinical signs, symptoms, and X-ray findings can present a

misleading picture. Thus, the vigilance for recognizing pneumonia and initiating

treatment in elderly patients should be higher than in younger adults. By recogniz-

ing pathogens associated with the clinical setting in which pneumonia develop

(community, nursing home, or hospital) and appreciating the risk factors associated

with these settings, a rational basis for initial therapy can be derived. Many

effective antibiotics are available, and considering the high risks of pneumonia,

treating elderly patients requires increased efforts in disease prevention.

Sepsis and Bacteremia

The incidence of sepsis is disproportionately increased in older patients, and age is

an independent predictor of mortality.24 Sepsis and septic shock are associated

Table 3.1 Major etiologies of pneumonia in elderly persons (%)

Organism Community Nursing home Hospital

Streptococcus pneumoniae 30–60 12–24 6–15

Staphylococcus aureus 5 5–26 3–15

Haemophilus influenzae 7–15 5–20 –

Gram-negative bacilli (including Klebsiella,
Pseudomonas, Acinetobacter, Enterobacter)

5–15 12–35 40–75

Gram-negative cocci (Moraxella catarrhalis) 5–10 a –

Viral infection a a –

Mycobacterium tuberculosis a a –

Polymicrobial 20–25 40–50 30–40

‘‘Atypical’’ organisms (Mycoplasma pneumoniae,
Legionella species, Chlamydia pneumoniae,
Coxiella burnetii)

5 5 –

aRecognized as important etiology, but frequency in elderly is unclear
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commonly with bacterial infection, but bacteremia may not be present. Bacteremia

is the presence of viable bacteria within the liquid component of blood. Bacteremia

may be transient, as is seen commonly after injury to a mucosal surface, primary

(without an identifiable focus of infection), or more commonly secondary to an

intravascular or extravascular focus of infection. Because of comorbidities, immu-

nosupression, use of foreign body devices, and increased use of invasive methods,

elderly persons are at high risk for sepsis. There is a trend that the average age of

patients with sepsis increases consistently over time.25 The relative frequency of

specific causative organisms has shifted over time, as indicated by the emergence of

fungal pathogens and the recent pre-eminence of Gram-positive organisms.25,26

The most important pathogens causing sepsis are the Gram-positive species Staphy-
lococcus aureus, S. epidermidis, Enterococcus faecalis and E. faecium, and Gram-

negatives such as E. coli, Klebsiella spp., Proteus mirabilis, Pseudomonas aerugi-
niosa, Acinetobacter spp. as well as fungi such as Candida albicans and Aspergillus
spp.27 The dramatic augmentation that has been noted in the bacteremic cases due

to Gram-positive cocci and fungi is attributable to several reasons including

increasing occurrence of antimicrobial resistance, widespread use of invasive

procedures and immunosuppressive drugs, chemotherapy, and transplantation.

Many of these pathogens are normal inhabitants of the human body colonizing

the skin (S. epidermidis) or gastro-intestinal tract (enterococci, E. coli) and have

been historically regarded as apathogenic or with low pathopotency. However,

these pathogens are now being recognized to infect especially immunocompro-

mised persons in intensive care units, carrier of foreign bodies, and older patients.

Importantly, all these opportunistic pathogens have the capacity to acquire multiple

antibiotic resistance traits.28

For example, Staphylococcus epidermidis is primarily a normal inhabitant of the

healthy human skin and mucosal microflora. In recent decades, however, the

bacterium emerges as a common cause of nosocomial infections.29 Mostly, these

infections occur in association with the use of medical devices and they preferen-

tially affect immunocompromised and critically ill patients causing acute bacter-

emia and septicemia. The ability of S. epidermidis to form biofilms on medical

devices is regarded as a major virulence mechanism (Fig. 3.2). It is interesting to

note that some S. epidermidis clones are especially successful in establishing

nosocomial infections. Molecular analysis has revealed that these clones are biofilm

positive, express multiple resistance traits, and often harbor a specific insertion

element IS256. Moreover, multilocus sequence typing (MLST) identified ST27

(now reclassified as ST2) as the predominant clonal type.30 Obviously, there is a

strong selection towards specific virulence properties in hospitals that enable S.
epidermidis bacteria to survive and to cause infections under these conditions.

Interestingly, the capacity to form thick multilayered biofilms on polymer and

metal surfaces31 is associated mostly with the synthesis of an extracellular polysac-

charide, the so-called polysaccharide intercellular adhesin (PIA). The enzymes

involved in PIA production are encoded by the icaADBC operon.32 Numerous

studies have shown that the icaADBC genes are more prevalent in S. epidermidis
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strains from device-associated infections than in commensal isolates.33,34 There-

fore, this genetic information has been regarded as a discriminating factor between

pathogenic and nonpathogenic S. epidermidis strains. Biofilm-positive bacteria are

less susceptible to the action of antibiotics and are shielded from the host immune

system through the slimy polysaccharide matrix.

Symptoms of sepsis are usually nonspecific and include fever, chills, and

constitutional symptoms of fatigue, malaise, anxiety, or confusion. These symp-

toms are not pathognomonic for infection and may be seen in a wide variety of

noninfectious inflammatory conditions.35 They may be absent in serious infections,

especially in elderly individuals. The therapy of sepsis and bacteremia has some

priorities. The blood must be cleared rapidly of bacteria by adequate antibiotic

therapy. Certain antimicrobial agents may cause the patients to get worse. It is

believed that certain antimicrobials trigger more LPS to be released, causing more

problems for the patient. Antimicrobials that do NOT cause the patient to get worse

are carbapenems, ceftriaxone, cefepime, glycopeptides, aminoglycosides, and qui-

nolones. Prompt institution of empiric treatment with antimicrobials is essential

(see Annane et al. for review35). The early institution of antimicrobials has been

shown to decrease the development of shock and to lower the mortality rate. After

the appropriate samples are obtained from the patient, a regimen of antimicrobials

with a broad spectrum of activity is needed. This is because antimicrobial therapy is

almost always instituted before the organisms causing the sepsis are identified.

Furthermore, the original focus of infection must be treated by removal of foreign

bodies, drainage of purulent exudate, particularly for anaerobic infections, and

removal of infected organs: debride or amputate gangrenous tissues. Despite

aggressive treatment, mortality ranges from 15% in patients with bacteremia and

sepsis to 40–60% in patients with septic shock.36–38

Fig. 3.2 Scanning electron microscopic image of S. epidermidis RP 62A biofilm
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Skin and Soft-Tissue Infections

Skin and soft-tissue infections (SSTIs) are a common cause of morbidity in older

patients primarily due to Streptococcus and Staphylococcus species. Dry, atrophied,
pruritic skin with a reduced capacity for immunologic defense and mechanical

repair predisposes the elderly patient to a variety of skin infections. Risk factors

such as diabetes and conditions that worsen the skin circulation, such as heart

failure, trauma, chronic skin conditions (e.g., eczema) and obesity, facilitate the

entry of pathogens into the skin.

Cellulitis

Cellulitis is an infection of the dermis and subcutaneous tissue. Symptoms include

local erythema, edema, pain, and tenderness. More complicated infections are

marked by systemic symptoms, such as fever and leukocytosis, and can develop

into a life-threatening emergency. Erysipelas is a form of cellulitis that affects only

the top layers of the skin and is characterized by particularly sharp demarcations

and lymphatic inflammation. Superficial cutaneous edema surrounding hair folli-

cles anchored to the dermis sometimes produces a classic dimpled appearance of

the skin resembling an orange peel (‘‘peau d’orange’’).39 Bullous erysipelas occurs

in more or less 5% of the patients and is prevalent in elderly persons and in patients

with diabetes mellitus.40 Potential complications of cellulitis and erysipelas include

spread of the infection with septicemia, thrombophlebitis, septic arthritis, osteomy-

elitis, and endocarditis. Erysipelas is preferentially found on the extremities and

within the face. S. pyogenes (beta-hemolytic streptococci belonging to Lancefield

group A), and S. aureus are the most common causes of cellulitis and erysipelas, but

erysipelas and bacteremia with a non-haemolytic, streptolysin S-deficient S. pyo-
genes have also been reported.41,42 With the sequencing of several S. pyogenes
genomes have come major advances in understanding the pathogenesis of group A

Streptococcus-associated diseases. Group A Streptococcus shows enormous and

evolving molecular diversity driven by horizontal transmission between group A

Streptococcus strains and other streptococci. Acquisition of prophages accounts for
much of the diversity, conferring both virulence through phage-associated viru-

lence factors and increased bacterial survival against host defenses.43,44 One of the

key bacteriophage-encoded virulence factors is a putative ‘‘hyaluronidase’’, HylP1,

a phage tail-fiber protein responsible for the digestion of the S. pyogenes hyalur-
onan capsule during phage infection.45 Among the many factors involved in the

virulence of the pathogen, the M protein and a group of exotoxins known as

streptococcal superantigens (SAgs) have received considerable attention. The M

protein is exposed from the group A Streptococcus (GAS) cell surface as a helical
coiled-coil molecule that is antiphagocytic, thereby promoting bacterial survival.

Soluble M1 protein likely contributes to the excessive T-cell activation and hyper-

3 Infections in the Elderly 47



inflammatory response seen in severe invasive streptococcal infections and is a

potent inducer of T-cell proliferation and release of Th1-type cytokines.46 Sequence

analysis of the emm gene (encoding the M protein) has become an important

surveillance tool for investigating the dynamics of GAS infection, and more than

150 emm gene sequence types and several emm subtypes have been documented.47

Cellulitis and erysipelas require antibiotic treatment. In most cases, they

should be treated with intravenous antibiotics if the infection is complicated or of

significant extent, or present with a coincident disease. The most common anti-

biotics used to treat cellulitis and erysipelas are penicillins and cephalosporins. For

patients allergic to penicillin or suspected of being infected with an antibiotic-

resistant organism, vancomycin or clindamycin is recommended.48,49

Necrotizing Fasciitis

Necrotizing SSTIs are infrequent but rapidly progressing and life threatening

involving the superficial fascial layers of the extremities, abdomen, or perineum.

They require immediate medical attention and emergency surgery to prevent

morbidity and death. Early diagnosis and prompt treatment are of prior importance

in the treatment of this infection. Necrotizing fasciitis occur frequently as a

consequence of trauma or surgery but also after innocuous events such as an insect

bite. Only one-third of cases are correctly diagnosed as necrotizing fasciitis and

more than two-thirds admitted for instances as ‘‘cellulitis’’.50,51 The three important

forms of necrotizing fasciitis are type I, or polymicrobial (e.g., aerobic Gram-

negative bacteria (Escherichia coli, Enterobacter spp., Klebsiella spp., Proteus
mirabilis); anaerobic Gram-negative bacteria (Bacteroides spp., Fusobacterium
spp.); anaerobic Gram-positive bacteria (Peptoccocus spp., Clostridium spp.),

type II, or group A streptococcal (may be in combination with Staphylococcus
aureus), and type III gas gangrene, or clostridial myonecrosis. In rare cases,

Aspergillus species, unencapsulated Haemophilus influenzae infection may cause

necrotizing fasciitis.52,53 Differentiating necrotizing infections from common soft-

tissue infections is critically important. The laboratory risk indicator for necrotizing

fasciitis score can be helpful in distinguishing between cases of cellulitis that should

respond to medical management alone and necrotizing soft tissue infections that

require operative debridement in addition to antimicrobial therapy.54 Minor skin

infections such as furuncles were found to be present in about 20% of patients

before developing necrotizing fasciitis. Treatment for necrotizing fasciitis necessi-

tates therapy involving several antibiotics such as gentamicin and clindamycin.

Consideration should be given to cover both aerobes and anaerobes.55

One of the problems of nursing home and long-term-care facilities (LTCFs) is

infections complicated by antimicrobial-resistant pathogens. The residents in

LTCFs have a high frequency of colonization with antimicrobial-resistant organ-

isms, including methicillin-resistant Staphylococcus aureus (MRSA), vancomycin-

resistant enterococci (VRE), penicillin-resistant pneumococci, extended spectrum

b-lactamase-producing and fluoroquinolone-resistant Gram-negative organisms.56
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Importantly, MRSA has emerged as the major nosocomial pathogen during the past

two decades, and is now deeply entrenched in both healthcare facilities and the

community at large.57 All MRSA strains have acquired the so-called mecA gene

that encodes an additional penicillin-binding protein, PBP2a, which confers cross-

resistance to all beta-lactams, including penicillins, carbapenems, and cephalospor-

ins. The pathogen is increasingly recognized in infections among persons in the

community and also nursing homes without established risk factors for MRSA, and

there is ongoing rise in the incidence of community-acquired MRSA in patients

with SSTIs.58,59 MRSA strains associated with furunculosis, cutaneous abscess,

cellulitis, and necrotizing fasciitis usually possess genes for Panton–Valentine

leukocidin (PVL)60,61 and sometimes other virulence genes such as those for

toxic shock syndrome or exfoliative toxins.62

The antibiotic therapy used in SSTIs in the elderly should include MRSA

coverage as indicated. In addition, new treatment options for invasive MRSA

infections have been developed for anti-MRSA therapy such as linezolid, dapto-

mycin, tigecycline, and quinupristin/dalfopristin. Moreover, a number of new anti-

staphylococcal compounds are in development, including novel glycopeptides

(dalbavancin, telavancin, and oritavancin), ceftobiprole, and iclaprim.63

Onychomycosis

Onychomycosis or tinea unguium is a skin disease of the elderly, most commonly

caused by the dermatophyte Trichophyton rubrum but can also be caused by

Candida and nondermatophyte molds. The prevalence of onychomycosis is nearly

20% in patients aged >60 years and more often in males than females. Elderly

patients have specific risk factors for poor response to therapy for onychomycosis,

including frequent nail dystrophy, slow growth of nails, and increased prevalence of

peripheral vascular disease and diabetes mellitus. There are four types of onycho-

mycosis: distal subungual onychomycosis, proximal subungual onychomycosis,

white superficial onychomycosis, and candidal onychomycosis. Distal subungual

onychomycosis, which manifests as thickened and friable nails with associated

discoloration and subungual hyperkeratosis, is the most prevalent type and accounts

for 75–85% of cases. Onychomycosis can provide a portal of entry for other

pathogens and can be related to secondary bacterial infections in diabetic patients

leading to foot ulcers and gangrene, recurrent cellulitis, and erysipelas.64,65 The

treatment options for the management of onychomycosis are oral therapies, topical

nail lacquer, mechanical or chemical treatments, or a combination of one or more of

these modalities.66 Terbinafine is the drug of choice for dermatophyte onychomy-

cosis, with greater mycological cure rates, less serious and fewer drug interactions,

and a lower cost than continuous itraconazole therapy. Adjunct debridement may

improve the clinical and complete cure rates compared with terbinafine alone.

Unlike other oral antifungal agents, its action against dermatophytes is fungicidal

as opposed to fungistatic but it is only effective against dermatophytes while other

agents are also effective against nondermatophytes.67
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Herpes Zoster

Herpes zoster, known as shingles, is caused by reactivation from previous varicella

zoster virus (VZV) infection and affects millions of people worldwide. It primarily

affects older adults and those with immune system dysfunction, most likely as a

result of reduced or lost VZV-specific cell-mediated immunity. Varicella zoster

virus infection is the pathogenic etiology of chickenpox, also referred to as varicel-
la, an infection that usually happens in prepubescent children. After a chickenpox

infection, VZV remains latent in an individual’s dorsal root and cranial nerve

ganglia even for decades. Herpes zoster is a transient disease characterized by a

dermatomal rash that is usually associated with significant pain. Post-herpetic

neuralgia (PHN) is the term used for the condition that exists if the pain persists

after the rash has resolved.68 Postherpetic neuralgia is particularly frequent and

severe in the elderly, occurring in 25–40% of patients over the age 60 with herpes

zoster. The overall incidence of herpes zoster in Europe is approximately 3 per

1,000 people per year and more than 10 per 1,000 people per year in those aged>80

years.69 A patient with zoster usually first notices unilateral dysesthesia and pain on

one side of the body almost in line (dermatomal) before any rash occurs. Within 1–3

days after the initial pain, clusters of grouped vesicles on an erythematous base or

urticarial-like plaques develop.

The optimal treatment of herpes zoster and post-herpetic neuralgia requires early

antiviral therapy and pain management. Acyclovir, valacyclovir, and famcyclovir

can be used to treat zoster and are used for 7 days. Both the vaccine against VZV

(Varivax) and the newly released vaccine against herpes zoster (Zostavax) may lead

to substantial reductions in morbidity from herpes zoster and PHN in people over 60

years of age. Durability of vaccine response and possible booster vaccination will

still need to be determined. In addition, current evidence suggests that multiple

medications are effective in reducing the pain associated with PHN. These include

tricyclic antidepressants, antiepileptics, opioids, NMDA receptor antagonists as

well as topical lidocaine (lignocaine) and capsaicin.70

What is the Consequence of an Older Society for Infectious

Disease Research?

The management of infections in the elderly as well as research on the impact of

microbes on health of elderly persons is very important in the future. Importantly,

the demographic transition to an ‘‘older society’’ requires new concepts to manage

infections of the elderly in its whole including the investigation of virulence

properties of microbes, epidemiology, ecology, immunology, vaccines, and treat-

ment. However, the education of physicians and healthcare workers also needs to be

improved. The investigation of such complex areas demands the close collaboration

between basic research scientists and physicians and all other professionals
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involved in geriatric medicine. The major aim of the combined efforts should be to

decrease morbidity and mortality of infections in the elderly. This could be

achieved by improvement of medical care and implementation of new therapies

based on novel research findings. For example, a significant proportion of UTIs

could be prevented if catheterization procedures could be optimized. Moreover, a

better understanding of the complex interplay of viral and bacterial pathogens of the

upper respiratory tract and their impact on the outcome of an infection would

improve the therapy of pneumonia. Importantly, effective vaccines against the

most prevalent pathogens of respiratory diseases especially against S. pneumoniae
could substantially lower the number of deaths due to pneumonia. Likewise, the

number of nosocomial infections caused by antibiotic-resistant bacteria such as

multiresistant staphylococci and enterococci, E. coli, Klebsiella spp., and Pseudo-
monas aeruginosa could be decreased by improvement of hygiene standards,

optimization of antibiotic treatment, and novel therapies such as immunotherapy.

As it is well recognized that the success of opportunistic pathogens depends on the

status of the immune system, it should be discovered how an impaired immune

reactivity impact the occurrence, incidence, course, and prognosis of an infection.

These issues are of special importance since the success of preventative measures

directly depend on immunological properties of older patients. Finally, it is essen-

tial to investigate how the colonization of humans by microbes is changing during

the course of life. New molecular typing methods allow specifically the characteri-

zation of individual colonization patterns. Another important topic of future re-

search is the exploration of the impact of infections and chronic diseases. It is

tempting to speculate that bacterial and viral pathogens may be involved in several

chronic diseases in addition to the well-characterized role of Helicobacter pylori in
stomach cancer and lymphoma or the proposed role of chlamydia in coronary heart

disease.

Concluding Remarks

The shift of the population structure towards older age groups will impact all

segments of a society. This trend will pose new challenges for geriatric medicine,

and, especially, infectious disease research has to meet these challenges to explore

the specific role of pathogenic agents and infectious diseases in the elderly. There is

a strong need to develop new concepts for prevention, diagnosis, and therapy of

infections in the largest group of the future population.
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Chapter 4

Skin Aging and Microbiology

Leslie Baumann, Edmund Weisberg, and Steven L. Percival

Introduction

There are two primary skin aging processes, intrinsic and extrinsic. Intrinsic aging

refers to the natural course of genetically programmed cellular aging. Extrinsic

aging, or premature cutaneous aging, occurs as the result of exogenous forces,

including smoking, excessive alcohol consumption, poor nutrition, pollution, and

particularly solar exposure, and is, by definition, preventable. The effects of solar

exposure, most notably wrinkling and undesired pigmentation, are so prevalent that

a subcategory of extrinsic aging, called photoaging, is studied quite extensively.

While the sun is the primary exogenous causative agent in skin aging, it is not the

only etiologic factor. This chapter will focus on the microbiology of skin aging, on

various internal and environmental elements involved in the aging process, on

extrinsic cutaneous aging due to the influence of the sun, and on the role of the

sun in potentially altering the normal course of intrinsic, or natural, aging.

Factors and Theories Pertaining to Cutaneous Aging

Intrinsically aging skin is smooth and unblemished, and manifests normal geomet-

ric patterns, with some exaggerated expression lines. Such skin is characterized

histologically by epidermal and dermal atrophy, evening or flattening of the epider-

mal rete ridges, as well as decreased numbers of fibroblasts and mast cells.1,2

Further, increases occur in the number of collagen fibrils and in the ratio of collagen

III to collagen I.3 Nevertheless, the etiologic pathways of intrinsic skin aging are

less understood and have been studied far less than the mechanisms of extrinsic skin

aging. Chronological aging is understood, though, to be a dynamic, multifactorial

cascade of events mediated by genetic, hormonal, and metabolic processes.
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Exposure to the sun is easily considered the most significant factor in the

exogenous aging of the skin. In fact, chronic sun exposure is cited as the primary

cause of 80% of facial aging.4 The extrinsic aging of the skin, seen most often in

consistently exposed areas including the face, chest, and extensor surfaces of the

arms, results from the cumulative effects of lifelong ultraviolet radiation (UVR)

exposure. The clinical presentation is characterized by rhytides, pigmented lesions

(e.g., ephelides, lentigines, and patchy hyperpigmentation), and depigmented

lesions (e.g., guttate hypomelanosis). In addition, skin tone and elasticity is dimin-

ished in photoaged skin. Such skin is increasingly fragile and manifests areas of

purpura due to blood vessel weakness, and benign lesions (e.g., acrochordons,

keratoses, and telangiectases). On the Glogau scale, which measures the level of

clinical photodamage, patients with a significant history of sun exposure typically

score higher than expected for their age, while patients with a history of minimal

sun exposure usually score lower than expected for their age.

The sine qua non elastosis renders an easy histopathologic identification of

photoaged skin. Other important alterations are notable, however. Epidermal atro-

phy and discrete changes in collagen and elastic fibers help distinguish photoaged

skin. Specifically, fragmented, thickened, and more soluble collagen fibers are

exhibited in severely photoaged skin.5 Elastic fibers also become fragmented and

undergo progressive cross-linkage and calcification.6 Continued UVR exposure has

been shown to exacerbate these distinct signs of deterioration in collagen and

elastic fibers already induced by prior photoaging. In general, aging skin is char-

acterized by increased inelasticity, fragmentation, and collagen bundle fragility.2

Chemistry of Intrinsic Aging: Telomeres

At a cellular level, telomeres, the specialized structures at the ends of eukaryotic

chromosomes, are thought to play an integral role in the intrinsic aging process.

Intact telomeres are essential for the extension of a cell’s life span.7 Interestingly,

telomere length shortens with age. This process of erosion of telomeres is now

thought of as a veritable internal aging clock, as it serves as one method to measure

aging and as the basis for a currently favored theory on aging.8 One fascinating

implication of this theory figuratively places aging and cancer on opposite sides of

the same coin. The cellular reverse transcriptase enzyme that stabilizes or lengthens

telomeres, known as telomerase, is expressed in approximately 85–90% of all

human tumors; however, it is absent in many somatic tissues.9,10 Consequently,

most cancer cells, as opposed to healthy cells, are not programmed for apoptosis, or

cell death. In other words, telomerase presence is correlated with telomere stability

and tumorigenesis, whereas the absence of telomerase is associated with telomere

shortening, somatic tissue aging, and a limit to cellular replicative capacity. Signif-

icantly, the epidermis is one of the few regenerative tissues known to express the

ribonucleoprotein telomerase.11 Further, an investigation of progressive telomere

shortening in 52 specimens of normal human epidermis and 48 specimens of lingual

epithelium collected at autopsy from subjects who died between 0 and 101 years of
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age revealed that the telomere shortening associated with aging is characterized by

tissue-specific loss rates.12 A fascinating recent study on nevus counts helps to

illustrate this dichotomy. Melanoma risk has been traditionally linked to a high

nevus count as well as the proclivity to form nevi. Researchers conducting a 10-year

study of 1,897 Caucasian women between 18 and 79 years old examined whether

telomere length measurements in white cells are associated with nevi count and

size. Interestingly, investigators found, after adjusting for age, that subjects with the

highest nevus counts exhibited greater average telomere length and that subjects

with more than 100 nevi had a biological age averaging 6–7 years younger than

subjects manifesting fewer than 25 nevi. These findings suggest that individuals

with several moles may age slower than those with few moles.13 In other words, on

one side of the coin is the greater risk of melanoma among those with numerous

nevi; on the other side, these same individuals may have a reduced rate of

senescence.

Although there are several prominent theories that contribute to our understand-

ing of aging, the natural, progressive shortening of telomeres may be the primary

mechanism of cellular aging in skin.2 In addition, telomeres and other cellular

components are subject to low-grade oxidative damage due to aerobic cellular

metabolism, a process that contributes to intrinsic aging.14 Much remains to be

learned about telomeres and telomerase and their relationship to aging, as well as

cancer. Current data provide no indication that medical intervention can safely

extend the lengths of telomeres. Therefore, no topical skin care products, systemic

drugs, or other treatment options are yet available that can target telomerase. It is

thought that telomerase-based therapies may eventually be developed to inhibit

telomerase with the intention of also imparting anti-proliferative and apoptosis-

inducing effects unrelated to the role the enzyme plays in shortening telomeres

during mitosis.10

Werner Syndrome (WS), an autosomal recessive disorder in which the causative

gene, WRN, encodes a member of the RecQ-like subfamily of DNA helicases,

appears to have the potential to play a didactic role regarding our understanding of

the aging process.15 The Werner protein (WRN), a multifunctional nuclear protein

exhibiting 30–50 exonuclease and ATP-dependent helicase activities, is involved in

several DNA metabolic pathways, but is available at reduced levels to WS

patients.16 WS is characterized by signs of accelerated aging and the premature

onset of various age-related disorders. In particular, WS patients experience a

higher incidence of sarcomas and other tumors of mesenchymal origin than the

population at large.17 In a decade-old study, mouse embryo fibroblasts derived from

homozygous WS embryos were demonstrated to have premature loss of prolifera-

tive capacity.15 More recently, researchers observed that telomere reserve exhaus-

tion and telomere dysfunction induced several Werner-like symptoms, including

hair graying, alopecia, cataracts, osteoporosis, type II diabetes, and premature death

in a mouse model.18 Further, telomere shortening was cited as the main cause in this

model of other observations, such as accelerated replicative senescence and chro-

mosomal instability, particularly nonepithelial tumors often linked to WS. Further

elucidation of the aging process is expected from the study of WS, given the
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relationship of WS to telomere shortening and the association of cellular aging with

the status of telomeres and activity of telomerase.

Free Radicals

The free radical theory of aging, considered an important element in our under-

standing of intrinsic and extrinsic aging, was proposed in 1956.19 It is one of the

most widely accepted theories that accounts for the aging phenomenon.20 Free

radicals, also known as reactive oxygen species (ROS), arise when oxygen mole-

cules combine with other molecules resulting in an odd number of electrons. An

oxygen molecule with paired electrons is stable; oxygen with an unpaired electron

is ‘‘reactive’’ because it scavenges electrons from surrounding molecules, rendering

them impaired.21 According to the theory, ROS engendered by oxidative metabo-

lism cause cellular damage, which accumulates and accounts for overall aging.22,23

Significantly, ROS are also thought to be involved cutaneously in causing photoag-

ing, carcinogenesis, and inflammation. UV-induced skin damage is known to be, at

least in part, mediated by reactive oxygen intermediates.24

Estrogens

Estrogens are not etiological factors in aging, per se, but this key group of hormones

significantly impacts the skin, particularly in raising collagen and glycosaminogly-

cans content and contributing to skin thickness and moisturization. In addition,

estrogens influence hair growth, water retention, wrinkling, vascularity, and pig-

mentation.25 Indeed, it is the reduction of estrogen levels that is associated with

cutaneous signs of aging. Skin, which is known to respond to estrogen via particular

receptors (estrogen receptors alpha and beta), has been shown to age because of the

influence of various internal and external processes. Hormone levels change

through time and can also be affected by extrinsic factors, including, of course,

hormone replacement therapy. Significant improvement in the fine facial wrinkles

of postmenopausal women was observed in a double-blind, placebo-controlled

study following topical application of a conjugated estrogen cream.26 In addition,

in a large cohort study, postmenopausal women using estrogen were shown, a

decade ago, to be less prone to develop wrinkles.27 It can be said that hormonal

treatment represented one of the few promising avenues of countering or slowing

the cutaneous effects of aging. The relatively recent cessation of part of the

Women’s Health Initiative (WHI), which implied elevated risk of coronary artery

disease and breast cancer from using hormone replacement therapy (HRT), has

eliminated HRT from the recommended armamentarium of treatments for aging

skin, however, at least until a safe minimum concentration of estrogen for topical

delivery, conferring local effects but no systemic side effects, can be ascertained.25

60 L. Baumann et al.



While other hormonally based skin aging treatments appear on the horizon, e.g.,

phytoestrogens and selective estrogen receptor modulators (SERMs), more remains

to be understood regarding the hormonal role in skin aging. Nevertheless, it is clear

that hormonal influences are a factor in the dynamic aging process.

Chemistry of Extrinsic Aging

Extrinsic or exogenous aging, by definition, can be prevented, and is thus subject to

the volitional control of the individual. Exogenous behaviors or factors such as

smoking, poor nutrition, and solar exposure are the primary causes of extrinsic,

premature cutaneous aging. Sun exposure, by far the most significant etiologic

factor in cutaneous aging so much so that it warrants its own designation –

photoaging, is thought to account for 80% of facial aging.4 While discrete signs

and symptoms have been directly linked to solar exposure, photoaging is not an

independent process. That is to say, photoaging is thought of as the superposition of

UV irradiation onto the already occurring endogenous aging process,25,28,29 and

therefore an accelerating or exacerbating phenomenon. The readily apparent results

of chronic sun exposure can be observed simply through comparing skin not

typically exposed to the sun, which obviously varies by culture, climate, and

individual, with skin routinely exposed to the sun (which, of course, also varies,

but the hands, neck, and face are safe bets). Using a Wood’s lamp or an ultraviolet

camera system renders an even more discernible depiction of the symptoms of

photodamage, particularly the epidermal pigment component.

UVR exposure results in skin damage through various mechanisms, such as the

development of sunburn cells, as well as thymine and pyrimidine dimers; the

production of collagenase, the enzyme primarily involved in the breakdown of

collagen; and the induction of an inflammatory response. Sunburn cells, or UV-

induced apoptotic cells, have long been employed as markers for the assessment of

photodamage. Levels of the enzyme caspase-3, which mediates UV-induced apo-

ptosis, are believed to be reliable indicators of the presence of cellular apotosis.30

Similar to caspase-3, caspase-7 is a key component in the activation of apoptosis.31

The etiologic mechanism of photoaging is also believed to involve mast cells and

macrophages, which are found in greater abundance in such skin.32

Signaling through the tumor-suppressor protein p53 after telomere disruption is

also associated with aging as well as photodamage, more directly from UVB than

UVA wavelengths.14,33 More infiltrating mononuclear cells have been shown

through histologic examination to be present in skin chronically exposed to the

sun as compared to protected skin.32 Furthermore, photoaging, photocarcinogen-

esis, and photo-immunosuppression are well known to be consequences of UV

exposure, especially the UVA range (320–400 nm).34 Gaining currency is the

theory that as UVR exposure impairs DNA and accelerates the rate of telomere

shortening, this chief causal component of extrinsic aging can be considered to be

an etiologic factor in cellular aging. Indeed, recent reports suggest that photoaging
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and chronological aging exhibit overlapping or intersecting features. Telomeres,

however, do not appear to be important in the primary mechanisms of extrinsic

aging. In fact, in a recent study measuring telomere lengths in 76 specimens of

epidermis from sun-protected sites, 24 epidermal specimens from sun-exposed

sites, and 60 dermal specimens, telomere length was found to be shorter in the

epidermis. Intrinsic aging was revealed by diminished telomere length in the

epidermis and dermis with age. However, reduced telomere length was not linked

to photoaging in this study, as telomere length was demonstrated to be similar in

sun-exposed and sun-protected sites.35 Theoretically, the lower the number of

sunburn cells present, the less significant the level of photodamage. The only

known ways to prevent the formation of sunburn cells are sun avoidance and the

consistent use of broad-spectrum sunscreens. Both practices can also protect against

the formation of thymine dimers.

Characteristics of Aging Skin

Although there are separate but overlapping etiologic pathways related to the

processes of intrinsic and extrinsic skin aging, aged skin manifests certain identifi-

able characteristics regardless of its causal pathway. As skin ages, alterations

emerge throughout the epidermis, dermis, and subcutaneous tissue, presenting

distinct and vast changes in cutaneous structure and function.

Epidermis

Although it may seem counterintuitive, age-related changes can be more pro-

nounced beneath the surface. That is, alterations in the dermis are more quantifiable

and histologically verifiable than changes in the epidermis. In fact, some studies

imply that the epidermis thins with age,5 some even suggesting a 10–50% thinning

between 30 and 80 years of age,36–38 but others offer no such conclusions.39 Indeed,

a recent study of biopsies from three different body areas of 71 human subjects

ranging from 20 to 68 years of age found no correlation between epidermal

thickness and age or skin type.40 There is general agreement, though, that the

stratum corneum (SC) does not become thinner through the aging process. Histo-

pathologic examination of 83 biopsies from sun-exposed and protected skin in

healthy volunteers (ranging from 6 to 84 years old) demonstrated that epidermal

thickness was constant across decades in both intrinsically and extrinsically aged

skin, with the thickness found to be greater in sun-exposed skin.41 A different study

showed that the spinous layer of a wrinkle was thinner at the base than at its

flanks.42 According to this study, fewer keratohyaline granules are found in the

wrinkle base as compared to its flanks.
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While debate continues regarding the extent to which changes occur in the

epidermal layer with age, alterations are known to emerge in aged skin at the

intersection of the epidermis and dermis, known as the dermal–epidermal junction

(DEJ). Aged epidermis is characterized by a flattened DEJ with a correspondingly

reduced connecting surface area and loss of dermal papillae.41 In a study of

abdominal skin across generations, DEJ surface area averaged 2.64 mm2 in subjects

21–40 years old, but only 1.90 mm2 in subjects aged 61–80 years.43 Such apparent

diminution in DEJ surface area is believed to contribute to the greater skin fragility

associated with age; it may also hinder nutrient transfer between the dermal and

epidermal layers. It is worth noting that in the study by El-Domyati et al., facial and

abdominal skin thickness remained virtually unchanged through the decades in

their sample of 83 biopsies from sun-exposed and protected skin culled from 38

healthy volunteers ranging from 6 to 84 years old, with the epidermis of facial skin

found to be consistently and significantly thicker than abdominal skin.41

Decreased Cell Turnover

Although epidermal thickness may remain more or less static through time, and

wrinkles appear thinner at their base, age-related changes occur in the epidermal

layer above the DEJ. The epidermal turnover rate slows markedly, from 30 to 50%,

between the third and eighth decades of life.44 SC transit time has been demon-

strated to last 20 days in young adults and 30 or more days in older adults.45

A prolonged SC replacement rate, epidermal atrophy, slower wound healing, and

less effective desquamation are all associated with such cell cycle lengthening in

aged skin. In fact, it has been shown that double the time to re-epithelialize was

required for older patients after dermabrasion resurfacing procedures as compared

to younger patients.46 Decelerated cell turnover and its concomitant cascade of

alterations in older skin result in heaps of corneocytes that render the skin surface

rough and dull in appearance. Many cosmetic dermatologists use hydroxy acids and

retinoids to speed up the cell cycle in such skin with the expectation that an

accelerated turnover rate will ameliorate skin appearance and speed wound healing

after cosmetic procedures.

The number of Langerhans cells also markedly declines with age. Significantly,

many such cells experience a functional decline, which has been suggested as an

explanation for the reduced immune function of the skin seen in the elderly.36,47

Dermis

Dermal thickness decreases by approximately 20% with age.46 Histologic exami-

nation has revealed that aged dermis is relatively acellular and avascular.1 Normal

aged skin is also characterized by reduced collagen production and the development
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of fragmented elastic fibers. Photoaged skin, in addition to such properties, also

manifests disorganized collagen fibrils and the accumulation of abnormal elastin-

containing material.41,48 Collagen, elastin, and glycosaminoglycans, the three pri-

mary structural constituents of the dermis, clearly undergo significant change with

age; these dermal components have been the focus of the preponderance of anti-

aging research directed at the skin.

Collagen

The most abundant protein present in humans as well as the primary structural

component of the dermis, collagen imparts strength and support to human skin. As

suggested above, over time the structural proteins and primary constituents of the

skin decline, manifesting in visible signs of cutaneous aging. Epidermal and dermal

atrophy as well as flattening of the rete ridges characterize endogenously aged

skin.1 Rhytides, or wrinkles, present in the epidermal and dermal layers of the skin.

However, little is known about the pathogenesis of wrinkles.49 Alterations in

collagen are known to play an integral role in the cutaneous aging process, of

which wrinkles are the primary manifestation (along with changes in elasticity and

pigmentation). Consequently, collagen-containing topical products intended

for ‘‘anti-aging’’ purposes have achieved great, though unwarranted, popularity.

There are no products yet available to permanently replace the collagen lost with

aging.

Collagen, which comprises 70% of dry skin mass, is actually a dynamic family

of proteins.50 In older skin, collagen exhibits thickened fibrils organized in rope-

like bundles that appear to be in disarray, as compared to the patterns identified in

younger skin.1 Further, aged fibroblasts have been shown, in vivo and in vitro, to

synthesize lower levels of collagen. With age, the ratio of collagen types in human

skin changes, serving as an important histologic marker of cutaneous aging. Colla-

gen I comprises 80% of young skin, with collagen III composing about 15% of total

skin collagen; in older skin, the ratio of type III to type I collagen has been

demonstrated to increase as a result of a substantial loss of collagen I.51 The overall

collagen content per unit area of skin surface is also known to diminish approxi-

mately 1% per year.52 Significantly, collagen I levels have been demonstrated to

decrease by 59% in irradiated skin,53 a decline ascribed to the extent of photo-

damage.54 Collagen I is the most important and copious form of collagen in human

skin, but other collagen types are influenced by the aging process and these

alterations also occur in the human dermal layer.

Collagen IV, an integral element of the DEJ, confers structural framework for

other molecules and contributes significantly to the maintenance of mechanical

stability. There have been no significant differences reported in collagen IV levels
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in sun-exposed skin compared to unexposed skin, but significantly lower collagen

IV levels have been noted at the base of wrinkles as compared to the flanks of the

same wrinkles. Consequently, it is thought that the loss of collagen IV may

adversely affect the mechanical stability of the DEJ, thereby promoting the forma-

tion of wrinkles.42

Collagen VII is the dominant component in anchoring fibrils, which attach the

basement membrane zone to the underlying papillary dermis. In a decade-old study,

a significantly lower number of anchoring fibrils were found in patients with

chronically sun-exposed skin as compared to normal controls. The investigators

speculated that wrinkles may develop as a result of anchoring fibril degradation

weakening the bond between the dermis and epidermis.55 A different study

revealed the loss of collagen VII to be more pronounced in the base of the wrinkle

(as observed with collagen IV in the same study).42

The loss of collagen, while a natural endogenous process, has been demonstrated

to be accelerated as a consequence of chronic sun exposure. The cascade of events

begins with UVR exposure significantly upregulating the production of several

types of collagen-degrading enzymes known as matrix metalloproteinases (MMPs).

Initially, UV exposure induces an increase in the level of the transcription factor c-

jun. The other transcription factor involved in this chain, c-fos, is abundantly

present prior to UV exposure. The combination of c-jun and c-fos then contributes

to the development of activator protein-1 (AP-1), which, in turn, activates the MMP

genes that stimulate collagenase (MMP-1), gelatinase (MMP-9), and stromelysin

(MMP-3) synthesis. Subsequently, collagen degradation is mediated by AP-1

activation and the inhibitory activity of transforming growth factor (TGF)-beta

signaling.56 Ultimately, then, UV irradiation dynamically interferes with collagen

by inducing the degradation of existing collagen and hindering the production of

type I and type III procollagen, by downregulating gene expression of types I and III

procollagen.28 This occurs immediately following UV irradiation, but chronic

effects are seen in diminished procollagen I production in skin that is severely

photodamaged, even without recent UV exposure.28,54,57 Studies in humans have

revealed that MMPs, particularly collagenase and gelatinase, are synthesized within

hours of UVB exposure.58 Sustained production of MMPs results from frequent or

multiple UVB exposures.48 It is thought that protracted and chronic long-term

elevations in the levels of collagenase and other MMPs likely yield the disorganized

and clumped collagen that typifies photoaged skin. The production and activity of

these MMPs may represent the mechanism through which collagen I levels decline

as a consequence of UV exposure. By characterizing the broad influences of UV in

activating cell surface growth factor and cytokine receptors, investigators have

determined that extrinsic and intrinsic skin aging are distinguished by increased

AP-1 activity and MMP expression, inhibited TGF-beta signaling, decreased colla-

gen production, and elevated collagen degradation.56 It is thought that any such

collagen changes due to endogenous aging are likely to be exacerbated by chronic

sun exposure.
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Elastin

‘‘Elastosis,’’ an accumulation of amorphous elastin material, results from chronic

exposure to the sun. Therefore, such alterations identified in elastic fibers are consid-

eredpathognomonic of photoaged skin.As elastotic substances amass, the surrounding

collagen meshwork erodes.48 These changes induced by UV exposure can also be

described as a thickening and coiling of elastic fibers in the papillary, or superficial,

dermis. Chronic UV exposure can also engender such alterations in the reticular, or

deeper, dermis.59 Investigators conducting electron microscopy examination of

elastic fibers in UV-exposed skin have observed decreased numbers of microfibrils,

as well as increases in interfibrillar space, the complexity of the shape and arrange-

ment of the fibers, and the number of electron-dense inclusions.60 It is also worth

noting that elastin extracted from the skin of elderly patients has been found to

contain small amounts of sugar and lipids and an abnormally high level of polar

amino acids.1 Much less is known about elastin than collagen, in general. Accord-

ingly, the etiologic pathway(s) of elastin alteration due to aging are not as well

understood as age-related changes in collagen. Nevertheless, MMPs are believed to

be involved in the process because MMP-2 has been shown to degrade elastin.61

Despite the lacunae in knowledge regarding the pathogenesis of age-related

elastin degradation, the initial response of elastic fibers to photodamage has been

established as hyperplastic, yielding an increase in elastic tissue. The magnitude of

the hyperplastic response is dependent upon the level of sun exposure. A secondary

response to photodamage occurs in aged elastic fibers, but it is degenerative, with

skin elasticity and resiliency diminishing.62,63 In such skin, alterations are observed

in the normal pattern of immature elastic fibers, called oxytalan, which are found in
the papillary dermis. In young skin, these fibers develop into a network that ascends

perpendicularly from the outermost papillary dermis to just below the basement

membrane of the skin. With age, this network incrementally dissolves.53 As a

result, skin elasticity gradually diminishes with age.64 It is likely that sagging

skin, which is commonly seen in the elderly, may be due, primarily, to such a

loss of elasticity.

Glycosaminoglycans

In addition to collagen and elastin, glycosaminoglycans (GAGs), mucopolysaccha-

ride chains with repeating disaccharide units attached to a core protein, are respon-

sible for imparting viscosity and structural integrity that contribute to the outward

appearance of the skin. GAGs are also significant molecules because they possess

the capacity to bind water up to 1,000 times their volume. The GAG family of

carbohydrates, integral components of connective tissue, is quite large, but the most
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physiologically significant members include hyaluronic acid (HA), dermatan sul-

fate (both of which are two of the most prevalent GAGs), chondroitin sulfate,

heparin, heparin sulfate, and keratan sulfate. Maintenance of hydration in normal

skin is ascribed to these compounds, which are also thought to contribute to the

maintenance of salt and water equilibrium. GAG levels, especially HA levels, have

been found to be decreased in photoaged skin, according to several studies,65

although some earlier studies suggested no reduction in the level of GAGs in

aged skin.66 This discrepancy in findings is likely due to the fact that HA is

produced in the epidermis as well as the dermis. The total HA level in the dermis

remains stable in endogenously aging skin, but epidermal HA almost completely

dissolves.67 Despite the previously mentioned discrepancy in results, there is

evidence that reduced levels of HA and elevated levels of chondroitin sulfate

proteoglycans have been associated with photoaging.68 Interestingly, these patterns

are also observed in scars.

HA, as one of the most important GAGs, can bind 1,000 times its weight in

water, and is thought to play a significant role in retaining and maintaining water in

the skin. HA, which is found in all connective tissue, is synthesized primarily by

fibroblasts and keratinocytes in the skin.69 Besides the dermis, HA is extant in the

epidermal intercellular spaces, particularly the middle spinous layer, but not in

the SC or stratum granulosum.70 In young skin, HA is present at the periphery of

collagen and elastin fibers and at their intersection. In aged skin, these connections

with HA have been found to have eroded.65 Indeed, decreased levels of HA are

associated with aged skin, which is less plump than youthful skin. The reduction in

HA connections and levels, which contribute to its disassociation with collagen and

elastin as well as diminished water binding, may be a factor in the characteristic

changes associated with aged skin, including wrinkling, altered elasticity, reduced

turgidity, and decreased capacity to support the microvasculature of the skin. The

role of HA in skin hydration has not been completely elucidated as yet, though. It is

known, however, that HA does not penetrate the skin upon topical application.71

HA has been successfully used as a temporary dermal filling agent in soft-tissue

augmentation procedures; no permanent replacements have been yet devised, nor

have there yet been any suitable HA-containing topical products that can replace

this important GAG.

Melanocytes

The number of melanocytes, the epidermal cells responsible for producing the

pigment melanin, declines from 8 to 20% per decade through the aging process.

This reduction is observed clinically in older patients as a decline in the number of

melanocytic nevi.1 Aged skin exhibits a diminished capacity to protect itself from

the sun because melanin, which declines in the elderly, absorbs carcinogenic UV
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radiation. Consequently, older people are more susceptible to the development of

UV-induced cancers. Accordingly, sun protection remains important for elderly

patients even though the majority of an individual’s deleterious sun exposure

occurs during the first two decades of life. Healthy elderly people should be

advised that it is not ‘‘too late’’ to incorporate a sunscreen into their skin care

regimens. Inactive melanocytes, which are present in greater abundance with

age, are also especially copious in hair follicles, which accounts for the graying

of hair.72

Vasculature

Several studies have demonstrated that aged skin is comparatively avascular. In one

study, investigators noted a 35% decrease in the venous cross-sectional area in aged

skin as opposed to young skin.73 This kind of a decline in the vascular network is

particularly salient in the papillary dermis with the disappearance of the vertical

capillary loops. Significantly, reduction in vascularity is also associated with

diminished blood flow, depleted nutrient exchange, inhibited thermoregulation,

lower skin surface temperature, and skin pallor.

Subcutaneous Tissue

The appearance of aged skin is known to be influenced by site-specific gains and

losses that occur in subcutaneous tissues. With aging, subcutaneous fat dwindles in

the face, dorsal aspects of the hands, and the shins. In other regions, particularly the

waist in women and the abdomen in men, fat accumulates with age.1

The Role of Free Radicals in Photoaging

As suggested above, the formation and activity of free radicals, also known as ROS,

are thought to contribute to the aging process. ROS are composed of oxygen

molecules with an unpaired electron and are created by normal metabolic processes

as well as various exogenous factors, including UV exposure, pollution, stress, and

smoking. In addition, there is evidence that free radicals provoke changes in gene

expression pathways, which in turn influences the degradation of collagen and the

accumulation of elastin observed in photoaged skin.61 Significantly, antioxidants

act to neutralize free radicals by providing another electron, supplying an electron

pair to an oxygen molecule, thereby stabilizing it.
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Changes in Skin Appearance

Dry Skin

Aged skin is often characterized by xerosis. Dry, scaly skin can be at least partially

attributed to the degradation or loss of skin barrier function with increasing age. In

fact, the recovery of hindered barrier function has been shown to be slower in aged

skin, yielding an increased susceptibility to developing xerosis. The emergence of

dry skin is actually the result of a multifactorial process that includes lower lipid

levels in lamellar bodies74 and a decrease in epidermal filaggrin.75 Older skin also

manifests elevated transepidermal water loss (TEWL), rendering the SC more

susceptible to developing dryness in low-humidity environments. Besides xerosis,

aged skin also often exhibits roughness, wrinkling, pallor, hyper- or hypopigmenta-

tion, laxity, fragility, and benign neoplasms, and is predisposed to easier bruising.

Benign Neoplasms in Aging Skin

The surface texture and appearance of the skin can change dramatically with age.

For instance, acrochordons (skin tags), cherry angiomas, seborrheic keratoses,

lentigos (sun spots), and sebaceous hyperplasias, among other lesions and cutane-

ous alterations, are not atypical developments. Removal of these benign neoplasms

is a common request among patients of dermatologists and plastic surgeons.

Destructive treatment options are varied and plentiful, including hyfrecation and

several laser methods.

Treatment of Photoaged Skin

Several in-office procedures and topical agents, most of which are intended to

‘‘resurface’’ the epidermis, are employed for the treatment of photoaged skin.

This amounts to removing the damaged epidermis and, in some cases, dermis,

and replacing the tissue with remodeled skin layers. Resurfacing techniques have

been demonstrated to stimulate the synthesis of new collagen with a normal staining

pattern, as compared with the basophilic elastotic masses of collagen emblematic of

photoaged skin.76 Technological advancement and innovation in the expanding

fields of tissue engineering and gene therapy may eventually result in the incorpora-

tion of growth factors, cytokines, and telomerase into the treatment armamentari-

um.77 Several antioxidants, such as vitamins C and E, coenzyme Q10, ferulic acid,

green tea, idebenone, pycnogenol, tea tree oil, resveratrol, licochalcone, and sily-

marin are included in topical skin care products to combat photoaging.
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Despite the availability of several treatment options for aged skin, prevention of

exogenous aging remains the best approach and should be encouraged to all

patients. Such measures refer to patterns of behavior and avoidance, such as

avoiding exposure to the sun when reasonable, using sunscreen when sun avoidance

is impossible, avoiding cigarette smoke and pollution, again, when feasible, eating

a diet high in fruits and vegetables, and also taking oral antioxidant supplements or

topical antioxidant formulations.

Regularly using prescription retinoids can also contribute to the prevention or

treatment of rhytides, the most salient and frequent sign of cutaneous aging. At the

very least, the topical application of all-trans retinoic acid (0.025–0.1%), also

known as tretinoin, was shown a decade ago to ameliorate the appearance of

photoaged skin.78,79 Interestingly, all-trans retinoic acid had previously been

demonstrated in photoaged skin to promote the gene expression of types I and III

procollagen.54 It is also believed that tretinoin can inhibit the cascade of cellular

events induced by acute UV irradiation that result in the breakdown of colla-

gen.28,80

Prevention

Rhytides emerge as a result of alterations in the lower, dermal layers of the skin.

This is noteworthy because few skin care product ingredients have the capacity to

penetrate deeply enough into the dermis to affect or ameliorate deep wrinkles,

despite the advertising for topical formulations intended to combat aging. Conse-

quently, prevention of wrinkle development is promoted as a fundamental approach

to anti-aging skin care.81 It is now well understood that to prevent the formation of

wrinkles, it is necessary to halt the degradation of collagen, elastin, and HA, all of

which decline with age. Therefore, the preponderance of anti-aging procedures and

products are designed or formulated with the goal of salvaging, or even enhancing,

at least one of these primary dermal constituents. However, the technology neces-

sary to adequately deliver these compounds into the skin does not yet exist. Indeed,

the topical products that contain collagen, elastin, or HA cannot suitably replace the

main elements of the skin that subside through aging. Nevertheless, some products

do foster the natural synthesis of these substances. For example, by the use of

retinoids,57 vitamin C82 and copper peptide have been demonstrated to stimulate

the synthesis of collagen. Oral vitamin C intake may also promote collagen

production.83 In addition, retinoids have been demonstrated to increase HA84 and

elastin synthesis in animal studies.85 Glucosamine supplementation has also been

reported to increase HA levels.86 No products have yet been established or

approved for enhancing elastin or increasing its production.

Reducing inflammation is another key aspect of wrinkle prevention since in-

flammation is known to accelerate the degradation of collagen, elastin, and HA. The

myriad antioxidants already on the market or under investigation are the focus here,

as all display distinguishing characteristics, activity, and bioavailability in scav-
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enging ROS, thereby protecting the skin via various mechanisms that are only

beginning to be elucidated. Skin inflammation results from ROS acting directly on

cytokine and growth factor receptors in dermal cells and keratinocytes. Although

much remains to be learned about the impact of cytokines and growth factors on

skin aging, these compounds are known to function synergistically in a complex

cascade of events.87 This mechanism is believed to be induced by UV exposure,

which provokes growth factor and cytokine receptors in keratinocytes and dermal

cells, contributing to downstream signal transduction by stimulating mitogen-

activated protein (MAP) kinase pathways (specifically, extracellular signal-regulated

kinase, c-jun N-terminal protein kinase, and p38), which amass in cell nuclei

and form cFos/cJun complexes of transcription factor activator protein 1, triggering

the activation of the MMPs collagenase, 92-kDa gelatinase, and stromelysin to

breakdown collagen and other connective skin.80,88

While the roles of cytokines and growth factors in aging skin remain to be fully

ascertained, the direct effects of free radicals on the aging process and cutaneous

aging are well understood. For example, the MAP kinase pathways, which have

been demonstrated to activate collagenase production and therefore the degradation

of collagen, are mobilized by free radicals.88 In fact, in one study, human skin

pretreated with the antioxidants genistein and N-acetyl cysteine were shown by

Kang et al. to inhibit the UV induction of the cJun-driven enzyme collagenase.

Using antioxidants in this context is thought to inhibit photoaging by preventing

collagenase production, thereby preserving collagen. It is worth noting that while

genistein and N-acetyl cysteine exhibit antioxidant properties, these compounds

exerted no effect on UV-induced erythema in this study. Nevertheless, combining

antioxidants is considered a viable approach to enhancing the effects of each

ingredient, as several antioxidants have evinced a propensity to work synergistical-

ly with others. In a randomized, double-blind, parallel-group, placebo-controlled

investigation of the effects of combining oral formulations of vitamins C and E,

carotenoids, selenium, and proanthocyanidins, participants who took the antioxi-

dant combination before UVB exposure exhibited a difference in MMP-1 produc-

tion as compared with the placebo group (p< 0.05).89 Like the study by Kang et al.,

no significant differences were observed between the oral antioxidant group and the

placebo group regarding minimal erythema dose of the skin.

One group of subjects received daily administration of a base cream containing

0.05% ubiquinone (better known as coenzyme Q10), 0.1% vitamin E, and 1%

squalene, along with an orally administered cocktail of 50 mg of coenzyme Q10 þ
50 mg of d-RRR-alpha-tocopheryl acetate þ 50 mgrams of selenium, while the

second group was treated with base cream only.90 The patients receiving topical

and oral administration of the combined antioxidants exhibited higher levels of

coenzyme Q10 and vitamin E in the SC. Significant increases in the concentration

of coenzyme Q10, d-RRR-alpha-tocopherol, and squalene were measured in the

sebum, though not in the SC or plasma, of the patients treated only with topical

antioxidant cream.

Despite the plethora of research and media attention regarding the prevention of

the effects of photoaging, it is not yet known which antioxidants may be the most
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suitable for use in the treatment realm. Combining topical and oral antioxidants, or

using formulations that are themselves combinations of antioxidants, will likely be

the recommended approach to these compounds in the near future. It is also

suggested that antioxidants be combined with sunscreens and retinoids to enhance

the protective effects of each type of compound because not all sunscreens have an

antioxidant effect and not all antioxidants have a sunscreen effect. However, a

recent study has shown that a formulation combining vitamins C and E along with

ferulic acid confers both a sunscreen effect and an antioxidant effect.91

Some Notable Antioxidants

In recent years, several natural compounds have been found to exhibit antioxidant

activity. In light of the previously discussed free radical theory of aging, these

compounds are especially compelling insofar as they represent the potential to, in

some ways, counteract or decelerate the pace of aging. While an exhaustive survey

of natural antioxidants (which include such highly touted botanicals as green tea,

feverfew, rosemary, grape seed extract, vitamins C and E, ferulic acid, resveratrol,

caffeine, mushrooms, curcumin, etc.) would far exceed the scope of this chapter, a

few antioxidant ingredients that have recently gained favor and attention are briefly

discussed here, particularly in relation to cutaneous effects and/or photoaging.

Caffeine, consumed in popular beverages such as coffee and tea, as well as in

certain foods, is believed to confer significant anti-carcinogenic and antioxidant

activity. In a recent study, caffeine applied topically 5 days a week for 18 weeks

inhibited carcinogenesis and promoted apoptosis in sunburn cells of hairless SKH-1

high-risk (UVB-pretreated) mice.92 In another influential study, SKH-1 hairless,

tumor-free mice were pretreated with UVB twice weekly for 20 weeks and then

topically treated with caffeine or (�)-epigallocatechin gallate (EGCG), once a day

5 days a week for 18 weeks. Investigators noted a reduction in the number of

nonmalignant and malignant skin tumors per mouse of 44 and 72%, respectively, in

the caffeine group and 55 and 66%, respectively, in the EGCG group.93 In addition

to its effects on such UV-mediated processes, caffeine applied topically after UV

exposure has been demonstrated to reduce skin roughness and transverse rhytides in

mice.94

Coenzyme Q10, a fat-soluble antioxidant present in all cells as an element in the

electron transportation chain responsible for energy production, has been demon-

strated to confer antiapoptotic activity.95 This compound, which also occurs natu-

rally in fish, shellfish, spinach, and nuts, has been shown to diminish with age in

animals and humans, like the key constituents of the skin.96 It is also worth noting

that while UV light is known to deplete vitamins C and E, glutathione, and

coenzyme Q10 from the epidermis and dermis, coenzyme Q10 is consistently the

first antioxidant to be eliminated in the skin.

Ferulic acid (4-hydroxy-3-methoxycinnamic acid) is prevalent in the plant

world, and present in the cell walls of numerous plants, including grains, fruits,
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and vegetables.97,98 This potent antioxidant, when included in cosmetic lotions, is

also known to confer photoprotection to skin.99 In addition, it is a member of the

family of polyphenolic compounds known as hydroxycinnamic acids, which deliver
cutaneous benefits,100 particularly in sunscreens. As a strong UV absorber, ferulic

acid is also incorporated into such products.101 In fact, it might be most useful when

combined with other antioxidants. Investigators found that the inclusion of ferulic

acid into a solution including vitamins C and E led to a twofold increase in the skin-

protective capacity of the already protective formulation.91 It is thought that such a

combination of topical antioxidants in a broad-spectrum sunscreen has the potential

to impart optimal UV protection to the skin.102

Feverfew (Tanacetum parthenium), a perennial herb with a long history of use in
folk medicine,103 has been demonstrated to exhibit anti-inflammatory properties.104

Its major sesquiterpene lactone, parthenolide, is known to inhibit nuclear factor-

kappaB (NF-kB) and exhibit antiproliferative activity.105 Parthenolide has been

shown in vitro to consistently evince antitumor activity,106 especially against skin

cancer induced by UV irradiation.104 The broad activity of parthenolide against

UVB-induced damage has led to the consideration of this feverfew ingredient for its

potential as an agent to prevent cutaneous photoaging.107

Green tea (Cammelia sinensis) is a popular beverage consumed worldwide and a

popular ingredient in personal care products, such as moisturizers, cleansers,

shower gels, toothpastes, depilatories, shampoos, and perfumes. Products that

include green tea as main ingredients are designed to harness the reportedly potent

antioxidant capacity of the polyphenols that occur naturally in the green tea leaf.

These polyphenols are known to affect the biochemical pathways involved in cell

proliferation, inflammatory responses, and responses of tumor promoters.108 The

active ingredients in the polyphenols of the leaves, known as catechins, include
epicatechin, epicatechin-3-gallate, epigallocatechin, and the most prevalent one,

epigallocatechin-3-gallate (EGCG), which is the most studied constituent and

comprises 30–40% of the dry weight of green tea leaves.109 Green tea polyphenols,

particularly EGCG, are considered especially adept at inhibiting the carcinogenic

activity of UV radiation and providing broad protection against UV-mediated

responses such as sunburn, immunosuppression, and photoaging, and are therefore

believed to exhibit skin-protective potential too when included or combined with

traditional sunscreens.110

Polypodium leucotomos (PL) extract, which is derived from tropical fern, has

been shown to possess potent antioxidant properties. In one study, phototoxicity

incidence was reduced after oral PL administration in participants receiving PUVA

treatment,111 as well as in normal healthy subjects.112 In a different study, substan-

tially enhanced membrane integrity, reduced lipid peroxidation, increased elastin

expression, and inhibited MMP-1 expression characterized PL-treated keratino-

cytes and fibroblasts exposed to UV.113

Pycnogenol, a plant extract derived from pine bark, grapes, apples and other

botanicals, is laden with procyanidins, or condensed tannins (also called proantho-
cyanidins), a group of potent free-radical scavenging compounds. Procyanidins are

also found in other parts of these plants and in various other plants known to impart
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antioxidant activity, such as bilberry, cranberry, black currant, green tea, black tea,

blueberry, blackberry, strawberry, black cherry, red wine, red cabbage, as well as in

grape seed and grape skin. In one study, pycnogenol concentrations of 0.05–0.2%

were used to pretreat Skh:hr hairless mice, resulting in a dose-dependent reduction

of the inflammatory sunburn reaction (edema) after minimally inflammatory daily

exposures to solar-simulated UV radiation.114 In a study with 21 human volunteers,

oral supplementation with pycnogenol was deemed responsible for mitigating the

cutaneous effects of UV radiation, specifically reducing erythema.115 During sup-

plementation, the UV radiation level necessary to achieve one minimal erythema

dose (MED) was significantly elevated. Pycnogenol is also known to confer anti-

inflammatory effects, which are thought to occur, at least partly, due to its inhibition

of IFN-g-induced expression of ICAM-1.116 Notably, procyanidins, which are also

rife in grape seed extract, are believed to be capable of stabilizing collagen and

elastin, thereby enhancing the elasticity, flexibility, and appearance of the skin.

Resveratrol, a polyphenolic phytoalexin compound also present in the skin and

seeds of grapes, as well as in berries, peanuts, and other foods,117–119 is thought to

exhibit potent antioxidant, anti-inflammatory, and anti-proliferative activity.120,121

In particular, resveratrol is believed to act as a chemopreventive agent against skin

cancer as well as an anti-proliferative agent against oral squamous, breast, colon,

and prostate cancer cells,122 inducing apoptosis in such tumor cells.123 Resveratrol

may also have a role to play in treating the cutaneous signs of aging. A recent report

demonstrates that resveratrol protects against UVB-mediated cutaneous damages in

SKH-1 hairless mice.124,125 Data on resveratrol are sufficiently convincing that this

antioxidant is considered suitable for incorporating into various skin care products

(e.g., emollients, patches, sunscreens) designed to prevent skin cancer and other

UV-induced conditions.125

Rosemary (Rosmarinus officinalis), long used as a food spice and in traditional

medicine, has been recently shown to possess potent antioxidant capacity, which is

ascribed to its component phenolic diterpenes.126–128 In addition, rosemary extracts

have been demonstrated to exhibit anticarcinogenic properties, including reduction

of skin tumorigenicity.129 Specifically, rosemary has been shown to suppress

tumorigenesis in the two-stage skin cancer model in mice,130,131 and exhibit

photoprotective properties.132 A study of human surface lipids in which skin treated

with rosemary extract protected against free radical damage engendered by t-butyl
hydroperoxide has also supported the growing antioxidant reputation of rose-

mary.133,134 Finally, investigators studying the role of oxidative stress and sulfdryl

(SH) groups in heat shock protein 70 (HSP70) induction in human skin fibroblasts

and the effect of antioxidants concluded that the antioxidant activity of hydrophilic

rosemary extract exhibits the potential to reduce ROS-induced skin damage while

delivering cosmetic benefits.135

Silymarin, a naturally occurring polyphenolic flavonoid or flavonolignans con-

stituent of the seeds of the milk thistle plant Silybum marianu, has been demon-

strated to exhibit antioxidant, anti-inflammatory, and immunomodulatory activity

in several animal models and is thought to have the potential to prevent skin cancer

as well as photoaging.136 Silybin, the primary component of silymarin that is
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thought to account for its salubrious effects, has been shown following systemic

administration to be bioavailable in skin and other tissues.137 Topical application

of silybin prior to or immediately after UV exposure has also been noted for

strongly protecting against UV-induced epidermal insult by depleting thymine

dimer‐positive cells.138

Sun Avoidance

Sun avoidance remains the obvious and most effective approach to prevent the

numerous deleterious effects of UV radiation, but this can often be challenging to

achieve. The use of sunscreen is also considered a primary component in anti-aging

and skin-protective regimens, particularly products that protect against UVA as

well as UVB radiation. In a study on the utility of sunscreens, children that tend to

freckle developed 30–40% fewer freckles when treated daily with an SPF 30

sunscreen as compared to children who were not treated with a sunscreen.139 This

study reinforces the long-standing recommendations of dermatologists for patients

to protect against sun exposure in order to prevent the formation of such pigmented

lesions that not only render an older appearance, but are associated with an elevated

risk of melanoma. While avoidance is often impractical as well as an unpopular

suggestion among many patients, it is incumbent upon physicians to assess the

receptivity of their patients and recommend as stringent a sun-avoidance regimen as

they deem their patients will accept. At a minimum, patients should be encouraged

to avoid sun exposure between 10 A.M. and 4 P.M. and to avoid tanning beds at any

hour. The use of a Wood’s light to demonstrate to patients the skin damage that they

have already experienced from sun exposure can be a sobering but persuasive

method to get patients to implement any or several sun-protective behaviors,

including measures such as the use of sunscreens, antioxidants, and retinoids.

Daily application of sunscreen is recommended, even when patients intend to

stay inside. Because UVA radiation can penetrate glass, patients should also be

advised that they can reduce their risk at home and at work by not lingering near

sun-splashed windows and by placing UVA shields on windows. The use of sun-

protective clothing, such as a broad-brimmed hat and SPF 45 clothing, also serves

as a practical complement to a healthy sun-protective regimen when prolonged

exposure is anticipated and unavoidable or as a substitute when sun avoidance is not

feasible.

Microbiology of the Skin

Human skin is considered an organ and is composed of different tissue types –

namely, epidermal, nervous, muscular, and connective. The total surface area of

human skin is 1.75 m2 and it weighs approximately 5 kg. Certain regions of the
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body such as the axillae, groin, and areas between the toes are well known to

support the growth of relatively high densities of bacterial cells. At other sites of the

body the density of bacterial populations are considered, in comparison, much

lower. Consequently, both the density and composition of the normal flora of the

skin will vary between anatomical locales.

The skin, as mentioned previously, is composed of an outer epidermis and an

inner dermis. The outermost epidermal layer is 0.5–3 mm thick and this is the layer

that is important in microbial adhesion and proliferation of intact skin. The epider-

mis consists of approximately 90% dead keratinocytes. Other cells found in the

epidermis include melanocytes (important for reducing skin damage as they absorb

UV light), Langerhans cells (immune response cells), and Merkel cells (cells that

have adapted for sensory signals association). The layer below the epidermis is the

dermis. It is here that the skin becomes more complex. Found here are collagen and

elastin fibers forming connective tissue, hair follicles, sebaceous glands, sudoriferous

glands, adipose tissue, nerves veins, and capillaries.

Essentially, the skin provides the first line of defense to microorganisms that

wish to adhere.140–143 Such defenses include a low moisture content, antimicrobial

peptides, a slightly acidic (5.5) pH, a high salt content, the presence of lipids and

fatty acids, immunoglobulins, and a continual shedding of squames and lysozymes.

In addition, airborne pathogens generally have a reduced ability to settle and adhere

on skin because of the airflow that occurs continually across the body surface. If

microorganisms do reach the skin surface, they are exposed to dead keratinized

cells together with a lipid-rich surface coating composed of esters, sterols, alkanes,

ceramides, and phospholipids, among others, found between these cells which

reduce irreversible adhesion and proliferation. Owing to the very low availability

of nutrients and high levels of keratin, which cannot be biodegraded by most

bacteria, microbial proliferation is therefore substantially reduced. Skin has its

own lymphoid tissue providing both a humoral and cell-mediated response. How-

ever, certain regions of the body have skin with a higher moisture content than

normal and a neutral or slightly alkaline pH and as such these areas are more

effectively colonized by certain groups of bacteria. It is interesting to note that

females generally have a lower skin surface pH than men.144 The significance of

this has not yet been determined.

Microflora of the Skin

Despite the vast array of microorganisms found in nature there are only a few that

are found colonizing the human skin.145,146 Bacteria that colonize the skin are

referred to as the resident microorganisms or ‘‘normal microbiota of the skin.’’

Price in 1938147 first classified the term resident flora as constituting those bacteria
that were relatively stable in both composition and numbers on the human skin.
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He also proposed the term transient flora to represent those microorganisms

(exogenous) that ‘‘lie free’’ on the skin surface.147

To date, both quantitative and qualitative data obtained from skin microbiology

studies, over the past 50 years, have generated only small amounts of comparable

data. This is because many studies have used different sampling techniques to both

quantify and culture microorganisms that are retrieved from the skin at different

anatomical sites. Most of the research embarked upon in skin microbiology was

accomplished between 1960 and 1980 and based on culturable techniques only to

identify bacteria.148–151 Consequently, this has resulted in a gross underestimation

of the true diversity and richness of skin microbiota in different regions of the body.

Also, the different microbial recovery methods applied to the various research

studies have yielded different quantities of bacteria from the same regions of the

body.148,152,153

Both ecological and host factors can influence strongly the normal microflora of

the skin. Such factors include age, sex,153,154 body location, hygiene, climate,

soaps, occlusion, race, occupation, as well as status as an in- or outpatient in

hospitals,155 to name but a few. For example, an increase in temperature and

humidity will increase the colonization rate of bacteria. In one study it was found

that bacteria survived longer on wet skin compared to skin that was dry.156

Skin Flora from Birth

The fetus is considered microbiologically sterile until soon after birth. Following

birth, the skin of a newborn baby is coated with vernix caseosa, which helps to

maintain the pH of the skin at 7.4. Over time, the vernix disappears and the pH of

the skin becomes more acidic (pH 3.0–5.9).157 This change in pH aids in the

selective colonization of skin by microorganisms.

The pioneering bacteria of the skin are often determined by the mode of delivery

of a newborn. For example, following a caesarean section delivery the newborn is

colonized with microorganisms from the external environment, including the

baby’s mother.158 However, babies born by vaginal delivery are colonized by

microorganisms that are found associated with the birth canal.

Early studies that have looked at the microbiology of skin in infants have

involved the use of scrub techniques to recover bacteria from the skin surface.159

The scrub techniques involve the application of detergents to the groin, forehead,

axillae, and antecubital fossae of newborns. One study using this technique

involved sampling the skin of 25 newborns 2 h following birth. In addition,

newborns were also sampled at days 1, 2, and 5 and 6 weeks after birth. Between

76 and 80% of the sampling sites, 2 h following birth, were colonized with aerobic

bacteria at a level of 36–51 cfu cm2. Within 24 h, the levels of bacteria in the groin,

and also around the axilla regions of the newborn, had increased to 103 cfu cm2.
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Slightly lower numbers of bacteria were detected on the scalp (5.4 � 102 cfu cm2).

After 48 h, bacterial counts had reduced to 5.3� 102 cfu cm2, with level of bacteria

in the axilla and groin regions reducing to 1.0 � 102 cfu cm2. At day 5 the number

of bacteria on the scalp had increased to 2.7 � 103 cfu cm2. After 6 weeks of

sampling, the numbers of bacteria counted on the newborn’s skin were equivalent

to that of an adult, i.e., 9.8 � 104 cfu cm2 at the axilla and 3.2 �105 cfu cm2 at the

groin. The most commonly isolated bacteria in all instances, on all skin areas

sampled, was S. epidermidis. After 6 weeks, Gram-negative bacteria became

quite common on the skin of children, which is considered to be an uncommon

situation on adult human skin. Additional studies carried out on neonates have

shown that within 2.5 h following birth no microbes could be cultured in 6–13%

of babies.

The microflora of infants seem to vary widely between children. Infants are not

colonized early on with a dense microbiota and consequently become very suscep-

tible to colonization by pathogenic microorganisms. Infants are therefore known to

carry many pathogenic and potentially pathogenic bacteria on their skin along with

normal skin flora, when a comparison is made between older children and adults.

The normal flora of the neonate’s skin seems to be very stable, and even bathing of

babies has been shown not to have a significant effect on the skin flora.160

Microorganisms such as Propionibacterium and Malassezia folliculitis are

found in higher numbers during and following puberty. However, colonization of

infants with cutaneous Malassezia commensal flora by the age of 3–6 months has

been documented.161 Malassezia spp. are significant to neonates as potential patho-
gens, as they have been found to cause neonatal sepsis in immunologically imma-

ture infants.162

Most cases of skin infections observed in babies are associated with bacteria

such as Staphylococcus aureus and less predominant organisms such as S. epider-
midis, coliforms, Pseudomonas, and yeast.163 Aly et al.157 studied the adherence of
S. aureus to the nasal mucosal cells in newborns. It was found that the binding of S.
aureus is lower during the first 4 days of life but increases after 5 days.

On the skin of the face of babies a characteristic age-related effect has been

found for levels of resident aerobic and anaerobic bacteria.164 A study by Leyden

et al. found that the density of anaerobic diphtheroids and surface aerobic micro-

cocci were higher in infancy when compared to early childhood.164 In addition,

they concluded that at puberty the quantity of organisms on the skin of the face

increases and that this increase is more significant during late adolescence. The

quantities of anaerobic and aerobic bacteria evident in early adulthood are consid-

ered to remain constant until old age. However, at old age the number of bacteria

decreases. This seems to be related to the production of sebum on the skin

surface.164,165

The skin of neonates becomes a significant infection problem particularly during

hospital stays.166 Transfer of pathogens from the mother’s skin is also a significant

source of infection in neonates.167
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Normal Adult Skin Flora

The microflora of the adult human skin is variable with regard to bacterial strains

and species,168 with quantities of bacteria varying from 6� 102 to 2� 106 bacterial

cells per square centimeter. These numbers do, however, vary, as they are often

dependent on sex, age, and colonization site.169 The adult skin also provides a very

inhospitable environment for microbes to proliferate, which seriously restricts the

microbial diversity.

The most frequently isolated and cultured bacteria found on the adult skin

surface include Staphylococcus, Micrococcus, Corynebacterium, Propionibacter-
ium, Malassezia, Brevibacterium, Acinetobacter, and Dermabacter. However, the
ecology of the skin has been shown to vary as do the methods that have been

employed for microbial identification. For instance, molecular techniques recover a

wider diversity of microorganisms from skin than can be recovered by culturable

techniques.170–172

Coagulase-negative staphylococci (CNS) constitute the majority of bacteria

found as part of the skin ecosystem. CNS are located on the epidermis and the

upper parts of the hair follicles.173 Eighteen different species of CNS have been

isolated from the skin of adult humans174 and approximately 50% of the staphylo-

cocci found colonizing the skin are Staphylococcus epidermidis. S. saprophyticus is
also regularly cultured from the microbiota of the skin but more specifically from

areas such as the vagina and rectum. Other CNS isolated from skin have included S.
hominis, S. warneri, S. haemolyticus, and S. capitis.

Coagulase-positive staphylococci, i.e., S. aureus, have also been isolated

frequently from adult skin. S. aureus is widespread in nature and found principally

on human skin, skin glands, and mucous membranes, but more specifically in the

anterior nares of humans.175,176 S. aureus is found predominantly in high concen-

trations on hands and the perineum.177 But it is not isolated very regularly in certain

regions of the body and is therefore considered a transient bacterium.178

Kloos and Musselwhite179 studied the distribution of Staphylococcus and Mi-
crococcus species and associated coryneform bacteria, Acinetobacter, Klebsiella,
Enterobacter, Bacillus, and Streptomyces on adult skin. Staphylococci and coryne-

forms were found to be the most predominant and persistent bacteria isolated from

the nares and axillae. On the head, legs, and arms, staphylococci, coryneforms,

micrococci, and bacilli were the most predominant bacteria. Gram-negative isolates

such as Acinetobacter were most frequently isolated during the warmer months of

the years. S. aureus and S. epidermidis were the most predominant and persistent

staphylococci isolated from the nares. S. epidermidis and S. hominis were the most

predominant and persistent staphylococci isolated from the axillae, head, legs, and

arms. S. capitis was often isolated from the head and arms and S. haemolyticus was
often isolated from the head, legs, and arms. S. simulans, S. xylosus, S. cohnii, S.
saprophyticus, S. warneri, and an unclassified coagulase-positive species were only
occasionally isolated from skin. In addition to this study, Nagase et al.176 in 2002
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conducted a survey that studied the distribution of Staphylococcus species on the

skin of animals and humans. In this study, staphylococci were isolated from 12

(100%) of 12 pigs, 17 (89.5%) of 19 horses, 30 (100%) of 30 cows, 73 (90.1%) of

81 chickens, 10 (40%) of 25 dogs, 23 (76.7%) of 30 laboratory mice, 20 (52.6%) of

38 pigeons, and 80 (88.9%) of 90 human beings. The predominant staphylococci

isolated from a variety of animal species were novobiocin-resistant species, S.
xylosus and S. sciuri, regardless of the animal host species. The novobiocin-

resistant species including S. xylosus and S. sciuri were only occasionally isolated

from human skin. The predominant staphylococci found on human skin were

novobiocin-sensitive species, S. epidermidis (63.8%), followed by S. warneri
(28.8%) and S. hominis (13.8%).

Micrococci luteus is the most predominant and persistent micrococcus isolated

from skin and is found at high densities in regions of the head, legs, and arms.180

Other micrococci that have been isolated have included M. varians, M. lylae, M.
sedentarius,M. roseus,M. kristinae, andM. nishinomiyaensis.M. lylae is frequently
isolated during the colder months of the year.179

Propionibacteria are common inhabitants of hair follicles and sebaceous glands

and are prevalent anaerobes of the normal flora of skin. The most predominant

species found on the skin of the back, forehead, and scalp is P. acnes, which is

particularly relevant at puberty, when densities start to peak.

Gram-negative bacteria are not a common occurrence on normal healthy adult

skin and as such are often considered transient organisms. Common Gram-negative

bacteria frequently found on healthy adult skin include Acinetobacter spp. and

Pseudomonas spp. Acinetobacter spp. are considered to constitute 25% of the adult

skin microflora, being found in high numbers in the perineum, toe webs, and

axillae.179,181,182 Also as part of the skin, microbiota fungi and yeasts are found,

particularly Malassezia. These are known to inhabit the hair follicles.183,184 Seven

different species of Malassezia have been isolated from skin and include Mal.
furfur, Mal. sympodialis, Mal. globosa, Mal. slooffiae, Mal. restricta, Mal. obusta
andMal. pachydermatis. Age has been shown to have an effect on its prevalence on
skin.185,186

From an anatomical point of view, the skin is divided into three distinctive

regions. These regions include the moist areas that provide a great breeding ground

for bacteria to proliferate, i.e., the groin, toe web areas, and the armpits. The oily

areas include the forehead, and the dry areas the forearm.187 Work by Leyden

et al.187 has shown that coryneforms and bacteria belonging to the micrococcacea

group are evident in the toe webs and axillae. In the perineum there were large

proportions of micrococcacea, but much lower than in the axilla area, and, as would

be expected, in this area there were a large number of Gram-negative rods, possibly

fecal in origin.187 Where oily areas are present on the human body, such as the

forehead, the relative levels of micrococcacea and coryneform bacteria were low

while the levels of Propionibacterium spp. were significantly higher. On the scalp,

Malassezia spp. occurred in high concentrations.188,189

The microbial communities found on adult skin differ in composition, being

dictated by the colonizing site, i.e., anatomical site,190 and also the host.
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The diversity and density of bacteria are also governed by environmental perturba-

tions.191 A large number of sebaceous glands are located on the scalp, together with

hair coverage enhancing the moisture content. The major bacteria located here

include the propionibacteria, specifically P. acnes and staphylococci, specifically

S. capitis. The forehead has a high acidic pH, variations in temperature, and a

very high density of sebaceous and eccrine glands. The main bacteria dominating

the forehead, as with the scalp, include propionibacteria, specifically P. acnes,
staphylococci (specifically S. capitis, S. hominis, S. epidermidis), Micrococci,
Malassezia, and coryneforms.168 The hands are composed of regions with varia-

tions in microbial densities and diversity. Also, variations in temperature between

different regions of the body have an effect on microbial composition. The region

beneath the fingernail is very densely colonized specifically, as this region is

occluded and therefore conducive to the proliferation of many anaerobic bacteria,

fungi, and Gram-negative bacteria.

Yeasts are recovered in higher numbers from the elderly population. This is

possibly due to a decrease in sweat production that occurs in the elderly.192 Within

the dry skin areas of the adult, staphylococci represent over 90% of the total

population.187,193 There have been numerous reports on the significant difference

between hospitalized patients and healthy people. In hospitalized patients the skin

has been shown to shift from a more Gram-positive to a more Gram-negative

microflora.181,194–196

Bacterial Interactions, Skin Physiology, and Flora on the Skin

As mentioned previously, the presence of a normal skin flora is important to human

health owing to their resistance to colonization from invading pathogens and also

by their ability to have effects on reactions derived from the body as well as from

xenobiotic agents.197,198 In adults, the skin microflora is generally considered

‘‘relatively stable.’’ However, within this relatively stable ecosystem, interactions

between bacteria and skin cells are known to occur. Nevertheless, chemical and

physical interactions between bacteria on the skin are, to date, very poorly under-

stood. Initial research has shown that major forms of antagonism between bacteria

on the skin surface occur.199 This is very important as a defensive mechanism on

adult skin helping to prevent skin infections.

As well as the resident microflora, the skin is composed of a dead layer of

keratinized cells, referred to as the stratum corneum, which aids in preventing

bacterial attachment. As a food source, keratin can be utilized only by a small

number of bacteria and as such does not constitute a good food source for coloniz-

ing bacteria. Found between these cells are fatty acids, waxes, sterols, and phos-

pholipids, among others, which in combination with dead cells makes the skin

surface very dry and virtually uninhabitable by many bacteria. Combined also with

a low pH, bacterial growth is inhibited. However, certain regions of the body have a

relatively high moisture content and a neutral pH, aiding bacterial adhesion. Other
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problems for bacteria reside on the skin, namely, the ever-shedding squames that

are disseminated together with any adhering bacteria. There is also skin-associated

lymphoid tissue that is involved with humoral and cell-mediated responses of the

immune system and sweat production and contains lysozymes that are known to

cleave beta 1,4 glycosidic bonds found in many Gram-positive (N-acetylglucosa-
mine and N-acetylmuramic acid) and Gram-negative bacteria (peptidoglycan).

Consequently, this armory of defensive mechanisms evident in the human body

does help to substantially reduce microbial proliferation of the intact skin.200,201

The temperature of the human body is regulated at 37�C, but that of the skin is

lower, ranging from approximately 31�C in the big toe region to 36.1�C in the

groin. Ultimately, certain regions of the body that are more accessible and represent

a more favorable environment will enhance the survival and colonization of certain

genera of bacteria.

Skin Flora and Infection

The balance between the skin barrier and innate immunity helps to maintain

healthy skin. Disturbances in this balance may predispose the host to a number of

infections.202–205 Skin infections have been shown to be more significant as humans

age.206 The ‘‘normal’’ skin flora is considered a significant source of serious

infections.207 For example, micrococci, specifically the species M. luteus, have
been associated with cases of pneumonia, septic arthritis, and meningitis.

S. epidermidis is a major inhabitant of the skin and generally comprises greater

than 90% of the aerobic resident flora. They are often classified as contaminants of

the skin when isolated during infections, and are therefore thought of as mutual

bacteria aiding the human innate immune system. Antimicrobial peptides on the

surface of the skin have recently been identified as originating from S. epidermi-
dis.208 However, in certain situations S. epidermidis can be the cause of a number of

life-threatening infections, e.g., biofilm formation on artificial heart values and

intravascular catheters. This is principally due to these bacteria being avid biofilm

formers resulting in enhanced virulence and resistant to antimicrobial chemotherapy.

A ‘‘transient’’ bacterium associated with skin infections is S. aureus. S. aureus is
considered a normal component of the nasal microflora.209–211 Nearly 86.9 million

people (32.4% of the population) are considered to be colonized with S. aureus,212

20% of the population are considered to be persistently colonized, 60% of the

population intermittently carry the bacteria, and 20% are never colonized. S. aureus
found on healthy human skin generally acts as a commensal and rarely as a

pathogen, but it is known to cause minor and self-limiting skin infections. Skin

infections due to S. aureus include impetigo, folliculitis, furuncles and subcutane-

ous abscesses, and the scalded skin syndrome.213,214

Many diphtheroids are found on the human skin. Corynebacterium jeikeium is

the most frequently recovered and medically relevant member of the group,

particularly in hospitalized patients.215 In the last few years, Corynebacterium
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diphtheroids have gained interest because of the increasing number of nosocomial

infections with which they are associated.216,217

Propionibacteria are prevalent in skin-colonizing bacteria. The most well-known

ailment associated with P. acnes is acne vulgaris, which affects up to 80% of

adolescents in the US.218 In fact, P. acnes is able to initiate and also contribute to

inflammation during acne episodes. Reports of P. acnes being associated with

foreign device infections have also been highlighted. Gram-negative rods such as

Acinetobacter are known to be a cause of skin infections, particularly in patients

with wound infections and burns. Acinetobacter has been associated with many

infections such as endocarditis and respiratory tract infections, among others.

Pseudomonas aeruginosa is another Gram-negative bacterium that lives innocu-

ously on human skin. However, they are able to infect practically any tissue with

which they come into contact. Infections due to P. aeruginosa occur primarily in

compromised patients.

Skin bacteria are generally very avid biofilm formers. Evidence of biofilms on

skin has been documented, and the actual architecture has been observed in

dermatitis and eczema. The first reported incidence of biofilms on skin was by

S. epidermidis.219 It has been suggested that the severity of eczema is proportional

to colonization resistance.220

Conclusion

Aging of the skin is a dynamic, multifactorial process governed by intrinsic genetic

factors and mediated by extrinsic influences.221 Intrinsic or natural aging is deter-

mined cellularly as a function of heredity and is therefore inevitable through the

passage of time. Extrinsic aging, which, like intrinsic aging, manifests in cutaneous

alterations, is caused by exogenous sources and is therefore avoidable insofar as the

behaviors or exposures that promote such changes can be reasonably avoided. In

particular, prolonged, chronic exposure to the sun is best avoided to significantly

reduce one’s risk of inducing extrinsic skin aging. Addressing and showing exam-

ples of the attendant wrinkling and pigmentary changes associated with photoaging

and the potentially more serious consequences of chronic sun exposure can be

effective approaches for physicians in an attempt to encourage sun-protective

behavior, as this method appeals to an individual’s strong concern about appear-

ance. The clinical appearance of photoaging is characterized by rough and xerotic

skin, mottled pigmentation, and wrinkling. Such cutaneous manifestations, partic-

ularly when extensive or severe, may be precursors to actinic keratoses and skin

cancer. It is important for physicians to inform patients that photodamage repre-

sents the cutaneous signs of premature aging and that ‘‘sun tans,’’ which remain

popular, qualify as photodamage. Summarizing the role of telomeres in cellular

aging and cancer and/or briefly discussing the differences between intrinsic and

extrinsic aging might prove useful in convincing patients to reduce or eliminate

behaviors that facilitate extrinsic aging and, ideally, reduce the prevalence and
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incidence of photodamage, photoaging, and photo-induced skin cancers. Apart

from sun avoidance, which includes limiting sun exposure to the hours prior to

10 A.M. or after 4 P.M., the only known defenses against photoaging are using

sunscreens to block or reduce the amount of UV reaching the skin, using retinoids

to inhibit collagenase synthesis and to promote collagen production, and using

antioxidants, particularly in combination, to attack and neutralize free radicals.

The skin microflora is a complex ecosystem but to date the ecological studies

that have been undertaken to examine this ecosystem in different regions of both the

infant and adult have been solely culture-based methods that underestimate the true

numbers and diversity of bacteria inhabiting this ecosystem. It is widely accepted

that the resident microbial community on infants and adults alike has a significant

role to play in human health, and that it is generally positive. However, when

imbalances occur, the microbial flora can have a negative effect on human skin.222

We require a deeper understanding of skin microbiology and the aging process,

together with a better understanding of the host factors that are known to affect the

biofilm and its overall community and architecture on skin. The role of personal

hygiene becomes significant with an aging population. In conclusion, the skin

microbiota play a very important role in preventing many pathogens from coloniz-

ing the skin and causing disease, in a manner similar to the ‘‘barrier effect’’

produced by intestinal microbes.
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Chapter 5

Lung Infections and Aging

Sameer K. Mathur and Keith C. Meyer

Introduction

On the basis of US Census data and projections, the fastest growing segment of the

US population is >65 years old. As the demographics in the United States change,

there are projections for a doubling of the elderly population (>65 years old) within

the next 20–30 years. It is recognized that respiratory infections comprise a

significant cause of morbidity and mortality in this population, and many factors

have been identified that contribute to increased incidence as well as increased

severity of respiratory infections in the elderly (Table 5.1).

Age-Associated Changes in Lung Structure and Function

It is well recognized that the normal aging process results in changes in the

structural properties of the lung as well as airway protective mechanisms. These

changes alter lung physiology and function and may contribute to the increased

propensity of elderly individuals to develop respiratory infections.

Lung Tissue

As a consequence of aging, the diameter of bronchioles decreases owing to dimin-

ished tethering that would normally maintain patency at a given lung volume,

alveolar ducts increase in diameter, and the elastic recoil of the lung declines.

Airways tend to close prematurely and lead to ventilation–perfusion mismatching,

air-trapping, and an increase in the alveolar-to-arterial gradient for oxygen.

In addition, the total gas-exchange surface area declines.
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Studies have demonstrated an age-related decrease in the static elastic recoil

pressures, which is most evident at higher lung volumes.1,2 This increase in lung

compliance with aging is thought to be, in part, due to structural changes in the lung

tissue, particularly the expression or modification of extracellular matrix proteins

responsible for supporting the airway, such as elastin and collagen. In the presence

of comorbid conditions, such as chronic obstructive pulmonary disease ( COPD), a

net increase in collagen mass was reported, while the collagen content of lungs from

nonsmokers did not significantly decline with advancing age.3 Individuals with

glucose intolerance or diabetes may be particularly prone to altered collagen

modification due to increased cross-linking by glucose adducts.4 It has been

observed that airspaces do become dilated in healthy older lungs, a feature that

has been referred to as ‘‘senile lung.’’5,6 Nonetheless, although extracellular matrix

changes have been noted for age-related comorbid conditions, it remains somewhat

unclear as to whether the aging of the normal healthy lung in humans is associated

with clear-cut changes in extracellular matrix composition. Moreover, some inves-

tigators have quantitated extracellular components, such as elastin levels, and

reported an increase rather than decline with aging.7,8 Thus, it is likely that the

age-related changes in extracellular matrix composition are quite complex and

involve changes in both the levels of matrix proteins and age-associated modifica-

tions of matrix constituents.

Chest Wall

In addition to changes in lungmatrix, the chestwall becomes less compliant because of

altered costovertebral articulations and calcification of rib cartilage, narrowing of

intervertebral disc spaces, and changes in the contour of the chest,which can be greatly

exacerbated by the presence of kyphoscoliosis or vertebral compression fractures.9 A

decrease in diaphragmatic muscle strength has also been observed in elderly

individuals,10,11 which may be due to a general decline in muscle mass associated

with aging.12 Furthermore, several comorbidities such as poor nutritional status,

cardiac dysfunction (e.g., congestive heart failure), and neurological dysfunction (e.

g., cerebral vascular disease) can also affect respiratory muscle strength.13–17

Table 5.1 Factors predisposing the elderly to lung infections

l Changes in airway structure and physiology

– Diminished airway tethering and early closure in expiration

– Diminished mucociliary clearance

� Chest wall changes

– Altered contour and composition

– Decreased compliance

� Declining airway protective reflexes

� Immune dysfunction

– Innate immunity

– Adaptive immunity
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Ventilatory responses to hypoxic or hypercapneic stimuli also become blunted as

part of the aging process in clinically healthy individuals who have no evidence of

pulmonary disease. Although often mild, the age-associated structural and func-

tional changes that affect both the chest wall and the lung itself may significantly

limit an elderly individual’s ability to cope with a severe stress such as pneumonia,

especially in patients who already have entered an age-associated ‘‘frail’’ state.18

Airway Protection

Intact and well-functioning protective reflexes to prevent the aspiration of upper

airway contents are essential for preventing lower respiratory tract infections. It has

been shown that larger volumes of liquid are required to stimulate the pharyngo-

glottal closure reflex in elderly individuals without neurologic dysfunction, as

compared to younger subjects.19 Furthermore, there are data to suggest that small

amounts of aspirated gastric secretions with moderate acid exposure of human

tracheal epithelial cells (pH 3.0–5.0) can inhibit the production of bactericidal

molecules such as human beta-defensin-2 and are associated with reduced bacteri-

cidal activity in epithelial surface liquid.20 Therefore, the reduced airway protection

in the elderly can increase the risk of potential pathogens gaining access to the

lower respiratory tract. Furthermore, innate antibacterial defenses may be blunted if

aspiration of upper airway contents is accompanied by refluxed acidic gastric

secretions, increasing the risk of lower-tract bacterial infection occurring. A pre-

disposition to aspirate is especially problematic for individuals with neurologic

dysfunction. Pneumonia is a major cause of morbidity and mortality in patients with

Alzheimer disease or other forms of central nervous system disorders such as

stroke, and the majority of these episodes of pneumonia are initiated by aspiration

of contaminated material from the upper airway into the lung.21,22

Mucociliary Clearance

If aspirated secretions with associated pathogens gain access to the lower respira-

tory tract because of insufficient glottic protective mechanisms and cough reflex,

the mucociliary clearance mechanism can reduce the likelihood of establishing an

infection by transporting the infectious organisms proximally to the glottis. Muco-

ciliary clearance is accomplished through a rhythmic movement of ciliary struc-

tures on the apical surface of epithelial cells, and the function of these ciliary

structures appears to decline with advancing age.23 Ho and colleagues reported

that the cilia of nasal epithelial cells in elderly individuals had a lower ciliary beat

frequency, and increased microtubular abnormalities in cilia were found and asso-

ciated with depressed nasal mucociliary clearance times.24 Because nasal ciliary

beat frequency correlates with that of tracheal epithelium,25 this study suggests that

ciliary abnormalities appear with advancing age and may play a role in increased

susceptibility to respiratory infection by depressing the mucociliary clearance rate.
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However, this may not provide the entire explanation for deficient mucociliary

clearance, as it has also been noted that ciliary beat frequency and clearance time

did not necessarily correlate with each other.25

Immunological Changes Associated with Advancing Age

It is recognized that immune function changes with aging, often but not always,

resulting in a decline in function. The change in immune function with aging is

often referred to as ‘‘immunosenescence’’ and has also been termed ‘‘immune

remodeling.’’ Studies of the effects of aging on the various components of the

immune system have defined features of immunosenescence as detailed below,

although there is considerable interindividual difference in these findings among

the elderly, and centenarians can have fairly robust, preserved immune responses.

Systemic Immunity

The immune system is generally described as having two interacting major com-

ponents, innate and adaptive immunity. Innate immunity has been highly conserved

among organisms that range from invertebrates to primates and is composed of

several different cell types, including immune cells (e.g., macrophage and neutro-

phils) and nonimmune cells (e.g., epithelial cells).26 These innate immune cells

employ numerous receptors, cytokines, and chemokines, some of which are com-

mon to the adaptive immune system. However, innate immune cells respond in a

nonspecific manner to broad classes of foreign stimuli. In contrast, adaptive immu-

nity is antigen specific and coordinated by lymphocytes derived from fetal liver and

bone marrow precursors in the developing embryo, and the thymus gland and other

collections of lymphoid tissue (spleen, lymph nodes, and mucosa-associated lym-

phoid tissue) play key roles in generating adaptive responses.27,28 Adaptive immu-

nity can be considered a more sophisticated form of defense that also has a

component of memory such that responses to a repeat offender occur more quickly

and more effectively.

Other important modulators of immune function that can have a significant

effect on the elderly include neuroendocrine system responses to stress.29 Elderly

individuals display a gradual increase in endogenous glucocorticoids with age, and

a dysfunctional hypothalamus–pituitary–adrenal axis can impair immune function

yet cause an exaggerated response to stressors such as infection.

Innate Immunity

The innate immune system can respond immediately to a microbial challenge via

pattern-recognition receptors (PRR), now recognized to be part of a group of receptors

referred to as the Toll-like receptor (TLR) family, that bind determinants (e.g.,
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lipopolysaccharide, lipoteichoic acids, mannans, peptidoglycans, glucans, or bacte-

rial DNA) borne by infectious agents. Stimulation of these receptors triggers the

production and release of cytokines and costimulatory molecules. The pathogen-

associated molecular patterns (PAMPs) recognized by TLRs are shared by large

classes of microorganisms, and these PAMPs are highly conserved and absent from

mammalian tissues.30,31 Although innate immune responses alone may be adequate

to deal with a microbial challenge, a significant innate response can trigger and

augment adaptive immune responses (e.g., via costimulatory molecules) as needed

to meet an immediate infectious challenge and to prepare for future challenges.

Other important components of the innate immune response include dendritic

cells, phagocytic cells, the alternate complement pathway, and antimicrobial mole-

cules such as nitric oxide, defensins, and collectins. Indeed, dendritic cells, and to a

lesser extent macrophages, play a major immunoregulatory role and provide a key

link between innate and adaptive immune responses. As antigen-presenting cells,

they can stimulate primary T-cell responses and T-cell differentiation via produc-

tion of costimulatory molecules and cytokine production.

Interestingly, the Leiden 85-plus study demonstrated that impaired production of

both proinflammatory and anti-inflammatory cytokines by ex vivo whole blood

samples from 85-year-old subjects predicted a greater than twofold increase in

overall mortality risk that was independent of the presence of chronic illnesses.32

These authors speculated that impaired innate immunity, as reflected by impaired

production of cytokines produced by cellular components of the innate immune

system, is predictive of frailty and increased risk of mortality in the elderly.

Neutrophils

This phagocytic cell is often recruited very early into areas of inflammation. Many

neutrophil functions are unchanged with aging, including adhesion, migration into

inflammatory tissue, and phagocytosis. However, the ability of neutrophils to kill

phagocytosed organisms is diminished in the elderly compared to younger indivi-

duals,33 a defect that is attributed to a decrease in the production of reactive oxygen

species (ROS).34,35 In addition, it has been observed that neutrophils in the elderly

are more prone to undergoing apoptosis, because the cytokine-mediated signaling

pathways to protect the neutrophils are deficient.36,37 Therefore, neutrophils may be

less abundant because of greater apoptosis, and those that remain have diminished

antibacterial activity. Both of these changes with aging may contribute to more

frequent and more severe respiratory infections.

Dendritic Cells

The primary function of dendritic cells is to serve as ‘‘professional’’ antigen-

presenting cells. Because they are able to interact with both T cells and B cells to

facilitate their activation, enhancement of cytolytic T-cell activity, and production
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of antibodies, dendritic cells represent an important link between the innate and

adaptive arms of the immune system.

Dendritic cells that are localized to lymphoid tissue are termed follicular den-
dritic cells, and these cells are particularly important for the production of anti-

bodies. The ability of follicular dendritic cells to accumulate antigen and organize

into germinal centers within lymphoid tissue diminishes with age in mice.38

There is some evidence that dendritic cells localized to non-lymphoid tissues

display diminished antigen-presenting activity, which may be related to decreased

major histocompatibility complex (MHC) II expression.39 Interestingly, there have

been other studies with opposing results, showing no age-related changes in MHC

II and no deficiency in antigen presentation to T cells.40,41 These conflicting results

have been attributed to variations arising from the use of different mouse strains and

differences in the in vitro stimuli used in the respective protocols. A recently

published study in human subjects showed that circulating levels of a specific

subtype of dendritic cells, the plasmacytoid dendritic cells, were 50% less in the

elderly vs. younger subjects.42

Macrophage

Macrophages can act as antigen-presenting cells and can also efficiently phagocytose

microbes and foreign particles. There are multiple mechanisms by which the macro-

phage can perform intracellular killing of bacteria, including the production of super-

oxide anion with its downstream reactive oxygen intermediates as well as the

production of reactive nitrogen intermediates. Analyses of macrophage effector func-

tions in aged mice and rats have demonstrated a decrease in the production of superox-

ide anion.43–45 However, there were conflicting findings of both increases and

decreases in the production of reactive nitrogen intermediates.46,47 The conflicting

findings were most likely due to differences in the experimental protocols and may

reflect the possibility that only specific signaling pathways for the generation of

reactive nitrogen species are affected under these experimental conditions.

The production of cytokines by macrophages stimulated in vitro has been shown

to diminish with age.48,49 Additionally, in vivo assays of macrophage function have

assessed recruitment to sites of injury and participation in wound healing. Although an

age-associated increased infiltration of macrophages to sites of injury was observed in

mice,50 decreased macrophage infiltration occurred in humans in association with

advanced age.51 Collectively, these age-related changes in macrophage function

suggest that a diminished capacity to eradicate infection may appear with advanc-

ing age and contribute to more frequent and more severe respiratory infections.

NK Cells

Natural killer (NK) cells are important for the destruction of tumor cells and cells

with intracellular pathogens, such as virus-infected cells. Interestingly, the numbers
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of NK cells increase with aging.52 However, the functional activities of these cells

appear to diminish in association with a tendency for NK cells to become more

agranular in appearance and less capable of cytolytic activity towards tumor cells.53

There has also been recent interest in NKT cells, which, like NK cells, exhibit an

increase in circulating levels with aging.54 Furthermore, NKT cells exhibit de-

creased Th1 cytokine production with aging, although changes in Th2 cytokine

production by NKT cells with aging remain controversial.55,56

Adaptive Immunity

The adaptive immune system exhibits specificity for molecular moieties of target

pathogens and is able to generate a memory of previous responses. The T and B

lymphocytes are the cells that mediate the adaptive arm of immune function. T-cell

antigen specificity is localized to the T-cell receptor (TCR), and T cells undergo

selective expansion of appropriate T-cell clones with the requisite antigen specific-

ity upon stimulation. B-cell antigen specificity is localized to surface antibody

receptors and secreted antibody, and B cells contribute to antigen specificity by

selective activation of B-cell clones that have antibody specificity for the target

pathogen and display ‘‘editing’’ of the antibody upon repeat exposures to enhance

future specificity.

T Cells

With regard to the effects of aging on the adaptive immune system, the T-cell

population has been most extensively studied. It is clear that the thymus gland

begins to gradually involute shortly after birth and undergoes replacement by fatty

tissue that is nearly complete by the age of 60 years. As a result, the numbers of

CD3+, CD4+, and CD8+ T cells decrease with advancing age. A decline in naı̈ve T-

cell populations gradually occurs, and memory T cells (CD45RO+) eventually

predominate, although memory cell responses also gradually wane with aging.57

T-cell receptor repertoire diversity appears to diminish, and T helper cell activity

declines.58 Reduced proliferative responses,59 a shift of Th1 to Th2 cytokine

profiles,60 a decline in Fas-mediated T-cell apoptosis,61 and increased DR expres-

sion on T-cells62 have also been observed.

Interestingly, some observations suggest that as many components of immunity

decline with advanced age owing to sustained antigenic stress over an individual’s

lifespan, there is a shift to a chronic, proinflammatory state as effector/memory

cells gradually replace naı̈ve cells, and expanded effector/memory T cells secrete

increased amounts of proinflammatory cytokines such as IL-6.63 Also, prolonged

survival appears to correlate with fairly well-preserved immune responses in the

very old,64 while decreased survival in a longitudinal study in a Swedish population

5 Lung Infections and Aging 101



was associated with the ‘‘immune cluster parameter’’ of impaired T-cell prolifera-

tive response to mitogenic stimulation, increased numbers of CD8+ cytotoxic/

suppressor cells, and low numbers of CD4+ T cells and CD19+ B cells.65

B Cells

Adecreased productionofB cellswith aging iswell established inmice and likely to be

true for humans.66,67 This supports the notion that the distribution of B-cell subsets

present in the elderly differs from that of younger individuals. More specifically,

there is a transition from the presence of naı̈ve B cells to ‘‘antigen-experienced’’ B

cells.68 In mice, it appears that the functional ability to produce antibody remains

intact with aging.69 However, the quality of antibody produced with aging is lower;

i.e., the antibodies exhibit lower affinity and avidity for antigen.70 This observation

is likely explained by deficient somatic hypermutation, which is the typical mecha-

nism for enhancement of antibody specificity for antigen.71

Pulmonary

Although there is considerable information concerning systemic immune responses

and how these change with aging, relatively little is known about compartmenta-

lized immune surveillance and innate immune responses in the lung. Studies in

normal human volunteers have shown a modestly increased number of lymphocytes

and neutrophils in bronchoalveolar lavage (BAL) fluid for healthy, never-smoking

elderly subjects vs. younger individuals.72–74 This was accompanied by a shift in

T-cell subsets and activation markers, increased immunoglobulin and IL-6 concen-

trations, increased alveolar macrophage oxyradical production, and a decline in

vascular endothelial growth factor concentrations.74–76 These changes may be

beneficial for immune surveillance and resisting infection, but they may also reflect

dysfunctional immunoregulation. Furthermore, these immunoregulatory changes

may contribute to age-associated changes in matrix components and the decrease in

elastic recoil and structural changes observed in the aging human lung.

Because the alveolar macrophage (AM) figures prominently in inflammatory

responses and pulmonary host defense, various aspects of AM function have been

evaluated in elderly populations and animal models. Examination of macrophage

populations in aged animals and in humans have suggested that aging is associated

with a decline in numerous macrophage functions that include the expression of

certain pattern recognition receptors such as TLRs, a reduced capacity for phago-

cytosis, decreased generation of nitric oxide, and impaired secretion of certain

cytokines and chemokines.77 Because TLRs are key receptors for macrophage

responses to pathogens and for the initiation of both innate and adaptive immune

responses, impaired TLR expression and function by the AMmay play a key role in
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susceptibility to respiratory infections in the elderly. In addition to the demonstra-

tion that macrophages from aged mice have reduced TLR expression,49 AM from

aged rats have been shown to have impaired NO production in response to conca-

navalin A as well as impaired TNF-a release upon stimulation by LPS that appeared

to be linked to altered protein kinase C activation and translocation.78,79 Although

little is known about the effects of advanced age on AM function in humans, Zissel

et al. have shown a decrease in human AM accessory cell function that correlated

with advanced age but could not demonstrate an effect of age on spontaneous

release of TNF-a, TGF-b, or IL-6.80 Anti-inflammatory cytokine production by AM

in response to proinflammatory stimuli may also be impaired and may have

important consequences for resolution of inflammation induced by infection or

noninfectious injurious agents. Corsini et al. recently demonstrated that AM from

aged rats that were exposed to carrageenan displayed impaired production of IL-10,

which correlated with an accentuated inflammatory response in the lungs of aged

rats following carrageenan challenge when compared to young rats.81

Lung Infections in the Elderly

The above-mentioned changes in the structural properties of the lung plus altera-

tions in immune function with aging are thought to contribute to the increased

susceptibility and increased severity of respiratory infections caused by bacteria

and/or viruses in the elderly (Table 5.2).

Community-Acquired Pneumonia

Pneumonia is a leading cause of morbidity and mortality in the elderly population.

Bacteria, especially Streptococcus pneumoniae, remain the pathogens that most

commonly cause pneumonia in the elderly; and community-acquired pneumonia

(CAP) caused by S. pneumoniae, H. influenzae, S. aureus, and enteric Gram-

negative bacilli occur more frequently in the elderly than in younger age groups.82

Aspiration pneumonia is often associated with S. pneumoniae, H. influenzae, or S.
aureus unless poor dentition is present, which increases the possibility of pneumo-

nia caused by anaerobic bacteria. Additionally, the elderly are more likely to have

colonization with Gram-negative bacilli, particularly if they reside in long-term

care facilities, and develop pneumonia associated with these organisms. The pres-

ence of diseases that alter lung structure such as COPD or bronchiectasis also

increase the likelihood of Gram-negative rods as a cause of bacterial pneumonia.

Viral pneumonias, although comprising a smaller proportion of lower respiratory

tract infections in the elderly, can have significant morbidity and mortality and

predispose the elderly individual to subsequent serious bacterial pneumonia.83
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Making the diagnosis of pneumonia may prove particularly difficult in the

elderly patient. Prominent respiratory symptoms and fever are frequently absent,

although mental status changes are relatively common.84 A chest radiograph, which

can be unremarkable in earlier phases of pneumonia, is nonetheless the most helpful

diagnostic test and may yield clues that suggest the more likely causative patho-

gens. Other tests such as blood cultures or sputum Gram stain and culture may

prove useful in patients who are ill enough to require hospital admission, but an

empiric approach to antibiotic therapy without extensive diagnostic testing is

currently advocated.85 Two key actions that can optimize outcome when treating

pneumonia in the elderly are recognizing which patients should be hospitalized and

expeditiously giving adequate antibiotic therapy with minimal time elapsing be-

tween diagnosis and the administration of an effective antibiotic.86,87 Extensive

diagnostic testing fails to reveal a specific etiology for CAP in approximately half

or more of patients, and delays in the initiation of appropriate therapy for diagnostic

studies may have an adverse effect on outcome. Diagnostic testing should be done

rapidly and not delay the initiation of empiric antibiotic therapy, and treating

physicians should always keep in mind the possibility of an atypical agent, such

as Mycobacterium tuberculosis or endemic fungi, as a cause of CAP.

Viral Infection

It is increasingly recognized that viral lower respiratory infections represent a

source of significant morbidity and mortality in the elderly, and estimates range

from 1 to 23% that CAP cases have a viral etiology.88 Furthermore, several viruses

have been identified as frequent or severe respiratory pathogens, including influen-

za, respiratory syncytial virus (RSV), and rhinovirus.

Influenza has a typical seasonal peak in early winter and a milder peak in early

spring. Influenza infection has a much greater impact on the elderly relative to other

Table 5.2 Pathogens associated with lung infections in the elderly

l Bacterial

– Streptococcus pneumoniae

– Hemophilus influenzae

– Staphylococcus aureus

– Pseudomonas aeruginosa

– Legionella spp.

– Enteric gram negative spp.

– Mycobacterium tuberculosis

� Viral

– Influenza

– Respiratory syncytial virus (RSV)

– Rhinovirus
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age groups, and estimates indicate that 85% of influenza-related deaths and 63% of

influenza-related hospitalizations in the US involve the elderly.89 Furthermore, it

has also been documented that influenza virus has been the cause of multiple severe

infectious outbreaks in long-term care facilities.90

RSV has traditionally been considered a pathogen for children. However, it is

now recognized as an important pathogen in the elderly as well, and surveillance

data indicate that RSV infection occurs in 3–7% of healthy elderly individuals

which can progress to a pneumonia in 2–7% of infected individuals.91 It has been

shown in vitro that RSV infection of cells derived from elderly subjects is asso-

ciated with diminished Th1 cytokine production, suggesting an impaired ability to

eradicate an RSV infection in the elderly.92

Rhinovirus is the most common cause for the common cold in all age groups,

and rhinoviruses account for 25–50% of respiratory illnesses in the elderly. Inter-

estingly, there have been documented outbreaks of rhinovirus infections in long-

term care facilities resulting in significant morbidity.93,94 Although rhinovirus is

typically considered an upper-airway pathogen, there are studies documenting the

migration of rhinovirus into the lung.95 However, lower respiratory tract rhinovirus

infection has not been systematically evaluated, and the prevalence of pneumonia

in the elderly caused by rhinovirus remains unclear.

Approach to Treatment and Prevention

Pneumonia

Antibacterial therapy for CAP is generally similar to that for younger individuals

and should be administered empirically on the basis of the presence of cardiopul-

monary disease (COPD, congestive heart failure), the presence of modifying factors

(nursing home residence, risk factors for drug-resistant S. pneumoniae, risk factors

for P. aeruginosa), and place of therapy (outpatient vs. hospital ward vs. intensive

care unit), which generally reflects pneumonia severity.85 Antibiotics should cover

S. pneumoniae, H. influenzae, S. aureus, and Gram-negative bacilli, and coverage

of atypical organisms such as Legionellamust be seriously considered, especially in

patients with COPD and during summer. Additionally, the elderly are at increased

risk for drug-resistant S. pneumoniae as an etiology of CAP, especially if other risk
factors are present such as alcoholism, multiple medical comorbidities, treatment

with a b-lactam antibiotic within the previous 3 months, or immunosuppression.

The most common agent causing CAP remains S. pneumoniae, and isolates of

this bacterium have become increasingly resistant to various antibiotics on in vitro

testing.96 Drug-resistant S. pneumoniae (DRSP) are identified on the basis of

resistance to penicillin in vitro and can display in vitro resistance to many anti-

biotics including doxycycline, trimethoprim/sulfmethoxizole, macrolides, and

cephalosporins.97 However, antipneumococcal fluoroquinolones, vancomycin,
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ketolides, and linezolid are all active, although quinolone resistance may be in-

creasing.97,98 Although high-dose b-lactam therapy is unlikely to result in clinical

failure in individuals with CAP without meningitis, CAP caused by DRSP

been associated with an increased incidence of suppurative complications such as

empyema.99

The emergence of resistance in other CAP bacterial pathogens is a major

concern.100,101 Nearly all isolates of Moraxella catarrhalis are now ampicillin

resistant, and up to half of Hemophilus influenzae isolates have become ampicillin

resistant. Infections with other agents such as Gram-negative bacilli or S. aureus
tend not to occur in community-dwelling elderly individuals who lack significant

comorbid diseases, but these organisms frequently cause severe infection in insti-

tutionalized or hospitalized elderly, who typically have significant comorbid illness

and are increasingly resistant to various antibiotics.

Antivirals

When infection with influenza A or B is considered as a cause of infection,

antineuraminidase drugs can be given such as amantadine and rimantidine, which

are effective for both chemoprophylaxis and treatment if such therapy can be

started within 36–48 h of the onset of symptoms.83,102 More recent data, however,

suggest that alternative antiviral therapy with oseltamavir or zanamivir, which only

have efficacy for influenza A and are more effective for treatment of influenza A but

must be initiated within 48 h of the onset of symptoms. Since influenza A is the

predominant component of the fall peak of influenza, and generally accounts for a

majority of influenza infections, the use of oseltamavir or zanamivir may be

appropriate at any time during ‘‘influenza season.’’

Vaccinations

Interventions that prevent pneumonia are without doubt preferable to treatment of

pneumonia once established. Immune stimulation with vaccines to prevent respira-

tory infections caused by common pathogens can be safe, protective, and cost

effective. However, vaccine responses unfortunately tend to be attenuated in the

elderly because of waning humoral and cell-mediated immune responses.103 None-

theless, vaccination of patients at risk for CAP with both influenza and pneumo-

coccal vaccines has been demonstrated to be both safe and effective,104,105 and

other interventions such as cessation of cigarette smoking are also important.

Pneumococcal vaccine has been shown to diminish the risk of bacteremia in elderly

patients,106 and efficacy has been demonstrated in immunocompetent individuals

over age 65 years as well as in populations with increased risk (COPD, diabetes,

congestive heart failure, anatomic asplenia) for pneumococcal pneumonia.107,108
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However, vaccine-induced antibodies to pneumococcal capsular polysaccharides

tend to wane with time, particularly in the elderly,104 and revaccination with

polysaccharide pneumococcal vaccine, which appears to be safe, has been advo-

cated 5 years after the first dose for elderly individuals.109 Although guidelines

issued by various societies advocate for the administration of pneumococcal vac-

cine, the efficacy of currently used pneumococcal vaccines for the prevention of

CAP remains controversial.110

The influenza vaccine has been demonstrated to be effective in attenuating or

preventing illness in both elderly and younger populations and can prevent illness in

up to 90% of individuals under 65 years of age when the vaccine and circulating

influenza virus strain are matched.105,111 Although somewhat less effective in the

elderly, particularly in those with chronic illness, the influenza vaccine can still

attenuate influenza infection and prevent severe illness and death or subsequent

bacterial lower respiratory tract infections. Interestingly, there are data from multi-

ple studies to suggest that wide-scale influenza vaccination, particularly if children

in a given community are immunized, can have measurable benefit for the elderly in

preventing illness due to influenza.112,113

Conclusion

Elderly individuals are at increased risk for developing respiratory infections, and

this susceptibility has been linked to changes in lung structure and function that

occur with normal aging as well as changes in immune function. The presence of

comorbid conditions, such as congestive heart failure or neurologic dysfunction that

predisposes to aspiration, can greatly increase this risk. Empiric therapies to treat

suspected CAP in elderly patients should be instituted rapidly and cover potentially

resistant organisms. Vaccination, especially the administration of the influenza

vaccine, should be given to all elderly patients to protect against CAP.
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Chapter 6

Influenza in the Elderly

Caterina Hatzifoti and Andrew William Heath

Introduction

Influenza is a highly contagious upper respiratory tract disease caused by the

influenza (flu) viruses types A, B, and C. Worldwide, 20% of children and 5% of

adults develop symptomatic infections due to influenza A or B viruses each year.1

The virus causes asymptomatic disease as well as lung, brain, heart, kidney, and

muscle disorders and predisposes patients of all age groups to bacterial pneumonia.

Illness development depends on the patient’s age, pre-existing immunity, immune

competence, virus properties, smoking, and pregnancy. Rates of serious infection

and death are highest among people aged >65 years and people with serious

medical conditions. The virus is most commonly spread among humans by respira-

tory droplets containing virus via coughing and sneezing but can sometimes also be

transmitted directly to humans by avian or swine species.

Virology and Epidemiology

Flu virus is amember of the familyOrthomyxoviridae and there are three types of the

virus A, B, and C, but only the first two cause widespread outbreaks. All types of

influenza viruses have segmented genomes (eight single-stranded segments of RNA)

enclosed within a lipid envelope derived from the host cell membrane (Fig. 6.1) and

show great antigenic diversity, mainly resulting from single but accumulating

nucleotide changes, known as antigenic drift. Mutation rates in RNA viruses such

as influenza viruses and HIV are much higher than in eukaryotes or DNA viruses

owing to the lack of repair mechanisms for RNA that exist for DNA replication.

Changes that replace entire genes through reassortment of RNA fragments in a

cell infected with two or more virus strains, a process called antigenic shift, are less
common, but can have a dramatic effect in enabling complete viral evasion of the

immune system (Fig. 6.2). Antigenic shift often results in worldwide epidemics, or

pandemics such as those that occurred in 1957 and 1968. Detailed molecular
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analysis of different flu strains is important for comprehending the evolution of

influenza pandemic viruses.

The two surface glycoprotein antigens, hemagglutinin and neuraminidase

(Fig. 6.1), are involved in flu virus attachment and pathogenesis, and it is largely

changes in these surface antigens through antigenic drift or shift that allow a new viral

strain to evade pre-existing immunity. Influenza B viruses have only 1 subtype of

hemagglutinin and 1 type of neuraminidase and therefore do not undergo antigenic

shift,whereas influenzaAviruses have15different possible subtypesofhemagglutinin

(H1–H15) and 9 potential neuraminidase subtypes (N1–N9). Birds can be infected by

influenza A viruses with any combination of the 15 HA and 9 NA genes forming a

global reservoir of virus. While human and swine pandemic influenza viruses have so

far been largely restricted to a few surface antigens (H1, H2, H3, N1, N2; at least as far

as can be ascertained,which is going back only a century or so!), there are potentially a

large number of possible new surface antigen combinations that could arise and infect

humans. It is thought that close association ofbirds, suchasducks,withmammals, such

as pigs, in agriculture allows coinfection with avian and mammalian influenza virus

strains, which occasionally leads to the production of a virus with different surface

glycopoteins which is still able to infect humans2 (Fig. 6.2).

In recent years, there have been a number of outbreaks of variously shifted

strains that have so far, luckily, failed to transmit from human to human. For

instance, between May 1997 and early 1998, there were 18 confirmed human

cases of an H5N1 virus (similar to an avian strain that killed many thousands of

chickens) and 6 of those 18 cases were fatal.3 Overall, H5N1 virus has since this

Fig. 6.1 Schematic structure presentation of an Influenza virus particle. (Courtesy of Dr. Paul

Digard, Pathology Department, University of Cambridge.) The outer surface consists of a lipid

envelope consisting of glycoprotein spikes of two types, hemagglutinin (HA) and neuraminidase

(NA). The inner side of the envelope is lined by the matrix protein and the genome segments are

packaged into the ribonucleoprotein (RNP) core (See Color Plates)
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chapter was prepared caused 79 human infections in Vietnam, Cambodia, and

Thailand, of which 46 were fatal.4 The danger posed to the world should these

strains become capable of human to human transmission is obvious. During the

production of the final draft of this manuscript, news has emerged from WHO

indicating that the pattern of avian flu infections in northern Vietnam is now

consistent with human-to-human spread.

In nonpandemic years (that is, most of the time), epidemics of influenza mainly

occur during the winter months in temperate regions and are caused by drifted strains

of virus related to those that had circulated in previous years. These epidemics are, on

average, responsible for approximately 36,000 excess deaths annually in the United

States alone. An estimated 90% of these deaths occur in persons aged >65 years.5

The timing and magnitude of influenza virus activity is unpredictable, but using

efficient surveillance data, and assessing levels of activity in a timely manner using

defined ‘‘threshold values,’’ epidemiologists can indicate when sufficient flu activi-

ty is occurring in a population to warrant the use of interventions such as the

prophylactic use of antiviral drugs.6 Antiviral chemotherapy is discussed in the

section ‘‘Antiviral Treatment.’’

Symptoms and Related Illnesses

The incubation period for influenza is 1–4 days with an average of 2 days,7 although

cough and malaise can persist for more than 2 weeks. Adults typically are infectious

from the day before symptoms occur through approximately 5 days after illness.

Co-infection

New, reassortant
strain

HA

NA

HA

NA

HA

NA

Mammalian virus Avian virus

Fig. 6.2 Cartoon illustrating reassortment of influenza genes to produce a novel virus. Coinfec-

tion with a mammalian strain and an avian virus strain with different genes, including HA and NA,

results in a virus with many internal proteins encoded by the original mammalian genes, but with

new HA and NA derived from the avian strain. The new virus is able to replicate well in

mammalian cells and is able to evade immune responses generated against earlier circulating

strains. The rectangular blocks represent viral genes
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Uncomplicated influenza illness is characterized by the abrupt onset of constitu-

tional and respiratory signs and symptoms such as fever, myalgia, headache,

nonproductive cough, sore throat, and rhinitis.8 These symptoms are of course

common to many viral infections, and respiratory viruses other than influenza are

known to contribute to lower respiratory tract complications and deaths in elderly

people during the winter months while producing symptoms very similar to those of

influenza virus infection. In 1997, Nicholson and colleagues9 studied the causes of

respiratory infections in elderly people living at home in Leicestershire, UK, and

concluded that 52% of the diseases were caused by rhinoviruses, 26% by corona-

viruses, 9.5% by influenza, and 7% by respiratory syncytial virus (RSV).

Complications in the lower respiratory tract can occur following influenza virus

infection in the elderly. The most common serious complication of influenza is

pneumonia, which may occur at the same time as the influenza-like illness or up to

2 weeks afterwards. Viral pneumonia accompanied by toxemia can develop within

24 h following the onset of influenza, usually influenza Type A infection. The

pneumonia is an interstitial pneumonitis with severe hyperemia and broadening of

the alveolar walls together with a mononuclear cell infiltration, capillary dilatation,

and thrombosis.10 The symptoms include tachypneoa, tachycardia, high fever, and

hypotension. Hypoxemia and death may follow between 1 and 4 days later. Initial

improvement in those who survive occurs 5–16 days after onset of the pneumonia.

Generally, there are no lasting complications after severe influenza infection,

although a few patients develop a diffuse interstitial fibrosis accompanied by

impaired lung function.10

Pneumonia and secondary infections, which commence after apparent recovery

from the influenza infection, are usually caused by a bacterial superinfection with

organisms such as Streptococcus pneumoniae, Staphylococcus aureus or Hemophi-
lus influenzae. Infection with S. aureus affects the lung by causing oedema,

hyperemia, hemorrhaging, consolidation, and formation of pus. When secondary

bacterial infections are associated with type A influenza viruses they can be

particularly harmful. During influenza A infections, there is apoptosis of leukocytes

recruited into the airways, resulting in reduced efficiency of bacterial phagocytosis

and destruction.11 Many other immune functions may be compromised during

influenza virus infection, and influenza virus infection of epithelial cells has been

shown to directly enhance bacterial adherence to the cells.12

Antivirals and Influenza Vaccines for the Elderly

Flu hemagglutinin is the major component of current influenza vaccines and

neuraminidase is the primary target for antiviral drug activity. The receptor for

hemagglutinin is the terminal sialic acid residue on host cell surface sialyloligo-

saccharides, while the viral enzyme neuraminidase (sialidase) catalyzes the hydro-

lysis of sialic acid residues from sialyloligosaccharides. Most of the recently

developed anti-influenza drugs inhibit sialidase of influenza viruses A and B.
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Antiviral Treatment

Well-defined and validated antiviral drugs have proven to be curative in many

cases and have a critical advantage over vaccine therapy. Flu vaccines need to

be redesigned annually to immunize against particular strains or group of

strains, a process that can take several months. Chemoprophylaxis should be

considered for people at high risk during the time from vaccination until

immunity has developed, since antibody responses in adults develop approxi-

mately 2-weeks post vaccination.13 Prophylactic use of antiviral agents is also an

option for preventing influenza among persons with anaphylactic hypersensitivity

to eggs or other components of the influenza vaccine, or in ‘‘at-risk’’ individuals

(including those aged over 65) recently exposed to a person with an influenza like

illness, or for those same individuals during an epidemic. Indeed, the U.K. National

Institute for Clinical and Health Excellence (NICE) recently published guidelines

indicating that prophylactic postexposure use of ostelamivir (see below) is recom-

mended for use in at-risk groups in residential care during periods when the virus is

known to be circulating, or in unprotected at-risk people exposed to someone with

an influenza-like illness. Unprotected people in the cases above means people not

vaccinated since the previous flu season, or when the vaccine strain does not closely

match the circulating strains of virus, or during the period before the vaccination

takes effect.

Many experts consider that the best way of preparing for a flu pandemic (which

would likely occur in the absence of any appropriate vaccine) is to prepare a stock of

sufficient of doses of antiviral drugs, in order reduce the symptoms and possibly to

slow transmission of the pandemic strain for long enough to allow the development

and production of strain-specific vaccines. This policy has been adopted by a number

of countries; however, only a fraction of the approximately 30 million doses needed

in the UK are so far available. The most practical influenza medication is considered

to be Tamiflu (ostelamivir-phosphate) produced by Roche. Although Tamiflu is

available on the National Health Service (NHS) for treating high-risk groups, supply

may be limited.

Zanamivir and ostelamivir belong to the neuraminidase inhibitor group of antiviral

compounds and they are up to 84% (zanamavir) and 87% (ostelamivir) effective in

preventing laboratory confirmed influenza illness.14,15 Ostelamivir prophylaxis in

particular led to a 92% reduction in influenza illness among nursing home residents

during a 6-week study.16 Zanamavir is not recommended for treatment for patients

with underlying airway disease, since cases of respiratory dysfunction have been

reported after inhalation together with allergic reactions such as oropharyngeal or

facial edema.17 Administration of ostelamivir has presented with fewer side effects

such as nausea and/or vomiting18,19 and these can be controlled if the drug is taken

with food.15

Amantadine and rimantadine belong to another group of antiviral agents, which

prevent the symptoms of influenza A illness by blocking of the M2 ion channel and

altering optimal pH conditions to inhibit virus uncoating and replication. They are
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not effective against influenza B infection, since influenza B viruses lack the M2

protein. When used as prophylactic agent, amantadine can prevent illness while

permitting subclinical infection and development of a protective antibody response,

which does not interfere with the antibody response to the vaccine.20

Side effects related to amantadine and rimantadine are usually mild and stop

immediately after treatment, but serious side effects have been reported such as

central nervous system (CNS) symptoms, behavioral changes, hallucinations, agi-

tation, and seizures.21,22 These more severe side effects have been observed among

older persons who have been taking amantadine as prophylaxis at a dosage of 200

mg per day23 and can be reduced by lowering the dosage of the drug.

A novel antiviral agent, NA cyclopentane inhibitor RWJ-270201 was shown to

have potent inhibitory activity against NAs of influenza A and B viruses and a

unique pattern of activity against resistant variants. It proved to be approximately

threefold more potent than zanamavir in inhibiting NA activity of A/H1N1 clinical

isolates, approximately fourfold more potent than zanamavir in inhibiting NA

activity of A/H3N2 clinical isolates, and approximately sixfold more potent than

ostelamivir carboxylate in inhibiting NA activity of influenza B virus clinical

isolates.24 To test the commercial prospects of the drug, phase III trials commenced

in North America and Europe in February 2000. RWJ-270201 significantly reduced

viral titers in infected patients during phase II studies, without causing any side

effects. Under a worldwide influenza collaboration formed in September 1998,

Johnson & Johnson has received exclusive worldwide rights to RWJ-270201.25

Antiviral chemotherapy (choice of drug, dosage, and duration of therapy) depends

on patient’s age, weight, renal function, health problems, and related medication and

should be taken only during the period of peak influenza activity in a community, in

order to be more cost effective and reduce the risk of the appearance of resistant viral

strains.26 In a laboratory (ferret) model of infection, resistance of influenza virus A/

LosAngeles/1/87 (H3N2) to amantadine was generated within 6 days, during a

single course of treatment, similar to the situation in humans.27

Influenza surveillance information and diagnostic testing can guide treatment

decisions. Early diagnosis of influenza could theoretically reduce the inappropriate

use of antibiotics and exclude possible bacterial infections, which can produce

symptoms similar to influenza as mentioned in the previous section. Diagnostic

tests available for influenza include viral culture, serology, rapid antigen testing,

polymerase chain reaction (PCR), and immunofluorescence-based assays.28

Current Influenza Vaccines

Flu vaccination has been a valuable means in protecting vulnerable groups such as

children, the elderly, and people with chronic respiratory, heart, renal diseases,

diabetes, and immunosuppression.

Current flu vaccines are generally produced from virus grown in fertile hens’

eggs and then inactivated by formaldehyde or b-propiolactone (whole-killed vac-

cine). Other variations consist of detergent split virus, in which the viral envelope
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has been disrupted using detergents (split vaccine), and purified hemagglutin and

neuraminidase antigens (subunit vaccine).29,30

The Trivalent Inactivated Influenza (TIV) vaccine currently consists of two

influenza A strains (one H3N2, one H1N1) and an influenza B strain. It provides

some protection against influenza complications in the elderly including pneumonia

and death when given shortly before the beginning of flu season. Each year, the

vaccine is reformulated, based on assessment of which viruses have been circulat-

ing globally. Not surprisingly, protection appears to vary depending upon how

closely the challenge viruses are matched with the vaccine strains. A reduction of

61% in influenza-related deaths was seen when the vaccine and circulatory strains

were well matched and only 35% when they were not well matched.31

Inactivated influenza vaccine administered to the elderly and other high-risk

groups for the year 2004–2005 contained the formaldehyde inactivated strains: A/

NewCaledonia/20/99 (H3N2), A/Wyoming/3/2003 (H1N1), andB/Jiangsu/10/2003

(0.5 ml intramuscular dose). Common side effects of the vaccine found in less than

one in ten persons are redness, bruising around the injection site, sweating, fever,

headache, tiredness, or joint and muscular pain, but these symptoms usually disap-

pear within 1–2 dayswithout treatment. In general, healthy people in the age group of

65–74 years present minimal systemic side effects and only a low incidence of local

side effects after influenza vaccination.32 Subvirion and purified surface antigen

preparations of the inactivated vaccine, as described above, are also available.

The vaccine can prevent hospitalizations, which constitute the principal direct

cost of influenza, and studies from a number of countries with differing healthcare

systems have shown vaccination of older and high-risk populations to be cost

effective.33 Vaccination of healthcare workers in nursing homes and hospitals is

also associated with a substantial decline in mortality among patients.34 The

Institute of Medicine recently produced a report on future vaccines,35 which ranked

potential vaccines and vaccination strategies into four groups depending upon the

projected cost of the program per quality adjusted life year (QALY) saved. Influen-

za vaccination for one-fifth of the population per year (or once every 5 years per

individual) was put into the top group with the most favorable vaccines, those for

which a vaccination strategy would save money as well as QALYs.

While the trivalent influenza vaccine is approximately 70–90% effective in prevent-

ing illness in healthy younger people, in older populations protection can be as low as

30%,36 with the average from a number of studies being around 50%.37–40 This low

efficacy of influenza vaccination in the elderly is of great importance, as this group

is among the most susceptible to the serious consequences of the infection.

Immune Responses in the Elderly

The reduced efficacy of influenza vaccines in the elderly mentioned in the section

‘‘Current Influenza Vaccines’’ is attributed to immunosenescence, the deterioration of

immune responses to immunization, or infection associated with aging. Some ways in

which immune responses are impaired in the elderly are summarized in Table 6.1.
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Innate Immune Responses

The initial site of influenza virus replication is thought to be the tracheobronchial

ciliated epithelium, but the whole respiratory tract may be involved. Pulmonary

infection is strongly related with mortality associated with influenza virus infection

either because of viral pneumonia or because of bacterial superinfection. Aging is

associated with a progressive decline in lung performance due to alterations in lung

parenchyma and elastic recoil48 and a decrease in tracheal mucus development49

important for pathogen clearance. Lower sensitivity of the respiratory system to

acute disease and infection delays important clinical symptoms such as dyspnoea

and tachypnoea, which are important for diagnosis of influenza-associated diseases.

The first line of defense against pathogens, the innate immune functions of

macrophages, natural killer (NK) cells, and neutrophils, are impaired with aging

leading to lack of early protective immunity to influenza and bacterial infection,

thus making the elderly susceptible to viral and bacterial pneumonia and skin and

gastrointestinal tract infections.

Macrophages are present in the lungs as well as in other parts of the body and

function as pathogen scavengers by initiating inflammatory responses and phago-

cytosis to eliminate pathogens. Their adherence, opsonization, and phagocytic

ability have shown an age-related decline in several murine models.50,51 Expression

of the adhesion molecules VCAM-1 and ICAM-1 was delayed in the elderly52 and

the wound healing process was found to be delayed in older humans and rodents53

because of delayed re-epithelialization, angiogenesis, collagen deposition, wound

strength, and delayed infiltration of macrophages.

Table 6.1 Summary of impaired immune responses in the elderly

Immunity

component

Impact of aging Reference

Macrophages Decreased number, inefficient presentation of Ags to T cells,

reduced phagocytosis, reduced generation of nitrous oxide and

superoxide, delayed wound healing, decline in TLRs, cytokine

and chemokine expression

41

NK cells Decreased proliferation, cytokine secretion, and CD69 expression 42

Neutrophils Impaired chemotaxis, degranulation, and phagocytosis 43, 44

Ag-specific T

and B cells

Altered clonal expansion, diminished ability to generate high

antibody titer

41

Naı̈ve, mature

T cells

Decreased number, reduced expression of MHC II 45

APC function

(DCs, LCs)

Poor hypersensitivity to allergens 46

TLRs Decline in the secretion of antimicrobial peptides and

pro-inflammatory cytokines

47

Abbreviations: Ag antigen; TLR Toll-like receptor; NK natural killer;MHC IImajor histocompati-

bility complex class II; APC antigen presenting cell; DCs dendritic cells; LC Langerhans’ cells
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Innate immune responses are frequently initiated via Toll-like-receptors (TLRs),

a set of conserved molecules that recognize pathogen-associated molecular patterns

(PAMPs) and endogenous proteins associated with danger and stress signals. Upon

TLR stimulation, a variety of antimicrobial peptides and proinflammatory cyto-

kines (IL-6, TNF-a, etc.) are synthesized to assist in the clearance of the invading

pathogen. The 11 TLRs recognized to date and their ligands, as well as their

signaling activation pathways that may be altered during aging, are summarized

in Table 6.2. Clearly, responses to viral infection are influenced by TLRs, such as

TLR-3. This receptor is constitutively expressed in human alveolar and bronchial

epithelial cells. Its ligand is double-stranded RNA, which is produced during

influenza and other viral infections, and its expression was found to be positively

regulated by the influenza A virus via the secretion of the cytokines IL-8, IL-6,

RANTES, and interferon-beta, and the upregulation of the major adhesion molecule

ICAM-1.54 In a recent study, Renshaw and colleagues47 assessed TLR expression

on splenic and peritoneal macrophages of aged mice and concluded that decreased

expression and function of TLRs resulting from aging may partially contribute to

the increased susceptibility of the elderly population to bacterial, viral, and yeast

infections.

The secretion of cytokines such as IL-6, TNF-a, and chemokines such as MIP-

1a, CCL5 is also dysregulated in the aged population47 (Table 6.1). Increased levels

of prostaglandin E(2) have been linked to suppression of IL-12 and class II MHC

Table 6.2 Mammalian Toll-like receptor activity

Receptor Ligand PAMP Known activation

cascades

TLR 1 Triacetylated lipoproteins Unknown

TLR 2 Lipoproteins, peptidoglycan (Gram-positive bacteria),

lipoteichoid acids, fungal structures

MyD88-dependent TIRAP

TLR 3 Double-stranded RNA MyD88-independent

TRIF

TLR 4 Lipopolysaccharide membrane (Gram-negative

bacteria), HSP60, mBD2, fungal structures

MyD88-dependent TIRAP

MyD88 independent

TRIF/TICAM/TRAM

TLR 5 Flagellin MyD88-dependent IRAK

TLR 6 Diacetylated lipoproteins Unknown

TLR 7 Small synthetic compounds, immiquinod,

imidazoquinoline, ss RNA

MyD88-dependent IRAK

TLR 8 ssRNA MyD88-dependent IRAK

TLR 9 Unmethylated CpG DNA MyD88-dependent IRAK

TLR 10 None defined Unknown

TLR 11 Uropathogenic bacteria MyD88-dependent IRAK

Abbreviations: PAMP pathogen associated molecular patterns; TLR Toll-like receptor; MyD88
adaptor protein in the Toll IL-1 receptor family signaling; TIRAP Toll-IL-1 receptor domain-

containing adaptor protein; TRIF TIR domain containing adaptor inducing IFN-b; HSP 60 60-kDa
heat shock chaperonin protein; mBD2 mouse b defensin 2; TRAM thyroid hormone receptor

activator molecule; IRAK IL-1 receptor-associated kinase; CpG cytosine preceding a guanosine

pattern
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expression on antigen presenting cells (APCs), an effect that can be reversed by

vitamin E supplementation.55 Both cytokine and chemokine molecules are involved

in immune responses to inflammation such as fever. Thus the poor inflammatory

response and the lack of presentation of clinical signs in the elderly may delay

diagnosis and may contribute to the higher mortality rates seen in older people.

Adaptive Immunity

In relation to the impaired innate immune functions mentioned above, humoral and

mainly cellular immune responses decline with age because of the limited genera-

tion of high-affinity, protective antibodies against pathogens and of thymus atro-

phy, respectively. The latter limits the quantity of naı̈ve T cells against infectious

agents and new antigens. Inefficient aged T-cell cooperation and limited production

of cytokines may lead to the decline in specific antibody responses. Frail, elderly

subjects exhibit a blunted and somewhat delayed type 1 T-cell response to influenza

vaccination, which is correlated positively with the reduced IgG 1 subclass and the

total antibody response.56 On the other hand, an imbalance in the production of pro-

and anti-inflammatory cytokines and the accumulation of CD8+ CD28� IFN-g
producing T cells in the aging immune system could diminish the likelihood of

elderly persons producing specific Abs of sufficient titer following influenza vacci-

nation.57 Also, an increase in self-reactive antibodies has been observed in older

vaccinated patients.58

Influenza Vaccine Research and Future Prospects

Newer Methods of Inactivated Vaccine Production

The components of inactivated influenza virus vaccines are produced in embryo-

nated hen’s eggs and this presents some practical difficulties. First, the egg supply is

often limited, and eggs must be ordered a long time in advance. Secondly, many

people are allergic to egg proteins and therefore cannot receive the vaccine, and

thirdly, not all strains grow well in eggs, and therefore sometimes the virus strain

chosen for use in the vaccine is a compromise based upon antigenic similarity to

circulating strains and ability to grow in eggs. Because of these problems with egg

growth of the virus, there is interest in producing vaccine virus in tissue culture

cells.

Madin Darby Canine Kidney (MDCK) cells are widely used for the isolation of

the virus, and Vero cells derived from African green monkey kidney have been

recently authorized by the WHO for vaccine production.59 The safety and immu-

nogenicity of an MDCK-cell-grown influenza vaccine was confirmed in a phase II

clinical trial.60
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Another potential means of avoiding production in eggs would be to use a

recombinant subunit vaccine wherein components such as hemagglutinin and neur-

aminidase are produced in a heterologous system from cDNA introduced into the

expression vector. To this end, Baculovirus-based production of intact hemaggluti-

nin in insect cells has been demonstrated, and its immunogenicity has been proven.61

Generating Broadly Cross-Reactive Responses

The selection of stable antigenic targets is critical in the design of an influenza

vaccine. To date, this area is somewhat under-researched, with the majority of

studies focusing on the HA and NA antigens. A universal influenza virus vaccine

that does not require frequent updates and/or annual immunizations would offer

significant advantages over current seasonal flu vaccines, including, of course,

protection against pandemic strains.

Influenza matrix protein, which lines the inside of the lipoprotein envelope

enclosing the virus RNA (Fig. 6.1), is a promising antigenic target. It is a multi-

functional protein that plays an important role in virus replication by regulating the

bidirectional transport of ribonucleoprotein (RNP) into and out of the nucleus,

inhibiting viral RNA polymerase activity by binding to RNP and mediating the

association of RNP with viral envelope glycoproteins on the inner surface of the

cytoplasmic membrane for virion formation and budding. Influenza-matrix-protein-

derived peptide GILGFVFTL was found to be 100–1,000 times more effective than

commonly used peptides in sensitizing HLA-A2+ target cells to lysis by influenza-

virus-specific cytotoxic T lymphocytes.62

The highly conserved M2 integral membrane protein encoded by influenza A

viruses has also been suggested as a potential antigen for a universal vaccine. M2

protein possesses an ion channel activity that is required for efficient virus entry

into host cells. The M2 cytoplasmic tail, in particular, plays a role in infectious virus

production by coordinating the efficient packaging of genome segments into influ-

enza virus particles.63

Synthetic peptides of M2 extracellular domain conjugated to keyhole limpet

hemocyanin or Neisseria meningitidis outer membrane protein complex were found

to be highly immunogenic in mice, ferrets, and rhesus monkeys and were able to

confer protection against lethal challenge with either H1N1 or H3N2 virus in

mice.64,65 Disappointingly, antibody induced by the M2 vaccine did not cross-

react with the H5N1 virus, which could be related to the next pandemic strain.65

Another conserved influenza protein, the nucleoprotein (NP), may be a poten-

tially valuable vaccine because of its cross-reactivity against even distantly related

virus subtypes. This antigen in combination with small amounts of IL-2 was shown

to induce strong proliferation of resting CD4+ and CD8+ T cells from young and

elderly donors.66

Antigen delivery systems can influence the immune response quantitatively as

well as qualitatively and the route of administration might drastically affect the
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success of a vaccine. In the case of influenza, antigen delivery can be critically

important, as it might be necessary to stimulate substantial levels of mucosal

immunity, which is considered helpful in protection against mucosal infections,

in the absence of side effects. New improved intervention strategies through

immunization and/or vaccine delivery are therefore needed to reduce morbidity

and mortality in the elderly due to influenza and related complications and provide

adequate protection during influenza virus epidemics.10

Live Attenuated Vaccines

The intranasal vaccine FluMist, a cold-adapted, live-attenuated, trivalent influenza

virus vaccine (LAIV) developed by MedImmune was approved by the U.S. Food

and Drug Administration on June 17, 2003 only for administration to healthy

persons aged 5–49 years.32 The ‘‘cold adaptation’’ process encourages replication

in the nasal passages to induce immunity but restricts replication in the increased

temperatures of the lower respiratory tract and lungs.67 Live attenuated virus

vaccine has perceived advantages over killed vaccines in that administration is by

the intranasal route. This may be considered preferable to injection by vaccines, and

these vaccines may generate stronger mucosal-cell-mediated immune responses

than conventional killed vaccines. FluMist’s role in the general prevention of

influenza is yet to become clear, and there have been some problems associated

with distribution, as the vaccine had to remain frozen. In order to circumvent this

problem, a next-generation live vaccine was recently produced by MedImmune

named CAIV-T, assessed in clinical trials and shown to be immunogenic and safe in

healthy and at-risk populations.67

Preclinical Vaccine Research and Development

Other methods of mucosal vaccine delivery have been investigated including the

use of heterologous viral systems. In a recent report, Abe and colleagues68 demon-

strated protection against lethal influenza virus infection in mice immunized intra-

nasally with a recombinant baculovirus expressing the hemagglutinin gene of the

A/PR/8/34 (H1N1) flu virus. Protection was later linked to activation of immune

cells by bAcNPV via the Toll-like receptor 9 (TLR9)/MyD88-dependent signaling

pathway.69 Similar to these findings, vaccination with influenza virosomes has

shown to elicit high titer of influenza-specific antibodies and T-helper cell and

cytotoxic T-cell responses against encapsulated antigens due to the intrinsic adju-

vant activity of virosomal formulations.70

Improved cell-mediated immune responses have long been considered a

desirable attribute of influenza vaccines. Novel pH-triggered microparticles

encapsulating a model MHC class I-restricted peptide Ag from the influenza A
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matrix protein were efficiently phagocytosed by human monocytes and dendritic

cells, and led to increased antigen presentation and primed CTL responses with

minimal cellular toxicity and no functional impairment.71

As described above, TLR stimulation may be important in immune responses to

vaccines and is certainly important in the action of adjuvants designed to enhance

vaccine responses. TLR expression and function may also decline in older people.47

Binding of the cell surface protein CD154 on activated T cells to CD40 on B cells,

dendritic cells, macrophages, and other cell types leads to B-cell activation, prolif-

eration, and antibody production independently of Toll receptor recognition and

signaling. We have described work showing that conjugates of anti-CD40 mAbs

with antigens are very potent immunogens72,73 and we have recently observed that

CD40 adjuvant conjugates with influenza virus antigens were successful in induc-

ing specific anti-influenza antibody and cellular responses.74

Similar approaches have been employed with anti-CD40 mAb and liposomally

encapsulated nuclear protein peptide NP366-374, corresponding to a CTL epitope

on NP. Intranasal immunization of this formulation effectively induced mucosal

immunity to reduce virus replication in the lung, suggesting that anti-CD40 mAb

also functioned as a mucosal adjuvant through MHC class I- and class II-dependent

pathways.75

Another interesting approach compared the immunogenicity and safety of a novel,

interleukin-2 (IL-2)-supplemented trivalent liposomal influenza vaccine (INFLU-

SOME-VAC) with that of a commercial trivalent split virion vaccine in community-

residing elderly volunteers of a mean age 81 years. At 1-month post vaccination,

hemagglutination inhibition for theA/NewCaledonia (H1N1) andA/Moscow (H3N2)

strainswas significantly higher in the INFLUSOME-VACgroup. INFLUSOME-VAC

also induced a greater anti-neuraminidase (NA–N2) response without the detection of

IL-2 antibodies and no increase in anti-phospholipid IgG antibodies, while the adverse

reactions were similar in both the liposomal and split virion vaccine.30

Similar delivery systems developed for mucosal immunization include immune-

stimulating complexes (ISCOM), cage-like structures about 30–40 nm in diameter

composed of glycosides, cholesterol, immunizing protein antigen, and phospholi-

pids. ISCOM influenza vaccines have been shown to be more immunogenic than

conventional vaccines in humans76 but failed to protect monkeys against distant

drift variants of influenza A (H3N2) viruses.77

Conclusion

The combination of vaccination with new antiviral agents in high-risk groups can be

powerful tools in the fight against influenza. However, emphasis must be given to

improvement in the efficiency of use of these tools. Influenza vaccination levels

should hopefully continue to increase owing to greater acceptance of preventive

medicine by physicians, increased administration of the vaccine by healthcare pro-

viders other than practitioners, and new information regarding vaccine effectiveness,
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cost effectiveness, and safety.78 The Advisory Committee on Immunization Prac-

tices (ACIP) in the US recommends using strategies to improve vaccination levels

in the elderly, including using reminder/recall systems and standing order pro-

grams.79 They recommend that inpatient influenza immunization programs are

practiced to target high-risk, hospitalized individuals >65 years who might other-

wise have not received influenza vaccination.80 Additional strategies are also

needed to achieve the Healthy People 2010 objectives among all racial and ethnic

groups, since vaccination levels among blacks and Hispanics lag behind those

among whites.81
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Chapter 7

Changes in Oral Microflora and Host Defences

with Advanced Age

Rimondia S. Percival

Introduction

It is now well established that the demographic structure of the ageing population in

industrialized countries is changingwith increasing numbers and proportions of elderly

people aged 60 years and over. For example, in Europe 20% of the population is aged

more than60years and this is predicted to increase to 25%by2020.1 In China, the most

populous country on earth, numbers of individuals of 60 years of age and over will

increase from 17 million estimated in 1982 to nearly 300 million by the year 2025.2

Infectious diseases are an increasingly important problem as the elderly population

increases. Understanding their aetiology should assist in reducing prevalence of these

diseases in the elderly and contribute to better treatment. Research efforts must

therefore be focused on the effects of ageing on the relationship between infection

and physiological changes in the host and on natural resistance to infection. This also

includes determining the effect of the ageing process on the oral environment.

In addition to the increased number of elderly, it is evident that the proportion of

dentate elderly individuals is increasing. The adult dental health survey of 19983

showed that 44% of English adults over 75 years retained some of their natural

dentition and around 10% of this age group had more than 20 natural teeth. With

increased retention of teeth into old age, the risk of diseases of the mouth and teeth

is also enhanced. The association of poor oral health and systemic disease requires

better understanding, and a more concerted research effort is required into the

ageing process in relation to oral biology in order to identify risk factors that

are associated with various disease states. Potentially, such research could reduce

the number of aged individuals acquiring such diseases.

However, there are various problems associated with studies attempting to

correlate the effect of the ageing process on the stability of the oral microflora.

Many characteristics of the ageing population have to be taken into consideration,
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for instance, it is known that chronological age does not necessarily correlate with

physiological age.4 Furthermore, genuine age-related changes may be obscured by

complicating factors such as disease and the use of medication, which increase in

the elderly.5 Other factors such as dental status, e.g. denture wearing, dietary habit,

and salivation, can also influence age-related changes.

The aim of this chapter is to describe age-related effects on the oral environment

and the consequent impact on the resident oral microflora along with a brief

discussion of associated salivary host defence factors.

Overview of the Oral Environment

The oral cavity comprises a series of different environments such as the teeth,

mucosal surfaces, and gingival crevice. The presence of soft shedding (mucosa) and

hard non-shedding (tooth) surfaces is a distinctive feature of the mouth. Micro-

organisms flourish in the oral cavity and display remarkable tropism for different

environments. The hard tooth surface provides sites colonized by microorganisms

below (sub-gingival) and above (supra-gingival) the gingival margin whereas the

mucosal surface is an environment characterized by continual desquamation of

epithelial cells with rapid turnover of microorganisms.

The oral surfaces are also constantly bathed by two important physiological

fluids, saliva and gingival crevicular fluid, both essential for the maintenance of oral

ecosystems by providing water, nutrients, adherence, and antimicrobial factors.6

The epithelial surfaces of the lips, cheeks, palate, and tongue are bathed in saliva,

are intermittently exposed to dietary nutrients, and provide relatively aerobic

environments.7 Streptococcus spp. (S. salivarius and S. mitis) and Veillonella spp.

are the predominant species of the tongue; other major members of the tongue also

include the Gram-positive filamentous bacteria Actinomyces spp.8,9 Obligately,

anaerobic bacteria can also be recovered, including periodontal pathogens species

such as Porphyromonas gingivalis, Treponema denticola, Actinobacillus actino-
mycetemcomitans, and Prevotella intermedia.10–13 Similarities between the micro-

flora composition of the saliva and the dorsum and the lateral surfaces of the tongue

have been reported.14

The supragingival and subgingival environments on teeth differ in that the

former is bathed in saliva, is essentially aerobic, and predominantly colonized by

Gram-positive facultative anaerobic bacteria, for example, Actinomyces spp. and
streptococci,15 whereas the latter is bathed in crevicular fluid, is essentially anaero-

bic, and is mainly inhabited by Gram-negative bacteria including Fusobacterium
spp., Treponema spp., small numbers of A. actinomycetumcomitans and black-

pigmented rods.16–18

The teeth in the oral cavity provide several different surfaces which enable

colonization by distinct microbial communities and the development of hard-tissue

biofilms. In the fissures and at the margins of fillings, where mechanical entrapment

of bacteria and food remnants occur, colonization by aciduric (acid-tolerating)

bacteria is favoured and mutans streptococci are prevalent.19,20 The areas between
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adjacent teeth (approximal) and the gingival crevice afford protection from adverse

conditions in the mouth and support anaerobic microbial populations. Smooth

surfaces of the teeth are more exposed to environmental factors and are only

colonized by a limited number of bacterial species that are more adapted to such

extreme conditions.20

Changes in Oral Microflora with Age

Microflora in the Young

At birth, the human mouth is predominantly edentulous and sterile, but about 8 h

after birth there is a rapid increase in the number of detectable organisms.21,22

Microorganisms from the infant’s surroundings, which establish a more or less

permanent residence in the oral cavity, are known as the normal or indigenous
flora.9 The composition of the microflora varies considerably for the first few days

of life. However, certain species can be detected during this period such as

streptococci, lactobacilli, and staphylococci, but in lower numbers than in adults.

The most commonly detected species present from 8 h after birth is S. salivarius,
which is normally resident on the tongue and constitutes about 25% of the

total cultivable streptococci.21,23 These studies have also reported the absence

of Candida and some anaerobic species, such as Veillonella, Prevotella, and

spirochaetes, from edentulous infants.

A longitudinal study24 has shown the increased prevalence of Veillonella species
and Prevotella melaninogenica within the first 2 months of life, whereas Fusobac-
terium nucleatum, Porphyromonas catoniae, non-pigmented Prevotella species,

and Leptotrichia spp. were more frequently detected after 1 year. Veillonella and

A. odontolyticus were also more frequently detected in the oral cavity of 1- and 3-

month-old neonates.25

With the application of advanced methods, such as Checkerboard DNA–DNA

hybridization,26 polymerase chain reaction (PCR), and PCR-based denaturing

gradient gel electrophoresis (PCR-DGGE techniques),27–29 microorganisms

present in low numbers or those difficult to culture have been detected. As a result,

it has been possible to detect periodontal pathogens and other species, including

Streptococcus mutans, S. sobrinus, Actinomyces species, Campylobacter rectus,
Fusobacterium nucleatum, P. intermedia and P. gingivalis, at a very early age in

both pre-dentate and dentate children aged 6–36 months.30,31 Tannerella forsythen-
sis (formerly Bacteroides forsythus) was also detected in children aged 18–48

months.32

One of the major changes in the oral environment that occurs around the age of 6

months is the eruption of teeth. The presence of teeth provides hard surfaces for

attachment and colonization by microorganisms adapted to this niche, such as S.
sanguinis, S. mutans, and Actinomyces naeslundii genospecies 2 (formerly A.
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viscosus), which become regular inhabitants of the dentate mouth.8,21,22 As the

infant grows, continual exposure to microorganisms normally indigenous to the

adult oral cavity and the presence of erupting teeth facilitate the accumulation of

dental plaque with increasingly complex oral microflora. The increased frequency

of isolation of species such as Fusobacterium and Actinomyces has also been

reported after tooth eruption.28,33 Throughout childhood, the bacterial population

continues to increase, and further development is dependent on the frequency of

introduction of organisms and the conditions present in the oral cavity.

The isolation frequency of strictly anaerobic bacteria such as Prevotella species

increases with age from between 18 and 40% at the age of 5 to over 90% by 13–16

years of age.21 An increased isolation frequency with age was also observed for

spirochaetes. Similar studies have also reported an increased isolation of Prevotella
and spirochaetes in children between the ages of 11 and 14 years34 and in children

aged 14 and 15 years.35

The increased prevalence of Prevotella species may be associated with elevated

hormone levels, as was observed in puberty36,37 and in pregnant women38,39 A

direct relationship between increased prevalence of P. intermedia in pregnant

women and increased levels of oestrogens and progesterone in plasma has been

demonstrated and attributed to hormones supplementing the menadione require-

ment of the bacteria.40 Other studies, however, were unable to detect any relation-

ship between hormone levels during puberty and pregnancy and the prevalence of

black pigmented anaerobes.41,42

Microflora in the Elderly

The established resident microflora of the oral cavity remains relatively stable over

time (microbial homeostasis) and lives in harmony with the host throughout life by

means of the influences of specific and innate host defences.43 The resident

microflora supports the immune system in providing resistance to colonization by

exogenous pathogenic microorganisms. However, the microflora can also act as a

reservoir of potentially pathogenic bacteria, which may then express their pathoge-

nicity when there is a perturbation of this stable relationship. The disruption of the

stable relationship between the adult and its indigenous microflora can be due to

changes in the host resulting in the breakdown of homeostasis,43 and as the adult

ages several physiological changes take place that can cause variability in the oral

microflora.

Various studies have attempted to correlate changes in the composition of the

oral microflora with age; however, there are several difficulties associated with the

design of such studies. There is difficulty in distinguishing sub-groups: for example,

the definition of elderly, the healthy, the sick, the housebound, or institutionalized.

Ideally, for assessment of genuine age-related effects, individuals in a population

group have to satisfy certain minimum requirements, such as number of teeth,

absence of dentures and active disease, and no recent history of medication. Such
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requirements can be easily satisfied in a young study population, but are dispropor-

tionately represented in elderly individuals.

Age-Related Direct and Indirect Effects on the Oral Microflora

As the individual ages, a variety of related changes occur in the oral cavity. In the

following sections, some of these changes, with direct or indirect impact on the

composition of the resident oral microflora, will be discussed and reviewed in

detail. Discrepancies reported often reflect differences in status and characteristics

of the elderly population included in the study.

Tooth Loss and Denture Wearing

With increased age, increased loss of teeth can dramatically change the oral ecology

and lead to the elimination of some types of oral bacteria due to the lack of a

suitable habitat, such as tooth surfaces and subgingival sites.21 The loss of teeth

results in a marked reduction, or total elimination, of spirochaetes, as well as in a

reduction of lactobacilli, S. mutans and S. sanguinis, due to lack of surfaces for

colonization.22 The importance of tooth surfaces for colonization by mutans strep-

tococci has been reported, and it has been shown that their levels in saliva were

significantly related to the numbers of teeth.44 In an early study,21 complete loss of

teeth resulted in a reduction of black-pigmented obligate anaerobes (of the genera

Porphyromonas and Prevotella) that are generally found in periodontal pockets.

More recent studies have detected the presence of obligate anaerobes in saliva of

geriatric edentulous subjects in the age ranges 61–71, 44–91, and 52–75 years.45–48

However, in some of these studies the enhanced prevalence of black-pigmented

obligate anaerobes in the elderly may have been primarily due to either the presence

of dentures or oral implants,45,48 or elderly subjects with periodontitis.49

In industrialized countries with improved oral health, there are increasing

numbers of elderly individuals retaining some of their natural teeth. Consequently,

one of the major dental problems facing this population is root caries. Various

studies have indicated the increased prevalence of root caries among the elder-

ly.5,50,51 The increased incidence of root caries was directly related to either high

salivary mutans streptococci and yeast counts50 or S. sobrinus counts,52 while in an
elderly Chinese population Actinomyces spp., Lactobacillus spp., Streptococcus
spp., and Candida dubliniensis counts53,54 were related to the increased incidence

of root caries.

The prevalence of denture wearing also increases significantly with age.55

Placement of dentures will not only influence the total numbers of oral microorgan-

isms but also influence the prevalence of particular species.22 The presence of

dentures restores the solid retention surfaces required for colonization and growth

of microorganisms, and bacteria such as S. mutans and lactobacilli can re-establish
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growth in the oral cavity up to the levels found in dentate mouths.44,56 Insertion of

dentures also increased the regular recovery of Staphylococcus aureus both in

healthy subjects57 and in institutionalized elderly subjects.58 Gram-negative bacte-

ria, for example, enterobacteria, were also more frequently isolated from the mouth

when dentures were present.57,59

Denture plaque can also act as a reservoir of potential respiratory pathogens and

facilitate colonization of the oropharynx and subsequent aspiration pneumonia in

dependent elderly subjects. An approximate 68% similarity between microbial flora

colonizing dentures and the pharyngeal mucosa has been reported,60,61 which

suggests that the elderly may have a high level risk of contracting an opportunistic

infection. However, the insertion of dentures has a more noticeable effect on the

prevalence of some species than others; for example, the presence of dentures in the

elderly significantly enhanced the growth of yeasts, with Candida albicans being
the most prevalent species.57,59,62–66 This increased prevalence was attributed to the

tendency of Candida to adhere to denture material.67 In a recent study, the first

isolation of other Candida species such as Candida pararugosa from the oral cavity

of systemically healthy denture wearers was reported.68 In contrast to these studies,

very low numbers of Candida were detected in a limited study group consisting of

five geriatric (age range 66–71 years) denture wearers.46

The increased prevalence of Candida in the mouth of elderly people may be due

to changes in local environmental conditions, such as the restriction of salivary flow

underneath dentures. In particular, full upper dentures reduce the mechanical

washing action of saliva and diminish the inhibitory effect of salivary antimicrobial

factors on yeast colonization under dentures.63 The increased presence of higher

numbers of mutans streptococci and lactobacilli in elderly denture wearers has also

been reported.44,57,65,69 The presence of dentures may result in a decreased pH62

and slow down oral sugar clearance70 in the elderly, both of which will generate a

more cariogenic environment. Prolonged conditions of low pH in plaque favour

selection of aciduric microorganisms.71 Overall, there is some agreement that in

healthy, independent elderly individuals, irrespective of tooth loss or denture

wearing, the carriage of aciduric microorganisms and yeast may indeed be a

function of a genuine ageing process.72–74

Salivary Flow Rates

Numerous findings on the properties and secretion of saliva and histological studies of

salivary glands have revealed age-related changes in the structure of these glands and a

diminished secretory reserve capacity.75–77 The effect of ageing on saliva flow still

remains unclear since conflicting observations exist in the literature (Table 7.1).

Age-related reductions in secretion of both resting78–81 and stimulated5,79,82 whole

saliva have been reported. A decrease in salivary secretion rates with age has also

been observed in stimulated parotid,78 resting and stimulated submandibular83 and

resting84,85 and stimulated86,87 minor glands. On the other hand, an age-related
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decline was not observed in other studies of resting87 and stimulated88 whole

salivary flow rate. Age effects were also not observed in other studies on resting89

and stimulated80,83,89,90 parotid salivary flow and in resting and stimulated subman-

dibular saliva flow90 and from minor salivary glands flow.91 The controversy

regarding the effect of ageing on salivary flow rates may have resulted partly

from differences in experimental design, for example, selection of institutionalized

or non-institutionalized population, or even inclusion in some studies subjects on

systemic medication.

Sometimes, functional disturbances of the salivary glands can cause a reduction

in salivary flow rate, such as the prevalence of xerostomia, which increasingly

occurs (up to 30%) in aged populations of 65 years and over.92 Insertion of dentures

also may have an effect on whole and palatal salivary flow rates.93 Hormonal levels

in women of post-menopausal age94,95 and gender differences (females generally

have smaller salivary glands than males) can all cause variations in salivary flow

rates.96 Moreover, there is wide variation in salivary flow between individuals,97

and the ageing process may also have variable effects on different glands; for

example, it has been suggested that the parotid gland is less sensitive to ageing

compared to submandibular glands.81

Nevertheless, it may be concluded that, although many factors can influence

salivary flow in the elderly, increased age generally correlates with reduced flow

from most salivary glands. This will inevitably have an effect on the resident oral

microflora. A number of studies have reported that diminished salivary flow rates

Table 7.1 Summary of reported age-related changes in human salivary flow rates

Saliva secretion type Effect of increased

age on flow rate

Age range (years)

and reference

Whole

Resting Decrease 20–83,78 18–83,79 20 to

>80,80 18–9081

Stimulated Decrease 18–83,79 18–90 only women,82

55 to >855

Resting No effect 21–9387

Stimulated No effect 35–7488

Parotid

Stimulated Decrease 20–8378

Resting No effect 23–8189

Stimulated No effect 23–81,89 20 to >80,80 27–97,83

26–9090

Submandibular

Resting and stimulated Decrease 27–9783

Resting and stimulated No effect 26–9090

Minor glands

Resting Decrease 17–81,84 18–7485

Stimulated Decrease 17–76,86 21–9387

Resting and stimulated No effect 20–55,91
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result in reduction of buffering capacity and access of antimicrobial substances.

This creates an oral environment favouring the increased colonization of oppor-

tunistic pathogens, such as yeasts, and a microflora associated with the progression

of caries, e.g. mutans streptococci and lactobacilli.5,63,69,98–101 Such effects are

therefore likely to increase in an ageing population.

Oral Hygiene, Medication, and Systemic Disease

Oral hygiene habits in elderly populations are regarded as important for the

maintenance of oral health and of a microflora that is compatible with a healthy

mouth. Since the mouth is a major entrance to internal organs, this will consequent-

ly also contribute to overall health and well-being, particularly in the elderly.102 In

an elderly population oral hygiene standards are low and regarded as a major caries

predisposing factor that can lead to higher ratios of decayed tooth surfaces and the

development of low-pH niches that favour the growth of yeasts and higher numbers

of mutans streptococci.69,103–106 Poor denture cleanliness has also been reported to

correlate with high levels of yeasts and denture stomatitis.104,107 Increased carriage

of Gram-negative bacilli in the hospitalized elderly has also been demonstrated.108

Elderly hospitalized patients with dentures and reliant on nursing assistance often

have poor oral hygiene,109 and increased isolation of methicillin-resistant S. aureus
(MRSA) and coagulase-negative S. aureus, Pseudomonas aeruginosa, E. coli, and
Veillonella spp. has been reported from those patients compared with independent-

ly living individuals.110,111

There is increased use of medication by elderly people; for example, mean

numbers of drugs taken per day were shown to increase from 0.9 to 2.4 in 85-

year-old subjects.5 Dry mouth is often a side-effect of many of the estimated 430

pharmaceutical products used by the elderly population. Some of these drugs will

decrease salivary flow rates and/or alter salivary composition.65,101,112 Combined

medication and psychological effects resulting in hyposalivation and subjective

oral dryness have also been reported.113 Lower salivary secretion rates of major and

minor salivary glands in the elderly resulting from the use of medication has been

shown to affect the oral microflora, with increased counts of yeasts, lactobacilli, and

mutans streptococci.5,59,95,114–116 It has also been reported that medication contain-

ing sucrose can increase numbers of mutans streptococci, lactobacilli, and yeasts in

elderly subjects.117

Systemic disease can influence the composition of oral microflora in elderly

subjects; for example, primary Sjögren’s syndrome, which affects both salivary and

lachrymal gland functions,118 results in a marked reduction in both unstimulated

and stimulated parotid and submandibular salivary flow rates. With increased age,

the risk of cancer rises and the combined effect of irradiation and cytotoxic therapy

and xerostomia induced by cytotoxic treatment have all been found to affect the

composition of oral microflora. A reduction (66%) in salivary flow rate has been

reported in a bone-marrow-transplant patient leading to increased prevalence of
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cariogenic bacteria.119 Cytotoxic therapy has also resulted in increased carriage of

yeasts.120 Hyposalivation due to partial or total destruction of major and minor

salivary glands100,121 (caused by radiotherapy of head and neck regions of cancer

patients) resulted in a marked increase in the prevalence of S. mutans, Lactobacillus
spp., and C. albicans.122,123 Various studies have also reported the increased

isolation of yeasts, enterobacteria (e.g. Klebsiella spp., Escherichia coli, Pseudo-
monas aeruginosa), coagulase-positive staphylococci, Prevotella, Porphyromonas,
Veillonella, and Fusobacterium spp. from debilitated and hospitalized elderly

patients with oral carcinomas, advanced cancer, and bone marrow trans-

plant.108,124–127

Overall, the data suggest that in the elderly oral health, disease, hospitalization,

and medication can all have a profound influence on the oral environment and

lead to changes in the oral microflora, particularly with increased isolation of

Gram-negative bacilli. However, these effects were generally not apparent in

un-medicated healthy ageing populations.57,72

Dietary Habits and Malnutrition

The maintenance of microbial homeostasis in the oral cavity is dependent upon diet,

which can be modified with advancing age. While masticatory performance is

usually not affected by the ageing process,128 other changes such as loss of teeth,

presence of dentures, reduced salivary flow rates, chewing ability, and medication

will all lead to difficulty of eating various types of food. Consequently, this will lead

to adaptation of dietary intake. It has been shown that the intake of some nutrient-

rich foods declined in edentulous and denture-wearing elderly subjects and the ease

of eating various types of food was dependent on the number of teeth present.129,130

This dietary adaptation will mean avoidance of hard and coarse foods, such as

fruits, vegetables and meats, which are good sources of vitamins and miner-

als,131,132 and will lead to a preference for softer and easy-to-swallow food.133

Such a restricted diet will result in increased prevalence of nutrient and mineral

deficiencies among the elderly and also a reduction in serum albumin levels,

regarded as an indicator of good health.131,134 It has been reported that the lack of

minerals such as selenium and zinc can contribute to immunodeficiency in the

elderly.135 Poor nutrient intake and malnutrition have been shown to impair the

immune responses and make the elderly more vulnerable to common and opportu-

nistic infectious diseases.136,137

Dry mouth-associated eating and swallowing problems among elderly indivi-

duals can inhibit intake of fibre-rich foods, restricting the elderly to a soft and

carbohydrate-rich diet.138 Sugary drinks and sweets used to ease the discomfort of a

dry mouth are another source of carbohydrate substrate which will also sustain the

growth of yeasts.139 In the elderly, the frequency of daily carbohydrate intake

increased with age, from five events in those aged 55 years to six or more times a

day in those aged 85 years.5,73
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As discussed earlier, numerous studies have demonstrated that the frequent

consumption of high-sucrose diet enhances the development of more

cariogenic microorganisms, including mutans streptococci and lactoba-

cilli.5,16,52,69,73,103,117,140 A positive correlation between salivary levels of mutans

streptococci, lactobacilli, and yeasts and the number of snacks per day in dental

patients of 55 years and over has also been reported.141 In contrast, an increased

prevalence of aerobic and facultatively anaerobic Gram-negative rods and yeasts

was recorded in ageing vegetarian Buddhist monks 27–96 years old.59

These studies highlight the influence of the ageing process on the relationship

between dental status, diet, and nutritional status in the elderly and emphasize the

need to implement awell-balanced diet to reduce the risk of diet-related oral problems.

A summary of all age-related effects on oral microflora is presented in Table 7.2.

Host Defences in the Oral Cavity

The mucosal surfaces constitute an enormous surface area; they include the entire

gastrointestinal and respiratory tracts, salivary and lachrymal glands, and portions

of the genito-urinary system. It is at mucosa that microbial pathogens and toxic

agents frequently make their first contact with the host and potentially cause

systemic or local disease.142 The oral cavity, being a part of the gastrointestinal

tract, with increased time becomes progressively infected with microorganisms via

ingested food or inspired air. Gradually, these microorganisms establish themselves

as indigenous microflora. The oral microflora, like the indigenous flora of other

sites in the body, has the potential to be pathogenic. This potential can be mani-

fested when, for example, physical injury or nutritional change upsets the balance in

the host–microbial relationship or causes these microorganisms to reach sites in the

body not normally accessible to them.43

Since the oral cavity is exposed to the external environment, internal defence

mechanisms are required for the protection of oral tissues and maintenance of oral

Table 7.2 Summary of age-related effects on oral microflora

Factors Effect on oral microflora Reference

Y MS LB ST G-AB ANs

Loss of teeth # # # – – V 21, 22, 44–48

Denture wearing " " " " " – 44, 56–59, 62–66

Salivary flow rates " " " – – – 5, 63, 69, 98–101

Oral hygiene " " " " " – 69, 103–106, 110, 111

Medication " " " – " " 5, 59, 95, 114–116

Systemic disease " " " " " " 108, 119, 120, 122–127

Dietary habits and malnutrition " " " – " – 5, 16, 52, 59, 69, 73, 103,

117, 139, 140

Y yeasts;MSmutans streptococci; LB lactobacilli; ST staphylococci; G-AB Gram-negative aerobic

bacilli; ANs anaerobes; " increase observed; V variable effect observed; # decrease observed; – no
effect observed
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health. Salivary gland secretions have the most important influence on the aqueous

portion of the oral milieu. The mixed oral fluids are usually referred to as whole
saliva, which consists of the secretions from the major salivary glands, namely,

parotid, submandibular, and sublingual glands, as well as from numerous minor

salivary glands that are found in the lower lip, tongue, cheeks, and palate.22

Whole saliva also contains a number of constituents of non-salivaryorigin and among

these is gingival crevicular fluid (GCF) which continually flows from blood across the

gingival epithelium and eventually reaches saliva via the gingival crevice around the

roots of teeth.143 This fluid can contain all the elements of a functioning immune

system, including high levels of IgG (the principal immunoglobulin of GCF and

serum) and also lower levels of IgA and IgM.16,17 Antibody activity in GCF to both

supragingival and subgingival bacteria has also been detected in both IgG and IgA

isotypes.144 GCF also contains neutrophils and complement, and defects in neu-

trophils can predispose to disease, such as increased risk of periodontitis. Analysis

of salivary components is also frequently used for the diagnosis and assessment of

systemic diseases, since saliva is easy to collect and it contains serum constituents.

Diseases of salivary glands can often be diagnosed from secretions obtained

directly from the glands.145 However, whole saliva is not the best liquid for

assessment of salivary gland performance; for this purpose collection of saliva

from various individual glands is more useful.146 Both salivary flow and salivary

constituents also play a role in the maintenance of oral and general health. It has

been suggested that a low flow rate can contribute to either dental caries or

periodontal disease and consequently to subsequent tooth loss.147,148 Reduced

flow rates may also lead to increased risk of mucosal infections not only in the

mouth but also in the gastrointestinal tract.149

Saliva contains a variety of specific and non-specific factors with antimicrobial

activity, which often work together synergistically to either limit the growth of

bacteria or kill them directly. The principal specific defence factor in the oral cavity

is secretory IgA (S-IgA). Most S-IgA is locally produced and the cells responsible

are plasma cells that predominate the area (lamina propria) just below the mucous

membranes.150 Most (60%) of IgA secreted into the oral cavity from major and

minor salivary glands belongs to the S-IgA1 subclass and the remaining to S-

IgA2.151 S-IgA is the major immunoglobulin isotype of external secretions in

humans and many mammalian species, and plays a role in protection against

microbial invasion and is considered to be the first line of defence of the host

against invading pathogens. Several protective mechanisms have been proposed for

S-IgA including neutralization of viruses, inhibition of adherence, and modulation

of enzyme activity. The major functions of S-IgA are summarized in Table 7.3.

Although S-IgA is the predominant immunoglobulin in salivary secretions, other

immunoglobulin classes, primarily IgG and IgM, are also present but at lower

levels. Most salivary IgG reaches the oral cavity through the gingival crevice and

is mainly derived from serum, whereas monomeric serum IgA and IgM make a

lesser contribution.150 The second most abundant immunoglobulin in secretions is

S-IgM, which is locally produced at mucosal sites and can compensate when there

is a deficiency of S-IgA.152
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Other non-specific salivary components with antimicrobial activities include

lysozyme, which can hydrolyse the bacterial cell wall of Gram-positive bacteria;

lactoferrin, which has a high affinity for iron (consequently depriving microorgan-

isms of this essential mineral); and lactoperoxidase, which protects host proteins

and cells from hydrogen peroxide. Other protective agents include hisatins, cysta-

tins, SLPI (secretory leukocyte protease inhibitors), and b-defensins, and recently

many of these protective components, along with IgA, have been detected asso-

ciated with micelles (macromolecular complexes) in saliva.153 A summary of

salivary protective mechanisms and antimicrobial agents are listed in Table 7.4.

Changes in Oral Host Defences with Age

Infectious diseases are major causes of morbidity and mortality in the elderly

population,160 and a variety of factors contribute to the increased susceptibility to

infection in the elderly. For example, prevalence of infections may result from an

Table 7.3 Functions of secretory IgA at mucosal surfaces

Neutralization of

Viruses

Exotoxin

Bacterial enzymes important in virulence

Prevention of

Antigen penetration across the mucosa

Adherence

Colonization

Motility (antiflagellar antibodies)

Interaction with

Lysozyme, lactoferrin, peroxidase, mucin

Summarized from Refs. 6, 150, 154

Table 7.4 Salivary functions in relation to oral health

Function Salivary components involved Reference

Mechanical cleansing Physical flow of saliva enabling removal

of food and bacterial cells for

elimination via the alimentary tract

43, 147

Buffering action Bicarbonate, phosphate 143, 145, 155

Anti-bacterial, antifungal,

antiviral activity

S-IgA, lysozyme, lactoferrin,

lactoperoxidase, histatins, cystatins,

SLPI, micelles, b-defensins

150, 153, 155–158

Lubrication and protection

of mucous membrane

Basic proline-rich glycoproteins, mucins 145, 150, 155, 159
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underlying dysfunction of an aged immune system161 or may be due to physiologi-

cal and biological changes that normally occur with ageing, which result in

structural and functional changes of many organs. In the oral cavity, various

changes also take place with the ageing process, as was discussed in previous

sections, and all these changes will have an impact on saliva and its protective

components (S-IgA immunoglobulin and antimicrobial factors) that continuously

bathe all the mucosal surfaces of the mouth and inhibit colonization. With advanced

age, there is a reduction in salivary flow rates, sometimes resulting from disease of

salivary glands, medication, or treatment (e.g. cytotoxic and radiation therapy).

These will have an impact on the levels of salivary immunoglobulins and antimi-

crobial factors secreted into the oral cavity, leading to reduced protection of the oral

surfaces. With increased microbial colonization, risk of oral diseases, such as caries

and periodontitis, is enhanced.

Studies on age-related effects on oral host defence factors and the subsequent

impact on the resident oral microflora have reported variable findings. Some

indicated an increase in host defence components, while others reported a decrease

or no change with respect to age. In an early study, an age-related decline in IgA

levels in nasal secretions of hospitalized patients with respiratory disease was

described.162 However, many subsequent investigations, which included healthier

and older subjects, reported that total salivary IgA concentrations did not decline86

or, more commonly, increased with age.81,163,164 Other studies have demonstrated

that salivary IgA secretion rates, regarded as a more accurate measurement

of mucosal function,165 declined with increased age in whole saliva of healthy

individuals.166,167

Age-related differences in salivary IgA subclasses (IgA1 and IgA2) have also

been investigated; studies generally report no changes in IgA subclass levels when

elderly and young subjects are compared.164,168,169 However, the ability to produce

secretory antibodies to various antigens has been shown by some investigators to be

affected by the ageing process. For instance, parotid saliva IgA antibody levels to

glucosyltransferase (GTF) from S. mutans and killed polio virus were shown to

decline in old subjects compared with the young.170 Others have reported that both

levels and secretion rates of S-IgA antibodies to S. mutans and A. naeslundii
genospecies 2171 and S-IgA antibodies to influenza virus172 were not impaired

with increased age.

Although variable total immunoglobulin and specific antibody levels are ob-

served in the elderly, it has been suggested that antibody activity and responses may

have physiological significance and hence could be regarded as more important

parameters to consider when relating secretory antibody levels to protection of

mucosal surfaces.173 For example, it has been demonstrated that the opsonic

activity of saliva towards C. albicans was markedly diminished in individuals of

about 70 years of age compared to young adults, despite both groups having similar

IgA levels.174 It was also reported that aberrations in immunoglobulin synthesis and

appearance of ineffective fragments of S-IgA can also occur with increased age.175

Variable observations regarding the ageing effects on salivary antimicrobial

factors have also been reported. Both lysozyme and lactoferrin levels have been
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shown to increase with advanced age.176 However, diminished levels of SLPI and

lysozyme have also been seen in healthy, elderly individuals.177 Loss of teeth and

insertion of complete dentures in elderly subjects also affect the levels of salivary

antimicrobial factors,178 and denture wearers had significantly lower concentrations

of lactoferrin and myeloperoxidase compared with dentate subjects. In subjects

with radiation-induced hyposalivation, increased levels of lactoferrin were also

detected, which negatively correlated with the numbers of F. nucleatum and P.
intermedia/P. nigrescens.179

The concentration and secretion rate of histatin have been reported to decrease

with increased age in healthy unmedicated elderly subjects.180 Both histatin and

human b-defensin have antifungal activity against C. albicans and inhibit adher-

ence to mucosal surfaces.157,158,181 Hence, any reduction in their levels may

contribute to the increased susceptibility of the elderly to Candida infection.

Salivary mucins MUC5B (formally MG1) and MUC7 (formally MG2)179 have

also been reported to decrease with age.79 Mucins are salivary-protective compo-

nents that prevent overgrowth of the oral microflora and assist in the maintenance of

a stable oral environment. Thus a decrease in mucin level may enhance the

colonization of oral surfaces with harmful species.

Although much of the evidence in the literature suggests that age-related

changes do occur in the secretory immune system, data on the nature and specificity

of age-related changes in the oral defence system is limited, variable, and some-

times contradictory. Variable findings may be due to a number of factors, such as

differences in study populations, disease status, and methodology employed, e.g.

type of saliva and assays used. However, there would appear to be some consensus

in that there is an age-related negative correlation between salivary flow rates and

levels of S-IgA and antimicrobial factors.

Conclusion

From all the factors discussed in this chapter, it is evident that genuine age-related

changes in healthy elderly are different to those seen in people who are on

medication and hospitalized. Studies investigating genuine age-related changes in

oral biology, such as composition of oral microflora, are essential to identify and

confirm consistent changes with age. Such studies are valuable to determine the

treatment needs for this increasing proportion of elderly population and may

identify individuals at risk of certain infections.

Studies attempting to correlate changes in oral microflora with age are faced

with various problems, such as the lack of universally accepted definition of any age

group, and it is known that chronological age does not necessarily correlate with

physiological age. Genuine age-related effects in the elderly may also be obscured

by other factors that also change with increased age, such as dental status, e. g.

presence of dentures, impaired salivary flow, changes in dietary habits, disease, and

the use of medication. Overall, it is evident that in the healthy elderly population
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genuine age-related changes in the oral microflora have resulted in the increased

carriage of aciduric microorganisms and yeasts, whereas in medicated and hospi-

talized elderly subjects Gram-negative bacilli increase in prevalence. With respect

to salivary flow rates, most studies are in agreement that secretory ability does not

diminish with age for the parotid gland. A negative correlation also exists between

salivary flow rates and levels of both S-IgA and antimicrobial factors, which

consequently will have an impact on the resident oral microflora and maintenance

of oral health in elderly. Further research is required to fully elucidate the effect of

age on such responses.

References

1. WHO (World Health Organisation). Keeping fit for life: meeting the nutritional needs of

older persons. WHO, Geneva, 2002.

2. Steel K, Maggi S. Ageing as a global issue. Age Ageing 1993;22:237–239.

3. Steele JG, Sheiham A, Marcenes W, Walls AWG. National Diet and Nutritional Survey:

People Aged 65 Years and Over. Report of the Oral Health Survey, vol 2, London: HMSO,

1998.

4. Gardner ID. The effect of aging on susceptibility to infection. Rev Infect Dis 1980;2:801–

810.

5. Fure S. Ten-year cross-sectional and incidence study of coronal and root caries and some

related factors in elderly Swedish individuals. Gerodontology 2004;21:130–140.

6. Marcotte H, Lavoie MC. Oral microbial ecology and the role of salivary immunoglobulin A.

Microbiol Mol Biol Rev 1998;62:71–109.

7. Roth GI, Calmes R. Oral microbiology. In: Oral Biology. St. Louis, MO: C.V. Mosby, 1981,

pp. 307–339.

8. Smith DJ, Anderson JM, King WF, van Houte J, Taubman MA. Oral streptococci coloniza-

tion in infants. Oral Microbiol Immunol 1993;8:1–4.

9. Theilade E. Factors controlling the microflora of the healthy mouth. In: Hill MJ, Marsh PD

eds. Human Microbial Ecology, West Palm Beach, FL: CRC Press, 1990:1–56.

10. Asikainen S, Alaluusua S, Saxen L. Recovery of A. actinomycetemcomitans from teeth,

tongue and saliva. J Periodontol 1991;62:203–206.

11. Dahlen G, Manji F, Baelum V, Fejerskov O. Putative periodontopathogens in ‘‘diseased’’ and

‘‘non-diseased’’ persons exhibiting poor oral hygiene. J Clin Periodontol 1992;19:35–42.

12. BosyA,KulkarniGV,RosenbergM,McCullockCAG.Relationship of oralmalodor to periodon-

titis: evidence of independence in discrete subpopulations. J Periodontol 1994;65:37–46.

13. De Boever EH, Loesche WJ. Assessing the contribution of anaerobic microflora of the

tongue to oral malodor. J Am Dent Assoc 1995;126:1384–1393.

14. Mager DL, Ximenez-Fyvie LA, Haffajaee AD, Socransky SS. Distribution of selected

bacterial species on intraoral surfaces. J Clin Periodontol 2003;30:644–654.

15. Nolte WA. Oral microbiology: with basic microbiology and immunology, 4th ed. St. Louis,

MO: C.V. Mosby, 1982.

16. Schonfeld SE. Oral microbial ecology. In: Slots J, Taubman MA, eds. Contemporary and

Microbiology and Immunology. St. Louis: Mosby Yearbook, 1992, pp. 267–274.

17. Loesche WJ. Ecology of the oral flora. In: Nisengard RJ, Newman MG eds. Oral Microbiol-

ogy and Immunology. Canada: Saunders, 1994, pp. 307–319.

18. Lee KH, Tanner ACR, Maiden MFJ,Weber HP. Pre- and post-implantation microbiota of the

tongue, teeth, and newly-placed implants. J Clin Periodontol 1999;26:822–832.

7 Changes in Oral Microflora and Host Defences with Advanced Age 145



19. Krasse B. Oral microflora: establishment and preventive effects. Wenner-Gren Int Symp Ser

1989;52:253–262.

20. Marsh PD, Martin M. The mouth as a microbial habitat. In: Oral Microbiology. Chapman &

Hall, London, 1992, pp. 6–26.

21. Socransky SS, Manganiello SD. The oral microbiota of man from birth to senility. J Period-

ontol 1971;42:485–496.

22. Miller CH. Microbial ecology of the oral cavity. In: Schuster GS, ed. Oral Microbiology and

Infectious Disease, 3rd ed. Hamilton, ON: B.C. Decker, 1990, pp. 465–478.

23. Pearce C, Bowden GH, Evans M, Fitzsimmons SP, Johnson J, Sheridan MJ, Wientzen R,

Cole MF. Identification of pioneer viridans streptococci in the oral cavity of human neonates.

J Med Microbiol 1995;42:67–72.

24. Könönen E, Kanervo A, Takala A, Asikainen S, Jousimies-somer H. Establishment of oral

anaerobes during the first year of life. J Dent Res 1999;78:1634–1639.

25. Zou J, Zhou XD, Li SM. Analysis of oral microflora early colonised in infants. Hua Xi Kou

Qiang Yi Xue Za Zhi 2004;22:126–128.

26. Socransky SS, Smith C, Martin L. ‘‘Checkerboard’’ DNA–DNA hybridization. Biotechni-

ques 1994;17:788–793.

27. Kimura S, Ooshima T, Takiguchi M, Sasaki Y, Amano A, Morisaki I, Hamada S. Period-

ontopathic bacterial infection in childhood. J Periodontol 2002;73:20–26.

28. Haraldsson G, Holbrook WP, Könönen E. Clonal persistence of oral Fusobacterium nucle-
atum in infancy. J Dent Res 2004;83:500–504.

29. Li Y, Ku CYS, Xu J, Saxena D, Caufield PW. Survey of oral microbial diversity using PCR-

based denaturing gradient gel electrophoresis. J Dent Res 2005;84:559–564.

30. Tanner ACR, Milgrom PM, Kent R Jr, Mokeem SA, Page RC, Liao SIA, Riedy CA, Bruss J.

Similarity of the oral microbiota of pre-school children with that of their caregivers in a

population-based study. Oral Microbiol Immunol 2002;17:379–387.

31. TannerACR,MilgramPM,Kent R Jr,MokeemSA, PageRC,RiedyCA,Weinstein P, Bruss J.

The microbiota of young children from tooth and tongue samples. J Dent Res 2002;81:53–57.

32. Yang EY, Tanner ACR, Milgrom P, Mokeem SA, Riedy CA, Spadafora AT, Page RC, Bruss

JON. Periodontal pathogen detection in gingival/tooth and tongue flora samples from 18- to

48-month-old children and periodontal status of their mothers. Oral Microbiol Immunol

2002;17:55–59.

33. Hardie JM, Bowden GH. The normal microbial flora of the mouth. In: Skinner FA, Carr JG,

eds. The Normal Microbial Flora of Man. New York: Academic Press, 1974, pp. 47–83.

34. Gusberti FA, Mombelli A, Lang NP, Minder CE. Changes in subgingival microbiota during

puberty: a 4-year longitudinal study. J Clin Periodontol 1990;17:685–692.

35. Ashley FP, Gallagher J, Wilson RF. The occurrence of Actinobacillus actinomycetemcomi-
tans, Bacteroides gingivalis, Bacteroides intermedius and spirochaetes in the subgingival

microflora of adolescents and their relationship with the amount of supragingival plaque and

gingivitis. Oral Microbiol Immunol 1988;3:77–82.

36. Wojcicki CJ, Scott Harper D, Robinson PJ. Differences in periodontal disease-associated

microorganisms of subgingival plaque in prepubertal, pubertal and postpubertal children. J

Periodontol 1987;58:219–223.

37. Moore WEC, Burmeister JA, Brooks CN, Ranney RR, Hinkelmann KH. Investigation of the

influences of puberty, genetics and environment on the composition of subgingival periodon-

tal floras. Infect Immun 1993;61:2891–2898.

38. Kornman KS, Loesche WJ. The supragingival microbial flora during pregnancy. J Periodon-

tal Res 1980;15:111–122.

39. Jensen J, Liljemark W, Bloomquist C. The effect of female sex hormones on subgingival

plaque. J Periodontol 1981;52:599–602.

40. Kornman KS, Loesche WJ. Effects of estradiol and progesterone on Bacteroides melanino-
genicus and Bacteroides gingivalis. Infect Immun 1982;35:256–263.

146 R.S. Percival



41. Yanover L, Ellen RP. A clinical and microbiologic examination of gingival disease in

parapubescent females. J Periodontol 1986;57:562–567.

42. Jonsson R, Howland BE, Bowden GHW. Relationship between periodontal health, salivary

steroids and Bacteroides intermedia in males, pregnant and non-pregnant women. J Dent Res

1988;67:1062–1069.

43. Marsh PD. Host defenses and microbial homeostasis: role of microbial interactions. J Dent

Res 1989;68:1567–1575.

44. Loesche WJ, Schork A, Terpenning MT. Factors which influence levels of selected organ-

isms in saliva of older individuals. J Clin Microbiol 1995;33:2550–2557.

45. Könönen E, Asikainen S, Alaluusua S, Könönen M, Summanen P, Kanervo A, Jousimies-

Somer H. Are certain pathogens part of normal oral flora in denture-wearing edentulous

subjects? Oral Microbiol Immunol 1991;6:119–122.

46. Sato M, Hoshino E, Nomura S, Ishioka K. Salivary microflora of geriatric edentulous persons

wearing dentures. Microb Ecol Health Dis 1993;6:293–299.
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127. Napeñas JJ, Brennan MT, Fox PC, Lockhart PB. Oral microflora changes in patients receiving

chemotherapy: a systemic review. Oral Surg Oral Med Oral Pathol 2004;97:452–453.

128. Hatch JP, Shinkai RSA, Sakai S, Rugh JD, Paunovich ED. Determinants of masticatory

performance in dentate adults. Arch Oral Biol 2000;46:641–648.

129. Nowjack–Raymer RE, Sheiham A. Association of edentulism and diet and nutrition in US

adults. J Dent Res 2003;82:123–126.

130. Steele JG, Sheiham A, Marcenes W, Walls AWG. Diet and nutrition in Great Britain.

Gerodontology 1998;15:100–106.

131. Morais JA, Heydecke G, Pawliuk J, Lund JP, Feine JS. The effects of mandibular two-implant

overdentures on nutrition in elderly edentulous individuals. J Dent Res 2003;82:53–58.

132. Budtz-Jørgensen E, Chung JP, Rapin CH. Nutrition and health. Best Pract Res Clin Gastro-

enterol 2001;15:885–896.

133. Kwok T, Yu CNF, Hui HW, KwanM, ChanV. Association between functional dental state and

dietary intake of Chinese vegetarian old age home residents. Gerodontology 2004;21:161–166.

134. Pickering G. Frail elderly, nutritional status and drugs. Arch Gerontol Geriatr 2004;

38;174–180.

150 R.S. Percival



135. Malaguarnera L, Ferlito L, Imbesi RM, Gulizia GS, Di Mauro S, Maugeri D, Malaguarnera

M, Messina A. Immunosenescence: a review. Arch Gerontol Geriatr 2001;32:1–14.

136. Chandra RK. Impact of nutritional status and nutrient supplements on immune responses and

incidence of infection in older individuals. Ageing Res Rev 2004;3:91–104.

137. Gavazzi G, Herrmann F, Krause KH. Ageing and infectious diseases in the developing

world. Clin Infect Dis 2004;39:83–91.

138. Ship JA. Diagnosing, managing, and preventing salivary gland disorders. Oral Dis

2002;8:77–89.

139. MacEntee MI, Nolan A, Thomason JM. Oral mucosal and osseous disorders in frail elders.

Gerodontology 2004;21:78–84.

140. Steele JG, Sheiham A, Marcenes W, Fay N, Walls AWG. Clinical and behavioural risk

indicators for root caries in older people. Gerodontology 2001;18:95–101.

141. Beighton D, Hellyer PH, Heath MR. Association between salivary levels of mutans strepto-

cocci, lactobacilli, yeasts and black-pigmented Bacteroides spp. and dental variables in

elderly dental patients. Arch Oral Biol 1990;35:173S–175S.

142. McNabb PC, Tomasi TB. Host defense mechanisms at mucosal surfaces. Ann Rev Microbiol

1981;35:477–496.

143. FDI Working Group 10, CORE. Saliva: its role in health and disease. Int Dent J

1992;42:291–304.

144. Smith DJ, van Houte J, Kent R, Taubman MA. Effect of antibody in gingival crevicular fluid

on early colonization of exposed root surfaces by mutans streptococci. Oral Microbiol

Immunol 1994;9:65–69.

145. Kaufman E, Lamster IB. The diagnostic applications of saliva – a review. Crit Rev Oral Biol

Med 2002;13:197–212.
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147. Lagerlöf F, Oliveby A. Caries–protective factors in saliva. Adv Dent Res 1994;8:229–238.

148. Lenander-LumikariM, LoimarantaV. Saliva and dental caries. AdvDent Res 2000;14:40–47.

149. Jamieson GG, Duranceau AC. The defense mechanisms of the esophagus. Surg Clin North

Am 1983;63:787–799.

150. Van Nieuw Amerongen A, Bolscher JGM, Veerman ECI. Salivary proteins: protective and

giagnostic value in cariology. Caries Res 2004;38:247–253.

151. Smith DJ, Taubman MA. Association of specific host immune factors with dental caries

experience. In: Johnson NM, ed. Risk Markers for Oral Diseases Volume 1. Dental Caries,

Cambridge: Cambridge University Press, 1991, pp. 340–357.

152. Underdown BJ, Mestecky J. Mucosal immunoglobulins. In: Ogra P, Lamm M, McGhee JR,

Mestecky J, Strober W, Bienenstock J, eds. Handbook of Mucosal Immunology. New York:

Academic Press, 1994, pp. 79–97.

153. Soares RV, Lin T, Siqueira CC, Bruno LS, Li X, Oppenheim FG, Offner G, Troxler RF.

Salivary micelles: identification of complexes containing MG2, sIGA, lactoferrin, amylase,

glycosylated praline-rich protein and lysozyme. Arch Oral Biol 2004;49:337–343.

154. Russell MW, Hajishengallis G, Childers NK, Michalek SM. Secretory immunity in defense

against cariogenic mutans streptococci. Caries Res 1999;33:4–15.

155. Van Nieuw Amerongen A, Veerman ECI. Saliva – the defender of the oral cavity. Oral Dis

2002;8:12–22.

156. Tenovuo J. Clinical applications of antimicrobial host proteins lactoperoxidase, lysozyme

and lactorerrin in xerostomia: efficacy and safety. Oral Dis 2002;8:23–29.

157. Feng Z, Jiang B, Chandra J, Ghannoum M, Nelson S. Human beta-defensins: differential

activity against Candidal species and regulation by Candida albicans. J Dent Res

2005;84:445–450.

158. Joly S, Maze C, McCray PB Jr, Guthmiller JM. Human b‐defensin 2 and 3 demonstrate

strain–selective activity against oral microorganisms. J Clin Microbiol 2004;42:1024–1029.

7 Changes in Oral Microflora and Host Defences with Advanced Age 151



159. Tabak LA. In defense of the oral cavity: structure, biosynthesis, and function of salivary

mucins. Ann Rev Physiol 1995;57:547–564.

160. Yoshikawa TT. Epidemiology and unique aspects of ageing and infectious diseases. Clin

Infect Dis 2000;30:931–933.

161. Ginaldi L, Loreto MF, Corsi MP, Modesti M, De Martinis M. Immunosenescence and

infectious disease. Microb Infect 2001;3:851–857.

162. Alford RH. Effects of chronic bronchopulmonary disease and aging on human nasal secre-

tion IgA concentrations. J Immunol 1968;101:984–988.

163. Ben–Aryeh H, Fisher M, Szargel R, Laufer D. Composition of whole unstimulated saliva of

healthy children: changes with age. Arch Oral Biol 1990;35:929–931.

164. Childers NK, Greenleaf C, Li F, Dasanayake AP, Powell WD,Michalek SM. Effect of age on

immunoglobulin A subclass distribution in human parotid saliva. Oral Microbiol Immunol

2003;18:298–301.

165. Chandler DC, Silverman MS, Lundblad RL, McFall WT. Human parotid IgA and periodon-

tal disease. Arch Oral Biol 1974;19:733–735.

166. Challacombe SJ, Percival RS, Marsh PD. Age–related changes in immunoglobulin isotypes

in whole and parotid saliva and serum in healthy individuals. Oral Microbiol Immunol

1995;10:202–207.

167. Miletic ID, Schiffman SS, Miletic VD, Sattely-Miller EA. Salivary IgA secretion rate in

young and elderly persons. Physiol Behav 1996;60:243–248.

168. GreenleafCR,Michalek SM,DasanayakeAP, PowellWD,ChildersNK.Comparison of salivary

IgA subclass distribution between children and adults. J Dent Res 2002;81:Abst No 0773.

169. Russell MW, Prince SJ, Ligthart GJ, Mestecky J, Radl J. Comparison of salivary and serum

antibodies to common environmental antigens in elderly, edentulous and normal adult

subjects. Aging: Immunol Infect Dis 1990;2:275–286.

170. Smith DJ, Taubman MA, Ebersole JL. Ontogeny and senescence of salivary immunity. J

Dent Res 1987;66:451–456.

171. Percival RS, Marsh PD, Challacombe SJ. Age–related changes in salivary antibodies to

commensal oral and gut biota. Oral Microbiol Immunol 1997;12:57–63.

172. Waldman RH, Bergmann K‐C, Stone J, Howard S, Chiodo V, Jackowitz A, Waldman ER,

Khakoo R. Age‐dependent antibody response in mice and humans following oral influenza

immunization. J Clin Immunol 1987;7:327–332.

173. Smith DJ, King WF, Taubman MA. Salivary IgA antibody to oral streptococcal antigens in

predentate infants. Oral Microbiol Immunol 1990;5:57–62.

174. Ganguly R, Stablein J, Lockey RF, Shamblin P, Vargas L. Defective antimicrobial functions

of oral secretions in the elderly. J Infect Dis 1986;153:163–164.

175. Arranz E, O’Mahony S, Ferguson A. Serum and salivary immunoglobulins and food anti-

bodies in normal elderly subjects. In: MacDonald T, Challacombe SJ, Bland P, Stokes C,

Heatley R, McInwat A, eds. Advances in Mucosal Immunology. The Netherlands: Kluwer,

1990, pp. 467–468.

176. Fox PC, Heft MW, Herrera M, Bowers MR, Mandel ID, Baum BJ. Secretion of antimicrobial

proteins from the parotid glands of different aged healthy persons. J Gerontol 1987;42:466–469.

177. Shugars DC, Watkins CA, Cowen HJ. Salivary concentration of secretory leukocyte protease

inhibitor, an antimicrobial protein, is decreased with advanced age. Gerontology

2001;47:246–253.

178. Närhi TO, Tenovuo J, Ainamo A, Vilja P. Antimicrobial factors, sialic acid, and protein

concentration in whole saliva of the elderly. Scand J Dent Res 1994;102:120–125.
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Chapter 8

Influence of the Gut Microbiota with Ageing

Eileen Murphy, Caroline Murphy, and Liam O’Mahony

Introduction

The mucosal surface of the human gastrointestinal tract is approximately 200–300

m2 in area and is colonized by 10(13–14) bacteria of greater than 1,000 different

species and subspecies. The number of bacterial cells within the gastrointestinal

tract outnumbers the host cell populations by 10:1, highlighting the relative impor-

tance of microbiota composition and metabolic activity on host homeostasis.1 This

review will discuss some of the better described microbiota-related activities that

influence host function and the relationship with host ageing. However, most of the

bacterial species present within the gastrointestinal tract still remain to be char-

acterized, and many of the mechanisms underpinning their activities remain

unexplored.

Bacterial populations are not distributed evenly throughout the gastrointestinal

tract. Bacterial numbers in different parts of the gastrointestinal tract appears to be

influenced by multiple factors, including pH, peristalsis, redox potential, bacterial

adhesion sites, bacterial cooperation/quorum signalling, mucin secretion, nutrient

availability, diet, and bacterial antagonism. Because of the low pH of the stomach

and the relatively swift peristalsis through the stomach and the small bowel, the

stomach and the upper two-thirds of the small intestine (duodenum and jejunum)

contain only low numbers of microorganisms, which range from 103 to 104 bacteria

per millilitre of the gastric or intestinal contents. These are primarily acid-tolerant

lactobacilli and streptococci. In the distal small intestine (ileum), the microbiota

begins to resemble those of the colon, with numbers approaching 107–108 bacteria

per millilitre of the intestinal contents. With decreased peristalsis, acidity, and

lower oxidation–reduction potentials, the ileum maintains a more diverse micro-

biota and a higher bacterial population. The colon is the primary site of microbial

colonization in humans, probably because of slow intestinal motility and the low

oxidation–reduction potential. The colon harbours tremendous numbers and species

of bacteria, most of which are obligate anaerobes.
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The gastrointestinal microbiota has been broadly classified into two types,

autochthonous flora (indigenous flora) and allochthonous flora (transient flora).

Autochthonous microorganisms colonize particular habitats, i.e. physical spaces

in the gastrointestinal tract, whereas allochthonous microorganisms cannot colo-

nize particular habitats except under abnormal conditions. Most pathogens are

allochthonous microorganisms; nevertheless, some pathogens can be autochtho-

nous to the ecosystem and normally live in harmony with the host, except when the

system is disturbed. Historically, microbial research focused on the mechanisms by

which enteric pathogens mediate tissue damage and disease. More recently, a

circumstantial role of intestinal bacteria in the pathogenesis of various intestinal

disorders has been recognized. For example, in genetically susceptible individuals,

some components of commensal organisms can trigger aberrant immune responses

that contribute to the pathogenesis of inflammatory bowel disease (IBD).2

Under normal circumstances, commensal bacteria are an essential health asset

that exert a conditioning and protective influence on intestinal structure and ho-

meostasis. Intestinal bacteria protect against infection, and actively exchange

developmental and regulatory signals with the host that prime and instruct mucosal

immunity.1 Colonization of germ-free mice with a single species, Bacteroides
thetaiotaomicron, has been shown to affect the expression of a variety of host

genes. These include genes associated with nutrient uptake, metabolism, angiogen-

esis, mucosal barrier function, and the development of the enteric nervous system.3

Interactions between gut-associated lymphoid tissues and colonizing bacteria early

in life are crucial for appropriate development of functioning mucosal and systemic

immunoregulatory systems.4,5 Thus, individual variations in immunity may be

influenced by the composition of the colonizing microbiota. Bacterial metabolism

confers many benefits to gut physiology, and commensal bacteria represent a rich

repository of metabolites that can be mined for therapeutic benefit.1 Intestinal

bacteria are not uniform in their ability to drive mucosal inflammatory responses.

Some commensal species such as B. vulgatus are pro-inflammatory.6 Conversely,

other species lack inflammatory capacity, and certain bacteria including strains of

bifidobacteria and lactobacilli can even attenuate inflammatory responses.7–9 The

composition of the gut microbiota is dramatically different between infants and the

elderly and this relationship will be discussed in more detail below.

Activities of the Gut Microbiota

Nutrition

There is a longstanding belief that human health is linked to the activities of the

resident microbial population. In particular, the gut microbiota plays a significant

role in nutrition through the conversion of many dietary substances into nutrients

that can be absorbed and utilized by the host and by altering the intrinsic metabolic

machinery of host cells, leading to more efficient nutrient uptake and utilization.

Most notably, the gut microbiota plays a significant role in the breakdown of non-

digestible carbohydrates.
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The gut microbiome, which may contain>100 times the number of genes in our

genome, endows us with functional features that we have not had to evolve

ourselves.10 One such attribute is the ability to extract energy from non-digestible

polysaccharides. The diet not only provides substrates for host metabolism but also

supports the growth and metabolism of the bacteria in our gut. Mammals can

readily absorb simple sugars, such as glucose and galactose, via active transport

in the proximal regions of their small intestine which contains only a relatively

small number of bacteria.11 Mammals can, in addition, hydrolyse disaccharides

such as sucrose, maltose, and lactose to their constituent monosaccharides and can

degrade starch to glucose. However, they are limited in their intrinsic capacity to

digest other dietary polysaccharides. As a consequence, a significant amount of

undigested dietary carbohydrate reaches the distal portion of the gastrointestinal

tract. This undigested carbohydrate includes polysaccharides such as cellulose,

xylan, and pectin (mostly from plant cell walls) and undigested starch. Together

with host-derived glycans (mucins and glycosphingolipids), they pass into the distal

regions of the small intestine (ileum) and colon where they are degraded by resident

microbes. The resulting monosaccharides are fermented by bacteria to yield short-

chain fatty acids (SCFAs) which are absorbed and utilized by the host. The three

major SCFAs produced in the gut are acetate, propionate, and butyrate, and these

(not glucose) are the preferred energy substrate of the colonic epithelial cells.12 It

has been estimated that in humans 50–60 g of carbohydrate is typically fermented

per day, yielding 0.5–0.6 mol of SCFA, with a total energy value of 140–180 kcal.11

However, the amount and type of SCFA produced varies according to the dietary

factors such as the fibre content. In addition to their nutritional value, SCFAs have

important effects on gut physiology, with butyrate, in particular, affecting epithelial

proliferation and differentiation.13

The ability to degrade and ferment a wide variety of polysaccharides is particu-

larly evident among members of the genus Bacteroides which are very common in

the human gut.14 Molecular analysis of the polysaccharide utilizing machinery of

these bacteria has provided useful insight into how microbes in the intestine sense

and exploit nutrients in their environment. The best understood example of poly-

saccharide utilization is the starch utilization system (sus) of Bacteroides thetaio-
taomicron.15 This bacterium is a prominent member of the normal intestinal flora of

both mice and humans and lends itself to genetic manipulation. Its proteome

contains 172 glycosylhyrolases that are predicted to cleave most glycosidic lin-

kages encountered in human diets.16 The use of germ-free (GF) inbred strains of

mice has proven valuable in the study of microorganisms in the gastrointestinal

tract. These mice are raised without any resident microorganisms and they, there-

fore, represent a genetically defined, simplified in vivo assay system aimed at

defining the impact of colonizing the gut with specific species. Interestingly,

colonization of GF mice with B. thetaiotamicron has shown that its polysaccharide

processing activity is associated with changes in the expression of a number of

genes involved in the processing and absorption of carbohydrates (such as NA+/�
glucose co-transporter, the principal mediator of glucose uptake in epithelial cells),

as well as the breakdown and absorption of complex dietary lipids (e.g. pancreatic
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lipase-related protein 2, fasting-induced adipocyte factor (FIAF), apolipoprotein

IV, and the liver-derived fatty acid binding protein).17 B. thetaiotamicron has an

extraordinary capacity for acquiring and degrading polysaccharides and also affects

the metabolic machinery of host cells, leading to more efficient nutrient uptake and

utilization.

The gut microbiota represents a key source of nutrients other than SCFAs. Unlike

humans, many species of bacteria can synthesize folate18,19 and their contribution to

the folate content of the large intestine in human infants is sufficiently great to

potentially affect the folate status of the host.20 The gut bacteria are also a signifi-

cant source of a range of vitamins, particularly those of the B group and vitamin K.

It has been shown that germ-free mice require vitamin K and higher amounts of B

vitamins (B12, biotin, folic acid, and pantothetane) in their diets, in contrast to those

that are colonized with a conventional microbiota.21 In addition, the gut bacteria aid

in the absorption of minerals such as calcium, magnesium, and iron.1

The use of GF mice or rats has provided additional insights into the mutually

beneficial interactions that are manifest between the host and the intestinal micro-

biota. A key observation, from studies using adult male GF Wistar rats, was that

conventionally reared rats required 30% less caloric intake to maintain their body

weight compared to germ-free animals. This indicates the importance of the

microbiota in assisting the host to obtain the maximum nutritional value (i.e.

energy) from the diet. Additional comparative studies involving GF and colonized

animals have confirmed that the intestinal microbiota affects the host machinery

and plays an important role in the control of energy storage in the host. Gordon and

colleagues showed that GF mice have 40% less total body fat compared to conven-

tionally raised animals even though the latter consume less per day.22 One proposed

mechanism for this phenomenon is that the microbiota promotes storage of calories

harvested from the diet into fat, acting through the intestinally derived protein

FIAF, which is involved in coordinating increased hepatic lipogenesis with increas-

ing lipoprotein lipase (LPL) activity in adipocytes. Conventionalization of adult GF

mice with the caecal contents harvested from conventional donors results in an

increase in body fat to levels equivalent to those of conventionally raised animals.

Therefore, the gut microbiota not only affects energy harvest from the diet but also

influences energy storage in the host.

While the symbiotic relationship between the gut microbiota and the host is

clearly crucial in salvaging energy from the diet, recent evidence from animal and

human studies suggests that obesity alters the composition of the microbiota and

this may be a factor involved in the development of obesity. The distal gut and

faecal microbiota are numerically dominated by two bacteria divisions, the Bacter-
oides and the Firmicutes. A comparative survey of 16S-rRNA-gene sequences of

the distal gut microbiota of leptin-deficient obese mice and their lean littermates

revealed a 50% reduction in the number of Bacteroides in the obese animals with a

corresponding increase in the Firmicutes.23 These differences are important be-

cause Firmicutes seem to have biochemical pathways that can extract more energy

from non-digestible carbohydrates and may explain the finding that the obese mice

had more fermentation products and fewer calories remaining in their faeces than
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the lean mice. These observations have also been made in obese humans. An

increased ratio of Firmicutes to Bacteroides was observed in the gut of obese

compared to lean individuals, which suggests that the obese ‘microbiome’ is

more efficient at extracting energy from the diet.24 Interestingly, calorie restriction

over a 1-year period resulted in the restoration of the balance between the Firmi-
cutes and the Bacteroides in these obese individuals. A further study in obese mice

showed that the altered ratio of Firmicutes to Bacteroides leads to an alteration of in
body fat gain when the microbiota from obese mice was transferred to lean mice.25

Over a 2-week period, the microbiota from mice give the obese microbiota gained

more fat and extracted more calories from their food compared to the GF mice who

received microbiota from lean mice. These studies suggest that obesity is associated

with alterations in the composition of the gut microbiota and that these differences

in the efficiency of caloric extraction from food may contribute to differential body

weights.

These studies provide insights into the relatively recent and somewhat surprising

revelations with regard to the role of the gut microbiota in relation of the energy

balance of the host, fat deposition, and the risk of obesity. They provide further

evidence that the human microbiota contributes positively towards nutrition and

health and suggest that appropriate manipulation of the microbiota may represent a

useful tool in strategies aimed at optimizing the health status of individuals.

Metabolism

The metabolic activities of the intestinal microbiota are very important to host

health and well-being. Microbial metabolism can have a variety of effects, with the

potential to influence areas outside of the colon. These can include lactose toler-

ance, decreased serum cholesterol levels and risk for cardiovascular disease, and

detoxification of harmful substances.

Individuals with low levels of the enzyme lactase have limited ability to digest

lactose, which can result in intestinal distress, or lactose intolerance. People with

lactose intolerance suffer from bloating, flatulence, abdominal pain, and diarrhoea.

Typically, they will restrict their intake of dairy products, which puts them at risk of

deficiencies in several nutrients, most notably calcium.26 Streptococcus thermo-
philus, a species belonging to the S. salivarius group of microorganisms, has been

used as a probiotic because of its ability to ferment lactose. The contribution of

lactase by bacterial cultures is thought to improve the digestion of lactose in

lactose-intolerant individuals.27 The inability of adults to digest lactose is wide-

spread, although generally these patients tolerate lactose better from yogurt than

from milk.28 The yogurt starter cultures (S. thermophilus and Lactobacillus del-
brueckii subspecies bulgaricus), present at levels normally seen in yogurt (�108/g),
effectively improve the digestion of lactose in lactose maldigesters.

Elevated levels of certain blood lipids are a risk factor for cardiovascular

disease. The effect of bacterial cultures containing dairy products or probiotic
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bacteria on cholesterol levels has yielded equivocal results.29 A proposed mecha-

nism is based on the ability of certain probiotic lactobacilli and bifidobacteria to

deconjugate bile acids enzymatically, increasing their rates of excretion.30 Choles-

terol is a precursor of bile acids, and the loss of bile acids through excretion is

replaced by the conversion of cholesterol molecules to bile acids. Probiotic bacteria

also ferment food-derived indigestible carbohydrates to produce short-chain fatty

acids in the gut. This can cause a decrease in the systemic levels of blood lipids by

inhibiting hepatic cholesterol synthesis and/or redistributing cholesterol from plas-

ma to the liver.31

Approximately 80% of all kidney stones contain significant amounts of calcium

oxalate, indicating that high dietary oxalate levels may be a risk factor contributing

to the formation of renal stones.32 Hyperoxaluria complicated by renal tract stones

is an important clinical problem in humans, particularly those with enteric hyper-

oxaluria secondary to conditions such as Crohn’s disease.33 Oxalate degrading

bacteria have the potential to reduce urinary excretion of oxalic acid, which is

considered the most important risk factor in the formation of renal stones. Several

studies have demonstrated the presence of oxalate-degrading bacteria in the human

intestine.34–36 Treatment of patients with an oral administration of freeze-dried

lactic acid bacteria is associated with a reduced urinary oxalate excretion.37 Addi-

tional studies have demonstrated oxalate degradation by Oxalobacter formigenes, a
Gram-negative anaerobic bacterium that inhabits the gastrointestinal tracts of

humans and mammals.38–40 The presence of O. formigenes has been shown to

reverse hyperoxaluria in a rat model and reduce urinary oxalate excretion in

humans.41

A substantial number of published studies have investigated conjugated linoleic

acid (CLA) because of its potential health-promoting properties and the proposed

positive effects that CLA has on many aspects of human health, most notably the

anti-carcinogenic, immune modulation, anti-atherosclerotic, and anti-obesity activ-

ities.42–47 Production of the cis-9, trans-CLA isomer from dietary linoleic acid by

the enteric microbiota may have an important influence on the evolving and

interactive intestinal mucosal environment, thereby influencing long-term health.

In addition to the increased interest in the possible physiological effects on humans

following CLA consumption, there has been a concomitant increase in interest in

the isolation of novel human-derived bacterial cultures with the ability to produce

the bioactive fatty acid.48–51 Some, but not all, human-derived bifidobacteria are

capable of producing the fatty acid metabolite CLA.

Not all bacterial metabolites have beneficial effects on the host; indeed, negative

influences may be observed associated with colonizing or invading microorgan-

isms. Microbial metabolites may possess genotoxic, mutagenic, or carcinogenic

activity and contribute substantially to the risk of developing cancer over a period

of long-term exposure. It is likely that the appropriate balance between different

microbial species, rather than one particular organism, is the primary putrefaction

controlling feature. When adequate levels of beneficial anaerobic bacteria, such as

Bifidobacteria, are present in the intestine, they ferment carbohydrates to produce

acetic and lactic acid. This decrease in the luminal pH inhibits putrefaction.
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However, in the absence of beneficial species or strains, certain groups such as

Clostridia ferment proteins and release harmful nitrogenous metabolites into the

lumen (e.g. biogenic amines, indoles, and ammonia). In the long term, this can lead

to toxicity and inflammation and increases the risk of colon cancer.52,53

Immune System

The gastrointestinal tract is home to the largest accumulation of leukocytes in the

body where they are constantly being exposed to a wide array of foreign antigens.

Complex signalling networks between multiple cell types ensure that the appropri-

ate balance is maintained between immune protection from infection and tolerance

of harmless antigens, such as the resident bacterial flora.54 Disturbance of this

balance results in inappropriate immune activation as observed in patients with

IBD. The small intestine is highly adapted to facilitate immunological sampling of

intestinal contents. Specialized epithelial cells, M cells, actively transport antigen to

underlying lymphoid follicles for immunological processing, while dendritic cells

extend dendrites between epithelial cells in order to sample adherent bacterial

species. Microbiota composition and metabolic activity impact the mechanisms

by which the intestinal immune system samples luminal antigen and the controlling

features that determine immunological tolerance. This phenomenon is still poorly

described, and a significant portion of our understanding is derived from animal

models and resected diseased tissue.

The single most important environmental factor that impacts intestinal immune

signalling is the presence of microorganisms.55 While most studies have focused on

the immune response to pathogens, these are the exception in our coexistence with

vast numbers of non-pathogenic microorganisms. Studies in GF mice have revealed

dramatic alterations in the anatomy and function of both the mucosal and systemic

immune compartments. GF mice have hypoplastic Peyer’s patches that contain few

germinal centres, as well as greatly reduced numbers of IgA-producing plasma cells

and lamina propria CD4+ T cells. The lymph nodes and spleen are poorly organized

and mice are hypogammaglobulinaemic. Acquisition of a bacterial flora results in

the normalization of these abnormalities. Thus, the commensal bacteria drive and

condition the mucosal immune system.

This observation has led investigators to further examine the therapeutic poten-

tial of specific bacterial species in driving regulatory immune responses within the

mucosa. Murine studies have demonstrated that the deliberate administration of

commensal, or probiotic, bacteria to susceptible colitis models results in reduced

inflammatory activity associated with reduced pro-inflammatory cytokine produc-

tion and maintained regulatory cytokine production.56 This suggests that certain

bacterial strains can drive immuno-regulatory responses via direct interaction with

the mucosal immune system. In humans, dendritic cells isolated from mesenteric

lymph nodes preferentially secrete the regulatory cytokines IL-10 and TGF-b when

co-incubated with commensal bacteria, while the same dendritic cells preferentially
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secrete pro-inflammatory cytokines, but not regulatory cytokines, when exposed to

the pathogenic organism Salmonella typhimurium.57 This suggests that intestinal

dendritic cells exposed to commensal organisms in vivo may drive the in vivo

development of regulatory T cells, resulting in improved immunological tolerance.

The host response to infection is characterized by innate and acquired cellular

and humoral immune reactions, designed to limit spread of the offending organism

and to restore organ homeostasis. However, to limit the aggressiveness of collateral

damage to host tissues, a range of regulatory constraints may be activated. Regu-

latory T cells (Treg) serve one such mechanism.58 These are derived from the

thymus but may also be induced in peripheral organs, including the gut mucosa.59,60

For example, encounter with specific experimental microbes within the murine gut

has been shown to drive the development of mucosal Tregs, which is associated

with attenuation of inflammation in a murine model of colitis61 and contributes to

protection of the host from mucosal damage and systemic inflammation associated

with infection by invasive pathogens.

These studies and others have led investigators to examine the potential anti-

inflammatory properties of selected commensal species in human disease. Clinical

studies assessing the impact of probiotic consumption on the symptoms of IBD are

conflicting and are often confoundedby small numbers.62 However, the best evidence

for probiotic efficacy in patients with IBD has been seen with a cocktail of eight

different strains which effectively maintains remission in patients with pouchitis.

Probiotic treatments have also been examined for the treatment of irritable bowel

syndrome (IBS). While most of the bacterial strains examined have no demonstra-

ble efficacy, consumption of one commensal bacterium, Bifidobacterium infantis
35,624, resulted in significant improvement of patient symptoms.63, 64 Interesting-

ly, an imbalance in cytokine signalling networks observed in IBS patients was

normalized by Bifidobacterium infantis 35,624 consumption, suggesting an associ-

ation between probiotic-induced immuno-regulation and clinical efficacy.

Influence of Ageing

Microbiota of the Infant

The importance of the relationship between the human gut and its microbiota has

been highlighted already, and together they represent a dynamic biological system

that has co-evolved from birth. It is well accepted that the ability of the gut to

sustain a beneficial commensal microbiota, in contrast to harmful and opportunistic

members, in a desirable community structure is essential for host health and

reduction of disease risk. The acquisition and development of the desired gut

microbiota, which begins at birth, is particularly important for infant health as

well as having implications in later life. The establishment of the microbiota is a

dynamic process consisting of a number of phases and leads to the emergence of a
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relatively stable microbiota that contributes to the development of a fully functional

immune system.65,66 Members of the Bifidobacterium species are thought to be

among the most beneficial components of the gut microbiota and, therefore, have

received considerable research attention with regard to their roles in optimizing the

health status of both infants and adults.

At the outset, the foetal gut is sterile or germ free at birth, but colonization begins

duringbirthor immediately afterwards.Anumberof factors including themicrobialflora

of the genital tract, sanitary condition, obstetric techniques, vaginal or caesareanmode of

delivery, geographical distribution of bacterial species, and type of feeding influence the

level and frequency at which various species of bacteria colonize the infant gut.67 The

choice of delivery (vaginal compared to caesarean section) has a significant impact

on the types of bacteria to which the newborn is exposed. During vaginal delivery

(i.e. natural birthing), the neonate is exposed to a wide diversity of microorganisms

from the mother’s microbiota and these can be cultivated from the faeces of the

infant.68 In the case of caesarean delivery, the infants are exposed to microorganism

from the air, equipment, other infants, and the nursing staff, as well as the mother’s

microbiota.69 Bacteria such as enterobacteria (including E. coli), streptococci and
lactobacilli are among the first colonizers, and are followed by anaerobic species

such as Bacteriodes, Bifidobacterium, and Clostridium. The ability of the anaerobes
to colonize is facilitated by the reduction of the redox potential of the intestinal

lumen caused by the initial growth of the facultative bacteria.

The next phase of microbiota acquisition and development involves the period in

which milk is exclusively fed to the infant. The key factors that influence the

bacterial flora of the microbiota at this stage are diet (in particular whether the

infant consumes breast milk or infant formula), host genetics, and bacteria–bacteria

interactions. Breast milk is a rich source of bacteria with counts of up to 109

microbes per litre in the case of healthy mothers.69 Considerable attention has

been devoted to the analyses of differences in the flora of breast-fed infants

compared to those on infant formula. The prevalence of Bifidobacterium species

has received particular emphasis because they are considered to have a number of

beneficial properties including the reduction of gut pH which results in a concomi-

tant reduction in potentially harmful species. In addition, bifidobacteria are able to

exert directly antagonistic activities against gut pathogens and may promote the

development of the mucosal immune system. The microbiota of breast-fed infants

is considered to be dominated by populations of bifidobacteria, which make up 60–

90% of the total faecal microbiota, with lactobacilli present in much smaller

numbers. In the case of infant formula feeding, bifidobacteria are also present,

but the microbiota is usually more complex with a higher frequency of facultative

anaerobes such as bacteroides and clostridia compared to breast-fed infants.70,71

Analysis of the composition of the gut microbiota of infants have been hindered by

the limitations of conventional cultivation techniques. The emergence of modern

molecular-based techniques is helping to provide more specific details of the

numbers and types of bifidobacteria present in infant faeces. The most common

species of Bifidobacterium encountered include B. infantis, B. breve, B. longum,
and B. bifidum.
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The predominance of Bifidobacterium within the microbiota of breast-fed

infants has drawn attention to the fact that human milk contains a myriad of

components that have significant bioactive and immuno-modulatory roles.

Human milk oligosaccharides (HMOs) are considered the main components that

influence the development of the intestinal flora.72,73 The occurrence of these

HMOs in human breast milk is considered to contribute to an evolutionary selection

process for the growth of bifidobacteria in the gut. Over 100 different HMOs have

been identified, and the presence of variable combinations of glucose, sialic acid,

galactose, fucose and n-acetylglucosamine contributes to their complexity. Since

the breast-milk HMOs are only partially digested in the intestine, they reach the

colon and stimulate the bifidogenic microbiota. In addition, the HMOs have a

protective effect against enteric pathogens.74 This effect on the wider population,

rather than just the stimulation of bifidobacteria, is in agreement with the expected

effect of ‘prebiotics’ as defined elsewhere.75

In addition to HMOs, other factors in human milk influence the composition of

the bacterial microbiota and contribute to the control of infections. These include

proteins such as immunoglobulins, k-caesin, lysozyme, lactoferrin, haptocorrin, a-
lactalbulim, and lactoperoxidase, which possess anti-microbial activity and support

the immune defence of breast-fed infants against pathogenic bacteria and

viruses.76,77 During milk feeding, the infant microbiota appears to stabilize at

about 4 weeks of age and remains so until weaning, when the introduction of

solid foods takes places place. After weaning, the infant gut becomes colonized

by a diverse, but unstable, consortium of species belonging mainly to the genera

Bifidobacterium, Bacteroides, Streptococcus, and Clostridium. The ecosystem

becomes stable by 2 years of age and the composition continues to remain stable

throughout most of the early adult life.78

Colonization of the infant intestine by a balanced microbiota results in the

stimulation of a number of key functions such as intestinal maturation, the mucosal

barrier and immune system, and nutrient absorption.79 The gut microbiota plays an

important role in the immuno-physiological regulation of the gastrointestinal tract

by providing crucial signals for the development of the immune system in infancy

and by actively influencing gut-associated immunologic homeostatic mechanisms

later in life. Therefore, there is considerable interest in modulating the gut micro-

biota towards a more beneficial community, particularly early in life. Supplemen-

tation with prebiotics or probiotics may promote the optimum balance in the

context of the normal microbiota, while also protecting against the detrimental

effects on the microbiota caused by stress and certain disease situations. Some

examples are provided herewith in the case of infant diseases, but the concepts are

also applicable to adult populations.

The concept of prebiotic supplementation to the infant is supported by the

recognition that HMOs nourish the developing microbiota. In addition, a review

of studies involving over 400 pre-term and full-term infants showed that prebiotic

mixtures containing short-chain galacto-oligosaccharides and long-chain fructo-

oligosaccharides stimulated the growth of bifidobacteria and lactobacilli, decreased

faecal pH, and normalized short-chain fatty acid patterns in infant stools.80
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In addition, it is likely that certain types of oligosaccharides may act as soluble

receptors in the mucosa for different pathogens, thereby increasing the resistance of

breast-fed infants to these pathogens.

Probiotics (usually Bifidobacteria or Lactobacilli) have also been administered

to infants to support a well-balanced microbiota. Probiotic supplementation in

infant formulas has shown that strains may persist in the infant gut and lower

stool pH.81 A number of studies have shown that probiotics can be an effective

treatment option in the case of viral- or antibiotic-associated diarrhoea in infants

and children. In the case of the commonly occurring rotavirus gastroenteritis, the

beneficial effects of probiotics have been observed as evidenced by shortening of

the duration of the diarrhoea and reduced requirement for hydration.82 A detailed

review of the published randomized, placebo-controlled trials on the use of probio-

tics in acute diarrhoea has highlighted the benefits of the Lactobacillus rhamnosus
GG strain. It is noteworthy that diarrhoeal disease is a serious problem in the

developing world where the most common causes of infantile diarrhoea are rota-

viruses which are responsible for greater that 10% of infectious episodes. There is

also preliminary data available on the potential for selected probiotic strains to

prevent necrotizing enterocolitis, which is a severe inflammatory reaction of the

small and large intestine in pre-term infants.83

Clinical evidence to support the use of selected probiotics in the prevention of

allergy in children is accumulating. According to the ‘hygiene hypothesis’, the

increasing number of allergic diseases in the developed world is attributable to

reduced exposure to microbial challenge in early infancy, improved hygiene stan-

dards, changes in diet, different delivery modes, and smaller family sizes.84 The

microbiota of children with atopic disease has been shown to be different in

composition to the microbiota of non-atopic children. The allergic infants were

colonized less frequently by bifidobacteria, enterococci, and bacteroides but dis-

played increased levels of clostridia and coliform species.85 In addition to an

overall reduction in the numbers of bifidobacteria, the species composition was

also changed. Allergic infants displayed higher levels of Bifidobacterium adoles-
centis and fewer Bifidobacterium bifidum.86

These findings prompted investigators to examine the role for probiotics in

influencing the risk of developing allergy. Although not all strains and combi-

nations of strains were effective, selected probiotic strains were successful in

the treatment of atopic eczema when used with an extensively hydrolysed

formula.87 In a further study by the same group, the administration of probiotics

to pregnant mothers and, later, to their children, reduced the number of children that

later developed allergy.88 These studies highlight the beneficial effect of Lb.
Rhamnosus GG but, as mentioned already, strain specificity is important and not

all probiotics tested give positive results. While the precise roles of the normal gut

microbiota in the development of allergy remain to be elucidated, accumulating

evidence suggests that probiotics have a role in preventing allergy when adminis-

tered early in life, which is consistent with the view that exposure to a wide

diversity of microbial flora is desirable and promotes a well-regulated immune

system.
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In summary, the importance of the gut microbiota in the health status of the

infant is clearly recognized. The flexibility of the developing microbiota in early

childhood offers the potential to influence and modulate bacterial populations to

achieve health benefits. Already there are defined applications in which probiotics

have been shown to have therapeutic effects. However, despite the increasing

number of well-defined studies indicating the benefits of probiotics, we still do

not understand the mechanisms underpinning their biological activity. In addition,

the influence of long-term administration of probiotics on allergy, autoimmune

diseases, and infection control are not understood. These aspects, as well as the

selection of the optimum probiotic strains or combinations for specific purposes,

offer exciting research challenges for the near future.

Microbiota of the Elderly

Advances in medical science and improved living standards have increased the

overall age expectancy of Western society. People over 60 represent 20% of the

current population and this is estimated to increase to 33% by the year 2030.89

Although the microbiota of adults and children has been significantly studied, little

is known of the changes that occur in the microbiota during ageing.

The composition of the resident intestinal microbiota varies between individuals,

but the dominant populations are relatively stable during adult life under normal

conditions.90–92 The total number of anaerobic bacteria seems to remain relatively

constant in older people; however, the composition of the microbiota does change

considerably with age. The gut microbiota of healthy adults is dominated by species

such as the Bacteriodes/Prevotella group, Clostridium coccoides group, and Clos-
tridium leptum subgroup. However, 22% of the elderly person’s microbiota is

represented by species that are outside the bacteria normally represented in the

adult population. Most of the elderly species were within the lineages Clostridium
lituseburense subgroup, Clostridium ramosum group, and the Prosthecobacter
group of organisms.93 Some studies have indicated that Bifidobacteria levels

decrease in older people, while levels of the potential detrimental clostridia and

enterobacteria groups increase.94 A wide range of Bifidobacteria species are found

in adults and children, but in the elderly the population is reduced to one or two

dominant organisms, in particular Bifidobacterium adolescentis and B. longum.95

The absence of Bifidobacteria, or their low numbers in the elderly, may have

metabolic and health consequences for the host because they play a role in the

immune responsiveness of the gut and in resistance to gastrointestinal infections.

In addition to the decreased levels of Bifidobacteria, Bacteriodes were also

shown to be decreased in the elderly population.96Bacteriodes are nutritionally

versatile and can utilize a wide variety of carbon sources. As discussed above, these

bacteria are thought to be responsible for most of the polysaccharide digestion that

occurs in the large intestine. A reduction in Bacteriodes numbers may affect the

host through short chain fatty acid changes and may also impact other bacterial

164 E. Murphy et al.



species that depend nutritionally on polysaccharide digestion. Interestingly, malnu-

trition is a common observation in elderly individuals. A number of different

mechanisms contribute to this malnutrition including a decrease in the amount

and type of food consumed by the elderly, due to a decline in taste and smell, and a

decreased ability to masticate.97 Furthermore, decreased intestinal motility, result-

ing in faecal impaction and constipation, is a major problem.98,99 It is postulated

that malnourishment leads to a damaged gut epithelium and reduced barrier func-

tion, resulting in decreased gut-mediated immunity, reduced absorption of essential

dietary components, and loss of appetite which further compounds the nutrient

deficit. The concomitant associated decrease in Bacteroides numbers during this

time is intriguing and deserves further study to determine the relationship with the

physiological changes in the gastrointestinal tract, as well as modifications in diet

and host immune system activity.

The normal intestinal microbiota provides an important natural defence mecha-

nism against invading pathogens and prevents the overgrowth of autochthonous

opportunistic pathogens in a process known as colonization resistance. The large

intestinal ecosystem provides colonization resistance by a variety of mechanisms

such as occupying adhesion sites in the gut and the production of antimicrobial

agents. Quorum sensing is an important mechanism of cell-to-cell communication

that involves density-dependent recognition of signalling molecules, resulting in

modulation of gene expression. The development and maintenance of our commen-

sal intestinal microbial system and the virulence mechanisms of enteric pathogens

are linked to each other by quorum sensing. These detrimental changes in gastroin-

testinal ecology and function can have major consequences for the elderly, and a

higher incidence of gastrointestinal infections is observed in older individuals.

The elderly gut is disrupted by a number of mechanisms, such as a loss in

beneficial intestinal microbes, overgrowth of pathogenic bacteria, and possibly the

most dramatic alteration of the microbiota that occurs during the administration of

antibiotics. The alteration of the normal gastrointestinal microbiota by antibiotics

can lead to significant changes in the colonic micro-environment, especially with

regard to the concentration and distribution of organic compounds such as carbo-

hydrates, short-chain fatty acids, and bile acids.100 The elderly are hospitalized

more frequently than younger people, their length of stay is longer, and they receive

many more medications including antibiotics. This increased use of antibiotics has

a profound impact on the microbiota, and several studies have examined alterations

in gut microbiota post-broad-spectrum antibiotic treatment. The disruption of the

normal microbiota by clindamycin, a broad-spectrum antibiotic, depletes Bifido-
bacteria and Bacteriodes, but other components of the gut microbiota (total facul-

tative anaerobes, lactose fermentors, enterococci, and Gram-positive cocci)

increase in numbers.101 A study to compare the faecal microbiotas of young,

healthy adults, non-antibiotic-treated elderly subjects, and antibiotic-treated elderly

subjects demonstrated that antibiotic-treated and non-antibiotic-treated elderly

subjects had decreased Bifidobacterium and Bacteriodes when compared to

healthy, young adults. Additionally, antibiotic-treated elderly subjects had

increased levels of clostridia.
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These alterations of the gut microbiota in the elderly population post-antibiotic

treatment may result in putrification of the colon and a greater susceptibility to

disease, such as gastroenteritis and Clostridium difficile infection. Indeed, the

frequency with which C. difficile is isolated is greater in the elderly. Clostridia in

general have been found to occur in significantly higher numbers in healthy, elderly

volunteers compared to younger subjects.102

Changes in the composition of the intestinal microbiota have been implicated in

the initiation or maintenance of various disease states. A well-known example of

this is C. difficile infection resulting in Clostridium difficile-associated diarrhoea

(CDAD), which occurs predominantly in patients whose colonic microbiotas have

been disturbed by antibiotic therapy. First described in 1935, C. difficile was not

recognized as the causative agent of nosocomial diarrhoea until the 1970s.103,104

However, CDAD is the now the most common hospital-acquired diarrhoea and is a

major problem of gastroenteritis infection and antibiotic-associated diarrhoea in

nursing homes and care facilities for the elderly. Indeed, the health protection

agency in the UK reported 42,625 cases of C. difficile infection in patients aged

65 and over in England for the first 9 months of 2006, which was a 5.5% increase in

cases over the same period in 2005. The main predisposing factor for the acquisition

of CDAD is antibiotic therapy. In the 1970s, the administration of clindamycin

followed by ampicillin and amoxicillin was implicated as responsible for CDAD,

and these were replaced by cephalosporins in the 1980s and by flouroquinolones

more recently. There is also the added problem of the hyper-virulent strain of C.
difficile PCR ribotype 027, the incidence of which is increasing in the US, Canada,

and Europe. During normal human growth and development, bacterial competitors

crowd this slow-growing anaerobe out of the gut. However, if the commensal

bacterial strains decrease in numbers (when patients are given broad-spectrum

antibiotics), C. difficile can germinate and grow, resulting in CDAD. The clinical

presentation of CDAD may vary from mild diarrhoea to severe dehabilitating

infection. Antibiotics such as third-generation cephalosporins are accepted as the

main risk factors, and antibiotic restriction is the most effective control.105 Older

age, female gender, and a prolonged hospital stay were also identified as risk factors

in hospitalized CDAD patients. In addition, more recent studies reported the

association of the use of proton pump inhibitors within the preceding 8 weeks,

the use of nasal feeding tubes, and exposure to anginoplastic agents with an

increased risk of developing C. difficile diarrhoea.106 When compared to a healthy

elderly group, CDAD patients have higher enterobacterial and enterococcal counts,

with a marked increase in the diversity of clostridia and lactobacilli. The higher

numbers of clostridia, enterobacteria, and enterococci may lead to putrification of

the colon due to the breakdown of proteins forming toxic end products that may

harm host cells. The associated high numbers of lactobacilli suggests that Bifido-
bacteria and Bacteriodes may have a more prominent role in colonization resis-

tance against C. difficile.
Antibiotic therapy breaks down the defence mechanisms of the ageing gut,

leaving individuals more susceptible to infection with opportunistic pathogens

such as C. difficile (as discussed above). Consumption of probiotics, in particular
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those that produce antimicrobial components such as bacteriocins and organic acid,

may protect the elderly gut from infection. For example, Lactobacillus rhamnosus
produces a substance that is inhibitory to both Gram-positive and Gram-negative

microorganisms. In addition, L. rhamnosus has been shown to interfere with the in

vitro adherence of several human pathogens to intestinal cells.107 Attempts to

increase colonization resistance by using probiotics and faecal enemas have yielded

favourable results in some clinical trials.108,109 Using meta-analysis, three types of

probiotics (Sacchromyces boulardii, L. rhamnosus GG, and probiotic mixtures)

significantly reduced the development of antibiotic-associated diarrhoea.110

Probiotics offer an attractive strategy to reduce unfavourable changes in the ageing

gut and to maintain a more ‘healthy’ intestinal microbiota, to help maintain bowel

function, and to reduce the susceptibility to infection in elderly persons. Interven-

tion with a probiotic supplement may decrease the numbers of proteolytic bacteria,

such as Clostridia in the gastrointestinal tract. Colonization resistance may also

prevent the outgrowth of endogenous or newly acquired strains post-antibiotic

treatment. Probiotics may also increase resistance to gut infections by directly

improving host immunity. In addition to probiotics, prebiotic supplementation of

the elderly may have beneficial effects. Carbohydrates such as lactulose and fructo-

oligosaccharides (FOS) have been shown to affect the growth of C. difficile both in
vitro and in vivo. Several prebiotics are known to stimulate the growth of Bifido-
bacteria, which can in turn affect the growth and metabolism of other microorgan-

isms in the bowel. Hopkins and Macfarlane in 2003 demonstrated that prebiotics

stimulated Bifidobacteria growth, which results in concomitant reductions in C.
difficile populations. In the presence of clindamycin, they also demonstrated further

augmentation of Bifidobacteria in the presence of prebiotics, resulting in a further

loss of C. difficile colonization. Modification of the large intestinal microbiota by

combining probiotics and prebiotics (symbiotic) could beneficially affect the host

and could be viewed as an attractive method of treatment or prophylaxis for

CDAD.111

Concluding Remarks

In defining the microbial flora of the human gastrointestinal tract, a major deficien-

cy immediately becomes apparent: there are substantially more cells present than

are measured using conventional microbiological methods. In other words, the total

number of bacteria that can be cultured is only of 10–20% of the total microbiota.

A metagenomic approach enables the study of a microbial community as a single

dynamic entity, and has been used to investigate complex environments such as soil

and water. It may provide a more comprehensive method for providing information

on of the effects of several factors, such as antibiotic therapy, ageing, and disease,

on the intestinal microbial balance.

This chapter has documented the influence of the gut microbiota on host nutrition,

metabolism, and immune function in both the infant and elderly populations.
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It is clear that the microbiota have a profound influence on human health, in

particular, resistance to infectious agents such as C. difficile. The mucosal immune

system is especially vulnerable, since its function is closely linked to the luminal

contents of the gut. It is certainly becoming clear that the enteric commensal

bacteria can alter the effectiveness of the mucosal immune system, and there is

promising research on the use of pre/pro/syn-biotics in maintaining a healthy gut.

However, the probiotic mechanism of action is uncertain and is likely to depend on

the individual strain itself and the clinical condition for which it is used.
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Chapter 9

A Gut Reaction: Aging Affects

Gut-Associated Immunity

Joseph F. Albright and Julia W. Albright

The only way to keep your health is to eat what you don’t want, drink what you don’t like,
and do what you’d druther not.

Mark Twain

Older people shouldn’t eat health food, they need all the preservatives they can get

Robert Orben

Introduction

The digestive functions of the intestinal tract are familiar to everyone. The immuno-

protective functions of the intestinal tract are not. Not long ago, when relatively

little was known about the structure and function of the intestinal immune system, it

was reasonable to conclude that aging affected gastrointestinal (GI) immunity to a

minor extent, if at all. However, there were gerontologists who were not convinced

because – given excessive functional potential beyond what is normally required –

it was doubtful whether experiments involving whole animals or complex ex vivo

systems were reliable. To illustrate the point, consider the following quotation1:

‘‘The multiorgan system that composes the gastrointestinal tract has a large reserve

capacity, and thus there is little change in gastrointestinal function because of aging

in the absence of disease.’’ Although that quotation was directed at the digestive

function of the GI system, it may reasonably be argued that it embraces the

immunological function as well. We intend to develop that argument in this

chapter. First, however, we will provide a review of current understanding and
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thinking about the elements of the gut-associated immune system. After that, we

will attempt a perception, with the aid of Minerva and a little help from Bacchus, of

the aspects or features of gut-associated lymphoid tissue (GALT) that are most in

need of investigation: most likely to yield new insight. Finally, we will argue that

the gradual decline with advancing age in overall competence of GALT reaches a

point at which the reserve potential is largely exhausted; and at that point, the

elderly evince infections, autoimmune disorders, and neoplasias associated with

resident microorganisms that had remained latent.

Architecture of Intestine and Distribution of GALT

TheGALT is located primarily in the oral region (salivary glands, tonsils, adenoids) and

in the small and large intestine. The gut may be pictured as a hollow tube closed at one

end by the mouth and at the other by the anal sphincter. The lumen of the gut is external

to the body. For that reason, the lumen is lined with an epithelium. The intestinal

epithelium is a single-cell layer that extends all the way from the mouth to the anal

opening. The epithelium serves as a barrier against injury and insult similar to the skin.

The wall of the gut, the ‘‘hollow tube,’’ is a multilayered structure composed of

four layers (tunics). The outer layer, the ‘‘serosa,’’ is a membrane that surrounds the

gut. On the dorsal/posterior aspect of the gut, the serosa forms a double-thickness,

suspensory mesentery that is continuous with the lining of the peritoneal cavity.

Beneath the serosa are the two strata of the ‘‘muscularis.’’ In the outer stratum, the

muscle fibers are aligned parallel to the longitudinal axis of the gut. The muscle fibers

of the inner stratum are arranged in a circular orientation. The ‘‘submucosa’’ lies

beneath the muscularis. It is a layer of connective tissue through which blood vessels,

lymphatic vessels, and nerve fibers course. The GI tract is well endowed with both

sensory and motor innervations. The innermost layer that surrounds the lumen is the

‘‘mucosa.’’ The mucosa comprises several specialized layers and structures including

those that constitute the gut-associated, mucosal immune system (the GALT).

Facing the lumen of the gut is the intestinal epithelium. This epithelium is the

covering of the villi and crypts, i.e., evaginations and invaginations of the mucosa

that are especially prominent in the jejunum and ileum of the human gut. The cells are

polarized, their apical aspects face the lumen, and the basolateral aspects of adjacent

cells are in close contact. As noted above, this is a monolayer of cells that creates a

barrier against the penetration of pathogens and unsuitable gut contents. Although the

epithelium is a monolayer, it is anything but monotonous. Many different, specialized

cells lie in the epithelium. Enterocytes are specialized in absorbing digested nutrients

from the lumen. Goblet cells secrete mucins that coat the outside of the epithelium

and, among other properties, interfere with attachment of luminal microorganisms.

Many lymphocytes, mostly T cells, referred to as intraepithelial lymphocytes (IEL),

are interspersed among the other cells of the epithelium. The IEL are located in the

basolateral spaces between the epithelial cells.

Inside the epithelium is a complex layer of the mucosa known as the lamina

propria (LP). Fibroblasts and connective tissue cells are common in this layer.

Capillaries, lymphatic vessels, and nerve fibers that supply the epithelium course

through it. Most of the components of GALT are situated there. There are numerous
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lymphoid follicles (LF), often with prominent germinal centers (GC). The latter are

the organized foci of B lymphocytes, follicular dendritic cells (FDC), and occa-

sional T cells. Most of the latter, however, are loosely organized, separate from the

GC, in T-cell areas (interfollicular regions or IFR) where they are in association

with dendritic cells (DC).

Dispersed within the mucosa of the small intestine, especially the ileum, are

organized structures called Peyer’s patches (PP). These resemble peripheral lymph

nodes but have some unique features. Situated within the epithelium overlying PP

are M (for microfold or multifenestrated) cells2–4 (see Fig. 9.1). On the luminal

aspect of these cells, the brush border (i.e., the vast number of microvilli that

protrude into the lumen and create the enormous absorptive surface) is sparse,

compared to that of enterocytes. That baldness favors the entrance into the M cells

of antigenic material from the gut. Beneath the M cell lies an organized region

called the subepithelial dome (SED). Many M cells are situated over the dome.

Their membranes extend into the dome. The membranes are punctuated with

infoldings called pockets. Within the pockets, lymphocytes and DC, occasionally

macrophages, are situated, 2–8 cells enfolded within one pocket.

The SED is noted for its relatively high frequency of DC, of which three types have

been distinguished.5,6 In fresh preparations of tissues, the DC present in the SED are

Fig. 9.1 Electron micrograph of human Peyer’s patch follicle epithelium showing M cells with

enfolded lymphocytes (L). Note the prominent microvilli on the surface of the enterocyte (E) and

many fewer on the surface of the M cells (from T. Kato and R.L. Owen. Structure and Function of

intestinal mucosal epithelium. Ch. 8 of Mucosal Immunology. With permission)
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largely of the myeloid type (CD11b+). DC of the lymphoid type (CD8+) are

concentrated in interfollicular regions (IFR). The third type lacks both CD11b

and CD8a, is termed double negative, and is distributed both in the SED and IFR.

In the process of characterizing the DC, it was demonstrated6,7 that cells of the

epithelium overlying the SED (the follicle-associated epithelium or FAE) express

substantial amounts of two chemokines, CCL20 (MIP-3a) and CCL9 (MIP-1g).
The CD11b+ DC located in the SED were found to display receptors for both

chemokines, viz., CCR6 for CCL20 and CCR1 for CCL9. On the other hand, the

chemokine CCL19 (MIP-3b) was adduced to be present in the IFR where it attracts

CD8a+ DC. It was reasoned that the CD11b+ DC undergo maturation in the SED

and as they do, they express CCR7, the receptor for CCL19. They then ‘‘migrate’’

into the IFR.

The intestinal epithelium facing the lumen is not a smooth surface; rather it may

be described as corrugated. It consists of alternating protrusions into the lumen,

known as the villi and pits (crypts), which protrude into the lamina propria. The villi

are lined with epithelial cells, most of them decorated with numerous, fingerlike

protrusions of their apical membranes, collectively comprising the brush border.8

The consequence of such corrugation is an enormous increase in surface area that is

available for absorption of nutrients produced by digestion of foodstuffs. In addi-

tion, the number and variety of ecological habitats for commensal microbiota are

vastly increased. The morphology of the villi varies considerably in different

regions of the GI tract, reflecting the variety of functions dominating each region.

The Peyer’s patches, as noted, are located within the lamina propria and may

bulge into the submucosa. In addition to the T cells located in the IFR and to a

limited extent in the SED, there are small congregations of T cells scattered along

the lamina propria. Within the SED of the PPs, CD3+ and CD4+ T cells are present

but not CD8+ T cells.5 Both CD4+ and CD8+ cells are present in the IFR. B cells

and macrophages are scarce in the SED, but B cells and FDC congregate in the

lymphoid follicles and GC.

Closely associated with, but outside, the intestine are the mesenteric lymph

nodes (MLN). Their organization and function appear to be typical of lymph

nodes. However, unlike peripheral lymph nodes, the MLN receive the lymphatic

drainage from the Peyer’s patches. Any luminal microorganisms (commensal or

potential pathogen) that traverse the FAE are collected in the MLN. The latter act

‘‘as a firewall to prevent live commensal intestinal bacteria from penetrating the

systemic immune system.’’9

Intestinal Microbiota

The human gut is populated with as many as 100 trillion cells, whose collective genome, the

microbiome, is a reflection of evolutionary selected pressures acting at the level of the host

and at the level of the microbial cell. The ecological rules that govern the shape of microbial

diversity in the gut apply to mutualists and pathogens alike.

RE Ley, DA Peterson, JI Gordon10
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The distribution of bacteria in the major compartments of the gut is markedly

uneven11 (Table 9.1). The majority is present in the colon. In contrast to those in the

stomach and small intestine, bacteria that thrive in the colon are anaerobes, gener-

ally Gram negative. The identification of the bacteria that colonize the gut is a

difficult pursuit, partly because of the great variety, and partly because more than

half of them cannot be cultured by conventional techniques. Nevertheless, it can be

argued that given the vast variety of bacteria on earth, it is an exclusive group that

inhabits the human intestine.10 That exclusivity is taken to mean that microorgan-

isms and mammals have co-evolved, reflecting the interdependence of microbes

and humans for survival.10

The presence of endogenous, intestinal microbiota is of critical importance to the

host (human or animals). The list of beneficial functions currently known includes

processing of nutrients, facilitating intestinal angiogenesis, stimulating develop-

ment of the GALT, participating in establishment of oral tolerance, preparing for

gut mucosal immunity, and early (preimmune) diversification of the antibody

specificity repertoire.

Prior to birth, the intestinal tract of the fetus is sterile. If it remains sterile in the

neonate – as can be achieved experimentally – the GALT remains significantly

underdeveloped.12,13 Introduction of a single species of bacterium into the sterile

(‘‘germ-free’’ or GF) animal results in substantial improvement in the development

of the GALT but still not equal to that of conventional (CVN) animals. The issue of

the numbers and types of commensal microorganisms that are capable of provoking

conventional development of GALT remains unresolved, and the index used to

judge conventionalization may influence the conclusions drawn. Studies performed

with GF mice are informative.14 When judged by the number of IgA+ plasmablasts

present in the duodenum of GF mice following infection, Bacteroides or Escher-
ichia spp. were superior to a variety of other types of bacteria. Simultaneous

Table 9.1 The normal gastrointestinal flora of human

Total bacterial count Stomach Jejunum Ileum Feces

0–103 0–105 103–107 1010–1012

Aerobic or facultative

Anaerobic bacteria

Enterobacteria 0–102 0–103 102–106 104–1010

Streptococci 0–103 0–104 102–106 105–1010

Staphylococci 0–102 0–103 102–105 104–107

Lactobacilli 0–103 0–104 102–105 106–1010

Fungi 0–102 0–102 102–103 102–106

Anaerobic bacteria

Bacteroides Rare 0–102 103–107 1010–1012

Bifidobacteria Rare 0–103 103–105 108–1012

Gram-positive coccı́a Rare 0–103 102–105 108–1011

Clostridia Rare Rare 102–104 106–1011

Eubacteria Rare Rare Rare 109–1012

From Ref. 11
aIncludes Peptostreptococcus and Peptococcus
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exposure to four different types of gut bacteria produced within a few weeks a

population of IgA plasma cells in the lamina propria close to the number in similar-

aged CVN mice. Infections of GF mice with single commensals generally result in

the slow, gradual development of IgA plasma cells in the lamina propria that attains

only a fraction of the number present in CVN mice.

As noted above, it is assumed that the present condition of mutualism of a

mammal and its commensal, intestinal microorganisms is an illustration of co-

evolution. Which bacteria were the earliest to establish co-survival with humans?

At present, there is little insight. That is not surprising given that there are more than

400 distinct species in the human gut and ways of culturing the majority of them

remain to be discovered. However, there is one candidate type of bacterium that

might have been an early commensal. The story is told in fascinating fashion by

Cebra et al.13 Joseph Leidy in 184915 described a dominant type of segmented

filamentous bacterium that he found in the midgut of termites (Phylum Arthropoda,

Class Insecta). Similar organisms have been found in chickens, rats, mice and are

now described as Gram-positive, segmented, obligate anaerobes. Injection of seg-

mented, filamentous bacteria into GF mice resulted in potent stimulation of the

development of the state of intestinal IgA natural immunity.13 A similar study

produced results that led to the same conclusion.16

In the preceding section, emphasis was placed on the role of the intestinal

epithelium as an essential barrier that separates the organism, including the

GALT, from the microbiota of the intestinal lumen. However, there are events

that involve penetration of the barrier: some beneficial, others detrimental. For

example, in order for bacteria (introduced per os or intragastric) to stimulate

development of the immature GALT in GF animals, presumably they must traverse

the intestinal barrier. Similarly, luminal bacteria or their components probably

traverse the barrier to stimulate the GALT in order to achieve physiological

equilibrium (homeostasis) between the commensal population and the GALT. To

generate protective immunity against pathogens that invade the gut, the pathogens

or some immunogenic components must cross the barrier. Establishment of toler-

ance to antigenic materials introduced via the gut (see later) requires that the

antigens reach the GALT by traversing the barrier. All the preceding events are

beneficial. They involve the regulated transcytosis of bacteria, or foodstuff, or

antigenic fragments/components across the intestinal epithelium via the M cells.

The attachment of bacteria or antigenic materials to the apical aspect of the M cells

may involve lectins or integrins. Recent evidence17 has implicated Toll-like recep-

tor (TLR) 4 along with platelet-activating factor receptor (PAF-R) and a5b1 integrin
in transcytosis of wild-type and several mutants of Hemophilus influenzae. The
investigators concluded that their data and data from a small number of other

studies ‘‘suggest that pathogen-associated molecular pattern (PAMP) interactions

with pattern recognition receptors (PRRs) are key factors in M-cell recognition of

intestinal antigens for mucosal immune priming.’’17

Once inside the M cell and presumably enclosed in vesicles, the organism or

antigen is believed to be conducted to antigen processing cells (APC) (macro-

phages, DC) situated in the M-cell pocket(s). Individual pockets may have APC and
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T cells together and (rarely) B cells that evince the memory phenotype.18 However,

as judged by events in the M cells following introduction of commensal bacteria

into GF animals, immature DC predominate in the M-cell pockets, at least for a

time, following uptake of immunogen.19

The M cells ingest bacteria and other particulate matter in a phagocytic fash-

ion.20,21 Viruses present in the lumen may be incorporated into M cells by endocy-

tosis, involving clathrin-coated vesicles.22 HIV-1 can be transcytosed via M cells

located in tonsils and rectal epithelia.23 Binding of the virus to the apical surface of

the M cell is facilitated by the chemokine receptor, CCR5. Other small, nonadher-

ent particulates enter by endocytosis.24 Precisely what happens to these internalized

substances is uncertain. They may be degraded in phagolysosomes or otherwise

‘‘processed’’ and delivered to professional APC situated in the M-cell pockets.

Some investigators have suggested that M cells may be capable of processing and

presenting antigenic material.25,26

Commensal microorganisms penetrate the intestinal epithelial barrier via the M

cells with regularity in order to maintain the homeostatic truce between the micro-

organisms and the GALT. However, those transcytosed organisms or their consti-

tuents never get past the MLN and therefore never stimulate the systemic immune

system. This is an element of the phenomenon of tolerance as discussed later. But

what about potentially pathogenic organisms? There are numerous examples

of pathogenic bacteria that penetrate the barrier via M cells. Infections with

Salmonella,26Shigella,27 and Yersinia28 have been shown to target the M cells,

resulting in a breach of the intestinal barrier. Studies with other organisms such as

the R36a variant of Streptococcus pneumoniae have shown transcytosis of the

microorganism without destruction of the barrier.29 Indeed, the presence of S.
pneumoniae R36a enhanced the transcytosis of microspheres employed as test

material. The facilitated uptake stimulated by the bacterium appeared to result

from increased activity per M cell as well as increased numbers of M cells in the

FAE.30,31 Thus, some bacteria may be able to amplify their own uptake. Whether or

not an increase in numbers of M cells may be triggered by certain types of bacteria

is an issue that requires further study. Pre-existing dormant or immature M cells

may be stimulated to complete their maturation or morphogenesis. An alternative

explanation, currently under debate, is whether or not enterocytes may convert to M

cells under the influence of bacterial stimulation.

There are other, nondestructive pathways of transport of antigenic materials

from lumen to GALT. For example, there are several reports of transport of

peptides, even proteins, by enterocytes.32 The latter might be able to function as

APC although that is doubtful. They do express major histocompatibility complex

(MHC) class I and class II surface molecules and class I-related CD1d molecules

as well.

A second antigen-transport pathway that is attracting attention is the well-

documented sampling of the intestinal lumen by subepithelial DC. A recent,

trenchant report33 revealed the nonuniform distribution of DC along the small

intestine. DC displaying extensions into the lumen were found in the proximal

jejunum of the conventional mouse but relatively few in the terminal ileum.
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Following the introduction of Salmonella into the gut, the number of DC increased

markedly in the terminal ileum, a response that was dependent on MyD88-TLR

signaling. The extensions of the DC through the epithelial barrier and into the

lumen frequently terminated in a balloonlike structure which was capable of

engulfing bacteria.

The impenetrability of the intestinal epithelium is achieved by the force with

which adjacent cells adhere to each other (see Ref. 34 for a review). Adherence of

the epithelial cells is a function primarily of tight junctions (TJs) and adherens

junctions (AJs). TJs are said to ‘‘seal neighboring cells together in an epithelial

sheet to prevent leakage of molecules between them’’ and AJs are described as

joining ‘‘an actin bundle in one cell to a similar bundle in a neighboring cell.’’8 The

following brief discussion will deal with TJs.

Knowledge about TJs has advanced rapidly in recent years.35,36 In the case of

intestinal epithelial cells, they form a continuous sheet covering the intestinal wall

surrounding the lumen. Each villus and each crypt is lined with epithelial cells. The

enterocytes, goblet cells, and others (but not the IEL, DC, or macrophages) in the

epithelium of the villi and crypts are generated by pluripotent progenitors (stem

cells) located near the bottom of the crypts. As the new progeny differentiate, they

migrate upward to a site near the tip of the villus where they suffer apoptosis, are

discharged, and die in the lumen. These migrating cells manage to form and

maintain TJs and AJs. Each cell is surrounded by a band of TJs near its apical tip.

The TJs form the barrier against entry of unsuitable materials between the cells. It is

more of a selective barrier than an absolute barrier.

The TJs are formed by interaction of a number of constituent proteins: ‘‘occlu-

dins,’’ ‘‘claudins,’’ and ‘‘junction adhesion molecules’’ (JAMs) are the best known.

Under high magnification, the TJ between contiguous cells appear as small foci or

spots where the cells’ membranes are conjoined.8 The junctions are formed by the

interactions between intermingled molecules of occludins and claudins contributed

by each cell. JAM-1 contributed by apposed cells interact in a homophilic manner.

Although they interact primarily with each other, JAM-1 are tethered to molecules

of claudin, thereby providing additional strength to the junction. Both occludin and

claudin molecules span the cell membrane four times and the carboxy and amino

termini of both types of molecules are inside the cell membrane (cytosolic). This

arrangement appears to be essential for their interaction with molecules of the ZO

(zona occludens) proteins. There are three of the latter (ZO-1, ZO-2, ZO-3). They

are members of a family of membrane-associated guanylate kinase homologs. ZO-1

and ZO-2, at any rate, behave like scaffolding proteins. Their amino-terminal

regions can interact readily with occludins and claudins to form molecular clusters,

while their carboxy-terminal regions interact with actin filaments thereby anchoring

the TJ to the cytoskeleton.36 The claudins are primarily responsible for recruiting

ZO proteins to the forming TJs. Participation of occludin adds considerable addi-

tional strength to the junction.

As might be expected from the variety of ZO proteins (3 homologs), claudins of

which there are at least 24, and JAMs (4 homologs), it appears that TJs might

function as selective sites of entry into the extracellular spaces between the lateral
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surfaces of epithelial cells. It is known that the claudins are participants in the

formation of various ion-selective pores.36 Moreover, both occludin and claudins

function in intracellular signaling.

There are several examples of viruses, bacteria, and even parasites that have

adapted to use of TJ proteins to gain entry into gut tissue. Reovirus utilizes JAM-1,

which results in a signal to the nucleus of the enterocyte and activation of NF-kB.
The enterocyte dies by apoptosis but not before the virus has completed replica-

tion.37 The bacterium Clostridium perfringens possesses an enterotoxin (CPE) that

binds with high affinity to claudin-3 and claudin-4 but not to claudin-1 or claudin-2.

Binding is accomplished via the carboxy-terminal half of the enterotoxin (C-CPE).

When monolayers of cultured target cells (MDCK-I) were incubated with C-CPE,

claudin-4 was selectively removed from TJ and degraded.38 As a consequence,

the TJ barrier of the monolayer of cells was degraded in proportion to the dose of

C-CPE.

Disruption of the intestinal epithelial barrier is often observed following trau-

matic events such as systemic or local inflammation, surgery, physical injury,

severe malnutrition, and others. When the barrier is breached, the microorganisms

that escape may overwhelm the innate defenses, including GALT, and establish

serious local or even systemic infections. As will be discussed later, an emerging

‘‘theory’’ of aging holds that the aging gut is in a perpetual state of subclinical

inflammation (inflammaging) attributable to transcytosis of commensal organisms.

Elevated transcytosis of luminal microorganisms is considered a pathognomonic

feature of inflammatory bowel diseases (IBDs). At least some aspects of epithelial

barrier disruption can be blamed on the cytokines IFN-g and TNF-a and the effects

they exert on TJs.39–42 Studies performed in vitro with monolayers of epithelial

cells (Caco-2, T84) revealed that IFN-g treatment triggered disruption of TJs,

internalization of some of the TJ components, and rearrangement of the actin

cytoskeleton. The latter result involved disruption of actin interaction with myosin

light chain.40 Additional studies revealed a synergistic interaction of IFN-g and

TNF-a such that pretreatment with low, nondisruptive doses of IFN-g primed the

disruptive effects of subsequent low doses of TNF-a.39 Similar results were

obtained from studies performed in rats,42 again suggesting that TJ disruption

involves rearrangement of the enterocyte cytoskeleton. More details concerning

the precise mechanisms of enterocyte ingestion of TJ components and cytoskeletal

rearrangement are provided in Ref. 40

Finally, to complete this section concerned with intestinal microorganisms, the

presence in the gut of a variety of antimicrobial substances should be mentioned.

This topic will be developed more fully in the section ‘‘Oral Tolerance’’ which deals

with innate immunity. Within the intestinal crypts of the duodenum, jejunum, and

ileum, there are specialized epithelial cells known as Paneth cells. They are one of

four principal derivatives of the pluripotential stem cells located at the bottom of

the crypts. Various studies with mouse and/or human tissues have revealed that

Paneth cells produce several antimicrobial proteins or peptides including several

members of the a-defensin family (called ‘‘cryptdins’’ in the case of mice)

(reviewed in Ref. 43). In the case of humans, six a-defensins have been discovered;
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two are associated with Paneth cells and the other four are found in neutrophils. No

leukocyte a-defensins have been identified in mice.

A second major family, the b-defensins, are not restricted to Paneth cells; rather,
they are expressed by most epithelial cells of the small and large intestine. A

relatively wide variety of b-defensins is known and they are widely expressed

among mucosal epithelial surfaces. The expression of both a- and b-defensins at
intestinal mucosal surfaces may be markedly enhanced by infection and inflamma-

tory disorders.

Defensins are synthesized as prepropeptides and are then processed to yield the

mature, active peptides. The latter are small, comprising 29–45 amino acid resi-

dues. Their lethal effects on bacteria are exerted on the surface membranes.

The production, characteristics, distribution, and actions of microbicidal pro-

teins and peptides will be discussed in more detail in the section ‘‘Oral Tolerance’’.

Oral Tolerance

When rodents are provided a protein antigen by the oral route (feeding or intragas-

tric deposition) they are rendered unable to respond to the same antigen given by a

parenteral route.44 That unresponsive state is termed ‘‘oral tolerance’’ (OT). Also,

antigen provided intranasally can induce systemic unresponsiveness to the same

antigen.45 OT has been demonstrated in several monogastric mammals as well as in

humans.46

The gradual elucidation of OT has generated considerable interest and excite-

ment, which is likely to continue for some time. There are at least three prominent

reasons for the excitement. First, OT suggests an explanation for the fact that, in

good health, humans live peacefully with their enteric microorganisms. Under

abnormal conditions, those same microorganisms can induce severe, immune-

mediated inflammation as occurs in inflammatory bowel disorders. Second, OT

provides deep insight into the mechanisms that control autoimmune disorders and

the prospects for successful clinical intervention in those disorders. Third, OT

reveals how hypersensitivity (allergic) reactions to ingested food constituents are

normally avoided. Experimental animal models in which OT has been prevented

are extremely useful for studying mechanisms of allergic disorders.

Exposing the detailed mechanisms of OT has been the pursuit of a number of

talented investigators. To understand some of the recent work, we should begin by

recounting some of the established, accepted findings. It is important to emphasize

that the precise anatomy of the GALT facilitates the establishment of OT. That has

been explained clearly in a recent commentary47 (see Fig. 9.2). The MLN occupy a

pivotal position. Owing to the afferent lymphatic drainage of the intestinal epithe-

lium and PP, nearly every prospective antigen is screened in the MLN. For

example, DC carrying potentially antigenic components of commensal microbes

are sequestered by the MLN and never reach systemic tissues where they might

trigger immune responses. The situation appears to be similar for putative antigenic
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Fig. 9.2 Diagram of the lymphatic and blood vessels that serve the GALT with emphasis on the

lymphatic connection between Peyer’s patch and mesenteric lymph node (from Ref. 9 with

permission)
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components of food, although it is at least possible for such components to enter the

bloodstream directly via venules of the hepatic portal vein. This pivotal function of

the MLN is the reason they have been called a ‘‘firewall.’’47

Questions that have disturbed investigators for some time are concerned with

routes of antigen administration, antigen dosage and distribution, quality of anti-

gens, and the sites where tolerance originates and is manifested. Several of the

established, accepted answers to questions regarding antigen and OT were dis-

cussed in a masterful review48 and are simply summarized here. Feeding or

intragastric administration of protein antigens severely restricts subsequent system-

ic or mucosal immune response even when subsequently the antigen is given with

adjuvant (cholera toxin B subunit in the case of oral challenge or complete Freund’s

adjuvant in the case of parenteral challenge). However, in the absence of prior oral

exposure, antigen given with adjuvant via the oral route elicits both mucosal and

systemic immunity. Parenteral immunization with protein antigens elicits systemic

but not mucosal immunity.49 Orally administered antigen leads to significantly

reduced cell-mediated immunity including delayed-type hypersensitivity.48,50,51

The dose of oral antigen influences the characteristics of OT,52,53 especially with

repect to the mechanism that produces tolerance (see below).

Questions regarding the distribution of orally administered antigen relate to the

sites of tolerance induction and persistence. Recent work54 has resulted in partial

clarification of the uncertainties. The results of several studies55,56 led to the view

that orally fed antigen induced tolerance concurrently both in the intestinal mucosa

and peripheral sites. The reason was that antigen-activated, specific T cells could be

demonstrated in various peripheral locations. Either antigens or antigen-bearing DC

were reaching those peripheral sites, or T cells were migrating to peripheral

locations after being primed in the GALT.

In order to determine whether or not the GALT is the locus of tolerance

induction, a series of experiments were performed54 in mice treated with the

agent FTY720. The latter prevents the emergence of lymphocytes from lymphoid

tissues into efferent lymphatics.55 When those mice were provided oral antigen,

there was no appearance of activated antigen-specific T cells in spleen or peripheral

lymph nodes; and yet durable tolerance was established. Antigen-specific T-cell

proliferation in the PP and MLN was unaffected by the FTY720. Clearly, GALT is

the locus of OT induction. Additional experiments established that the MLN, rather

than PP, are the key sites. The final set of experiments demonstrated that the

proliferation of antigen-specific T cells in the MLN is effected by transport of the

orally administered antigen (or antigen fragments) from the LP to the MLN. In mice

lacking the chemokine receptor CCR7, giving antigen orally induced neither

antigen-specific T-cell proliferation in the MLN or the induction of OT.

This recent demonstration that the MLN, not the PP, are the setting of OT

confirms the findings of several other groups of investigators.56–58 Moreover, the

finding that CCR7 is required in the MLN, both for specific T-cell proliferation and

OT, complements and extends previous work, all of which allows a view – although

a clouded one – of what may underlie the emergence of OT. It has been estab-

lished59 that the SED of PP is an area populated by DC that appear to be immature.
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When they mature after encountering antigen that has passed through the M cells,

they express CCR7 and migrate to the IFR under the influence of CCL19 (MIP-3b).
Although more evidence is required, it may be supposed that some of those DC,

now activated and mature, continue the journey to the MLN. It is interesting to note

that (a) estimates from studies in rats indicate that there are some 7–24 million DC

in the small intestine of which approximately 8� 105 normally migrate to the MLN

every day60 and (b) CCR7+ DC found in the MLN that had emigrated from the LP

were characteristically vacuolated with vacuoles containing debris although the DC

in the MLN are relatively inactive phagocytes.61 There appears to be an active flow

of DC charged with ingested immunogenic material from the PP to the MLN. It is

important to mention that OT can be induced with much lower doses of antigen in

mice that have been treated with flt3 ligand.62 Treatment with the latter causes a

substantial increase in the number of DC in the gut as well as in the spleen and

elsewhere. The substantial increase in GALT DC allows OT to be induced with low

doses of antigen that have no effect in normal animals.

The LP, PP, and MLN all contain typical T cells, both CD4+ and CD8+. In

addition, there are substantial numbers of intraepithelial T cells, many of which are

the g/d T cells that play an important role in establishing and maintaining the

epithelial barrier.62 Given the presence of diversified CD4+ T cells, antigen-laden

DC, and a conducive microenvironment, conditions are suitable for development of

regulatory T cells (Treg) that are instrumental in the creation of OT.

At least three types of T cell-mediated tolerance can be distinguished: central,

peripheral, and oral. Treg play important roles in all three types. Each type has some

unique aspects but there are aspects that are common to all. Central tolerance

develops in the thymus, and pertains primarily to self-antigens and restriction of

the potential for autoimmune disorders. It involves, in part, deletion of self-reactive

clones of T cells when their receptors (TCR) react with cognate peptide-class II

MHC complexes with high affinity. Most of the T cells involved (CD4+ or CD8+,

double-positives to some extent) die by apoptosis (negative selection). Some,

however, escape death and become Treg (sometimes designated c Treg, ‘‘c’’ for

central) and are released to the periphery.

Another mechanism of T-cell negative selection occurs in the periphery (periph-

eral tolerance). This involves elimination of potentially self-reactive T cells that,

for one reason or another, have escaped deletion in the thymus. Those cells circulate

in the periphery and, upon encountering an APC offering the cognate peptide,

interact but receive low co-stimulation from the APC (e.g., via B7 molecules).

Lacking sufficient stimulation, they die of apoptosis.

Peripheral tolerance can be induced by parenteral administration of antigens

under conditions that are not conducive to immune responses: for example, by

solutions of proteins (lacking particulate matter) given without adjuvants. High

doses and repeated injections are usually required. Attempts to induce peripheral

tolerance to particulate antigens seldom succeed. Once established, peripheral

tolerance to a given test antigen does not extend to the GALT.

Recall that feeding protein antigens or intragastic deposition leads to OT. A

relatively short time (24 h or less) is required for the establishment of OT, and once
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established the tolerant state extends to the periphery. The same antigen, even when

given orally together with the adjuvant, cholera toxin subunit B (CT-B), will not

break the tolerant state.

Quantities of soluble protein in the milligram range will induce OT when given

alone intragastrically. When given together with the adjuvant CT-B to untreated

animals, vigorous immune responses to the antigen ensue. If the antigen is cova-

lently linked to CT-B, OT can be induced with doses of antigen in the microgram

range.63 Giving antigen either way, separate or coupled to CD-B, leads to the same

result; Treg appear in concert with establishment of tolerance. OT is effected by

way of induced Treg that produce immunomodulatory cytokines: for example, Tr1

cells that secrete IL-1064,65 and Th3 cells that secrete TGF-b.66 The regulatory cells
that have been most widely studied are those that express CD25. Treg that are CD25

+ CD4+ may produce either IL-10 or TGF-b or both. However, CD25 is an unstable

marker.67 Another molecule, Foxp3, has been shown to be associated reliably with

CD25+ CD4+ Treg.68 Foxp3 was discovered as a result of a mutation in the scurfin
gene, the murine ortholog of Foxp3, that results in a lethal autoimmune disorder in

mice owing to severe depletion of CD25+ CD4+ Treg.69–71

CD25� CD4+ cells do not express Foxp3 and are not immunosuppressive.

There is now abundant evidence that exposure to TGF-b, either in vitro 68,72 or in

vivo 64,72,73 can induce naı̈ve, CD25� CD4+ cells to convert to CD25+ CD4+ Treg.

Moreover, mutant mice lacking a functional tgfb1 gene develop lethal disease

characterized by massive T-cell proliferation, extensive immunopathology, and

activation of both Th1 and Th2 cells.73 Transfer into those mice of Foxp3+ Treg

inhibited differentiation of Th1 cells but promoted emergence of Th17 cells.73 The

latter are CD4+ (possibly CD8+)74 cells that secrete IL-17, IL-6, and TNF-a. They
are considered to be intimately involved in the onset of autoimmune disorders such

as rheumatoid arthritis and multiple sclerosis.75 Thus, TGF-b promotes develop-

ment of Treg; but TGF-b along with IL-6 facilitates appearance of Th 17 cells.75

It is worthwhile to attempt a synthesis of the recent findings and to produce a

sketch of the mechanism of Treg suppression of mucosal and peripheral immunity.

When antigen is given orally, that which survives and reaches the jejunum and ileum

may, in small amounts, traverse the epithelial barrier by transport into M cells and/or

capture by DC extensions into the lumen. When antigen is given as an attachment to

CT-B, the immunogenic potency of that which traverses the epithelium is enhanced,

leading the tolerant state. The oral administration of whole cholera toxin will disrupt

even the durable tolerant state.65 It seems an oversight that so little attention has

been given to the mechanism of CT-B adjuvanticity. What it might do vis-à-vis the

intestinal epithelium could involve TGF-b. All three isoforms of TGF-b (1, 2, 3) are

coexpressed in the epithelium of the mouse small intestine and colon.76

Antigen that traverses the follicle-associated epithelium (FAE) is picked up by

the immature DC that reside in the SED (CD11b+ CD8a�) and express CCR6.

Those Cd11b+ DC that express CCR6 are attracted to the SED by the CCL20,

which is expressed by cells of the FAE.77 Several substances including bacterial

flagellin are able to induce CCL20 expression by the FAE. As the DC mature, they

express CCR7 and migrate to the IFR. From there they migrate into the MLN via
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afferent lymph. What occurs within the MLN can be inferred from the results of

studies in vitro, using epithelial cell monolayers, and in vivo, by use of TCR

transgenic T cells. The interactions between entering DC, which now are mature

APC, and naı̈ve T cells within the interfollicular regions of the MLN generate CD25

+ CD4+ Treg. TGF-b promotes the activation of the transcription factor Foxp3. The

CD25+ CD4+ Treg suppress the functions of other T cells both by cell–cell contact

and by secreting additional TGF-b and IL-10. Naı̈ve CD4+ and CD8+ T cells are

rendered anergic; they are unable to respond to cognate antigen or to stimulation via

CD3. Upon optimum stimulation and costimulation, they neither proliferate nor

secrete cytokines.

Exactly how the induction of OT in the GALT renders inactive the responses of

peripheral tissues, spleen, and lymph nodes remains unresolved. Possibly, Treg and

DC from the MLN infiltrate peripheral lymphoid tissues and exert their tolerizing

influence. However, there are compelling findings that suggest that antigen is

distributed from the LP not only to PP and MLN but to peripheral locales as

well.54,78 For example, after oral antigen, TCR transgenic T cells are found to be

activated and proliferating concurrently in the MLN and spleen. Once tolerized,

however, the transgenic T cells are unable to respond to antigen, or provide help to

cognate B cells.

The description of the induction of tolerance provided in the preceding para-

graphs pertains to rodents. Tolerance induced in humans and probably other

mammals differs somewhat in that immunosuppressive Treg display CD25 and

CD4, and also MHC class II molecules.79 Thus, Treg in humans can be identified as

CD25+ CD4+ DR+ and are also typified by expression of Foxp3. T cells of mice

lack Class II molecules because they cannot transcribe CIITA which is necessary

for Class II expression.80

Mechanisms of Innate Intestinal Immunity

A few years ago, writing a section on innate intestinal immunity would have been a

short and simple task. It would have been impossible to draft even a few sentences

concerned with aging of innate intestinal immunity. As will become evident, there

is now considerable information about innate elements of gut immunity. However,

there remains a dearth of insight regarding the effects of aging on those innate

elements.

Toll-Like Receptors

One of the major recent advances in knowledge concerning innate immunity in

general, not only that of the intestine, is the discovery and analysis of the Toll-like

receptors (TLRs).81,82 The TLRs are present on MP and DC consonant with their

key role in the recognition of bacterial and viral pathogens. TLRs are present also

on intestinal epithelial cells, both M cells and enterocytes, where they recognize
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commensal organisms.83–85 There are 13 known TLRs, each of them broadly

specific for compound molecules present at the surface of viruses, bacteria, fungi,

and parasites. A listing of TLRs and their ligands (if known) is provided in Table

9.2. Inspection of the list of ligands indicates that the TLRs recognize components

of microorganisms rather than precise moieties. For that reason, the TLRs are called

‘‘pattern recognition receptors’’ (PRR) and collectively their ligands are termed

‘‘pathogen-associated molecular patterns’’ (PAMP).

There are excellent examples of the consequences of engagement of different

TLRs on DC or MP. For example, association of bacterial lipoproteins with TLR-1

and TLR-2 (heterodimers) on myeloid DC triggers release of IL-10 but little IL-12.

Immature CD4+ T cells are directed along the Th2 or Treg pathways. Conversely,

occupancy of DC TLR-4 by bacterial lipopolysaccharide (LPS) or heat shock

proteins (HSP 60/70) evinces secretion of IL-12p70 and IFN-a. Immature CD4+ T

cells then mature along the Th1 pathway. Stimulation of DC or MP through TLR-4

offers a good example of the consequences of being dependent on the types of

auxiliary (adaptor) proteins that associate with the TLR–ligand complex. If the

signaling involves the adaptor MyD88, the DC or MP generates proinflammatory

cytokines IL-12, IL-6, and TNF. The result includes attraction of microbicidal cells

(neutrophils and others) to the location of the offensive pathogen. On the other hand,

signal transmission via adaptor TRIF results in output of type 1 interferons, an

antiviral response.

While the majority of TLRs appear to be expressed on the surface of DC or MP,

at least two, TLR-7 and TLR-9, are located internally. The ligand for TLR-7 is a

single-stranded RNA that is rich in G and U nucleotides often found in viruses.

TLR-9 interacts best with CpG-rich DNA, also frequently found in viruses. The two

types of receptors are located within intracellular endosomal vesicles. In that

location, they have ready access to viral nucleic acids because many viruses enter

host cells by way of endosomes.

Table 9.2 Well-known Toll-like receptors and their ligands

TLR number (s) Ligands Human, mouse, or both

2/1 Bacterial lipoproteins Both

2/6 Bacterial lipoproteins Both

Lipoteichoic acid

Yeast cell wall mannans

2 GPI anchors Both

Bacterial porins

3 ds RNA Both

4 LPS, HSPs, Both

Some viral proteins

5 Bacterial flagellin Both

7 ss RNA (viral) Both

8 ss RNA (viral) Both

9 CpG containing DNA Both
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The TLRs are considered to be phylogenetically ancient. TLR-7 and TLR-9

exemplify the conservation of receptors that are of great utility and their appropria-

tion by modern mammals. They also reveal what a fine line separates protective

innate immunity from destructive autoimmunity. Mammalian DNA and RNA can

engage TLR-9 and TLR-7, respectively; however, they do so with much less avidity

than the viral nucleic acids. Mammalian DNA, unlike prokaryotic DNA, contains

CpG that are largely methylated. Similarly, many of the G/U nucleotides in eukary-

otic RNAaremethylated. Thosemolecular differences and other findings of a genetic

nature86 largely explain why autoimmune disorders such as lupus erythematosus

are relatively rare. But the potential exists and could be manifested via the TLRs.

As noted, TLRs are present on cells of the intestinal epithelium.83–85 TLR-2 is

expressed by cells both in the FAE and the villus epithelium (VE). The introduction

of ligands (e.g., peptidoglycan) into the intestinal lumen was seen to cause the

rearrangement of TLR-2 on cells of the FAE but not the VE.85 The M cells of the

FAE were enhanced in their ability to transport indicator microparticles. Of partic-

ular interest was the movement of subepithelial DC into the FAE in response to

TLR-2 activation. Similar events occurred in response to luminal LPS, suggesting

TLR-4 stimulation.85

A detailed study of TLR-4 in intestinal epithelium revealed that PAF-R and a5b1
integrin, in addition to TLR-4, are present on M cells.87 TLR-4 is present on M cells

in apical location but not on VE cells. PAF-R is equally distributed on M cells and

VE cells. Both M and VE cells were capable of Gram-negative bacteria uptake but

only M cells were capable of translocating bacteria. An important role of M cell-

associated a5b1 integrin in the translocation of bacteria was demonstrated. Recent

evidence that TLR-4 present on enterocytes promotes binding and internalization of

LPS83,87 kindled interest in a study of enterocyte internalization and translocation

of Gram-negative bacteria.88 It was concluded that the translocation of bacteria

involved a process of phagocytosis that did not include typical membrane ruffling

and macropinocytosis. However, the types of cells that engaged in the postulated

‘‘novel’’ process of phagocytosis were not precisely identified; they may have been

M cells or DC or MP.

Although TLR-2, TLR-4, TLR-5, and TLR-9 have been reported to be present in

intestinal epithelium, attention has been given to TLR-4, as it, in particular, appears to

play a significant role in experimental colitis.89 A study performed in TLR-4 knock-

out mice (TLR-4�/�) revealed a severe deficiency in mobilization of inflammatory

cells (MP, neutrophils) and in the release of chemokines. Live bacteria could be

cultured from mesenteric lymph nodes. The onset of colitis was quicker and more

severe than in control (TLR-4+/+) mice. Similar results obtained in MyD88�/�
mice indicated that the signal from TLR-4 was transduced via the MyD88 pathway

leading to elaboration of proinflammatory cytokines such as TNF and IL-1.

In addition to TLR-7 and TLR-9, there are other intracellular bacterial detectors

of which the nucleotide oligomerization domain (NOD) family proteins are well

known. There are three prominent members of the NOD family: NOD1, NOD2, and

cryopyrin. All three recognize components of bacterial peptidoglycans. NOD1 is

particularly suited for detecting components of Gram-negative bacteria, while
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NOD2 and cryopyrin are sensitized by components of both Gram-positive and -

negative bacteria (especially those that include muramyl dipeptide). Signaling

initiated by occupancy of any of the three results in production of inflammatory

cytokines. The cellular distribution of NOD1 is broad and includes intestinal

epithelial cells. NOD2 is more restricted to MP, DC, and PC located in the intestinal

crypts, where it is involved in activating production of a-defensins.

Microbicidal Peptides and Proteins

Some persons have considered the huge population of commensal organisms in the

gut to be equivalent to a host organ. In some respects, that seems a reasonable idea.

The problem with the idea is that the commensal population is pathogenic. The state

of mutualism is one in which each partner derives benefit from the existence of the

other; nevertheless, it is a state of armed truce. Early in the course of coevolution,

each partner selected ‘‘weapons’’ with which to resist the aggressive tactics of the

other. In the case of vertebrate hosts, it appears that the weapons selected were

microbicidal peptides and a variety of proteins.

There is a large array of microbicidal peptides that exist in the vertebrate

intestinal epithelium and in cells of myeloid origin.90–92 The antimicrobial peptides

disrupt the membranes of bacteria and fungi but ignore the membranes of self. The

molecular basis of that discrimination is uncertain but probably centers around the

existence of cholesterol in mammalian but not bacterial membranes.93 Also, bacte-

rial membranes are more highly negatively charged and may attract positively

charged molecules of the antimicrobial peptides.

It is convenient to arrange the microbicidal peptides in three categories: a-
defensins, b-defensins, and cathelicidins. Members of both categories of defensins

are 29–35 amino acids in length and are folded in accord with three disulfide bonds

into a three-stranded b-sheet structure. The cathelicidins are of similar length but

differ in the manner of their folding.

It should be noted that the defensins are widely distributed among vertebrates.

There appears to be a wider variety of the b- than of the a-defensins. There are

differences between human and mouse defensins. The six a-defensins of the mouse

are all generated by PC located near the bottoms of intestinal crypts. For that

reason, the mouse a-defensins have been termed ‘‘cryptdins’’ (crypt defensins). In
contrast, only two of the six human a-defensins are produced by intestinal crypts

(HD-5 and HD-6). The other four (HD-1 through HD-4) are located in MP and

neutrophils, especially the latter.

Human and mouse b-defensins are expressed in a variety of tissues including

epithelial surfaces of the intestine, lung, trachea, and esophagus. In some sites they

appear to be expressed constitutively but are inducible at other sites.92 In the

intestinal epithelium, at least some of the b-defensins are inducible by infection

or by exposure to cytokines such as IL-1, IL-6, and TNF.

Defensins and corticostatins are closely related. Indeed, certain defensins may

act as corticostatins. The latter antagonize the actions of ACTH. Both, defensins
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and corticostatins, are concentrated in leukocyte granules. In systems for studying

the antagonism of ACTH, corticostatin activity is evident at concentrations in the

micromolar range, whereas antibacterial activity is displayed in the millimolar

range. For that reason, it has been speculated that the primary biological action of

defensins could be endocrinological. However, defensins are quite abundant in

neutrophils, accounting for some 5% of the neutrophil protein, which seems to

confirm that they were selected for defense.

Several studies have demonstrated that certain defensins may serve as chemoat-

tractants for DC, monocytes, or even T cells. For example, human b-defensins 1 and
2 attract immature DC and T cells that display CCR6.94 The cathelicidin, LL-37, is

chemotactic for human neutrophils, monocytes, and T cells.95

The elaboration of chemoattractant defensins or cathelicidins, whether by PC

or myeloid cells, is considered to be an important phenomenon for controlling

commensal bacteria. Moreover, the full potential of that mechanism is evident

when the epithelial barrier is violated and the entrance of the commensals leads

to IBD. In addition to the direct and indirect attacks of the defensins and

cathelicidins on commensal organisms, yet another mechanism has emerged to

control the pathological potential of these organisms. Neutrophils, in particular,

respond to chemotactic peptides released by bacteria. Those peptides are small,

only a few amino acids in length, and have formylated amino termini (e.g.,

formyl-Met-Leu-Phe) reflecting the use of N-formyl methionine by bacteria to

initiate protein synthesis. When an inflammatory condition begins to develop,

epithelial cells (especially in the colon and distal ileum) express a special apical

receptor, hPepT1, for formylated peptides.96,97 Entrance of those peptides into the

epithelial cells triggers the release of cytokines and chemoattractants. The peptides

themselves may be released into the LP at the basolateral face of the epithelial cells

and by passage between the cells when the inflammation disrupts the tight junc-

tions. The attraction exerted by the peptides may be so strong that the neutrophils

follow the gradient of increasing peptide concentration right into the intestinal

lumen.

To conclude this section on innate immune receptors, the C-type lectins should

be mentioned. Reg 111g is an example that is well suited for obstructing the

transepithelial incursion of commensal microorganisms.98 It is directly bactericidal

toward Gram-positive organisms and reacts with peptidoglycan. Because it lacks a

domain for interacting with components of the complement system, Reg 111g of

mouse and its human counterpart, HIP/PAP, are considered to be ancient, primitive

forms of C-type lectins. Reg 111g is located in the secretory granules of PC. Upon

stimulation by luminal bacteria, the granules are secreted at the apical face of PC.

The distribution of Reg 111g along the intestine of the mouse is consonant with the

distribution of crypts, viz., more frequent in the distal ileum following the numeri-

cal increase of intestinal microorganisms. Reg 111g has a role in protecting the gut
from invasion by commensals as suggested by (a) the substantial rise in concentra-

tion during weaning (postnatal days17–22) in conventional but not germ-free mice

and (b) the marked increase in amount when the intestinal flora from conventional

mice were introduced into germ-free recipients.
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Crypts and Stem Cells

There are more than one million crypts in the small intestine of the mouse. They are

located primarily in the ileum, the frequency increasing toward the junction with

the colon. Normally there are few if any in the colon. There are approximately 250–

300 cells per crypt.99,100 About half of those cells are in the rapid cell cycle. Each

crypt produces about 300 new cells per day which migrate to the villus tip and are

sloughed into the lumen.100

Located near the bottom of the crypt is a group of stem cells which may vary in

number per crypt but is most often 4–6. The stem cells are responsible for generat-

ing four lineages of progeny: enterocytes, goblet cells, enteroendocrine cells, and

Paneth cells. Cells of three lineages are constantly migrating out of the crypt and up

the villus but Paneth cells remain in the crypt at a location near the bottom.

Crypt stem cells have not attracted the attention they deserve primarily because

of their inaccessibility. However, methods are being developed that will allow them

to be obtained in adequate numbers. One of the key questions about stem cells has

concerned their accumulation of mutations. That question has been answered in the

case of mitochondrial DNA (mt DNA) of crypt stem cells.101–103

mt DNA is a small, self-replicating molecule present in many copies in the

individual mitochondrion. Thus, there are thousands of copies of mt DNA in a

single cell. The mt DNA encodes 13 essential proteins of the respiratory chain,

2 ribosomal RNA (rRNA) genes, and 22 transfer RNA (tRNA) genes which are

utilized for mt protein synthesis. All other proteins of mt are encoded by nuclear

genes. Mutations that occur in mt DNA can appear in all copies in a cell (termed

homoplasmy), or a mixture of wild-type and mutated copies may be present

(heteroplasmy). It is estimated that about 80% of the copies must be mutant before

the functions of a cell are affected – such as defective oxidative phosphorylation.

That is a fascinating example of physiological redundancy, which suggests that

only 20% of the potential is required to maintain a normal level of function.

The results of some ingenious experiments, in which the detection and frequen-

cies of wild-type and mutant elements of the respiratory chain were assessed, were

reported recently.101,103 Three types of crypts could be detected: those in which the

mt DNA was entirely wild type, others in which the mt DNA was entirely mutant,

and still others in which both wild-type and mutant mt DNA were present. Analysis

of that situation showed the homoplasmic crypts resulted from clonal expansion of

single stem cells that possessed either wild-type or mutant mt DNA. Heteroplasmic

crypts resulted from the clonal expansion of two stem cells, one having predomi-

nantly the wild type the other predominantly mutant mt DNA. Thus, those

experiments have demonstrated that mutations in the mitochondrial genome can

occur in normal stem cells, which subsequently give rise to progeny that occupy the

entire crypt.

Several investigators have adduced evidence that crypts can multiply by fis-

sion.100,103,104 When they do, it appears that the daughter crypts display progeny of

the same stem cell clone that dominated in the progenitor. Moreover, crypts that
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display a homoplasmic mutant genotype undergo repeated fission to form homo-

plasmic clusters and even larger assemblages termed patches. In this manner, stem

cell mt DNA mutations can spread in the lower intestine.

A particularly interesting finding emerged from the studies on mutations in mt

DNA. It was found that mutant crypts increase with increasing age. This agrees with

the observed spread of mutations in the intestine by crypt fission and congregation.

The rate of mutation that occurs in mt DNA of these crypt stem cells was estimated

to be approximately 5 � 10�5 per genome per day, which far exceeds that of

nuclear DNA. One likely explanation for that is the proximity of the mt DNA to the

generators of free radicals in mitochondria. The relationship between free radicals,

mitochondria, and aging is at the forefront of theories of aging.

Adaptive Intestinal Immunity

For several reasons, some of which remain unknown, the GALT produces only IgA.

The unique character of the local DC and the particular combination of cytokines

and retinoic acid are partly responsible but not entirely. There are two varieties of

IgA that are to some extent restricted in distribution. Most IgA present at epithelial

surfaces (intestine, respiratory tract, female reproductive tract, salivary glands) is

largely polymeric (pIgA), composed of two or more (usually two) complete mono-

mers. Nearly all IgA of the blood is monomeric (mIgA). That is the situation in

humans and mice but may differ in other mammalian species. In the case of the

intestine, IgA is exclusively pIgA, reflecting its synthesis and the manner in which

it is transported into the lumen. Very little of pIgA reaches the blood circulation.

In the human there are two subclasses of IgA: IgA1 and IgA2. In the mouse there

is only 1, in rabbits 13.105 However, one subclass and one constant-a gene is the

usual condition. Both IgA1 and IgA2 human subclasses form multimers, generally

dimers, in which two monomers associate via their constant regions and are joined

by a small molecule known as the J chain. The complete molecules of pIgA that are

secreted into the lumen of the intestine comprise two subunits of mIgA plus J chain

and part of the polymeric IgA receptor (pIgAR) called the secretory component

(SC). The secreted complex is termed secretory IgA (sIgA).

Antimicrobial Actions of IgA

Intestinal IgA molecules are synthesized by plasma cells located beneath the

intestinal epithelium in the LP. The molecules are secreted as dimers joined by

the J chains. They diffuse through the basement ‘‘membrane’’ and bind to the

polyimmunoglobulin receptors (pIgR) that are displayed on the basolateral aspects

of enterocytes.106 The pIgA–J–R complexes are internalized and transported by

endosomes to the apical faces of the enterocytes. Endosomal–apical membrane
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fusion occurs, and the pIgA–J–R complexes are displayed on the apical face of the

enterocyte but still anchored to the enterocyte membrane via the C-terminal domain

of the R. Release from the enterocyte is achieved by proteolytic cleavage near the C

terminus of the R. The short C terminus remains behind, while the rest of the R, now

known as SC, enters the lumen. The pIgR is adapted to accept pIgA with attached J

chain but binds mIgA weakly if at all. A molecule of the pIgR is utilized for each

molecule of pIgA–J complex that is transported into the intestinal lumen.107

Therefore, the availability and efficiency of transport of the pIgR can determine

the rate and amount of pIgA that reaches the surface. The availability and transport

efficiency of the pIgR are determined, in part, by TLR-3 and TLR-4 on the

intestinal epithelial cells.108 It has been shown that the surface expression of pIgR

is substantially elevated in response to signals transduced by dsRNA-stimulated

TLR-3 or LPS-stimulated TLR-4.108 The response to TLR-4 signaling was much

lower than to TLR-3 and led to the interpretation that TLR-4 signaling induced by

commensal microbiota might well be a homeostatic device.

Secretory IgA is capable of a variety of functions, not only after release at the

luminal surface but during intraepithelial transport as well. During transport, the two

antigen-binding sites on each mIgA are accessible and, therefore, may interact with

cognatemoieties that are in the enterocytes, e.g., neutralization of virions located in the

same endosome in which the sIgAmolecules are being transported109,110 or, perhaps,

intersection of the path of sIgA transcytosis with a pathway of virion assembly. Re-

cycling of sIgA is known in which the M cells transport molecules back into the

LP,111 primarily into the SED of PP, where they associate with DC as well as with

CD4+ T cells and B cells.112 The small amount that is transported across the M cells

(relative to the large amount that is present in the lumen) and its association with

DC and CD4+ cells in the PP have suggested that this is a mechanism of limited

sampling of commensal microbes for the purpose of maintaining the homeostatic

condition. The receptor located on the luminal face of the enterocytes has not been

characterized; it is neither the conventional FcaI (CD89) nor the sIgR.111

The principal functions of sIgA are the destruction of pathogens and the control

of enteric commensal organisms. IgA conducts its activities in a noninflammatory

manner; if it did not, the gut would be in a perpetual life-threatening, inflamed

condition. The sIgA achieves its antipathogen objectives in three ways: (a) by

serving as an opsonin to promote the ingestion and intracellular destruction of

pathogens by phagocytes; (b) by direct neutralization as in the case of viruses and

toxins; and (c) by blocking the attachment to and colonization of mucosal surfaces.

It should be added that commensal organisms aid in the latter activity by occupying

ecologically favorable niches and blocking their accessibility to pathogens. By

preventing colonization, the latter are unable to establish biofilms that could protect

the microbes from immunological destruction.113

Phagocytic destruction of pathogens is promoted through Fca receptors (FcaR)
on macrophages and polymorphonuclear cells (PMNs), primarily neutrophils. The

binding element on sIgA involves both Ca2 and Ca3 domains. The FcaR number

and activity on neutrophils are markedly enhanced by prior stimulation of the cells

with TNF-a, IL-8, or GM-CSF.
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The attachment of microbial pathogens and, to some extent, of commensals as

well, is prevented by interaction with sIgA molecules. Compared to other Igs, a

prodigious amount of IgA is synthesized in the GALT (3–5 g of sIgA per day) and

transported into the lumen. As will be discussed, two types of B lymphocytes are

involved in the production of intestinal IgA. One type (B1) generates progeny that

produce IgA antibody of low affinity and specificity and, owing to its polyspecifi-

city, may be the type that coats the commensal microbial population. The results

may be a stabilization of the natural microbiota. The other, B2 type of cell, is the

more familiar type that gives rise to progeny that produce antibodies of high

specificity and affinity. This antibody eliminates pathogens in the ways already

discussed, often termed ‘‘immune exclusion’’.114

Unlike immune complexes formed with IgG or IgM, complexes that involve IgA

do not activate the complement (C) system either via the conventional or alternative

pathways.115 There is evidence that IgA–antigen complexes may suppress comple-

ment activation by complexes of IgG or IgM with antigen; thus, it has been

suggested114 that activation of IgA responses at sites of IgG- or IgM-mediated

inflammation could be a method of mitigating inflammation. In any event, sIgA

responses to intestinal pathogens do not trigger inflammation. That, presumably, is

a fortunate selective event in the coevolution of host and intestinal commensal

microorganisms.

Intraepithelial Lymphocytes

There is a myriad of different types and stages of B and T cells within the

GALT.116–119 Sorting them out and deciding what role, if any, each type may

play in intestinal immune responses is a work in progress. To make matters

worse, the last few years have witnessed a bewildering disclosure of the variations

of DC according to specificity, function, and maturity. Some, located in the GALT,

appear to be unusual compared to those in peripheral lymphoid tissues. Here we

will first consider those types of T cells for which there appears to be an established

role in the immunophysiology of the GALT.

Unlike the condition in peripheral lymphoid tissues, in the intestine there is a

high proportion of gd T cells, especially among the IEL. In mice 20–80% the IEL

are gd T cells; the proportion varies with the strain. In humans, an average of 30%

of the IEL are gd T cells. In the LP, the frequency is much lower, some 1–5% are of

the gd variety. According to the limited usage of the V-region genes, the specificity

repertoire of these cells is quite limited. Furthermore, the dominant V gene expres-

sion varies among different tissues. For example, Vg5 is common among dendritic

epidermal T cells, Vg6 among cells of vaginal epithelium, and Vg7 among IEL.

What are the functions of the gd T cells located in the IEL? Much of the

information has come from studies of Listeria monocytogenes in Vg1 knock-out

mice (Vg1�/�) and involve the spleen. The involvement of Vg1d T cells in splenic

immunity was studied in the absence of such cells.120,121 It was demonstrated that
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the Vg1d T cells play no part in the direct killing of the bacteria. However, two

important functions were identified, one occurring early in the course of the

infection and one near the end as the infection was cured. The early wave of gd T

cells that entered the spleens on day 2 of the infected mice were active in producing

cytokines that promote immune response to the bacteria (IL-4, IL-5, IL-10, IFN-g,
TNF-a). The output of those cytokines increased over the next few days preceding

elimination of the infection. Cure of L. monocytogenes, which is an intracellular

pathogen, involves destruction of the bacteria by host cells, primarily MP and

neutrophils. These cells are fully activated as the infection reaches a climax, and

from about day 8 onward to day 14, when the infection is cured, a sizeable

population of aggressive cells becomes established. At this stage, a second wave

of gd T cells migrates into the spleen and proceeds to attack and kill those hostile

MP and PMN and concurrently secrete immunosuppressants, especially TGF-b.
That is how the inflammatory reaction is brought under control.

The studies of the functions of gd T cells in L. monocytogenes infection provide

insight into the probable actions of gd T cells in the IEL. It is likely that they

minimize inflammation that accompanies local responses to pathogens, especially

responses that involve inflammatory MP, DC, or PMNs. Recently, it has been

demonstrated that the gd T cells, but few ab T cells, of the IEL recognize and

respond to selected phospholipids presented by CD1 (+) APC.122 Because both

epithelial cells and DC display CD1 surface molecules, it seems likely that they

may collaborate with the gd T cells to control inflammatory reactions triggered by

phagocytic cells responding to microbial components and other noxious substances

in the gut.

Possibly related to the function of gd T cells in damping inflammation are the

findings that gd T cells are required for the establishment of OT by feeding

antigen.62,123 Data obtained from those studies led to postulate that enterocytes

(which are known to display MHC class I and class II molecules) might present

immunogenic peptides to neighboring gd T cells. The latter, in response, might

secrete cytokines that activate suppressor T cells (Tregs).62

The majority of T lymphocytes in the IEL express the CD8 a chain. Of those

only some 20% express CD8 b chain. Both TCR ab and TCR gd cells can express

CD8 aa, whereas CD8 ab is found only in the TCRab cells. There is compelling

evidence that T cells that display the CD8 aa homodimer are generated outside the

thymus.124 The progenitors are located in the numerous, small patches of cells

(cryptopatches) distributed along the LP. Whether or not the progenitors are

descendants of earlier cells that originated in the thymus has not been decided.

The local interactions in the epithelium between the CD8 aa (+) IEL and the

epithelial cells (EC) have important consequences. As noted, EC display TLRs, and

commensal microorganisms (as well as pathogens) produce agonists that can

trigger signaling within the EC. Transduction of the signal along the MyD88

pathway results in release of IL-15. Only a few types of cells, including mono-

cytes/macrophages and EC, can produce IL-15. The results of a recent, trenchant

investigation revealed that the presence of IL-15 is essential for the maintenance of

the CD8aa+ T cells, either TCRab (+) or TCRgd (+).125 An earlier study showed a
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similar requirement for IL-15 in the development of the IEL CD8aa subsets.126 The

authors of the recent report125 concluded that the proper maintenance of the CD8 aa
(+) IEL is required for intestinal epithelial homeostasis.

Nestled among the IEC are the T cells a high proportion of which are CD8 aa (+)

and may have an extrathymic origin. These T cells include many that possess self-

reactive TCR.127,128 Moreover, those cells are not like thymus-derived T cells, most

of which are naı̈ve and in a resting state. Rather, they are considered to be in an

activated state in that they do not require priming (i.e., exposure to the same

antigen) prior to exercising their effector functions (e.g., killing target cells, secret-

ing cytokines). They are, therefore, potentially dangerous, poised to kill epithelial

cells and secrete inflammatory cytokines. Why, then, do they not do so? The answer

seems to lie in the fact that the EC express a class I molecule called ‘‘thymus

leukemia antigen’’ (TL), which is a ligand for CD8aa homodimer.129 TL is found

almost exclusively on EC of the small intestine. It binds to CD8aa receptor with

high energy. The consequences of the interaction of TL on EC with CD8aa on the

intraepithelial T cells (TCRab and TCRgd) are (a) stimulation of cytokine release

by the T cells (IL-2 and IFNg) and (b) inhibition of the ability of the T cells to kill

target cells and of their ability to proliferate. The stimulation of cytokine release

was assessed only in the case of IL-2 and IFN-g. Production of other cytokines was
not evaluated but probably was enhanced, at least in the case of those that might

favor continuous and rhythmic migration of enterocytes to the tips of the villi. The

inhibition of CD8aa (+) proliferation and cytolytic ability clearly is designed to

prevent excessive proliferation of IEL and killing of EC, both of which could

destroy the epithelial barrier. Because none of the epithelial T cells is suited for

interaction with APC and stimulation of B cells, the T cells that participate in IgA

antibody production are located elsewhere, viz., in the LP, PP, and MLN.

Intestinal B Lymphocytes

Two types of B cells are known (B1 and B2) and both participate in generating

intestinal IgA. However, it appears that cells of the B2 lineage, which originate in

the bone marrow and require interaction with CD4+ T-helper cells, are active in

IgA immunity against enteric pathogens. B1 cells are recruited primarily from the

peritoneal cavity and produce IgA against enteric commensal organisms.130

The generation of anticommensal IgA is antigen driven,130 i.e., the presence of

microflora in the gut is required. The principal site where the encounter of micro-

organism and B cell occurs is the MLN. Bacteria traverse the epithelium via M cells

and are ingested by DC. They may survive for as long as 60 h in the DC, which is

ample time for a productive encounter between DC and B1 cell. No live bacteria

either free or in MP are found, either in PP or MLN.

IgA production initiated from B1 cells requires no T-cell help. Furthermore,

mutant mice lacking organized follicular dendritic network or B-cell follicles

develop near-normal numbers of B1-derived plasma cells to their microflora.
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Experiments with mutant mice lacking PP and MLN revealed the need for lym-

phoid aggregates to serve as inductive sites, but further organization of follicles and

GC where encounter with T cells might occur appears unnecessary.130

T-cell-dependent IgA antibody production occurs by IgA+ B cells that are derived

from B220+ IgM precursors. Class switching (IgM to IgA by Ig-gene rearrange-

ments) is thought to occur in the LP. Both naı̈ve B cells, directly from bone marrow

and not previously acquainted with the gut, and the so-called gut-primed B cells can

migrate into the LP.131 The former are attracted to the LP by a factor, NIK (NF-kB-
inducing kinase), associated with stromal cells. These naı̈ve B220+ IgM cells

undergo class-switching and further differentiation to yield B220 (�) IgA (+)

cells, possibly in the absence of organized follicles and GC. The second type of

precursor, gut-primed, appears in the LP as a result of expressing the integrin a4b7
(MadCAM), a homing molecule that was acquired upon previous exposure to the

gut microenvironment. In either case, the B220 (�) IgA (+) cells upon activation

and costimulation generate a population of IgA antibody-producing daughters.

We have seen that B1 cells drawn from the peritoneal cavity and B220 (+) cells

that originated in bone marrow can generate IgA-producing progeny. In the case of

B1 cells, no involvement of T cells is necessary. In the case of the B220 (+) IgM (+)

precursors, one type migrates into the LP with the guidance of a4b7 integrin, while
the other is drawn through the actions of a stromal factor NIK. A recent, compre-

hensive study of gut-homing B cells seems to add another layer of complexity,

while, at the same time, providing exciting new information.118

Isolated B cells from the spleens of mice were activated and incubated together

with DC from PP. The B cells were induced to express gut-homing a4b7 integrin
molecules. The same thing occurred when the B cells were incubated with an

appropriate amount of retinoic acid (RA) rather than the DC.118 When tested in

vivo, the RA-treated DC migrated to the small intestine. Further experiments with

this system revealed that when activated B cells were cultured with PP-DC, they

gave rise to progeny that secreted substantial amounts of IgA. That occurred in the

absence of T cells. Addition of a combination of RA, IL-5, and IL-6 to cultures of

activated B cells and PP–DC (or DC from other locations) resulted in a substantial

elevation in the yield of IgA-producing cells. That effect was attributed to enhance-

ment of B-cell class-switching rather than to expansion of already committed IgA-

producing cells. None of the three substances added alone enhanced the formation

of IgA-producing cells. Among DC from various tissues, only those from the GALT

were capable of synthesizing RA.

It is clear that there exist B cells not derived from the conventional bone marrow

source that require only contact with GALT-DC in order to give rise to IgA-

producing daughters. RA is a major factor contributed by the DC but probably

not the only one. No organized, lymphoid follicles or GC and no T cells are required

for those B cells to generate IgA producing daughters.

The PP are populated largely with naı̈ve IgM (dull)/IgD (bright) B2 cells. The

nearby IFR contains both CD4+ and CD8+ T cells. DC transport antigen acquired

from M cells from the SED to the IFR and thus all the components necessary

for organization of GC would seem to be present. Class-switching and affinity
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maturation should ensue, leading to transport of dimeric IgA–J chain molecules

through the enterocytes accompanied by the pIgR. However, a problem has

appeared recently concerning the site where class-switching occurs.132 Compelling

evidence has been provided that excludes the LP, PP, and MLN as the sites of class-

switching among B1 cells and doubt has been cast on the notion that B2 class-

switching occurs at those sites. In the case of B1 cells, class-switching must occur

outside of the GALT. Other investigators have raised doubt about IgM to IgA class-

switching occurring in the LP.133,134 Questions regarding class-switching are com-

plex and the answers are tentative at present. In the case of B2 cells it may occur in

the LP or, more likely, in the MLN. The presence of GALT–DC is required, and RA

probably plays a key role. TGF-b derived from TLR-stimulated macrophages, or

possibly enterocytes, is believed to stimulate class-switching (see later). However,

in the case of B1 cells, class-switching occurs outside the intestine.

How significant is the contribution of IgA by B1-derived plasma cells? In the

case of intact mice, the B1 contribution appears to be minor, perhaps 19–24% of the

total in the gut.135 It is possible that the contribution from B1 cells is conditioned by

the quantity or quality (specificity, affinity) of the IgA produced by the existing

population of B2 cells (see later).

Effects of Aging on the GALT

The five preceding sections present a selective survey of the structural and functional

complexities of the GALT and related tissues. We trust that the preceding sections

have revealed that the unique features of the GALT and its relationships to the central

and systemic components of the immune system offer a ‘‘gold mine’’ of research

opportunities for gerontologists and all others who have an interest in aging. From a

different perspective, however, research concerned with aging of the GALT and the

reasons for its existence, viz., to protect against the horde of potential pathogens that

lie just one cell thickness away, might seemmore of a ‘‘mine field.’’ The complexities

are bewildering, and choosing a site or system for productive investigation is more a

matter of taste than rational decision. The following discussion is offered to aid in

making the selection of research approaches somewhat more rational, simply as a

result of organizing much of the information in a heuristic fashion.

Aging of the Intestinal Epithelium

Enterocytes

The enterocytes display both MHC class I and class II conventional molecules and

several nonclassical MHCs as well (e.g., CD1, TL). They express several TLR:

TLR-3 and TLR-4 in particular. They (i.e., the FAE) secrete chemokines CCL9 and
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CCL20 and the key cytokine, IL-15. They secrete a neutrophil chemoattractant.

They synthesize and express the pIgA R and transport pIgA into the gut lumen.

They are intensely involved in maintaining a selectively penetrable barrier com-

posed of tight junctions. In spite of – or perhaps because of – the extreme variety of

functions, the enterocytes are a highly dynamic system, undergoing constant

turnover. They arise from stem cells in the crypts, migrate up the villi, and after

about 3–5 days are shed from the tips of the villi and succumb to apoptotic death

(sometimes necrotic death). What do we know about the effects of senescence on

the enterocytes? Very little. The rate of their migration from base to tip of the villi

slows with age probably reflecting a reduced rate of generation from stem cells in

the crypts.136 They continue to present an effective barrier against the microbiota of

the gut, although there is some evidence of ‘‘leakiness’’ of the epithelium among

aging subjects.137 This will be considered further in a discussion of ‘‘inflamma-

ging’’ (below). The presence of pIgR on enterocytes appears to remain constant

with age.138,139 However, the amount of antigen-specific pIgA that is transported

into the gut in response to specific intra-intestinal antigen challenge declines with

age.139

Toll-Like Receptor

There appears to be a strong explanation for the age-associated decline in the

amount of sIgA that appears in the gut; it centers on the effects of aging on the

TLRs.140–142 Each of the TLRs has been found to suffer the effects of senescence. A

comprehensive study of macrophages (splenic and thioglycolate-elicited) of young

and aged mice revealed that the surface expression of seven TLRs was substantially

less in aged mice. Furthermore, stimulation of the macrophages with cognate

ligands resulted in substantially lower secretion of IL-6 and TNF-a by macrophages

from aged animals.140 A study of the PBMC isolated from the blood of two groups

of humans, aged 21–30 years or over 65 years, produced similar results.141 Stimu-

lation of the cells via TLR-1/2 resulted in a highly significant, reduced output of

TNF-a and IL-6 by cells from aged subjects. In contrast, stimulation of young and

aged cells via other TLRs revealed only minor differences. In a study of a murine

model of Alzheimer’s disease it was found that the frequencies of TLR-1, TLR-2,

TLR-4, TLR-5, and TLR-7 were greater in brain tissue of aged compared to young

mice.142 Of that group, TLR-7 could be associated with mononuclear phagocytes.

By comparison, the amount of TLR-3, TLR-6, and TLR-8 were the same in the two

age groups, while TLR-9 was less in aged than in young mice.

It has been demonstrated143 by use of a cell line of IEC that stimulation of

enterocytes via TLR-3 (with dsRNA) or TLR-4 (with LPS) results in upregulation

of the pIgR. That effect was found to involve signaling through NF-kB and

enhanced transcription of pIgR mRNA. If, as has been claimed,139 the age-

associated deficiency in sIgA production is a reflection of defective pIgR, then

the age-associated change is likely to be in the expression of enterocytic TLR or the

mechanism of signal transduction. Given the variation in results reported in the
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three cited works, it seems likely that the frequency and functions of the TLRs vary

among different tissues, cell types, and local environments; so, it may not be safe to

generalize an effect of senescence on the TLRs per se.

Intraepithelial Lymphocytes

As discussed previously, a major concentration of gd T cells is in the intestinal

epithelium. Some 70–80% of IEL in the mouse are gd T cells and, of those, nearly

all express the CD8aa (a homodimer). Among the ab T cells, about half express the

CD8aa while the other half are CD8ab. Data concerning possible changes in those
proportions with age are lacking. There is compelling evidence that a significant

proportion of the IEL originate extra-thymically124,143–146; still, the thymus is the

ultimate source for at least some of the IEL.143 The CD8aa IEL can be separated

into two groups: CD4+ CD8aa and CD4� CD8aa+. Cells with the CD4� CD8aa+
phenotype migrate out of the thymus of neonatal mice younger than 2 weeks of age.

After 2 weeks of age of the newborn, the thymus releases almost exclusively CD4+

CD8aa+ cells. It should be informative to determine the phenotype of the IEL in

aged mice when the residual thymus exports few cells. It should be relatively easy

to determine whether the stem cells in the cryptopatches continue to produce the

CD8aa [CD4 (+) or (�)] IEL and whether senescence has affected those stem cells

either qualitatively or quantitatively.

It has been demonstrated more than once that T cells having self-reactive

capability are present in the neonatal but not the adult thymus of the mouse.128

Moreover, negative selection to eliminate autoreactive ab and gd T cells is mark-

edly inoperative early in ontogeny. As a result, potentially self-reactive gdT cells

are able to escape selection and ‘‘find sanctuary’’128 in the IEL where they enjoy a

supportive environment. Those T cells are ‘‘primed’’ as a result of having been

exposed to self-antigen in the thymus prior to their escape. As we have seen (op.

cit.), there exists a mechanism for preventing those hostile cells from reacting

against self-antigens in the intestinal epithelium; viz., the interaction between

thymus leukemis (TL) antigen elaborated by enterocytes and the cognate receptor

CD8aa.129 A question that needs to be answered is this: what is the life-span of the

IEL gd T cells and ab T cells that display CD8aa and what is the source of their

replacements? Another question is: how durable is the TL-mediated inhibition of

the self-reactive CD8aa cells; does the potential reactivity against self gradually

appear and allow the barrier to be breached resulting in subclinical inflammation in

the aged subject?

A compelling but unsubstantiated argument can be formulated to the effect that

aging results in significant changes in the gd T cells of the intestinal epithelium.

First, there is the evidence that gd T cells in the GALT, possibly in the epithelium,

are required for development and maintenance of OT.62,147 But the establishment of

OT is severely impaired in the case of old animals.148–150 Second, as we have seen,

the frequency of TLRs and their signaling efficiency are affected by aging. A major

signaling pathway initiated by engagement of several of the TLRs proceeds via
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MyD88, an adaptor protein involved in activation of transcription of cytokine

genes. Third, an important cytokine in maintaining gd T cells in the intestinal

epithelium is IL-15, which is produced by enterocytes of the epithelium. In the

absence of intact signaling via MyD88, IL-15 production is severely impaired and

the numbers of CD8aa TCRab and CD8aa TCRgd intestinal epithelial cells are

substantially reduced.151 It is, therefore, reasonable to suggest that there occur

senescent changes of enterocytes that affect either the surface density of TLRs or

the pathways by which TLR signals are transduced. The amount or quality of IL-15

produced by the enterocytes might suffer and that, in turn, might result in failure to

sustain the CD8aa TCRab and TCRgd lymphocytes.

Although the suggestion developed in the preceding paragraph could account for

age-related loss of IEL and deterioration of the intestinal barrier, there is also the

possibility of senescent changes in the CD8aa TCRgd cells themselves. Thus, it

must be asked: do not those cells turn over and need to be replaced? Does the

interaction between CD8aa and TL on the enterocytes markedly prolong their

residence in the epithelium? If regular replacement does occur, where do the

replacements originate? In the cryptopatches? If so, is there an effect of aging on

the generative competence of the cryptopatches? All of those questions need to be

answered.

GALT B cells and GC

The B lymphocyte population has been subdivided into categories in several ways:

(a) homing propensities, (b) origins and anatomical locations, (c) time of appear-

ance in neonatal life, and (d) expression of surface membrane molecules. Two

broad categories are recognized, viz., B1 and B2. The latter are the conventional B

cells that originate in the bone marrow. The B1 cells152,153 originate early in

neonatal life and escape negative selection. The B1 cells are located primarily in

the peritoneal and pleural cavities. There are a few B1 cells in the spleen but hardly

any in lymph nodes and peripheral blood. The B1 set is further subdivided into B1a

and B1b subsets primarily on the basis of high (B1a) or low (B1b) expression of

surface CD5. The surface CD5 receptors are inhibitory; they restrain the response of

B1 cells to the antigens by which they were selected in the first place. B1 cells are

capable of responding to self-antigens without the assistance of T cells or DC. They

receive stimulation through cognate B cell receptors (BCR). They do, however,

require co-stimulation, either by cytokines (IL-5 in particular) or via the TLR-4

which they display. When properly stimulated, B1 cells (which characteristically

produce antibodies of the IgM isotype) may undergo immunoglobulin gene rear-

rangements and switch to producing plasma cells that generate IgG or IgA isotypes.

The current view of the generation of IgA-producing plasma cells from B2

precursors holds that the likely site where this occurs is the MLN. Antigen from

commensal organisms is transported by special DC into the MLN. Those DC can

harbor antigen (even live bacteria) for several hours because, unlike the local

macrophages which are quite hostile, the DC are inefficient at destroying ingested
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material. Within the MLN it is envisioned that processed antigen is provided to

conventional cognate T cells, which in turn provide help to B cells that have been

activated via antigen bound to their receptors (BCR). Those interactions are pre-

sumed to occur in GC where class-switching from IgM to IgA, proliferation, and

selection of stable plasma cells that produce antibodies of high affinity occur.

The preceding is a description of what may seem to be a tidy, well-understood

component of the GALT immune response to intestinal microorganisms. It is not.

There are numerous aspects of the preceding description that are not well docu-

mented and are controversial. We will discuss three in relation to the possible

effects of senescence on the process of IgA antibody production, viz., (a) the

participation of B1 and B2 cells in secretory antibody formation, (b) the mechan-

isms of IgA class-switching, and (c) intrinsic defects within the B subsets attribut-

able to senescence.

We begin with a rather imprecise question: do B cells age? That is the way the

question was phrased not so long ago. About a decade ago, it could be asserted154

that aging is accompanied by a changing specificity repertoire and a broadening

recognition of self-components. That seemed to occur in concert with a gradual

shift in the set of B1 and B2 toward a prepondance of the former. Furthermore, there

appeared to be a well-documented change – both qualitative and quantitative – in

the formation of GC in response to antigenic challenge in aged subjects.155 That GC

deficiency was reflected by a decline in the efficiency of antibody class-switching

and in the affinity of synthesized antibody. Those and a few other age-associated

alterations were attributed in part to certain easily discerned modifications in T cells

and in the bone marrow environment. The recent elucidation of the B-cell receptor

(BCR), intracellular signal transduction, co-stimulation and the mechanisms of

class-switching, and specificity repertoire selection have brought changes in the

approaches to understanding B cell senescence.

The effects of aging on GALT immunity have barely been explored. Yet, the

information that is required – some of it at least – seems rather obvious. First of all,

there are questions about the homing of the B cells to the LP. The relevant homing

receptors are a4b7 integrin and the CCR9 chemokine receptor. Imprinting of those

receptors is a consequence of exposure to RA provided by the specialized DC. Are

all types of B cells equally imprinted or only a portion? Are both B1 and B2

imprinted by RA? And, in particular, is there a change with age in the type(s),

numbers, and efficiency of imprinting of the B cells that can be enticed to home to

the LP?

Second, information is needed about the formation of GC in the PP and the MLN

of aged subjects. It is not clear that GC formation is impaired in the PP of aged

subjects. Furthermore, as we have seen, the notion that GC formation is required or

accompanies IgA class switching has been questioned.132

In addition to RA, at least two other substances have been implicated in IgA

class switching; viz., TGF-b156,157 and the cytokine, APRIL.158 The effect of TGF-
b occurs directly on B cells that are costimulated with LPS. The stimulation is more

pronounced in the case of B1 than B2 cells.159 Switching to isotypes other than IgA

does not occur. As noted, TGF-b is present in the LP and probably in the intestinal
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epithelium as well. The recent finding that IL-15, which is a product of enterocytes,

inhibits TGF-b-mediated signaling160 offers a possible counteraction that can

regulate TGF-b stimulation of B cell switching to the IgA isotype.

APRIL is a member of the TNF family that, like BAFF, acts on B cells,

especially marginal-zone and follicular B2 cells. It particularly aids in marginal-

zone responses to particulate antigens such as bacteria. It has now been found that

intestinal epithelial cells release APRIL upon being stimulated through their TLRs.

APRIL, then, promotes class-switching among the LP B cells.

Intriguing observations related to IgA isotype switching came from a study of B cells

inGCofagedmice.161 The numbers and phenotypes of activated B cells in PP GC of

young and aged mice did not differ significantly. Of particular interest was the

finding that the expected higher frequency of somatic mutations in the V-region

genes of aged mice occurred with disproportionate frequency in the IgM isotype.

An earlier report162 revealed that serum immunoglobulins produced in response to

‘‘environmental antigens’’ (such as microorganisms) displayed a striking increase

in somatic mutations correlated with aging. The frequency of mutations was

substantially higher in the IgG compared to the IgM isotype. It should be

fascinating to examine the somatic mutations in polymeric secreted IgA and

compare with serum IgA. Moreover, comparing the mutations in sIgA generated

by cells derived from B1 and B2 precursors could be quite informative given the

evidence that the former experience class-switching outside the GALT and inde-

pendent of GC.

A third major topic awaiting thorough study concerns the effects that age-mod-

ified TLRs may exert on B cells. We have discussed the influence of aging on TLRs

and noted that the effect appears to vary with the tissue location. There are several

different TLRs on enterocytes. In addition, both B cells (B1 and B2) and GALT DC

express TLRs; signaling initiated by the TLRs can affect the functions of those cells.

For example, B1 cells remain in the pleural and peritoneal cavities as long as they are

not actively stimulated. They remain attached to the membranous linings of those

cavities through the combined effects of integrins, (aMb2 in particular) and CXCR5,
the receptor for chemokine CXCL13. The introduction of LPS into those cavities

results in a dramatic downregulation of the integrins and CXCR5163 on B1 cells. As

a consequence, the B1 cells are untethered and are free to migrate into other

locations including the LP. That effect is caused by LPS stimulation via TLR-4.163

TLR-4 play an important role in the class-switch recombination that occurs in B

cells leading to IgA production.164 As noted, TGFb1 stimulation of B cells triggers

switching to IgA production.118,165,166 Concurrent stimulation by LPS enhances the

effect of TGF-b1. The effect of LPS is manifested in two ways164: (a) by stimulat-

ing the transcription of the key enzyme, activation-induced cytidine deaminase

(AID) preceding the process of gene rearrangement and (b) by elevating the

secretion of IgA after gene recombination. Experiments that produced these results

were performed with splenic B cells. Presumably, the same results would be

obtained with peritoneal B1 cells. However, the effect of LPS on class-switching

in B1 cells should be examined because there is evidence167 that LPS signaling may

not be the same in B1 and B2 cells.
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It is worth inquiring at what stage in the life history of B cells class-switch

recombination occurs. Ingenious studies168 have provided a clear answer. V (D) J

recombinase is active in the common lymphoid progenitor (CLP) cells, i.e., in

progenitors that retain, but typically never express, the potential to give rise to

myeloid descendants.168 The differentiative potentiality of CLP includes B, T, DC,

and NK cells and it has been assumed that recombination events occur only in B-

and T-lineage cells. The recent study168 has demonstrated that recombination

events occur in the CLP; moreover, early expression of Erag, an enhancer element

that controls rag expression in B progenitors, appears to be a precocious indication

that subsequent differentiation will follow the B-cell path.

The B2 population has received considerable attention vis-à-vis the effects of

senescence. A recent study169 has demonstrated that the effects of aging are

apparent in all of the early stages of B2 cell development. Both B-lineage-

committed pro-B cells and their immediate pluripotential progenitors were de-

creased in aged animals. All subsets of cells were defective in responsiveness to

IL-7. The loss of responsiveness to IL-7 is important because all stages in B-cell

development up to the antigen-responsive, immature B cell are stimulated to

proliferate in response to IL-7. Defective display of IL-7R, or of IL-7R signaling,

probably accounts for the age-associated deficiency of B2 cells, at least in the

mouse. A second cytokine may be involved in human B2 cell development.

In addition to the differences between B1 and B2 cells described above, there are

others that are being elucidated. For example, the frequency of receptors (CXCR5)

is substantially higher on B1 than on B2 cells. As noted above, CXCR5 is the

receptor for a chemokine known as B-lymphocyte chemokine (BLC; CXCL13),

which is a chemoattractant for B cells.170 The presence of CXCL13 in the perito-

neal cavity is essential for the homing of B1 cells and expression of immunity in the

cavity. CXCL13 is produced especially by myeloid DC [CD11b (+) CD11c (+)].

Those DC have been found to produce substantial amounts of CXCL13 at sites of

autoimmune pathogenesis. In developing murine lupus nephritis, for example,

concentrations of CXCL13-producing DC were found in kidney and thymus of

mice of an autoimmune strain, and there was an accompanying accumulation of B1

cells.171 Similarly, in a murine model of systemic lupus erythematosus, the distri-

bution of B1 cells was influenced by the presence or absence of CXCL13-producing

macrophages.172 To our knowledge, the uncertainty concerning the production of

CXCL13 by cells (DC or MP) in the LP has not been resolved.

Reports from different laboratories vary with regard to the numbers of B1 cells

and their IgA-producing derivatives that are present in the LP. One of the most

comprehensive reports173 indicated that about half of the IgA-producing plasma

cells were derived from self-replenishing B1 precursors of the peritoneal cavity.

More recent reports generally concur174 and, in addition, have stressed the key role

of IL-5 in stimulating sIgA production by those cells. Considered from the perspec-

tive of aging, these and related reports suggest that fruitful lines of investigation

could be (a) effects of senescence on the numbers, mobility, and phenotypic

characteristics of peritoneal B1 cells and (b) availability of IL-5 in the peritoneal

space and in GALT.
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Homing of Cells to GALT and Associated Lymphoid Tissue

Both B and T cells are conveyed to the GALT and MLN by lymph and blood.

They are extracted from the blood by the actions of homing receptors and

chemokines. T cells in the blood which display a4b7 integrin and L-selectin

molecules are deterred by the presence of the mucosal addressin MadCAM-1 in the

high endothelial venules of mucosal tissue. They then enter the lamina propria by

diapedesis and adhere to the basolateral faces of the intestinal epithelial cells.

Adherence in the small intestine is achieved by interactions of aEb7 and CCR9 on

the T cells with, respectively, E-cadherin and CCL25 on the epithelial cells. In the

large intestine, adherence involves CCR10 on the T cells and CCL28 on epithelial

cells.

The attraction of B lymphocytes, both B1 and B2, to the LP and MLN is a

subject in need of investigation. Three molecules appear to be involved: a4b7
integrin, L-selectin, and LFA-1 on B cells which react with their counterparts

MadCAM-1 and ICAM-1 on high endothelial venules. It has been reported that in

the LP, MadCAM-1 does not display saccharide moieties that are recognized by L-

selectin. That and the low level of a4b7 on naı̈ve lymphocytes suggest that the naı̈ve

B cells may not readily migrate into the intestinal mucosa.175 Chemokines that

might be involved have not been clearly established. In a review article176 it was

stated: ‘‘Identifying the physiologic factors responsible for activating firm adhesion

and arrest in lymphocyte homing to mucosal lymphoid organs, determining whether

such activation is required for lymphocyte recruitment via lamina propria venules,

and analysis of the extent to which this activation step contributes to the selectivity

of mucosal lymphocyte trafficking are important areas for future investigation.’’

Future investigation is needed, particularly in the case of B1 cells. The effects of

aging on lymphocyte homing to the LP and MLN have not been studied. Some

important changes are likely to be found.

Knowledge concerning the homing of immunoblast cells to the lamina propria is

more advanced than in the case of early B cells. Three recent publications are in

agreement that the chemokines, CCL25 (TECK), and CCL28 (MEC) are instru-

mental in the sequestration of IgA(+) plasmablasts by the LP.177–179 CCL25 is

produced by epithelial cells and readily attracts IgA(+) cells that express CCR9 in

the PP and MLN. When those IgA(+) cells migrate to the LP, they display much

less CCR9 and remain in the LP.177 It was noted178 that CCL25 is present in

significantly higher levels in epithelial cells at mucosal sites than at other locations

in the ‘‘common mucosal immune system’’ (mammary gland, salivary gland, colon,

lung, trachea). It was postulated and demonstrated that a second chemokine, CCL28

(MEC), was involved in the efficient attraction of immunoblasts to the other sites. It

was clear that CCR9 and CCR10 are responsible for the settling of IgA(+) plasma-

blasts in the small intestine. However, the homing of IgA(+) plasmablasts to the

colon was more efficiently achieved by CCL28 and CXCL12.179 The epithelial

cells of the colon were found to express CCL28 and CXCL12, and the IgA(+) blasts

in the colon displayed CCR10 and CXCR4.
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The results presented in those publications reveal that the cells prepared for IgA

production in the MLN, and perhaps in less-organized locations in the LP, will

return to subepithelial locations in the small and large intestine. From the perspec-

tive of aging, three key questions come to mind. First, the chemokines are secreted

largely by epithelial cells; because there are effects of senescence on the epithelial

cells (e.g., changes in TLRs), there may be quantitative and qualitative changes in

the chemokines they secrete. Second, there may be differences between IgA(+)

plasmablasts that arise from B1 compared to conventional B2 precursors: recall that

the proportion of B1 precursors increases with advancing age. It is reasonable to

question whether or not the chemokine receptors or the adhesion molecules on the

IgA(+) blasts are affected by aging. Third, there are unconfirmed reports that

lymphocyte homing is disturbed in aged animals as a result of changes in the

expression and distribution of homing receptors.

Finally, we consider the type of cell that is perhaps most in need of attention vis-

à-vis immunosenescence, viz., the DC. In recent years, information concerning the

variety of DC and their functions has blurred the traditional distinction between

lymphoid and myeloid DC. In the GALT there are two prominent types of DC as

noted previously; viz., CD11b (hi) CD11c (hi) CD8a (�), and CD11b (lo) CD11c

(hi) CD8a (+). One, or perhaps both, of them has the unique ability to ingest debris

from dying epithelial cells and transport it to the MLN where it is presented to T

cells. The latter are induced to secrete IL-4 and IL-10: in short, to promote a

noninflammatory type of immune response.180 It is reasoned that the debris includes

antigenic materials as from luminal microorganisms.

The migration of the DC from LP to MLN involves the chemokines CCL21 and/

or CCL19 and the CCR7 on the surface of the DC.180 Additional insight concerning

the migration of DC from LP to MLN has been gained by experiments that utilized

DC collected from thoracic duct of rats that, first, had the MLN removed surgically

(MLN lymphadenectomy).181 Those DC had not experienced any tissue microen-

vironment after leaving the LP. They were found to express ICAM-1, CD11c,

CD11b, CD80, CD86, and MHC class II molecules. Their immaturity when freshly

isolated was indicated by their phagocytic ability. Both immature and mature

preparations of DC were provided to recipient rats by injection into the subserosa

of the small intestine, and the accumulation of the DC in the MLN was monitored.

In that manner, it was demonstrated that accumulation of mature DC was dependent

on attraction of CCR7 surface molecules to chemokine CCL21. Accumulation of

immature DC, on the other hand, depended on the attraction between surface

molecules of CCR6 and chemokine CCL20.

The distribution of TLRs on DC varies among the various subsets/populations of

DC. The CD11b(+) CD11c (+) DC of the LP express TLR-7 and, therefore, are

responsive to the synthetic agonist, R-848. The effects of stimulating the DC via

TLR-7 on their migration to MLN have been examined. The factors involved in the

accumulation of DC in theMLN182 have been identified. Rodents were subjected to

mesenteric lymphadenectomy, and then stimulated orally with R848. Cells were

collected from the thoracic duct and analyzed. In both experiments, intact animals

were given R-848, and MLN and other tissues examined histologically. Treatment
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with R-848 essentially depleted the LP of DC. Many of those cells were accumu-

lated in the MLN. Furthermore, feeding R-848 stimulated a marked output of IL-6,

IL-12p 70, TNF-a and IFN-a. A substantial portion of those cytokines was pro-

duced in the MLN by plasmacytoid DC, not by CD11b(+) or CD11b(�) DC. The

plasmacytoid DC (pDC) were the exclusive source of IFN-a following TLR-7/

8 stimulation. Experiments to determine what factors were responsible for MLN

accumulation of the R-848-mobilized DC revealed that TNF-a was primarily

responsible for accumulation of the DC and that IFN-a induced activation of the

accumulated DC. Both of those cytokines were produced by pDC located in the

MLN.

The so-called ‘‘steady-state’’ intestinal DC (those not strongly stimulated) are

immature in certain respects. They display substantial levels of MHC class II and

CCR7. Their migration to the MLN is dependent on cytokines CCL20 and CCL19,

as we have seen,180,181 which are likely produced by local DC. In contrast, strong

stimulation of the DC (LP and others) via TLRs may trigger an emergency response

that involves the pDC. It should be noted that the latter are unique among DC in that

they circulate in the blood, are not phagocytic, and respond vigorously to viruses by

secreting type 1 IFNs. They express high levels of TLR-7 and TLR-9, which makes

them well suited for responding to viral nucleic acids.

We have provided some details of the studies on migration of DC from LP to

MLN181,182 because (a) this is a system that appears to be susceptible to the effects

of aging and (b) the experimental procedure involving mesenteric lymphadenect-

omy is well suited for application to aged animals. The effects of aging on TLRs

that appear to be so common may be strongly manifested on the TLRs of the

enterocytes, the CD11b (hi) CD8a(�) and CD11b (lo) CD8a (+) DC, and especially

the plasmacytoid DC of the MLN.

Exploring Examples of GALT Aging

Evidence that intestinal immune competence declines with age is impressive but not

overwhelming. No single cause is evident – nor is it to be expected. Rather, the

effects of aging will be found in a number of systems, processes, and events that

comprise intestinal mucosal immunity.We have attempted to focus attention on some

of the major elements that are likely to be altered by senescence but, for the most part,

have not been adequately studied. Included are elements of both innate and adaptive

immune operations. As a final brief summary of our efforts to identify fruitful lines of

investigation of the effects of senescence, we suggest the following two schemes.

Manning the Barrier: Aging and the Intestinal Epithelium

Enterocytes perform a large number of functions that possibly are susceptible to

senescence. They include pIgA transcytosis, maintenance of tight junctions, selec-

tive permeability to prospective antigens, production of chemokines and cytokines,
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and responsiveness to various signals such as those from the TLRs. They produce

IL-15 and display TL for controlling CD8aa+ T cells. Perhaps the most important

gap in available information is the lack of information concerning the precise

effects and consequences of aging of the epithelial cell TLRs. Another critical

gap is the dearth of information about the status of the epithelial barrier. Does the

integrity of the barrier remain intact with advancing age? Or does it become more

fragile as a result of changes in the rate or mechanisms of epithelial cell turnover

and replacement? Or of poor maintenance of tight junctions? The elderly experi-

ence normal (occasionally abnormal) decline in hydrochloric acid production and

more alkaline conditions in the proximal small intestine. Changes in bacterial

number and species often result. Both in the ileum and colon there may be changes

in the microflora as a consequence of aberrant nutrition, which is fairly common in

the elderly. Such changes in the enteric microbial population may upset homeosta-

sis in various locations and result in spots of inflammation. It is frequently stated

that a substantial proportion of elderly humans suffer from chronic, subclinical

intestinal inflammation, which has led to the expression ‘‘inflammaging.’’ That

condition is likely to reflect disruption of the barrier at vulnerable ‘‘spots’’ or loci

rather than along an extensive segment of the intestine. What might create those

loci of inflammation? Possibly local concentrations (colonies) of certain bacteria

that secrete enzymes capable of attacking tight junctions, or perhaps groups of

activated cells that secrete high levels of IFN-g with or without TNF-a, resulting in
disruption of tight junctions.

An intriguing prospect is that the intestinal epithelium of the elderly might differ

from that of the young adult as a consequence of a reduced rate of enterocyte

turnover. The rate of ascent of the villi by maturing enterocytes is reduced in the

elderly and the rate of apoptotic cell death is lower. Thus, the transit time of

enterocyte from crypt to villus tip is longer and those cells live longer. Whether

or not that change could affect the durability of the barrier is uncertain, but it is an

issue worthy of investigation.

Peering into the Crypt: An Aging Effect in Want
of an Explanation

The effect is as follows: (a) with advancing age there is an increasing rate of

mutation in mtDNA in the stem cells; (b) there is a propensity for formation of

homoplasmic crypts – either all mutant mtDNA or wild-type mtDNA; (c) at least

80% of the mtDNA in a cell must be mutated before there is any effect on the

function of the cell (a remarkable example of ‘‘physiological redundancy’’); (d) in

parallel with the increased rate of mutation of mtDNA with age there is an increase

in the tendency of crypts to aggregate and to form patches of crypts (Fig. 9.3). This

phenomenon requires investigation from the perspective of acquiring new informa-

tion such as the following: (a) Is the high rate of mutation due to the proximity of
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the DNA to the source of free radicals (the electron transport cascade)? (b) Does the

high rate occur only in the stem cells of the crypt and, if so, why? (c) Is the

excessively high rate of mutation in stem cells of crypts of elderly subjects reflected

in highly mutated enterocyte progeny and are the functions of the latter affected by

their load of mutations? (d) Are the stem cells in the crypts of aged subjects killed as

a result of accumulated mutations and are aggregates and patches of crypts com-

posed of ‘‘dead crypts?’’ Those are only a few questions pertaining to the

fascinating crypts and the effects of senescence on them.

Finally, it should be stressed that the effects of senescence on intestinal mucosal

immunity will not be easy to identify and study by experimental approaches that

involve simply comparing a system or process in intact young and aged subjects.

That is because subjects of the two ages are likely to possess physiological

(immunological) potential far in excess of that required for an acute response or

action. Virtually every organ or system bears excess potential: liver, kidney, central

nervous, muscle. Remove, say, half of the potential, and there is little noticeable

effect – except in case of trauma when the excess may be needed. To illustrate the

point in the case of the systemic immune system, it was only with the introduction

of the adoptive transfer method that the effects of aging on the immune system

could clearly be detected and quantified. Thus, in order to generate a given level of

immune response in irradiated recipient animals, 5–10 times more cells from aged

than from young donors had to be transferred. Merely assessing the response to

equal doses of antigen generated in intact young and aged animals showed that

there was no difference; in other words, it appeared that aging was without effect on

the immune system. Irradiated recipient animals were employed in the early days of

adoptive transfer experiments. Today, nude and SCID as well as other mutant

strains of animals (mice) are likely to be used.

To complete the preceding line of thought, we recommend experiments to test

whether or not B1 and B2 cells from young and aged differ; in other words, has

Fig. 9.3 The increasing size of colonic crypt patches associated with aging, reflecting aggregation

of defective crypts with age (from Ref. 103 with permission)
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senescence affected the cells from aged mice? The experimental design might be to

compare both types of B cells (B1 and B2) from donors of different age (young

adult, old) with respect to their ability to settle in the PP of immunodeficient

recipients (SCID, SCID-Rag�/�) and to produce sIgA. Previous studies in which

the homing of B1 and B2 were compared gave inconsistent results. Direct transfer

experiments into SCID or irradiated recipients of peritoneal B1 and bone marrow

B2 cells indicated that a considerable proportion of the total sIgA was derived from

B1 precursors.183 In contrast, experiments performed with intact mice in which

sIgA derived from B1 or B2 precursors could be tracked by Ig allotype markers

showed that very little sIgA was derived from B1 precursors.184 It was argued

that the latter design of the experiment provided more physiologically realistic

conditions and an optimum chance for both types of B cells to ‘‘compete’’

for occupancy of the PP. The term ‘‘compete’’ is the critical word. It may be

necessary for the B2 cells to differentiate in the marrow before they are free to

migrate to the PP, whereas B1 cells require no further maturation. Therefore, B2

cells might be at a selective disadvantage in the SCID recipient’s environment. It

can be argued that the B1 cells are also hampered by the fact that they may become

‘‘tethered’’ in the peritoneal cavity by the action of B-lymphocyte chemokine

(BLC/CXCL13).185

In any event, the approach illustrated by the two methods outlined in the

preceding paragraph offers an excellent opportunity to study the effects of aging

on B1 and B2 cells: both qualitative and quantitative. It should be fascinating to

determine whether or not there is a finite volume available for B-cell-derived

plasmablasts in the PP and LP. If the space is filled with B2 and their progeny,

B1 cells might be unable to settle there and vice versa. Is there a different volume

available to B cells (either B1 or B2) in the PP and LP of the aged animal compared

to the young adult?

New questions to be answered and new territory to be explored in the province of

aging and mucosal immunity have no limit. We have asked our share of questions.

Perhaps they will energize others to explore the territory in the quest for answers.
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Chapter 10

Clostridium and The Ageing Gut

Sarah Connor and Steven L. Percival

Introduction

As mentioned in previous chapters, humans live in close association with vast

numbers of organisms that are present on the skin, in the mouth, and in the gastroin-

testinal (GI) tract. Following birth there is a progressive formation of a complex

intestinal microflora, which develops into a host–bacterial mutualism in the human

intestine. This development is significant to the host initiating its own immune

system. Also, initial colonizing intestinal microflora is considered to have a signifi-

cant effect on the health and well-being of the individual with advancing age.

The greatest concentration of indigenous organisms is found within the GI tract,

with a community in excess of 500 species of bacteria, fungi, and occasional protozoa.

If the conditions in the microbial habitat remain constant, the composition of the

intestinal flora remains relatively stable throughout life. The ecosystem responsible

for this composition depends on numerous factors including local immune mechan-

isms, interactions between different microbial species, substrates supplied by the

mucosa and by the diet, gut transit times, pH, and local supply of oxygen.

A stable intestinal flora and immune system act as a barrier against colonization

of potentially pathogenic microorganisms and against overgrowth of already pres-

ent opportunistic organisms (colonization resistance). Indigenous bacteria may

influence local expression of cytokines and therefore have a significant influence

on functional parameters such as immunoglobulin (Ig) E levels, macrophage

activation, and antibody production (IgA).

Intestinal Flora and Disease

Several factors decrease resistance to disease and predispose the intestine to

infectious inflammatory, degenerative, and neoplastic conditions in both infants
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and adults.1 Diarrhoea, the passage of frequent or abnormally formed faeces,

remains one of the most frequently presented symptoms of disease in all age groups

with attack rates estimated at 2–12 episodes per person annually worldwide.2

In a normal situation, the gut will always exert a low-level immune response to

invading microorganisms in combination with normal uptake of nutrients.3 When the

immune responses in the gut are no longer controlled, clinical gastrointestinal

problems ranging from food allergies and irritable bowel syndrome (IBS) to

inflammatory bowel disease (IBD) may occur.4 However, the most common

cause of gastroenteritis in the community is due to infection by foodborne enteric

pathogens such as Campylobacter spp., Salmonella spp., Shigella spp., E. coli 0157,
and Rotavirus.3,2 Nearly all hospitalized patients, generally those of advanced age,

infected with such enteric pathogens will therefore have been admitted with

diarrhoea. Nosocomial diarrhoea (ND – the onset of two or more loose or watery

stools per day for more than 2 days at least 72 h after hospital admission) is

therefore less likely to be caused by such organisms as above.5 In contrast with

community-acquired diarrhoea (CSD), non-infectious causes are most common.6

Multiple non-infectious aetiologies are linked to ND, including medication intoler-

ance or abuse medical procedures, hyperalimentation, and diarrhoea associated

with other medical conditions (diabetic neuropathy, ureamia, etc.).5

Most significantly, the use of antibiotics, immunosuppressive therapy, and

irradiation, among other forms of treatment, has been shown to cause significant

alteration in the composition and effect of the gut flora leading to diarrhoea.1,7 Their

effects may be independent of antimicrobial activity – erythromycin acts as a

motion receptor antagonist and accelerates the rate of gastric emptying.8

However, the disturbance in normal gut ecology and subsequent change in the

balance of gut organismsmay also dysregulate normal homeostatic immune responses

or provide an ideal ecological niche for microbes with pathogenic potential.3,8,9

Outbreaks of infectious intestinal disease (IID) in hospitals have a considerable

impact on public health with an average of over 100 outbreaks, affecting in excess

of 3,000 patients and staff each year.10 Mortality in these vulnerable populations is

avoidable, yet the rates remain higher than for outbreaks in any other setting. In the

United Kingdom, deaths due to nosocomial infections have been estimated to be

more frequent than mortality due to road traffic accidents.

Noscomial diarrhoea is therefore a substantial burden on the health service both

in terms of direct costs, longer hospital stay, and possible ward closure.11 Conse-

quently, it should be important to document both the incidence and the impact of

hospital-acquired infection in an attempt to encourage the release of resources.12

However, the absence of standardized protocols for the conduct of the laboratory

investigation of nosocomial diarrhoea militates against understanding the true

burden of disease. A survey by Meakins et al. found that in almost a quarter of

infectious outbreaks, aetiology was not confirmed by laboratory investigation.10

Antibiotic-Associated Diarrhoea, Differential Diagnosis,

and Spectrum of Disease

Antibiotic-associated diarrhoea (AAD) may be defined as an otherwise unex-

plained diarrhoea that occurs in association with the administration of antibiotics.8
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While symptoms may develop from anything between a few hours to up to 2 months

after antibiotic intake, the spectrum of clinical manifestations observed in cases of

AAD differ greatly.13 Symptoms may range from nuisance diarrhoea, defined as

frequent loose and watery stools with no other complications, to Pseudomembra-

nous enterocolitis (PMEC) characterized by the presence of pseudomembranes on

the intestinal mucosa on endoscopic examination.14 In these cases, lesions may be

located either on the small bowel (Pseudomembranous enteritis (PME)), the colon

(Pseudomembranous colitis (PMC)), or both (PME and PMC). In addition, PMC

and PME have similar characteristics of clinical presentation with watery diarrhoea,

fever, and leucocytosis occurring in 80% of patients.8,15 Severe, potentially fatal

complications of PMEC include toxic megacolon perforation and shock.16

The mechanisms by which antibiotics lead to AAD include disturbances of the

composition and function of the normal intestinal flora overgrowth by pathogenic

microorganisms and allergic and toxic effects of antibiotics on intestinal mucosa or

pharmacological effects on motility.13 As previously discussed, symptoms are

induced either by the effects of the antibiotic itself or another non-antibiotic

treatment in approximately 70–80% of cases.

However, particular signs and symptoms have been demonstrated to have a

strong association with AAD of an infectious cause. For example, studies have

demonstrated that the presence of faecal leucocytes is strongly indicative of AAD

with an infectious origin and that the majority of colonoscopically proven PMC

cases are caused by C. difficile6,8,14,15 (see Table 10.1).
Since the link between antibiotic-associated colitis and Clostridium spp. was

firmly established in the late 1970s, both interest and incidence of C. difficile-
associated diarrhoea has greatly increased.17 However, while Clostridium difficile
is the most commonly identified pathogen in hospital-acquired infective diarrhoea,

it only accounts for approximately 20% of cases. Therefore, for most cases (up

to 80%) the organism responsible remains undiagnosed.18 While is has been

suggested that AAD is clinically significant only when there are three or more

mushy or watery stools per day, current control strategies for infective AAD depend

on early identification through appropriate specimen collection and laboratory

investigation.19

The challenge for physicians should therefore be to assess the clinical features

of the AAD with host-related risk factors and alert both clinicians and the

laboratory to potentially infectious and therefore potentially transmissible pre-

ventable cases.13

Aetiology of Infectious AAD

The extent to which antimicrobial agents will disturb the ecological balance

between host and microorganisms depends on age, the spectrum of the agent, the

dose, the route of administration, pharmokinetic and pharmodynamic properties,

and in vivo inactivation of the agent.20

10 Clostridium and The Ageing Gut 225



Nearly all antibiotics have been implicated in the suppression of some compo-

nent of the microflora, leading therefore to an altered susceptibility to infection.21

Antibiotics may then select the overgrowth or colonization of an organism with

either intrinsic resistance or one that has acquired resistance via plasmid-mediated

transfer in vivo.

In recent years, discussions of infectious AAD have centred on C. difficile-
associated diarrhoea (CDAD).13 However, in 1984 Borriello and colleagues

demonstrated that some C. difficile-negative cases of AAD were accounted to

enterotoxigenic strains of C. perfringens type A.16,22 However, given antimicrobial

pressure, any organism with the opportunity and potential may multiply liberating

toxins and other pathogenic factors causing the symptoms associated with AAD.

Various organisms have thus been reported to be associated with disease, although

their exact role in the pathogenesis of diarrhoea is still debated because most of

them are considered to be usual indigenous bacteria of the gut flora.16

Table 10.1 A comparison of some common characteristics from antibiotic-associated diarrhoea

due to infectious and non-infectious aetiologies

Characteristic AAD with

infectious aetiology

AAD from other causes

Most commonly

implicated antibiotics

Clindamycin, cephalosporins,

penicillins

Clindamycin, cephalosporins,

amoxicillin-clavulanate,

erythromycin, neomycin

History No relevant history of antibiotic

intolerance

History of diarrhoea with

antibiotic therapy common

Diarrhoea May be florrid; evidence of

colitis with cramps, fever,

and faecal leucocytes

common

Usually moderate in severity

(i.e. ‘‘nuisance diarrhoea’’)

CTa or endoscopy Evidence of colitis (not enteritis)

common;

pseudomembranous lesions

Usually normal

Complications Hypoalbuminaemia, anasarca,

toxic megacolon fulminant

colitis

Usually none except

dehydration

Epidemiological pattern May be epidemic or endemic in

hospital ward or long-term-

care facility

Sporadic

Withdrawal of implicated

antibiotic

May resolve but often persists or

progresses

Usually resolves

Antiperistaltic agents Contraindicated Often useful

Oral metronidazole or

vancomycin

Prompt response although

relapses with treatment

with metronidazole or

vancomycin common

with C. difficile

Not indicated

Adapted from Ref. 8
aCT denotes computed tomotography
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Staphylococcus aureus

Although it is occasionally a normal inhabitant of the GI tract, S. aureus is rarely
considered a cause of gastoenteritis.23 However, in pre-antibiotic days this organ-

ism was implicated as the chief cause of pseudomembranous enterocolitis. During

this time, terms such as pseudomembranous colitis, postoperative enterocolitis,

antibiotic-associated colitis, and staphylococcal enterocolitis were used inter-

changeably.14

The change in opinion came in 1953 when an editorial in the New England
Journal of Medicine discussed the relationship between staphylococcus enteritis

and pseudomembranous enterocolitis and postulated that these may be separate

entities. Over the ensuing decades, little attention was paid to the organism’s role in

AAD, with many authors concluding that any previous associations were confused

with unrecognized pseudomembranous enterocolitis due to C. difficile.23

In 1982, a study at The Royal Melbourne Hospital Australia reported ten cases of

AAD observed over a 12-month period thought to be caused by methicillin-resistant

S. aureus (MRSA).24 Each patient had severe underlying disease and had been

treated with broad-spectrum antibiotics. Diagnosis was made on distinctive Gram-

stain appearance of faecal smears along with a heavy growth of methicillin-resistant

S. aureus from stool culture in the absence of other bowel pathogens (including C.
difficile). In-patients whose condition responded to vancomycin, or bacitracin stools

were clear of Staphylococci post treatment. Many more cases of MRSA enterocoli-

tis after post-surgical antibiotic therapy have appeared in Japanese literature,

although in one such report 23 out of 55 cases were also positive for concurrent

C. difficile infection.25,26 In an American review, Schiller et al. reported a case of

MRSA enterocolitis as a nosocomial infection in a patient with a prior hemigas-

trostomy who had been receiving broad-spectrum antibiotics.23 In this case, no

other gastrointestinal aetiology was identified, and the patient responded promptly

to vancomycin after 3 days of treatment. The authors in this study postulated that it

is the use of broad-spectrum antibiotics following gastrostomy that selects the

colonization and subsequent overgrowth of MRSA that may produce toxins causing

enterocolitis.

Salmonella spp

Although well known as a common cause of food poisoning in the United States,

Salmonella spp. constitutes the second most common aetiological agent of infec-

tious ND.5 Although this data does not compare with that reported in the UK,

Salmonella spp. has been reported as causing enteritis after antibiotic therapy,

occasionally presenting as pseudomembranous colitis.27

In a recent review, Levy suggested that the instigating factor associated with

reports of systemic salmonellosis in chronic Salmonella carriers was loss of gas-

trointestinal barrier function following antimicrobial treatment.21 From patients
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with acute Salmonella infection, previous antimicrobial therapy was observed to

have prolonged the duration of the carrier state.

Antibiotics have also been demonstrated to facilitate the selection of

resistant mutants and in vivo acquisition of resistance plasmids by Salmonella.21

Multi-drug-resistant Salmonella newport from contaminated beef was implicated in

an nosocomial outbreak of diarrhoea among patients who had taken ampicillin,

while fluoroquinolone-resistant enteric disease caused by Salmonella has been

reported in patients previously treated with fluroquinolones.28,29

Candida spp

While a selection of studies suggest Candida spp. may cause AAD, many autho-

rities question the validity of reports in view of conflicting evidence.8,30

In a recent polish study, Rokosz and co-workers cultured massive fungal

growths from 50 out of 100 faecal samples from hospitalized patients with

AAD.30 Although C. difficile toxins were also detected in 38 of the samples, the

authors concluded that in some cases fungal strains are responsible for the symp-

toms of AAD and that patients should be concurrently treated with antifungal

agents.

In 2002, Krause and colleagues reported results of a Scandinavian study to

assess the role of Candida-secreted phospholipase in AAD.31 Forty-three Candida

isolates obtained from faecal samples of patients with AAD, and controls, were

tested on egg yolk agar for the production of phospholipase. Phospholipase zones

did not differ between the isolates from patients with AAD and the controls,

indicating that this fungal virulence factor is not responsible for AAD in adults.

In a later study, Krause and his team reported that significantly higher Candida
albicans counts were found in stool fluids from AAD patients than from healthy

subjects.32 The author suggested that this increase may have been due to reduced

soluble Candida inhibitors and increased availability of growth factors and

nutrients.

Other Organisms

Acute segmental haemorrhagic colitis is a rare complication characterized by an

acute haemorrhagic diarrhoea and abdominal cramps starting approximately 4 days

post treatment with oral penicillin or penicillin derivatives.13 While pseudomem-

branes are not found with this condition, colonoscopy findings include submucosal

haemorrhage, diffuse mucosal oedema, and in some cases erosions or ulcerations in

the colon. Although previously attributed to penicillin hypersensitivity, studies

revealed high levels of cytotoxin-producing Klebsiella oxytoca in the gut during

the acute phase of the disease, suggesting overgrowth during therapy.33 Minami
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et al. found that these ampicillin-resistant organisms induced fluid accumulation in

the colon and bloody fluid in the rabbit intestinal-loop model.34 While the toxin

alone induced the same effects, non-toxin-producing strains of K. oxytoca did not.

Kim and colleagues reported seven cases of nosocomial diarrhoea presumably

caused by Pseudomonas aeruginosa, which was the predominant organism isolated

from stool cultures.35 All patients had underlying diseases and had been receiving

antibiotics for which the Pseudomonas isolates were resistant before diarrhoea

onset. Diarrhoea stopped 3 days after withdrawal of the offending antibiotics in

two patients, while the remaining five patients were successfully treated with

antipseudomonal agents.

Although rarely considered as an enteric pathogen, enterotoxic B. fragilis was
isolated from 4 out of 30 faecal samples taken from polish children with AAD.36

While toxigenic C. difficile was also isolated from three of the samples, enterotox-

inogenic B. fragilis was the only organism cultured in one AAD case and the

authors suggested its role in the pathogenesis of the disease.

Although the organisms mentioned above are not routinely screened for and

considered, when investigating the aetiology of AAD, given the evidence provided

it would be prudent that for patients with severe diarrhoea and underlying disease

but with negative C. difficile and C. perfringens toxin tests, examination for other

possible causative agents should be undertaken.

Clostridium Difficile

Microbiological History

Clostridium difficile, a spore-forming Gram-positive anaerobic bacillus, was first

isolated in 1935 by Hall and O’Toole following isolation from the meconium, and

stools of infants.37,38 Today over 100 different strains of C. difficile exist. Initially,
Hall and O’Toole termed C. difficile, Bacillus difficilis, so named because it was

difficult to isolate.39 Together with Snyder, they successfully demonstrated the

‘‘toxic effect’’ of the organism when injected into laboratory animals and postulated

that B. difficilis toxins liberated in the infant gut could play a role in diarrhoea.40,41

In 1974, Tedesco and colleagues reported an association between pseudomem-

branous colitis and patients receiving clindamycin.42 In an independent study,

Green described a cytotoxin present in the stools of guinea pigs treated with

penicillin.43 The organism shown to produce this cytotoxin was later confirmed

as C. difficile.40

C. difficile is now recognized as a cause of a wide spectrum of enteric diseases

ranging from mild episodes of diarrhoea to extreme explosive diarrhoea.39 It is the

ability of C. difficile to inhabit the bowel of a small percentage of asymptomatic

patients while disseminating to cause serious illness in others that has allowed it to

remain the most common cause of nosocomial AAD in the developed world.
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Natural History

C. difficile, either as vegetative organisms or as spores, can be readily isolated from

many environmental samples such as soil, water, raw vegetables, farm/pet animal

faeces, and in addition general surfaces in homes and veterinary clinics.39,40

Environmental contamination is especially common in hospitals and facilities that

provide long-term care.14 In 2001, Verity and colleagues reported that, over a 4-

week period, approximately one quarter of all environmental sites in a large

hospitals side rooms were contaminated with C. difficile.44

While vegetative forms of C. difficile are easily killed by exposure to air, the

spores are resistant to most commonly used disinfectants.39 For example, Wilcox

and colleagues reported widespread environmental contamination of C. difficile in
medical wards for the elderly. Levels of spores increased when detergent-based

cleaners were used.45 Contaminations in some environmental sites were signifi-

cantly more persistent, with commodes, toilet floors, and bed frames found to be C.
difficile positive on more than 50% of occasions.

As C. difficile can survive on fomites and other surfaces for months, it can be

easily transmitted via colonized patients or healthcare personnel when they make

contact with other patients.14,45 Hospitalized patients therefore often acquire C.
difficile as a nosocomial infection, which originate from another patient’s stool.14

Today the most toxigenic strain of C. difficile in the UK is strain 027.

Asymtomatic Human Carriage

Asymptomatic carriage of C. difficile, as demonstrated in the preliminary studies of

Hall and O’Toole, has been the subject of many studies.37,40 Carriage appears to be

influenced by a number of factors including age, exposure to antibiotics, and the

environment to which the subject is exposed. As a consequence, reports of preva-

lence rates vary considerably.40

Infants

In 1984 Bolton et al. cultured the faeces from 66 babies born in a single maternity

unit in the first week of life and found C. difficile present in 47%.46 In 1982, Larson

et al. demonstrated that the acquisition of the organism in neonates was not uniform

even within the same institution and found patient carriage rates between wards

varying from 2 to 52%.47 Further studies have demonstrated that in many asymp-

tomatic neonates these C. difficile isolates are toxigenic strains and produce detect-
able toxins associated with disease. This was confirmed in a study by Wongwanish
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and coworkers who found that of 235 asymptomatic infant outpatients 21.1%

carried C. difficile two of which were toxigenic strains.48

Acquisition of C. difficile by neonates is believed to be from the hospital

environment itself, with many workers isolating C. difficile from inanimate objects

on neonatal wards.46,47,49 However, some studies have suggested maternal trans-

mission via vaginal delivery and breast feeding to be associated with infants

acquiring cytotoxin-positive stools.40,50,51

The resistance to disease exhibited by neonates and infants, even with high

levels of toxins A and B detected in the gut, remains unexplained. Hypotheses

proposed include the possibly that there are few or no receptors in the newborn gut

for the toxins. In addition, the development of normal gut flora is considered to have

a role to play, which is important for colonization resistance.52

Adults

Various studies have detected C. difficile in the guts of healthy adults suggesting a

subclinical carrier state.53,54 In the community, asymptomatic carriage of C. diffi-
cile has been reported between 0 and 5%.55,56 In patients exposed to antibiotics,

carriage, in the absence of diarrhoea, rises to approximately 10–25%, although rates

of up to 65% have been reported in some hospitals and nursing homes.13,14

While C. difficile spores may persist in the adult GI tract for many years, their

presence is often transient and there is still debate as to whether C. difficile
permanently colonizes the healthy adult gut.53 Various in vitro experiments have

confirmed that an abnormal gastrointestinal flora is required before C. difficile can
flourish, and the organism is therefore never considered part of the ‘normal’

microbiota.14

Pathogenicity

C. difficile is ingested from the environment via the faecal-oral route. The heat- and

acid-resistant spores survive the acidic environment of the stomach and are later

converted to vegetative forms in the colon.14,53 When it is present in the colon, the

organism is suppressed by other components of the intestinal indigenous microbiota

and produces no clinical symptoms.57 However, agents that produce alterations in

the intestinal flora and amino acid content will make the bowel more susceptible to

infection. In addition, reduced colonic ion secretion and depressed motor function

of the mucosa are also implicated to encourage the overgrowth of AAD-inducing

microorganisms.

C. difficile colitis is primarily a toxin-mediated disease without evidence of

microbial invasion of the colonic lumen or its epithelium.14 However, a number

of virulence factors contribute to the pathology associated with infection either

directly, or simply enable C. difficile to colonize the human intestinal tissue.
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Adherence

There have been many attempts to identify the significant adhesins of C. difficile.58

Two independent adhesion studies using human gut cells identified a heat-

stimulated protein or heat-shock protein (Hsp) that appeared to be involved in

adhesion.59,60 Waligora et al. reported that this was likely to be GroEL, a member

of the Hsp60 family of chaperons.61 The groESL operon of C. difficile contains

groES and groEL, the latter encoding a 58-kDa surface-exposed adhesin mediating

adherence to cultured cells. In the same laboratory, Henequin et al. later analysed

expression of groEL of C. difficile in response to stress following heat, acid, or

osmotic shock; iron deprivation; or presence of a subinhibitory concentration of

ampicillin.62 All these stresses increased transcription of groEL and production of

groEL to various degrees, and the authors postulated that after destroying the

barrier flora antibiotics have secondary effects of favouring C. difficile attachment

to cells by increasing transcription of groEL or other adhesins.

Early studies also implicated a role for toxin A itself, showing that on human

biopsy material co-administration of toxin-A, with a non-pathogenic strain, raised

adhesion by the latter compared to that seen for the highly virulent strain.63

More recently, studies undertaken at the Imperial College of Science, London,

UK, have investigated tissue-binding of C. difficile surface layer proteins (SLPs),

which are the predominant outer surface components.64 Previous work had shown

these to consist mainly of two components – a high molecular weight subunit and a

low molecular weight subunit, both resulting from the cleavage of a precursor

encoded by the slpA gene.64 On immunohistochemical analysis, Calabi and his

team revealed strong binding of C. difficile to lumen surface epithelium lining the

digestive cavities and to subjacent lamina propria.65 Fluorescence-activated cell

sorter analysis and enzyme-linked immunoabsorbent assay studies have shown that

antibodies to the high molecular weight SLP inhibited this adherence.

The ability of C. difficile to adhere to gut receptors is also enhanced by the

presence of flagella, which enable the bacteria to move from the lumen to the chemo

attractant gut mucus.66 However, whether or not the flagella or pili of C. difficile
directly function as adhesins remains to be determined.52

Capsules

As with all pathogens, not all strains of C. difficile are equally virulent. A study in

1990 correlated the detection of a polysaccharide capsule with increased virulence

and toxicity in C. difficile-associated PMC.67 The authors concluded that as opso-

nization of capsulated C. difficilewould be necessary for significant phagocytosis to
occur, the accumulation of polymorphonuclear cells in the gut tissue in PMC may

contribute to the tissue damage seen in these more severe cases. However,

conflicting evidence regarding the significance of capsulated strains has led to the

suggestion that there may be a difference in the production of extracellular material

in vivo and in vitro.68 The conditions required for its production are as yet

unknown.
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Enzymes

C. difficile has been shown to produce various tissue-degradative enzymes.69

Steffen and Hentges demonstrated enzymes such as collagenases, heparinidase,

and hyaluronidase to be more active in highly virulent strains than less virulent

strains.70 Although such hydrolytic enzymes are thought to be produced for the

nutritional advantage of the organism, it has been postulated that they probably

contribute to the observed pathology by further compromising gut integrity and

fluid accumulation.69

Toxins

C. difficile produces two types of toxins, enterotoxin (A) and cytotoxin (B). Both

these toxins are responsible for colitis. Since early studies first established the

toxigenic nature of C. difficile, it has been generally accepted that although putative
virulence factors play an important role in energy production and survival, it is

toxins rather than the organism that leads to CDAD.71 While several toxins have

been reported in association with C. difficile, their existence is often random and

strain specific, and their action and importance in relation to AAD remains un-

known.72 Molecular and genetic characterization of pathogenic strains shows that

C. difficile contains the majority of the genetic material responsible for causing

disease within a 19.6-kb region termed the toxigenic element or toxicon.73 This

element contains the genes for two very large clostridial cytotoxins (LCTs), known

as toxin A (TcdA) and toxin B (TcdB) along with three other smaller genes.74 The

two major proteins, which were originally designated toxins A and B because of

their elution profile on anion exchange resins, are considered to be the major

virulence determinants of the organism.75 One of the smaller genes, termed txeR,
expresses a protein that co-ordinately turns on high-level production of the toxins.

The function of the other two genes is as yet unknown.

Controversy remains regarding physical and biological properties of the LCTs

and the individual contribution to the disease state.72 Early molecular studies found

that TcdA and TcdB demonstrated no sequence similarity to any other character-

ized bacterial toxin gene. However, they do show homology to each other, and it is

generally assumed that when produced together they act synergistically.76

Toxin A (MW 308 kDa) is a large, tissue-damaging enterotoxin (with some

cytotoxic activity), which in rabbit ilieal loop tests produces a haemorrhagic and

viscous fluid unlike that seen in any other bacterial toxins.77,78 Cloning and

sequencing of toxin A cDNA predicts a single peptide (in contrast to other enter-

otoxins) with a 38 repeating peptide sequence at the carboxy terminal representing

the binding portion of this toxin.77 Lyerly et al. purified a recominant peptide

consisting of 33 of the 38 repeating units and found the peptide readily agglutinates

rabbit erythrocytes, confirming a functional role in the binding of toxin A to its

receptor.79 Southern blot analysis with a toxin A probe also suggested that although

toxigenic strains of C. difficilemay vary in the amount of toxin A produced, there is
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no difference in the gene copy number – all strains possess a single gene.75

Enterotoxin A is thought to bind to the human colonic brush-border via a glycopro-

tein receptor, which leads to internalization of toxin into the cell by endocytosis.77

Toxin B cDNA also predicts a single peptide but with a molecular weight of

270 kDa and containing a 24 repeat-unit binding portion.80 Toxin B is an extremely

potent cytotoxin causing damage to cells in culture in amounts of less than 1 pg.

Although inactive when administered orally, toxin B becomes lethal after surgical

manipulation of the intestine or in combination with sub-lethal doses of toxin A.78

This observation led the authors to suggest that in vivo loss of mucosal integrity

may be necessary to facilitate the action of toxin B alone, whereas together both

toxins act on the intestine synergistically (toxin A primarily binds and initializes

tissue damage, which provides toxin B with access to sensitive tissues).75,78

However, in 1988 in vitro studies demonstrated that both toxins A and B individu-

ally abolished the paracellular permeability or transepithelial resistance (TER) across

culturedmonolayers of epithelial T84 cellswithin 6–8 h.81 The authors suggested that

the effect of the toxins on epithelial barrier function resulted from redistribution of

filamentous actin (F-actin) that indirectly altered tight junctions leading to visible

cell rounding and loss of barrier function. The mechanism of actin disaggregation

involves monoglycosylation of the Rho family of signalling proteins (RhoA Rac

and Cdc 42) that control stress fibre development and stabilization.82,83 Both toxins

A and B have been reported to act as cation-dependent UDP glucose hydrolases

exerting cellular toxicity through their ability to monoglycosylate. The glycosyla-

tion of Rho proteins leads to their inactivation and subsequent collapse of the actin

cytoskeleton.82

Both LCTs of C. difficile have also been shown to promote cellular injury

through pathways independent of their effect on actin rearrangement.82 Chen

et al. demonstrated that toxin A activates membrane and cysolic protein kinases

(PKC), which decrease transepithelial electrical resistance and provide additional

paracellular permeability changes distinct from dephosphorylation and cell round-

ing.84 Many workers have also suggested that the release of neuropeptides and other

cytokines from epithelium monocytes macrophages and neuroimmune cells of the

lamina propria contribute significantly to the toxin-mediated inflammation and

damage of the colonic mucosa.83 Both toxins are capable of producing neutrophil

chemotaxis and chemokinases and stimulating the production of inflammatory

mediators in vitro.77 Supporting evidence suggests that interleukin-1 (IL-1) plays

an important role in mediating the outcome of C. difficile-associated AAD. In 1997
Steiner et al. demonstrated that stool samples from patients who had developed C.
difficile colitis contained high concentrations of IL-1b.85 The mediator presumably

released from intestinal inflammatory cells appeared to correlate with clinical

severity of disease. While toxin B did not stimulate IL-1b, both toxins induced

the genesis of the oedemic TNF-a from the cells.86

The close proximity of the toxin genes may provide an explanation for the co-

production of the toxins observed among the majority of toxigenic C. difficile
strains. Sequence analysis of the toxin genes and flanking DNA demonstrated that

the 30-end of the toxin B gene is located 1,350 bp upstream from the toxin A
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translation site, providing physical evidence that the toxins are co-regulated.75

Early DNA-probe and PCR studies have also demonstrated that most non-toxigenic

strains appeared to lack both toxin genes A and B, suggesting a large chromosomal

deletion.87 More recently, strains of C. difficile that have defective deletions in the

TcdA gene alone have been described. Rupnik et al. reported that strains that have

deletions in the toxin A gene of greater than 800 bp have no detectable toxin A.88

However, Von Eichel-Steiber et al. reported that some strains produce a truncated

form of toxin A product that is non-functional because of lack of the binding region

and so undetectable in tight-junction assays.89 While toxin B was demonstrated to

produce dose-dependent morphological changes in human colonic mucosa in vitro,

for many years these toxin A negative isolates were not believed to be associated

with clinically significant nosocomial disease.90

However, toxin A�/B+ isolates are recurrently associated with human disease

across Euope, Asia, and America, including two nosocomial outbreaks (first in a

Canadian tertiary hospital and more recently in the Netherlands).90,91 Characteriza-

tion of 48 strains from distinct geographical sites revealed that while all isolates

lacked a functional toxin A gene product, the toxin B contained sequence variations

downstream of the active site resulting in an extended glycosylation spectrum to R-

Ras. In vivo studies showed that in addition to typical cell rounding and detach-

ment, this variant toxin B resulted in an atypical cytopathic effect with the produc-

tion of filopodia-like structures mediated by a transient activation of RhoA.92

However, the similarity of the CPE produced by such strains and C. sordelli raises
questions as to whether the toxin B in these strains is actually a hybrid between

TcdB and the C. sordelli lethal toxin.91

The increasing number of accounts of strains lacking detectable toxin A and yet

producing the full spectrum of clinical manifestations associated with CDAD

suggests these variant strains are more common instigators of AAD than previously

supposed.90,93

Clinical Aspects of C. difficile Infection

C. difficile-associated disease (CDAD) specifically refers to patients with symp-

tomatic illness caused by C. difficile, and for the majority of patients diarrhoea is the

most prominent symptom.14 It is predominantly the most common cause of acute-

care-hospital-acquired diarrhoea. In fact it has been estimated that over 300,000

cases of diarrhoea in the acute setting has been due to C. difficile. CDAD is

associated with 15–25% of antibiotic diarrhoea, 50–75% of antibiotic-associated

colitis, and 90–100% of cases of PMC.94 PMC may be accompanied by toxic

megacolon electrolyte imbalance and occasionally bowel perforation leading to

death.58 Hospitals around Europe and North America have outbreaks due to C.
difficile as high as 39.9 cases per 1,000 admissions to hospital. The most prevalent

strains have been identified as the epidemic strains, BI, the North American PGFE

type 1 (NAPI), and strain 027. The NAP1 strain has been shown to be highly

resistant to fluoroquinolone.
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Antibiotic-Associated Diarrhoea

In most cases, AAD caused by C. difficile is watery, often containing mucus and

rarely associated with blood.77 Sigmoidoscopic examination in most patients

reveals normal colonic mucosa, but in some mild oedema or hyperaemia of the

rectum may be present. Systemic symptoms are usually absent and in the majority

of patients, and diarrhoea stops when antibiotics are discontinued.

Antibiotic-Associated C. difficile Colitis

C. difficile may also cause a non-specific colitis characterised by watery diarrhoea

up to 10–20 times a day and lower abdominal cramps. High fever, abdominal

tenderness and leukocytosis may occur. Hypalbuminemia, electrolyte imbalance

and dehydration may also be present in protracted cases. Sigmoidoscopic examina-

tion reveals a non-specific diffuse or patchy colitis without pseudomembranes

frequently involving the proximal colon.77

Antibiotic-Associated C. difficile Pseudomembranous Colitis

Whilst the clinical features of PMC resemble those seen in C. difficile colitis the

classic pathological feature of PMC is the presence of yellow or white plaque like

pseudomembranes interspersed between normal mucosa observed on sigmoido-

scopy.14,7 Plaques are generally 2–4 mm in diameter and are composed of layers of

mucus, dead mucosa, fibrinous exudates and leukocytes.14 In severe cases pseudo-

membranes may become confluent giving the appearance of a shaggy membrane

overlying the inflamed epithelium.77 Histological examination reveals a typical

summit lesion an outpouring of inflammatory exudates from the ulcerated epitheli-

um that resembles a volcanic eruption. Although lesions affect the rectum in 77% of

cases Tedesco et al. reported that rectal sparing is not uncommon with C. difficile
colitis, and disease process can be confined to the right colon.95

Fulminant Colitis

Fulminant C. difficile colitis occurs mostly in elderly patients with underlying

disease and may masquerade as post-operative fever or sepsis.77 The patient

appears toxic and may show signs of hypovolemic shock sepsis and paralytic

ileus. Fever, tachycardia, localized tenderness, decreased bowel signs, and signs

of toxaemia are present. Paralytic ileus may appear to improve diarrhoea without
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any corresponding improvement in the patient’s condition. Without prompt treat-

ment perforation, peritonitis, septicaemia, and renal failure may ensue.

Other CDAD Associations

Whilst GI disease therefore remains the main focus of C. difficile infection, the

organism has also been demonstrated in clinical material other than faeces. Reports

of C. difficile in the urogenital tract and in abdominal wounds are of doubtful

clinical significance, as the organism is usually found at these sites as part of the

polymicrobial flora.96 In a recent report, Gravisse et al. reported a case of brain

empyema that occurred after the recurrent intestinal carriage of both toxigenic and

non-toxigenic strains of C. difficile.97 In addition, cases of patients with recurrent

severe sepsis and bacteremia due to C. difficile infection with no other identifiable

aetiology have been documented.15,98 Toxin B has also been demonstrated in the

blood and ascities of children who developed fatal cases of PMC with underlying

disease.99 Such reports highlight the consequences of the increased intestinal

permeability induced by C. difficile toxins and hence the potential of both organism
and toxin to translocate the intestinal barrier and cause serious systemic toxicity and

disease.

Clinical History and Risk Factors

A study comparing symptomatic C. difficile-infected patients with C. difficile
carriers demonstrated that patients who have more than three underlying diseases

or at least 20 days of antibiotic treatment have a higher risk of developing symp-

tomatic C. difficile infection.100 Although several classes of antibiotics have been

implicated in the acquisition of C. difficile, the factors responsible for the rise in

incidence have not been reliably identified.101 The frequency of carriage of epi-

demic strains of C. difficle, particularly the NAP1 strains, is presently unknown.

However, about two-thirds of patients that are colonized with C. difficile do become

asymptomatic faecal carriers, and a number of studies have shown that asymptom-

atic carriers play a minor role in the transmission of the disease. A prospective study

of patients has also shown that C. difficile frequently contaminates multiple skin

sites, including groin, chest, abdomen, forearms, and hands, and was easily ac-

quired on investigators’ hands. Skin contamination often persisted on patients’

chest and abdomen after resolution of diarrhoea.

Age-Related Susceptibility

Although the incidence of asymtomatic C. difficile carriage is highest in neonates,

the incidence of CDAD increases with age.102 Over a 3.5-year period in a

paediatric hospital in Pennsylvania, USA, Spivack et al. reported a total of 22 C.
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difficile-positive patients but no reported cases of CDAD.103 As previously dis-

cussed, controversy exists about the pathogenicity of this organism in the infant

population due to their high colonization rate.104 However, in children greater than

2 years of age the epidemiology is similar to that seen in adults.47,105

Nash et al. reported that 62% of symptomatic patients were aged 60 years and

over, thus supporting the earlier observations of Anand et al. who found in a 2-year

study that the majority of patients with CDAD were over 65 years old and had

underlying medical problems.106,107 Neither group found any connection between

age and mortality, although in a recent review Andrews et al. found that 75% of

patients with severe CDAD were over 70 years old and had more co-morbid

diseases.108 Anand et al. also suggested that any perceived increase in mortality

was associated with co-morbidity.107 In a further retrospective study performed

over 2 years, others have reported a rise in incidence of CDAD. However, this was

despite a reduction in the number of elderly patients admitted into hospital, and the

authors therefore concluded that while C. difficile predominantly affects the elderly,

other factors appear to have contributed to the observed rise in incidence.

The rates of carriage of C. difficile in neonates, both in Europe and the US, range
from 13 to 70%, with longer stays in hospitals increasing this colonization rate. A

recent study has shown that carriage rates of C. difficile in infants under 2 years was
84.4%, with children 2 years of age and over with a carriage rate of 30.3%. The

reasons for carriage rate in older infants are to date unclear, but it is probable that

the microbes that form part of the indigenous microbiota of the developed intestine

inhibit colonization of C. difficile. In fact, a number of workers have found that high

densities of enterococci in the gut are related to colonization with C. difficile. The
acquisition in neonates is considered to occur mainly in the hospital environment,

although a number of studies have suggested maternal transmission as a route. One

study has suggested that neonates that are born to mothers carrying C. difficile in the
rectum or vagina also carried C. difficile.

Antibiotic-Associated Usage

It has been clearly demonstrated that nearly all elderly patients with CDAD have

been treated with antibiotics in the preceding 3 months and most within 14 days to 4

weeks.109 As previously discussed, exposure to antibiotics, particularly those ad-

versely affecting gut flora, appear to create a niche which is exploited by C. difficile.
An interesting observation was reported by McGowan and Kader in 1999,104 who

noted that because they continually receive antibiotics and are frequently hospita-

lized, children with cystic fibrosis (CF) would appear to be prime candidates for C.
difficile-associated diarrhoea. Yet, despite the risk factors, prospective studies have
shown that disease with C. difficile is unusual in children with CF. However, as

many as 22% of children with CF are unsymptomatically colonized with strains of

C. difficile, producing detectable toxin. While the reason for this is as yet unknown,

the authors observed that normal stool samples from children with CF are much
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more likely to include organisms that are known to have inhibitory effects of C.
difficile such as pseudomonas, staphylococcus, lactobacillus, and enterococcus.

Although there is much reporting of the propensity of various antibiotics,

antibiotic classes, or components of their administration to induce CDAD, many

such studies are based on retrospective studies.110 The only prospective, compara-

tive study of antibiotics found a significantly higher risk of CDAD after empirical

treatment with ceotaxime compared with pipercillin-tazobactam.111 In a recent

systemic review, studies that investigated the association of antibiotics with hospi-

tal-acquired C. difficile-associated diarrhoea were analysed to summarize the

strength of the evidence for this relationship.112 Although the majority of studies

found an association with various antibiotics, antibiotic classes, or components of

administration, Thomas and Riley112 found that most were limited in their ability to

establish a causal relationship by the use of incorrect control groups, the presence of

bias, and inadequate control of confounding and small sample sizes. While these

limitations therefore prevented the authors pooling results for a meta-analysis, they

concluded that two studies were found to provide reliable estimates of the strength

of association.

In the first, McFarland et al. found an increased risk for CDAD after cephlos-

porin exposure for up to 1 week and penicillin exposure for between 1 and 2 weeks,

adjusted for age and severity of disease using the Horn’s index.113 Several retro-

spective and intervention studies have indicated that third-generation cephalospor-

ins have a high propensity to induce CDAD, claims supported by the reduced

incidence of CDAD when antibiotic prescribing policies restrict their use.114 A

second moderately large cross-sectional study by Chang and Nelson provided

precise estimates of effects for clindamycin and increased numbers of antibio-

tics.115 There was also evidence of a dose effect relating to antibiotic duration

and the use of multiple antibiotics in relation to C. difficile-associated disease.

Therefore, broad-specrum (particularly anti-anaerobic) agents should be those

most associated with CDAD.110 However, antimicrobial therapy itself can be

largely affected by factors such as drug penetration into the gut lumen, specific

and non-specific antibody binding, and gut and pH redox potential.

Chemotherapy and Neoplastic Agents

In his 2002 review, Dr John Bartlett noted that on occasion cases of C. difficile
follow treatment with methotrexate or paclitaxel given for cancer chemothera-

py.8,116 Dr Perimen, a medical oncologist from the Harrington cancer centre,

USA, replied to Bartlett in a letter to the New England Journal of Medicine.117

He stated that while he had encountered many cases of diarrhoea associated with C.
difficile infection in patients who had received broad-spectrum antibiotics because

of neutropenic fever, he had yet to document a case after chemotherapy in the

absence of antibiotic chemotherapy. However, some cases of C. difficile AAD due

to cancer chemotherapy without a history of antibiotic treatment have been
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reported.118,119 In a recent outbreak of C. difficile-related diarrhoea in an adult

oncology unit in France, Blot et al. reported that chemotherapy but not antibiotics

was found to be a risk factor for developing toxigenic C. difficile-related diar-

rhoea.118 Odds ratios confirmed that chemotherapy was a risk factor for toxigenic

C. difficile infection and antibiotic consumption significantly increased the risk for

toxigenic C. difficile-related diarrhoea. While Hussain et al. had previously reported

that higher doses of paclitaxel were more frequently associated with this complica-

tion than lower doses, Blot and his team found no statistical link between particular

chemotherapy agents or regimes and risk of infection.118,119

While studies have therefore shown that adults receiving chemotherapy for

cancer are at increased risk of acquiring C. difficile-associated diarrhoea, this

does not appear to be true in paediatric oncology patients.104 The reasons for this

difference in susceptibility by age are not yet understood.

Immunosupression and Other Causes

Host factors are increasingly recognized as critical determinants of CDAD expres-

sion. However, the evidence for CDAD risk factors other than antibiotics is less

clear, with certain factors often giving discrepant results between different stud-

ies.120 For example, a retrospective Italian study of CDAD in AIDS patients cited a

number of reports indicating that infection with HIV was not in itself an intrinsic

risk factor for C. difficile.121 However, patients with HIV appeared to be at an

increased risk because of other predisposing factors such as antibiotic usage. The

findings led the authors to conclude that CDAD was a major problem in AIDS

patients and was associated with high morbidity. In contrast, a french study to

determine the prevalence of C. difficile found that the carriage was low and did not

differ from non-HIV infected patients regardless of treatment with multiple antibi-

otic regimes.122

The gut barrier can be adversely affected under a number of pathological

conditions including burn trauma, haemorrhagic shock, and surgical stress.123 In

paediatric patients, most cases of enterocolitis associated with Hirschrung’s disease

are caused by C. difficile.104 It has also been well known since the early 1980s that

patients with idiopathic IBD or Crohn’s disease are more prone to colonization with

C. difficile than the general population.124 However, the latter is most probably

provoked by antibiotics that are used frequently in these populations of patients.124

Freiler et al. also raised the issue of whether C. difficile colitis can occur in the

residual segments after either a partial or total colectomy.125 Kyne et al. performed

a retrospective cohort study of 252 adult patients admitted to the hospital and

receiving antibiotics.126 At the time of hospital admission, disease was rated by

clinicians as mild, moderate, severe, or extremely severe using a modified Horn’s

index. Clinical risk factors in addition to antibiotic therapy were assessed in a

primary cohort and included GI or genital tract surgery, mechanical bowel

preparation, naso-gastric tubing, anti-ulcer medication, and neonatal necrotising
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enterocolitis. In conclusion, the authors found that patients with severe to extremely

severe disease at the time of admission may benefit from careful monitoring of

antibiotic prescribing and early attention to infection control issues.

The Frequency of C. difficile-Associated Diarrhoea

Community

A British study investigated the frequency and aetiology of intestinal disease in

patients in the community and attending their general practitioners. It found C.
difficile to be responsible for 21 adult of cases who presented to general practi-

tioners with diarrhoea associated with prior use of antibiotics.127,128 The role of C.
difficile diarrhoeal disease in general practice is poorly documented yet should not

be underestimated.129 Andrews et al. reviewed cases of CDAD presenting to the

emergency department of St. Paul’s Hospital, Vancouver, Canada.108 The objective

of the study was to determine predictors of severity in patients presenting from the

community. From 153 patients, 44% had community-acquired CDAD and the

remainder had hospital-acquired disease.

A prospective study of CDAD in Sweden found that 28% of all cases were

community acquired as defined by their criteria of onset of symptoms outside the

hospital without hospitalization within the preceding 4 weeks.130 The investigators

found that the annual incidence of community-acquired CDAD ranged from 5 to 47

per 100,000 inhabitants with a median of 20 per 100,000. The authors reported a

sixfold increase in the use of cephalosporins since 1980 in Sweden, and suggested

that minimizing antibiotic use in general would be one factor in the control of

CDAD. This finding was also reflected when a reported rise in CDAD infection

followed the introduction of British guidelines suggesting amoxycillin and clari-

thromycin therapy for the treatment of community-acquired pneumonia.101 The

authors suggested that antibiotic policies that promote the use of alternative drugs

such as trimethoprim, aminoglycosides, and 4-quinolones appear the most likely to

make an impact on the incidence of C. difficile infection.

Nosocomial

Over the last decade, hospitals in the UK have seen a marked increase in the

incidence of C. difficile infection.101 This is also reflected in Europe – in one

Swedish hospital 62.5% of patients with AAD and 33.8% of asymptomatic patients

were positive for C. difficile cytotoxin B.131 In a recent study, hospitals in the UK

were second only to residential homes as a setting for outbreaks of infectious

intestinal disease.10 The same report commissioned by the Public Health Laborato-

ry Service (PHLS) Communicable Disease Surveillance Centre (CDSC) found that

although the majority of cases were of viral aetiology, C. difficile was the second

pathogen (12.6%) reported as the cause of nosocomial outbreaks.10
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Reduced standards of hygiene, increasing numbers of elderly patients in hospi-

tal, greater use of cephalosporins, and increased stay have each been considered to

be responsible. In a recent study, Khan and Cheesbrough found that while a policy

of restricted prescribing reduced the incidence of CDAD within their hospital, it

took 6 months to have a significant effect.11 The authors postulated that this delay in

the decline of CDAD after the virtual withdrawal of cephalosporins may be

reflective of the high environmental reservoir of C. difficile. Hand hygiene still

remains significant and as such an additional environmental reservoir of Clostridi-
um difficile.132 In a study addressing possible routes of infection, 49% of the rooms

of patients with diarrhoea and 29% of the rooms of asymptomatic patients were

confirmed to be contaminated with C. difficile.133 C. difficile could be cultured from
the hands of 20% of the hospital staff caring for these patients. In the same study,

21% of 399 hospitalized patients had acquired C. difficile during the hospital stay.

The risk of becoming colonized with the organism seems to increase progres-

sively with the length of the hospital episode. One study showed that for patients

hospitalized for 1–2 weeks the rate of colonization was 13%, rising to 50% for those

hospitalized for >4 weeks. Other studies have found the colonization rate for

adults, hospitalized for >1 week, to be >20%.134,135

As previously discussed, the majority of patients colonized with C. difficile will
remain asymptomatic. It has been shown that these asymptomatic excretors are not

at an increased risk of subsequent CDAD, and, indeed, it has been suggested that

primary asymptomatic colonized patients may be at decreased risk of subsequent

CDAD.136 However, results of a number of studies indicate that although asymp-

tomatic excretors are themselves not at any increased risk of CDAD, they are a

significant reservoir for transmission of the organism to other patients.133,134,137

The last 20 years has seen a higher level of use of high-risk antibiotics, an increase

in asymptomatic carriage, and an increase in environmental contamination asso-

ciated with the movement of patients within hospital units. The importance of such

carriers discharged from acute-care hospitals to long-stay-care facilities introducing

C. difficile into that population has been postulated.138 This is supported by the

results of Mcfarland et al., who found that 82% of such patients were still excreting

C. difficile when they were discharged from hospital.133

Clostridium perfringens

Microbiological History

Clostridium perfringens (previously known as C. welchii) is a box-car-shaped,

Gram-positive, aerotolerant, anaerobic bacillus that produces at least 15 different

protein toxins.139 Through the production of these toxins it causes many of the

diseases that were among the first described during the modern era of clinical

bacteriology.140 Each individual C. perfringens isolate expresses only a defined

subset of the toxin repertoire, allowing strains of to be subdivided into types A–E

(see Table 10.2) depending on the combination of toxins generated.141
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About 2–5%ofallC. perfringens isolates, mostly belonging to type A, produce C.
perfringens enterotoxin (CPEnt).139 Traditionally, these bacteria are most recog-

nized as the cause of C. perfringens Type A food poisoning, which although first

documented in 1895 was not a confirmed aetiology until 1977.139,141 This intestinal

disorder caused by CPEnt is the result of the consumption of contaminated pre-

cooked food that has been inadequately stored or reheated. During the First World

War, the role of C. perfringens in the production of gas gangrene was also signifi-

cant. However, in the early 1980s the first reports of CPEnt causing a spontaneous

and antibiotic-associated diarrhoea unrelated to food poisoning began to ap-

pear.140,141

In 1984, Borriello et al. published a report in the Lancet from the CDC,

Harrow, Middlesex, UK.142 The study examined faecal specimens from patients

with diarrhoea following antibiotic therapy. Specimens were screened by tissue

culture assay for C. perfringens type A enterotoxin, and positive results were later

confirmed using an in-house enzyme immunoabsorbant assay (ELISA). The study

revealed high faecal counts of C. perfringens in all cases of patients with diarrhoea,
and CPEnt was detected in 11 of the diarrhoeic stools. All positive samples cultured

enterotoxic C. perfringens strains of a serotype not commonly associated with food

poisoning. Blood was also noted to be present in the faeces of four of these patients,

a symptom not typical of food poisoning associated with C. perfringens. From these

findings the authors concluded that enterotoxigenic C. perfringens was a possible

cause of AAD – observations later confirmed in another 39 patients when the study

was continued.13 Furthermore, Borriello et al. later described the successful treat-

ment of such a CPEnt-positive AAD cases with metronidazole.143

Since this first report, evidence has mounted supporting the role of C. perfrin-
gens in the aetiology of AAD.140 While C. difficile is therefore responsible for about
20% of antibiotic-associated diarrhoea in humans, about 5–10% are thought to be

caused by CPEnt.141

Natural History

The natural habitat of C. perfringens is faeces, and its spores are ubiquitous in soil
dust and air.141 Type A is most often found in the lower gut of humans and other

Table 10.2 Distribution of toxins among the different types of Clostridium perfringens

Toxins produced

Type a b e t Enterotoxin

A + � � � +

B + + + � �
C + + � � Rare

D + � + � Rare

E + � � + Rare

Table adapted from Ref. 140
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animals, making up 0.6% of the total human faecal flora, and is regularly present on

humans skin especially in the region of the perineum buttocks and thighs.140,144

It is the most common Clostridium species in the faeces of humans and pigs and

has also been reported from dogs and reptiles.141,145 In veterinary science workers

often culture type A from samples of gangrenous animal muscle tissue,

while gastric overgrowth in dogs and primates will inflate the stomachs of

affected animals (hydrogen production) in a condition known as acute gastric
dilation.141

Unlike C. difficile, C. perfringens does not sporulate readily and only does

so under natural conditions: for example, in the bowel.141 Its secondary habitats

are usually those contaminated with faeces, e.g. sewage pasture, river and lake

sedimentations, etc.140,141 C. perfringens spores are able to resist the action of

routinely used disinfectants, antiseptics, and wastewater treatment practices, and

for that reason are often used as an indicator for faecal pollution of water.

Epidemiological data taken during a nosocomial outbreak of C. perfringens
diarrhoea showed that infecting serotypes were present in the hospital environment

(57% of areas sampled were positive), representing a high level recovery of spores.

Infecting serotypes were also detected on the hands of infected patients, thus

representing a potentially significant cross-infection problem.18

Asymptomatic Human Carriage

Unlike C. difficile, C. perfringens is regarded part of the normal flora of the many

animals, although in virtually all instances only type A strains are found in healthy

individuals regardless of age and circumstances.141 In the human large intestine, C.
perfringens ranges in incidence between 25 and 35%. The level of carriage,

however, appears like C. difficile to be influenced by a number of factors including

age, exposure to antibiotics, and the environment to which the subject is exposed.

Early workers reported using a wide range of selective and differential techniques,

and as a consequence reports of prevalence rates once again vary considerably.141

In general, they found that while C. perfringens spores can be obtained in patients

of all ages without symptoms, it is elderly, often institutionalized patients, that yield

more spores than younger adults.141 In neonates levels vary widely, and ill health

may be more frequent in those carrying high numbers.141

In northern Mexico, studies have shown carriage of C. perfringens from a

sub-population of healthy individuals using DNA probe analysis. C. perfringens
was found in 200 faecal samples at an average of 7.4 � 103 spores per gram, with

the elderly population showing the highest levels. Dot blot analysis using dig-

labelled probes specific for the enterotoxin gene showed that 7% of the samples

had isolates with toxigenic potential. Other workers have found that faecal counts

of greater than 106 spores can be obtained in patients without symptoms, although

diarrhoea has never been noted to occur in patients carrying less than 107.7/g

of faeces.
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Pathogenicity

While the natural habitat of C. perfringens is well known, there has been a

continuation of the paucity of data relating to the pathogenesis of C. perfringens
AAD. C. perfringens itself does not invade healthy cells but produces various

toxins and enzymes that are responsible for the associated lesions and symptoms.146

In cases of food poisoning, a single bolus of spores are ingested that germinate in

the bowel, releasing CPEnt and leading to a transient self-limiting diarrhoea.141

With AAD, it is thought that the bacterium replicates and sporulates in the gut

(colonizes), leading to the extended presence of enterotoxin and prolongation of

symptoms.141 While the use of antibiotics in elderly or immunocompromised

patients is considered the major risk factor for acquisition of this disease, it is not

known whether antibiotic exposure primarily permits the proliferation of small

numbers of resident C. perfringens or allows acquisition of ingested enterotoxo-

genic strains as a result of impaired colonization resistance. In studies with clos-

tridal mobilisable transposons, Adams et al. found that elements containing

antimicrobial resistance determinants such as chloramphenicol, erythromycin,

and tetracycline resistance are capable of interspecies transfer, potentially an

additional virulence factor in the antibiotic-treated gut.147

Adhesion

The determinants involved in C. perfringens colonization are unconfirmed.146 In

contrast to C. difficile, no specific adhesion factor has been discovered in C.
perfringens. As various C. perfringens types have derived extrachromosomal ele-

ments from the type A pathovar, mobile elements may also share regulatory genes

that assist rapid colonization in certain hosts.146 It has been reported that in C.
perfringens type C adheres to intestinal villi possibly by means of capsule poly-

saccharides.148 Other suggestions for adherence determinants are surface loci con-

taining the b-galactosidase proteins, already shown to be critical for Bacteroides sp.
digestive tract colonization.149

Capsules

C. perfringens has been shown to have the ability to survive in amurine macro-

phage-like cell line J774–33 even under aerobic conditions.150 The recent study

investigated J774–33 cells in which C. perfringens can escape the phagosome and

gain access to the cytoplasm. Since the receptor that is used for phagocytosis can

determine the fate of an intracellular bacterium, the researchers used a variety of

inhibitors of specific receptors to identify those used to phagocytose C. perfringens.
It was found that the scavenger receptor and mannose receptor(s) were involved in

this phagocytosis. In the presence of complement, the complement receptor was
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also involved in the binding. Carbohydrate analysis of C. perfringens type A strain

13 extracellular polysaccharide has confirmed the presence of mannose and nega-

tively charged residues of glucuronic acid, which may provide the moieties that

promote binding to the mannose and scavenger receptors, respectively.

Enzymes

C. perfringens secretes a wide range of hydrolytic enzymes that degrade extracel-

lular substrates and components resulting from cell lysis.146 Some of these factors

are not truly toxic and have no known role in pathogenicity, although some

are common to more than one group: neurotoxins lethal toxins lecithinases,

haemolysins, ADP-ribosyltransferases.151 Virulence factors such as haemolysin,

collagenase/gelatinase, and a neuraminadase (encoded by pfoA, colA, and nan,

respectively) are positively regulated by the same transcriptional regulation as a-
toxin (VirR/VirS).146 Such factors are well documented in gangrenous lesions by

favouring the degradation of extracellular and lysed cell substrates and providing

nutrients for growth.152–154 However, the environmental signals triggering tran-

scription is as yet unknown and their significance in the pathology of AAD has not

been reported.

Toxins

As previously discussed, C. perfringens is characterized by its ability to produce

numerous extracellular toxins including a-toxin, phospholipase C, [y]-toxin or

perfringolysin O, k-toxin or collagenase, as well as the sporulation-associated

enterotoxin.155 The four major toxins are secreted into the medium during the

exponential growth phase, and kill mice when the culture supernatant is injected

peritoneally. Each type of toxin induces a specific syndrome.146 C. perfringens type
A causing gas gangrene in humans is a disease mediated primarily by a-toxin and

secondarily by hydrolytic enzymes.146 However, while it is only those producing a

significant level of CPEnt that are associated with food poisoning and AAD, non-

enterotoxogenic C. perfringens type A CPEnt negative strains have been isolated

from animals with enterotoxaemia or enteritis.151,156 While a-toxin had not previ-

ously been known to cause intestinal lesions in animals, the enteropathogenicity of

these strains might result from high levels of a-toxin production from molecular

variants that are more stable to protease digestion or are more active or from

differing host sensitivity to a-toxin.157,158 Historically, however, no difference in

the production of a-toxin between type A strains isolated from clinical cases of gas

gangrene and abdominal wounds and those isolated from faecal samples from

healthy persons has been found. As previously discussed, the environmental signal

triggering transcription of a-toxin via VirR/VirS is unknown, and as yet no associ-

ation with the pathology of antibiotic associated diarrhoea has been documented.
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The toxicosis associated with both food-borne illness and both sporadic

and antibiotic-associated diarrhoea results from the production and gastrointes-

tinal absorption of the protein enterotoxin discussed previously as CPEnt.159

The CPE protein consists of a single 35-kDa polypeptide with a C-terminal

receptor-binding region and an N-terminal toxicity domain. The regulation,

expression, and mechanism of action of CPEnt have generated considerable

interest, as the protein is unique with no significant homology to any other

enterotoxin.159,160

Sarker et al. evaluated the importance of CPE in the pathogenesis of

clostridial GI disease using allelic exchange to construct a CPE knock-out

mutant of F4969 – a known CPE-positive type A strain.161 When the virulence

of a wild-type and mutant strains were compared in the rabbit ilieal loop model, it

was found that sporulating (but not vegetative) isolates of the wild-type strain

induced significant ileal loop fluid accumulation and histopathological damage.

However, neither the sporulating nor vegetative culture lysates of the CPE knock-

out mutants induced these intestinal effects. The authors concluded that as CPE

expression is necessary for CPE-positive C. perfringens type A human disease

isolates to cause GI effects in the ilieal loop model, this supports CPE as an

important virulence factor in GI disease. This study also highlighted the observation

that CPEnt is associated with sporulation of C. perfringens type A and not vegeta-

tive cells.

It is generally accepted that CPE expression is sporulation associated. While

sporulation is hard to induce in vitro, spores readily form in the small bowel

following ingestion and especially well in the antibiotically treated gut.141 Al-

though some enterotoxin is formed during exponential growth, the transcriptional

factors activating the sporulation genes also upregulate the CPE gene. However, the

environmental factor triggering sporulation is as yet unknown.

When the spores germinate, enterotoxin, formed under co-ordinate regulation

with spores, is released. In 1991, Heredia et al. performed a study on the growth and

sporulation of C. perfringens type A in the presence of human bile salts.161 The

researchers found that while human bile juice completely inhibited the growth of all

the strains, a distinct stimulatory effect of the bile salts on sporulation was observed

with a subsequent increase in enterotoxin concentration in cell extracts.

In food-borne illness, strains both the genes for spore formation and CPE are

located on the bacterial chromosome.159 However, non-food-borne human GI

disease isolates carry the gene for CPEnt on a large plasmid. Sarker et al. found

that isolates with chromosomal CPE have cells and spores possessing a higher

degree of heat resistance than episomal CPE, which may explain their strong

association with food poisoning isolates.162

The three promoter sites responsible for the sporulation-associated synthesis of

CPEnt have been reported to be similar in consensus to the SigK and SigE

sporulation promoters (known to be active in the mother cell compartment of

sporulating cells of Bacillus subtilis). This is the same compartment in which

enterotoxin is synthesized in C. perfringens. Although the genes encoding the a-
and [y]-toxin are located on the chromosome, the genes encoding many of the other
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extracellular toxins are also located on large plasmids.155 Recently it has been

suggested that because the VirR/VirS system has evolved to regulate both chromo-

somal toxin gene and plasmid-encoded virulence factors, a similar global regulator

may promote CPEnt production and sporulation.163

In a Norweigian study, Brynestad et al. used a strain of C. perfringens carrying
the chloramphemicol-resistant mutant plasmid pMRS49969 to evaluate whether the

CPE plasmid could conjugatively transfer to a CPE negative isolate.164 The results

demonstrated that the entire plasmid had been transferred to the recipient strain.

The transfer required cell-to-cell contact and was DNAse resistant, indicating that

transfer occurred by a conjugative mechanism.

In his recent studies, Miyamoto reported that the CPE plasmid of many type A

isolates originated from the integration of a CPE-containing genetic element from

the chromosomal locus.165 The author also concluded that the observed similarity

of the plasmid CPE locus is consistent with horizontal transfer of a common CPE

plasmid among C. perfringens type A strains.

The clinical significance of both these studies is that if conjugative transfer of the

CPE plasmid occurred in vivo, it would have the potential to convert CPE-negative

C. perfringens strains in normal intestinal flora into strains capable of causing

gastrointestinal disease.

Primarily, CPEnt exerts a cytotoxic effect through the formation of an approxi-

mately 155-kDa CPE-containing complex corresponding to a pore.166 This process

is an innate property of CPEnt demonstrated by formation of pores in a synthetic

phospholipid membrane in the absence of surface proteins.160 The resulting cellular

damage causes an increase in ionic permeability (excluding any paracellular per-

meability), providing CPEnt access to intestinal epithelial cell tight junction (TJ)

structural components including claudins and occludin. The specific binding of

CPEnt to these structural proteins affects TJ structure and function thereby causing

diarrhoea. The presence of these receptors has been reported to also be expressed at

high levels in the lungs, liver, and kidneys, and at low levels in the heart and skeletal

muscle.167 While the authors expressed concern regarding further pathogenic

potential of CPEnt, other researchers have turned attention to target the cytotoxicity

of CPEnt as a potential new therapeutic for specific cancers.168 However, a recent

American study has demonstrated that death pathways activated in CaCo-2 cells by

CPEnt suggest that both oncosis and apoptosis may also occur in the intestines

during CPE-associated GI disease.169

C. Perfringens Enterotoxin-Associated Disease

As previously discussed, even in the absence of typical food poisoning, C. perfrin-
gens enterotoxin can be produced in vivo resulting in diarrhoea. Just as the

symptoms of food-borne botulism differ from those seen in infants with in vivo

toxication, the clinical features of C. perfringens food poisoning and antibiotic-

associated disease also differ.
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Antibiotic-Associated CPEnt Diarrhoea

The clinical course of CPEnt AAD is different to that observed in food poisoning

cases caused by the same toxin. The diarrhoea is more profuse (average 10 days

although it can last for more than 2 weeks), and blood and mucous are frequently

present. Abdominal pain also occurs more frequently. Histological examination of

rectal mucosa reveals mild oedema, thereby implying that there may be more severe

lesions in proximal regions of the gut that account for faecal blood.

Antibiotic-Associated CPEnt Colitis

To date, no reports of proven CPEnt AAD cases have documented evidence of

colitis. However, while Borriello described an elderly patient with CPEnt AAD

whose findings on sigmoidoscopy were normal, he concluded that as rectal sparing

has been described in cases of PMC due to C. difficile, the excretion of blood and

mucus in this patient may be indicative of more proximal colonic involement.143 In

Borriellos first study although three patients suffered bloody stools, the four

patients who underwent colonoscopy showed no evidence of PMC.

Other CPEnt Associations

As with C. difficile, diarrhoea associated with C. perfringens can also occur

spontaneously or in the absence of antibiotics.141 This sporadic diarrhoea presents

as with CPEnt AAD but without the antibiotic association. Although it is usually

self-limiting, sufferers are likely to visit their GP because of its severity. C.
perfringens type A has also been isolated from an abdominal abscess in a patient

with AIDS. While it is not known whether this isolate was CPEnt positive, the

predisposing factor of the infection was believed to be antibiotic therapy. The

authors of this study also highlighted the relationship between clostridial infections

and malignancies of the gastrointestinal tract (in particular Karposi’s sarcoma) in

patients with AIDS. CPEnt itself has been associated with sudden infant death

syndrome (SIDS) because of its superantigenic nature.

Clinical History and Risk Factors

Reports of symptomatic CPEnt-positive, hospitalized patients appear to present a

similar clinical background as for patients with C. difficile AAD.

Antibiotics

In most reports of C. perfringens enterotoxin-associated diarrhoea, the significance
of antibiotic association is suggested. As with C. difficile diarrhoea, many drugs are

thought to predispose patients to CPEnt AAD including those that are used to treat
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this diarrhoea and other infections with C. perfringens.141 Implicated antibiotics

have included penicillins, cephalosporins, augamentin, erythromycintrimethoprim,

nitrofluorantoin, and cotrimoxazole.

Age-Related Susceptibility

While food poisoning from CPEnt occurs in all age groups, the majority of cases of

infectious diarrhoea and AAD are in patients aged over 60 years. Many outbreaks

and clusters of cases have been reported in geriatric wards and units where the early

recognition of AAD in a highly vulnerable population is stressed. Reports to the

public health laboratory between 1990 and 1996 concluded that the top three

locations for outbreaks of infectious diarrhoea caused by C. perfringnes were

homes for the elderly and geriatric and psychogeriatric hospitals.

Like C. difficile, the incidence of both asymptomatic carriage and of CPEnt

AAD appears to increase with age. However, while this explains the higher

incidence of sporadic, non-antibiotic cases in this age group, it does not explain

the age distribution in antibiotic-associated ones.

Immunosupression

In his 1997 review, Carman also stated that the majority of patients with CPEnt

antibiotic-associated diarrhoea are immunocompromised. Such patients include

transplant recipients, burn victims, AIDS sufferers, and Hepatitis patients.141

Others

Although reports of the individual risk factors pre-empting CPEnt AAD are scarce,

previous data suggests that any factors proven to predispose the patient to C.
difficile AAD have the potential to play a significant role in the pathology of the

C. perfringens gastroenteritis.

The Frequency of C. Perfringens-Associated Diarrhoea

While C. difficile is the most commonly identified pathogen in hospital-acquired

infective diarrhoea, it only accounts for approximately 20% of cases. Therefore, for

most cases (up to 80%) the organism responsible remains undiagnosed. The

incidence of CPEnt AAD appears to vary between sites and may be higher during

epidemics in hospitals and in institutions housing the elderly.141
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Community

Previous studies that include cases of diarrhoea from the community, as well as

hospital in-patients, have reported positive rates for CPEnt in faecal specimens

ranging from 3.5 to 18.0%.

Nosocomial

In 1995, Allen et al. presented the findings of a large study to the Society of

Anaerobic Microbiology, Cambridge.170 The investigation spanned over a 30-

month period investigating hospitalized cases of AAD. CPEnt-positive strains

were cultured and serotyped. It was found that the causal serotypes were the most

abundant in the environment while patients in that ward were having diarrhoea. The

frequency of isolation dropped dramatically once treatment was begun. The data

strongly suggested that CPEnt causes infectious nosocomial AAD. Samuel et al.

studied the incidence of CPEnt AAD in the elderly and found a clear association of

C. perfringnes diarrhoea in hospital in-patients most of who had received antibio-

tics before onset of symptoms.171 More recent studies have investigated the preva-

lence of C. perfringnes AAD in contrast to that of C. difficile AAD. The incidence
and significance of C. perfringnes, as an alternative to C. difficile and as a cause of

AAD, has been investigated among groups of hospital in-patients.172 The groups

were defined according to the presence of diarrhoea and antibiotic usage. In a group

of 94 patients with both diarrhoea and a past history of antibiotic therapy, 21

(22.3%) were C. difficile positive and 15 (15.9%) were CPEnt positive. While

serotyping was not available, descriptive epidemiology was used to confirm

cross-infection of CPEnt cases on the basis of geographical clustering. The author

concluded, therefore, that in this study C. perfringens appeared to cause a similar

incidence of AAD to C. diffiicle and had the potential to cause similar cross-

infection problems. In a recent European study, Abraho et al. also reported a similar

frequency of detection of CPEnt and C. difficile toxins in patients with AAD.173

However, in September 2002 the results of a major UK trial were presented at the

Edinburgh Hospital Infection Society meeting. The authors reflected the figures of

Borriellos early studies, finding that from 200 in-patients with AAD, 8% were

positive for CPEnt, 16% were positive for C. difficile cytoxins, and 2% gave

positive results in both assays.174 To contribute to the debate, Carney et al. pub-

lished the results of a survey of the incidence of C. perfringens enterotoxin in a

letter to the Journal of Clinical Pathology.175 The researchers found that of 249 in

patients with diarrhoea, 9.6% were positive for C. difficile cytotoxins and only 1.6%
were positive for CPEnt. The authors concluded that the low incidence of CPEnt

suggests that screening for the toxin would not be justified. However, it is interest-

ing to note that the seemingly low prevalence in this small study was in fact

representative of in-patients with loose stools and mild symptoms, many of

whom had no history of antibiotic usage.
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Conclusion

Colonizing intestinal microflora is considered to have a significant effect on the

health and well-being of humans with advancing age.176,177 This is particularly

relevant when we consider the administration of antibiotics178 and the development

of AAD. AAD may be defined as an otherwise unexplained diarrhoea that occurs in

association with the administration of antibiotics. AAD has been associated with a

vast array of bacteria either by themselves or in synergy with other bacteria (see

Table 10.3 179,180). But, to date, by far the most significant bacteria associated with

AAD is Clostridium. Clostridia are important bacteria in the adult human gut and

are considered to have a significant pathogenicity. Contrary to this, within neonates

the effects of Clostridium are less apparent. C. difficile is recognized as the most

significant human Clostridium species and a major cause of nosocomial infectious

diarrhoea in the elderly population.181–185 Current data from the Centres for Disease

Control has confirmed that the incidence of C. difficile has doubled in recent years

Table 10.3 A table of evidence that suggests other pathogens as causing antibiotic-associated

diarrhoea

Organism Evidence Reference

Salmonella spp. Enteritis after antibiotic therapy; occasionally presenting

as pseudomembranous colitis

5, 21, 27–29

Outbreaks of multidrug resistance strains after penicillin

therapy

Antibiotics enhance susceptibility of mice to Salmonella
spp. by 1,000,000-fold

Candida spp. Massive fungal growths from 50/100 in-patients with

AAD

30–32

High Candida counts in stool fluids from patients with

AAD – due to reduced soluble Candida inhibitors

and increased availability of growth factors

Klebsiella oxytoca High levels of cytotoxin produced by ampicillin resistant

K. oxytoca during acute phase of disease suggests

overgrowth during therapy.

33,34

Toxin producing K. oxytoca causes fluid accumulation in

rabbit intestinal loop model – non-toxin-producing

strains did not

Pseudomonas spp. P. aeruginosa – predominant organism isolated from

seven patients stools, with nosocomial diarrhoea.

Diarrhoea stopped in two patients after withdrawal of

antibiotics to which pseudomonas were resistant; five

patients responded to antipseudomonal therapy

35

Campylobacter sp. Campylobacter involved in antibiotic associated

diarrhoea

180

Staphylococcus
aureus

Prevalence of enterotoxin producing Staphylococcus
aureus in stools of patients with nosocomial

diarrhoea

179
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and accounts for over 3 million cases of diarrhoea and colitis annually. Older adults

are at a higher risk for this infection particularly due to the changes in faecal flora

and host immune response together with co-morbidities.

Asymptomatic carriers of epidemic and non-epidemic C. difficile strains con-

tribute significantly to disease transmission in long-term-care facilities.55 Neonates

and infants, particularly in European countries and the US, have high frequencies of

carriage of C. difficile and many neonates have been found to be infected with this

organism after birth following short stays in the hospital. It seems plausible to

accept, on the basis of the vast array of published material in this area, that as the

gut ages, susceptibility to the effects of certain bacteria, e.g. C. difficile, becomes

more significant, and it has been shown that antibiotic-induced diarrhoea occurs in

up to 25% of patients that receive antibiotics and 15% of these are due to C.
difficile.186

Hospitals around Europe and North America have outbreaks due to C. difficile
with the species accounting for 39.9 cases per 1,000 admissions to hospital.187,188

The most prevalent strains of Clostridium difficile include the epidemic strains, BI,

the North American PGFE type 1 (NAPI), and strain 027.189 The NAP1 strain has

been shown to be highly resistant to fluoroquinolone.190 Susceptibility to C. diffi-
cile, as well as other enteric bacteria, seems to increase with age.
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73. Maciel AA, Oriá RB, Braga-Neto MB, Braga AB, Carvalho EB, Lucena HB, Brito GA,

Guerrant RL, Lima AA. Role of retinol in protecting epithelial cell damage induced by

Clostridium difficile toxin A. Toxicon 2007;50(8):1027–1040.

74. Hammond GA, Johnson JL. The toxigenic element of Clostridium difficile strain VPI 10463.

Microb Pathog 1995;19:203–213.

75. Wren BW. Molecular characterisation of Clostridium difficile toxins A and B. Rev Med

Microbiol 1992;3:21–27.

76. Samra Z, Talmor S, Bahar J. High prevalence of toxin-A negative toxin B-positive Clostridi-
um difficile in hospitalized patients with gastrointestinal disease. Diagn Microbiol Infect Dis

2002;43:189–192.

77. Pothoulakis C, Castagliuolo I, Kelly C, LaMont T. Clostridium difficile-associated diarrhoea

and colitis: pathogenisis and therapy. Int J Antimicrob Agents 1993;3:17–32.

78. Lyerly DM, Saum KE, MacDonald D, Wilkins TD. Effect of toxins A and B given intrave-

nously to animals. Infect Immun 1985;47:349–352.

256 S. Connor, S.L. Percival



79. Lyerly DM, Johnson JL, Frey SM, Wilkins TD. Vaccination against lethal Clostridium
difficile enterococcus with a nontoxic recombinant peptide of toxin A. Curr Microbiol

1990;21:29–33.

80. Barroso LA, Wang SZ, Phelps CJ, Johnson JL, Wilkins TD. Nucleotide sequence of Clostrid-
ium difficile toxin B gene. Nucleic Acids Res 1990;18:4004.

81. Hecht G, Pothoulakis JT, LaMont JT, Madara JL. Clostridium difficile toxin A perturbs

cytoskeletal structure and tight junction permeability of cultured human epithelial mono-

layers. J Clin Invest 1988;82:1516–1524.

82. Grossmann EM, Longo WE, Kaminski DL, Smith GS, Murphy CE, Durham RL, Shapiro MJ,

Norman JG, Mazuski JE. Clostridium difficile toxin: cytoskeletal changes and lactate dehy-

drogenase release in hepatocytes. J Surg Res 2000;88(2):165–172.

83. Pothoulakis C, Lamont JT. Microbes and microbial toxins: paradigms for microbial-mucosal

interactions II. The integrated response of the intestine to Clostridium toxins. Am J Physiol

Gastrointest Liver Physiol 2001;280:178–183.

84. Chen ML, Pothoulakis JT, LaMont JT. Protein kinase C signaling regulates ZO-1 transloca-

tion and increased paracellular flux of T84 colonocytes exposed to Clostridium difficile toxin
A. J Biol Chem 2002;277:4247–4254.

85. Steiner TS, Flores CA, Pizarro T, Guerrant R. Fecal lactoferrin interleukin-1 beta and

interleukin-8 are elevated in patients with sever Clostridium difficile colitis. Clin Diagn Lab

Immun 1997;4:719–722.

86. Rocha MFG, Soares AM, Ribeiro RA, Lima AAM. Absence of intestinal secreation on

supernatants from macrophages stimulated with Clostridium difficile toxin B on rabbit

ileum. Toxicon 2001;39:335–340.

87. Wren BW, Heard SR, Tabaqchali S. Association between the production of toxins A and B

and types of Clostridium difficile. J Clin Pathol 1987;40:1397–1401.

88. Rupnik M, Avesani V, Janc M, von Eichel-Streiber C, Delmee M. A novel toxinotyping

scheme and correlation of toxinotypes with serogroups of Clostridium difficile isolates. J Clin
Microbiol 1998;36:2240–2247.

89. Von Eichel-Streiber C, Meyer zu Heringdorf E, Habermann E, Sartingen S. Closing in on the

toxic domain through analysis of a variant Clostridium difficile cytotoxin B. Mol Microbiol

1995;17:313–321.

90. Kuijper EJ, de Weerdt J, Kato H, Kato N, van Dam AP, van der Vorm ER, Weel J, van

Rheenen C, Dankert J. Nosocomial outbreak of Clostridium difficile-associated diarrhoea due
to a clindamycin-resistant enterotoxin A-negative strain. Eur J Clin Microbiol Infect Dis

2001;20:528–534.

91. Alfa MJ, Kabani A, Lyerly D, Moncrief S, Neville LM, Al-Barrak A, Harding GKH, Dyck B,

Olekson K, Embil JM. J Clin Microbiol 2000;7:2706–2714.

92. Chaves-Olarte E, Freer E, Parra A, Guzman-Verri C, Moreno E, Thelestam M. R-Ras

glucosylation and transient RhoA activation determine the cytopathic effect produced by

toxin B variants from toxin A-negative strains of Clostridium difficile. J Biol Chem

2003;278:7956–7963.

93. Razavi B, Apisarnthanarak A, Mundy LM. Clostridium difficile: emergence of hypervirulence

and fluoroquinolone resistance. Infection 2007;35(5):300–307.

94. Bartlett JG. Clostridium difficile: clinical considerations. Rev Infect Dis 1990;12:S243–S251.
95. Tedesco FJ, Corless JK, Brownstein RE. Rectal sparing in antibiotic associated pseudomem-

branous colitis; a prospective study. Gastroenterology 1983;83:1259–1260.

96. Skoutelis AT, Westenfelder GO, Beckerdite M, Phair JP. Hospital carpeting and epidemiolo-

gy of Clostridium difficile. Am J Infect Control 1993;22:212–217.
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Chapter 11

The Significance of Helicobacter Pylori
Acquisition and the Hygiene Hypothesis

Steven L. Percival

Introduction

Helicobacter pylori is a micro-aerophilic, spiral-shaped bacterium that efficiently

colonizes the human stomach mucosa of both the young and the elderly.1 Warren

was the first to successfully observe H. pylori from gastric biopsies in 1982.2

However, as early as 1893, spiralic bacteria were described in the stomachs of

autopsied rabbits, and the bacterium was first described in humans in 1906.3 When

H. pylori was first isolated, it was described as Campylobacter-like and was

subsequently named as Campylobacter pyloridis which was later changed to the

more grammatically correct C. pylori.1 However, further studies showed that

the organism differed sufficiently from true Campylobacters, justifying the need

for the new genus Helicobacter. The name Helicobacter pylori is Latin for ‘‘spiral

rod of the lower part of the stomach’’ and causes inflammation in the form of

chronic active gastritis. It has been linked with a diverse spectrum of gastrointesti-

nal disorders including peptic ulcer disease, gastric adenocarcinoma, and gastric

mucosa-associated lymphoid tissue (MALT) lymphoma.4 Although only a very

small minority (1–2%) of infected individuals will develop a malignant disease, the

public health relevance of this infection is high, with the World Health Organiza-

tion International Agency for Research on Cancer classifying H. pylori as a class I
carcinogen in humans.5

Humans are currently the only known reservoir forH. pylori, although a number of

different animals have been shown to be easily infected with the bacteria. Its route

(s) of transmission remains undefined but current thinking supports a direct person-

to-person transmission by faecal–oral or oral–oral,6 with increasing evidence sug-

gesting that contaminated water is a potential route of transmission.5 The faecal–

oral route of transmission is thought to come indirectly from contaminated water or
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food. Positive cultures have also been obtained during air sampling after subjects

infected with the bacteria have been induced to vomit. Although it is estimated that

approximately 50% of the world’s population is infected with H. pylori, prevalence
varies widely by age as well as country, ethnic background, and socio-economic

conditions.7 The developing world carries the greatest burden, with over 70% of the

children infected with H. pylori by age 15. In contrast, the developed world has,

since the 1950s, experienced a decrease in prevalence with each successive gener-

ation, so that at present around only 20–30% of individuals harbour H. pylori.3 This
reduction has been attributed to improved socio-economic status, modernization,

and personal hygiene but may equally have come about because of improvements in

drinking water quality. Recently, population-based studies in Italy, the US, and

Denmark have indicated that H. pylori infection in children can reduce the inci-

dence of allergy and asthma manifestations forming an argument for the hygiene

hypothesis theory. The hygiene hypothesis of asthma and atopy has been exten-

sively studied, with the theory suggesting that naturally occurring infections and

microbial exposure during childhood is necessary for the normal maturation of the

immune response to achieve a balance between T-helper type 1 (protective immu-

nity) and T-helper type 2 (allergic diseases) cytokine responses and thereby reduce

the future risk of developing atopy.8 If the hygiene hypothesis is correct, the

reduction in childhood infections and subsequent immunotherapy in the past three

decades may account for the rise in asthma and atopy rates associated with urbani-

zation and Western lifestyle.9

Medical Significance

In contrast to infection with other mucosal pathogens, only a small percentage of

individuals carrying H. pylori ever develop clinical sequelae; most people infected

with H. pylori are asymptomatic.10 If left untreated, H. pylori infection is lifelong.7

H. pylori induce gastric inflammation in virtually all hosts, and although clinical

disease typically occurs decades after initial infection acquisition, gastritis may

progress over time from an initially superficial nonatrophic form to more severe

atrophic gastritis with intestinal metaplasia leading to duodenal ulceration, gastric

adenocarcinoma, and gastric MALT lymphoma.4

Gastric carcinogenesis is a multi-factorial process in which chronic inflamma-

tion plays a major role. H. pylori infection induces physiological changes and DNA
adducts formation in the gastric microenvironment. Subsequent reduction in anti-

oxidant levels increases the risk of carcinogenesis and damage to DNA from

intragastric release of free radicals. Ingestion of dietary carcinogens, deficiencies

in dietary antioxidants, smoking, and anti-secretory medications are also thought to

be important co-factors in H. pylori-related cancer.11 Development of atropy and

metaplasia of the gastric mucosa is strongly associated with H. pylori infection,
and despite a sharp worldwide decline in both the incidence and mortality of gastric

cancer, the condition remains the world’s second leading cause of cancer mortality

behind lung cancer.11 It has been estimated that there were more than 870,000

deaths from the disease in the year 2000, accounting for approximately 12% of all
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cancer deaths.11 H. pylori has also been linked to other several diseases such as

coronary heart disease12 and sudden infant death syndrome.13

Pathogenicity/Virulence

As H. pylori infects approximately 50% of the world’s population, the bacterium

must have evolved highly effective mechanisms to enable efficient colonization and

persistence for long periods in the gastric epithelium. After being ingested, the

bacteria must evade the bactericidal activity of gastric luminal contents and then

enter the mucous layer.1 Also, both its spiral shape and high motility allow the

bacterium to resist peristaltic flushing.14 Urease production and motility are essen-

tial for the first step of infection. By breaking down urea present in the gastric juice

and extracellular fluid, the bacterium is able to generate bicarbonate and ammonia

in its pericellular environment so that hydrogen ions are effectively neutralized

before damaging the cell. Essentially the H. pylori generates a neutral microenvi-

ronment that surrounds the bacterium. H. pylori is thereby able to survive in the

gastric acid layer enough for it to colonize the gastric mucosa and induce gastritis

with resistant neutrophil infiltration; H. pylori is particularly resistant to the oxida-

tive inflammatory response of neutrophils, which can in turn damage the host

gastric mucosa.15

Once attached to the gastric mucosa,H. pylori can damage host tissue by causing

vacuolation in gastric epithelial cells. This vacuolation is caused by the production

of a cytotoxin known as vacuolating cytotoxin A (vacA), a protein which is

endocytosed by epithelial cells where it causes endosome–lysosome fusion.16

Besides the diverse functions on epithelial cells (i.e. cellular vacuolation induction

of apoptosis, loosening of cellular junctions, and the formation of urea channels),

vacA also has immunomodulatory activity. It inhibits the processing of antigenic

peptides in B cells and their presentation to human CD4+ T cells.4 Recently vacA
was also reported to alter T-cell function by inhibiting T-cell proliferation, suggest-

ing a possible mechanism of how H. pylori might evade the adaptive immune

response to establish a chronic infection.17

Approximately 60–70% of H. pylori strains in the industrialized world posses

the cytotoxin-associated antigen (cagA) a 120–145-kDa protein localized at one

end of the cag pathogenicity island a genomic fragment containing 31 putative

genes.4 Several of these genes encode components of a type IV secretion system

that translocates cagA protein in the host cell.11 After entering an epithelial cell,

cagA is phosphorylated and binds to SHP-2 tyrosine phosphatase, leading to a

cellular response and cytokine production by the host cell. The degradation of SHP-

2 by cagA is an important mechanism by which cagA promotes gastric epithelial

carcinogenesis by inducing DNA damage.17 CagAmay also diminish anti-H. pylori
immune response and play a role in the development of MALT lymphoma by

impairing p53-dependent apoptosis.4 The presence of cagA is generally always

associated with increased inflammation and generally more severe infections.

A number of studies have indicated that genetic factors play a role in the clinical

outcome of H. pylori infection. H. pylori inflammatory response induces a cascade

of proinflammatory cytokines (i.e. IL-10, IFN, TNF, IL-b) and it has been proposed
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that cytokine imbalance is responsible for disease progression and dictates the

disease outcome after H. pylori infection. Single nucleotide polymorphisms may

affect overall cytokine production, and it has been suggested that variant cytokine

alleles may contribute to individual differences in proinflammatory responses and

account for heterogeneous outcomes following a H. pylori infection. Such a corre-

lation has been reported in gastric carcinoma in which IL-b polymorphisms confer a

twofold increase in risk for gastric adenocarcinoma after H. pylori infection.4

Transmission and Epidemiology of H. Pylori

The source of H. pylori is principally the human stomach; however, as mentioned

previously, many animals have been shown to be easily infected with H. pylori.
There have also been suggestions of a zoonotic transmission.18 It is not really

known whether H. pylori infections are acquired at home or in the community.

In developing countries the patterns of H. pylori transmission suggest a common

source of exposure rather than person-to-person spread,19 and several community

and environmental studies are consistent with water playing a role in transmis-

sion.20–24 Viable H. pylori cells are possibly disseminated through faecal materi-

al25 which may well provide a route for contaminating drinking water. Studies have

shown that H. pylori may survive for prolonged periods in water over a range of

physical variables.26 However, H. pylori cells are readily inactivated by chlorine,

suggesting that the organism would be controlled by disinfection regimes normally

employed in the treatment of drinking water.27 The absence of a proven analytical

method or standard protocol for assessing cell viability has resulted in the publica-

tion of a variety of methods and survival times for H. pylori in the aquatic

environment. Although evidence has been published that viable but non-culturable

(VBNC)H. pylori cells are still alive,20, 28, 29 no evidence has been published either
on resuscitation of these cells or on their ability to cause infection.

In Chile, H. pylori prevalence rates correlated with socio-economic status, age,

and the consumption of uncooked vegetables.30 Although H. pylori was suggested
to have been spread by a number of transmission routes, contamination of irrigation

water by human faecal material and the subsequent contamination of vegetables

(which were eaten raw) were suggested as a major risk factor for the acquisition of

H. pylori.30 This interpretation has been questioned, as the concentration of H.
pylori cells present in faecal material is low compared to other faecal pathogens.31

Furthermore, the prevalence of H. pylori IgG antibodies in sewage workers in

Sweden compared to a control group matched for age and socio-economic status

demonstrated no increased risk of infection as a result of an exposure to human

faecal material.32

In Bangladeshi children, no significant correlation was found between quality of

drinking water and H. pylori infection rates. Household crowding and behavioural

differences between Hindu and Muslim families were suggested as the most

significant risk factors for acquisition of H. pylori.33 In Peru, H. pylori DNA was

amplified by polymerase chain reaction (PCR) in 24 out of 48 samples tested,
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suggesting that waterborne transmission was an important risk factor.23 A further

study by Hulten et al.34 used two PCR assays to examine municipal treated and

well-water samples from all 25 counties of Sweden for the presence of Helicobacter

DNA: 9 out of 24 wells, 3 out of 25 municipal sources, and 3 out of 25 wastewater

samples were found to be positive for Helicobacter DNA. It is possible that the

positive data were the result of other Helicobacter species and not specifically H.
pylori. The use of PCR and other molecular methods for the detection of pathogens

in environmental samples has limitations chiefly in the inability of these techniques

to differentiate between naked DNA and dead and living cells. Furthermore, the

natural environment contains many microorganisms that are not yet identified or

cultured, and therefore there is a risk that positive results from PCR studies may be

due to unknown organisms.

In Peruvian children from Lima, H. pylori prevalence (as determined by the 13C-

urea breath test) was found to have a high correlation with socio-economic status –

children whose homes had external water sources were found to be three times

more likely to be infected by H. pylori than those with internal water sources. No

difference was found when those children from high- and low-income families with

an internal water source were compared.24 Children of high-income families

supplied with municipal water were 12 times more likely to become colonized

with H. pylori than those supplied from community wells, suggesting that munici-

pal water was a strong risk factor in the acquisition of H. pylori; the unexpected

finding was thought to be due to breaks in the municipal pipes allowing for surface

contamination of water.35 A report from Bolivia also indicated that contaminated

water is a common source of infection with H. pylori. Children living in families

using special water containers that prevented hands or objects from coming into

direct contact with the family drinking water were significantly less likely to be

infected with H. pylori than children whose family did not use the special water

container. This suggests that hands contaminated with H. pylori rather than a

contaminated water delivery system transfer the bacteria to the drinking water.35

More recently, in rural China H. pylori DNA has been amplified from drinking

water samples and its identity verified by sequence analysis.36 In addition, a study

in Leipzig, Germany, showed a positive correlation with the drinking of H. pylori-
contaminated well water and the acquisition of a H. pylori infection.20

Evidence has been also been published suggesting the presence of H. pylori in
both surface and ground waters in the US. The presence of H. pylori in both surface
and ground waters showed a significant correlation with total coliforms but not with

E. coli. In a small number of samples (n = 7), clinical data with respect to H. pylori
prevalence was obtained demonstrating a significant correlation between H. pylori
infection and presence of the bacterium in drinking water sources.37

An individual’s age may also influence the route of transmission of H. pylori. In
one study the key risk factor for acquisition of H. pylori in childhood was the water
source compared to socio-economic status and education level in adults.38 A study

undertaken by MacKay et al.39 of 65 infants in the rural village of Keneba found

that the use of supplemental water was a strong risk factor forH. pylori colonization
in these infants (OR 4.71; 95%CI 1.17–22.5). H. pylori DNA was also isolated
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from biofilms within water storage pots, suggesting that drinking water played an

important role in the transmission of H. pylori in that community.39

Age and Acquisition of H. Pylori

H. pylori infection is acquired during childhood and H. pylori seroprevalence

increases with age. Age has therefore been identified as a risk factor for infection.40,

41 The child is the most venerable to infection fromH. pylori,12, 42 with infections in
children documented at 10–80% worldwide. The conditions induced by H. pylori
are more problematic in adults when compared to children; however, a large

number of individuals are asymptomatic.

The prevalence of H. pylori varies in developing countries when compared to

industrialized countries – the incidence of H. pylori infection is lower in developed
countries when compared to developing countries. In most developed countries,

between 10% and 20% of adults below the age of 30 are infected with H. pylori.43

In Vietnam, for example, H. pylori was found on average in 34.5% of children

sampled44; however, these levels did vary on location, as levels of H. pylori
infection in urban areas were found to be 64% when compared to levels of 41.2%

in rural areas.45 In the Andes, a prevalence of H. pylori of 69% in 2–9 year olds has

been documented.18 The prevalence ofH. pylori in young children in Netherlands is
low46 compared to Brazil.47

Research has shown that by the age of 10, over 50% of children worldwide are

infected with H. pylori and acquisition has been shown to occur within the first

2 years of life,48 with newly acquired H. pylori infections occurring before the age

of 10.49 However, the risk of infection with H. pylori decreases rapidly after the age
of 5.50 Levels of H. pylori infection in children living in Gambia have been found

to be at a level of 19% at the age of 3 months. At the age of 30 months, this had been

found to have increased to 85%.51 Studies from the US have also shown age-

specific differences in the prevalence of H. pylori infection in children, with black

and hispanic children found to have the highest acquisition.52, 53

Despite mounting evidence, the age group at greatest risk from H. pylori is
presently unknown and varied. In the early 1990s, a number of studies showed that

the incidence of H. pylori in children was low. However, as mentioned previously,

with more recent studies it has been suggested that the incidence of H. pylori
infection in children is between 1.7 and 15%.54 Further studies have shown that

children who are of school age have a low risk of H. pylori infection and re-

infection.55 An increase in prevalence of H. pylori reflects a birth cohort effect

rather than an increased rate of infection with age.

H. pylori seroconversion has been associated with the slowing weight gains in

children aged 2 years or older,56 suggesting H. pylori is capable of affecting growth
in children.57 Seroprevalence of H. pylori is found to be high in elderly people. In

one study it was found that seroprevalence of H. pylori infection was between 82

and 86% in asymptomatic individuals.58
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The Hygiene Hypothesis Theory

Atopy has been increasing in prevalence in the industrialized world for at least two

decades, but the same increase has not been noted in the developing world.59 Atopy

characterized by the raised immunoglobulin (Ig) E levels underlies allergic diseases

such as asthma, rhinoconjunctivitis, and eczema. The interaction of an environmen-

tal allergen with the innate immune system, its uptake by antigen-presenting cells,

and the subsequent T-cell priming leads to the stimulation of cytokines such as

interleukin (IL)-4, IL-5, and IL-13. These cytokines interact with their receptors to

stimulate IgE production and increased numbers of eosinophils and mast cells; all

these components are capable of precipitating inflammation in the respiratory

tract.60 Currently more than 130 million people suffer from asthma and the numbers

are increasing.60 Clear differences in the prevalence of allergies between rural and

urban areas within one country are also evident: for example, in Ethiopia asthma is

more prevalent in urban than in rural areas.9

Evidence suggests that exposure to food and orofaecal pathogens such as

hepatitis A, Toxoplasma gondii, andH. pylori reduces the risk of atopy by>60%.8

Such infections give rise to an increase in T helper 1 (Th1) cell production, which

diverts the immune system away from T helper 2 (T2) cell production, and therefore

reduces the prevalence of Th2 atopic diseases.59 Furthermore, studies of gut

commensals indicate differences in the rate of microbial colonization as well as

the bacterial type involved in children with and without a pre-deposition to aller-

gy.60 On the basis of such data it has been postulated that the lack of intense

infections in industrialized countries owing to improved hygiene vaccination and

use of antibiotics may alter the immune system such that it responds inappropriately

to innocuous substances.61 The resulting hypothesis suggests that limited exposure

to bacterial and viral pathogens during early childhood leads to an inefficient

stimulation of Th1 cells, which in turn cannot counterbalance the expansion of

Th2 cells and result in a predisposition to allergy.60 Elsewhere it has been suggested

that H. pylori infection may also be associated with increased production of IL-10,

which possesses anti-allergic properties and has been shown to suppress lipopoly-

saccharide-activated eosinophils in allergic disease models.62 However, the obser-

vation that parasites associated with a Th2 dominated immune response, e.g. hook

worms, are also associated with a reduced prevalence of atopic diseases contradicts

the hygiene hypothesis.63 A common feature of worm infection T. gondii and H.
pylori is their ability to produce a chronic persistent infection. This suggests that

persistent exposure of gut commensal organisms is needed to stimulate the produc-

tion of IL-10 and TGF-b, which are required for the maturity of inducible regulato-

ry T cells needed to prevent the development of highly polarized T helper cells;

failure of regulatory T-cell function has been linked to the development of allergic

diseases.64 Since it has been suggested that a H. pylori infection is likely to occur

during the first 5 years of life, the bacterium may have a particularly marked effect

on the developing immune system.62
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Other predictors inversely related to atopic diseases are factors related to expo-

sure to farm animals. Several studies have shown a protective effect of being raised

on a farm or exposure to animal stables during childhood and of being a farmer on

the prevalence of asthma and nasal allergies.63 Additionally, consumption of

unpasteurized milk is inversely related to atopic diseases.64

Conclusion

Current knowledge implies that acquisition of H. pylori seems to occur predomi-

nately in childhood and that once acquired, the infection persists lifelong in most

infected individuals resulting in more infections manifesting in the adult popula-

tion. Although still inconclusive, epidemiological studies strongly suggest person-

to-person transmission, but recent experimental and epidemiological evidence

suggests that H. pylori transmission may involve the consumption of contaminated

drinking water. Although H. pylori is not classified as a food- or waterborne

pathogen, it is recognized as an important pathogen. In the case of H. pylori its
ability to survive in a coccoid VBNC form and its correlation with water and raw

vegetables irrigated with such water represent a concern to epidemiologists and the

like. In fact, it could be argued that survival of bacteria under a VBNC form allows

for a hidden contamination from the environment.

The decline of orofecal infections and changes in the overall pattern of com-

mensals and pathogens that stimulate the immune system may be strong determi-

nants of the epidemic of allergic diseases observed in westernized societies. This

has been as a consequence of improved sanitation and better hygiene practices and

living conditions resulting in decreased risk of H. pylori acquisition in childhood.3

However, recently H. pylori has been inversely associated with atopy and allergic

manifestations data, which is consistent with the hygiene hypothesis theory. This

suggests that H. pylori provides a stimulus essential for the adequate stimulation of

the immune system to avoid allergic diseases. It has been postulated that H. pylori
can direct the immune system toward a Th1 response that counterbalances proal-

lergic responses of Th2 cells which are associated with allergic reactions.60 Since

epidemiological evidence suggests that exposure to H. pylori-contaminated drink-

ing water is more common in developing countries, it could be argued that H. pylori
may confer a protective effect and may account for the reduced prevalence of

allergic diseases in developing countries. Several studies support this suggestion. In

Russian Karelia where atopy and atopic diseases are uncommon, surface water

bodies, lakes, and rivers are used as domestic water frequently without any chemi-

cal or other treatment.64 Therefore, total elimination of H. pylori from the human

host may not be favourable, as these data imply that carriage of H. pylori may have

a beneficial effect. However, despite this, H. pylori infection in early childhood is

postulated to induce a low-grade inflammatory condition which over time can

develop into pre-malignant changes and eventually gastric carcinoma.35 This is

supported by the statistics that show that gastric carcinoma is more common in the
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developing world. Consequently, H. pylori remains a significant problem in the

developing world and its importance is unlikely to diminish in the foreseeable

future. It is imperative that we acquire a better understanding of the risk factors for

acquiring the infection, yet at the same time should not overlook the potential for

the bacterium to be transmitted via a waterborne pathway.65,66 Acquisition in

childhood of H. pylori has significance later on in life; however, the virulence of

the bacterium and its role in the hygiene hypothesis are as yet inconclusive.
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López Quiñones M, Collazos Parra T. Helicobacter pylori infection in the Colombian Andes:

a population-based study of transmission pathways. American Journal of Epidemiology

1996;144(3):290–299.

19. Akcam Y, Ersan S, Alper M, Bicik Z, Aytug N. The transmission of Helicobacter pylori via
exposure to common sources outweighs the person-to-person contact among spouses in

developing countries. American Journal of Gastroenterology 2000;95:317–319.

20. Rolle-Kampczyk UE, Fritz GJ, Diez U, Lehmann I, et al. Well water – one source of

Helicobacter pylori colonisation. International Journal of Hygiene and Environmental Health

2004;207:363–368.

21. Engstrand L. Helicobacter in water and waterborne routes of transmission. Journal of Applied

Microbiology 2001;90:80S–84S.

22. Mackay WG, Gribbon LT, Barer MR, Reid DC. Biofilms in drinking water systems – a

possible reservoir for Helicobacter pylori. Water Science and Technology 1998;38:181–185.

23. Hulten K, Han SW, Enroth H, Klein PD, Opekun AR, et al.Helicobacter pylori in the drinking
water in Peru. Gastroenterology 1996;110:1031–1035.

24. Klein PD, Graham DY, Gaillour A, Opekun AR, Smith EO. Water source as a risk factor for

Helicobacter pylori in Peruvian children. The Lancet 1991;337:1503–1506.

25. Thomas JE, Gibson BR, Darboe MK, Dale A, Weaver LT. Helicobacter pylori from human

faeces. The Lancet 1992;340:1194–1195.

26. West AP, Millar MR, Tompkins DS. Effect of physical environment on survival of Helico-
bacter pylori. Journal of Clinical Pathology 1992;45:228–231.

27. Johnson CH, Rice EW, Reasoner DJ. Inactivation of Helicobacter pylori by chlorine. Applied
and Environmental Microbiology 1997;63:4969–4970.

28. Rowan NJ. Viable but non-culturable forms of food and waterborne bacteria: Quo Vadis?.

Trends in Food Science and Technology 2004;15:462–467.

29. Moreno Y, Ferrus MA, Alonso JL, Jimenez A, Herandez J. Use of fluorescent in situ

hybridization to evidence the presence of Helicobacter pylori in water. Water Research

2003;37:2251–2256.

30. Hopkins RJ, Vial PA, Ferreccio C, Ovalle J, et al. Seroprevalence of Helicobacter pylori in
Chile – vegetables serve as one route of transmission. Journal of Infectious Diseases 1993;

168:222–226.

31. Vincent P. Transmission and acquisition of Helicobacter pylori infection: evidences and

hypothesis. Biomedicine and Pharmacotherapy 1995;49:11–18.

32. Friis L, Engstrand L, Edling C. Prevalence of Helicobacter pylori infection among sewage

workers. Scandinavian Journal of Work and Environmental Health 1996;22:364–365.

33. Clemens J, Albert MJ, Rao M, Huda S, et al. Sociodemographic hygienic and nutritional

correlates of Helicobacter pylori infection of young Bangladeshi children. Paediatric Infec-

tious Disease Journal 1996;15:1113–1118.

34. Hulten K, Enroth H, Nyström T, Engstrand L. Presence of Helicobacter species DNA in

Swedish well water. Journal of Applied Microbiology 1998;85:282–286

35. Frenck RW Jr, Clemens J. Helicobacter in the developing world. Microbes and Infection

2003;5(8):705–713.

36. Sazaki K, Tajiri Y, Sata M, Fujii Y, et al. Helicobacter pylori in the natural environment.

Scandinavian Journal of Infectious Disease 2001;31:275–279.

37. Hegarty JP, Dowd MT, Baker KH. Occurrence of Helicobacter pylori in surface water in the

United States. Journal of Applied Microbiology 1999;87:697–701.

38. Olmos JA, Rios H, Higa R. Prevalence of Helicobacter pylori infection in Argentina –

results of a nationwide epidemiological study. Journal of Clinical Gastroenterology 2000;

31:33–37.

272 S.L. Percival



39. Mackay WG, Bunn JEG, Thomas JE, Reid DC, Weaver LT. Molecular evidence of Helico-
bacter pylori in biofilms of containers used for storing water. Archives of Disease in

Childhood 2001;84(SS):A24–A27.

40. Braga AB, Fialho AM, Rodrigues MN, Queiroz DM, Rocha AM, Braga LL. Helicobacter
pylori colonization among children up to 6 years: results of a community-based study from

Northeastern Brazil. Journal of Tropical Pediatrics 2007;53(6):393–397.

41. Rodrigues MN, Queiroz DM, Rodrigues RT, Rocha AM, Braga Neto MB, Braga LL.

Helicobacter pylori infection in adults from a poor urban community in northeastern Brazil:

demographic, lifestyle and environmental factors. Brazilian Journal of Infectious Diseases

2005;9(5):405–410.

42. Tytgat GNJ, Lee A, Graham DY, Dixon MF, Rokkas T. The role of infectious agents in peptic

ulcer disease. Gastroenterology International 1993;6:76–89.

43. Pounder RE, Ng D. The prevalance of Helicobacter pylori infection in different countries.

Aliment Pharmacology and Therapeutics 1995;9:33–39.

44. Brenner H, Rothenbacher D, Bode G, Alder G. The individual and joint contributions of

Helicobacter pylri infection and family history to the risk for peptic ulcer disease. Journal of

Infection 1998;177:1124–1127.

45. Hoang TT, Bengtsson C, Phung DC, Sorberg M, granstrom M. Seroprevalence of Helicobac-
ter pylori infection in urban and rural Vienam. Helicobacter 2003;8:481–482.

46. Mourad-Baars PE, Verspaget HW, Mertens BJ, Mearin ML. Low prevalence of Helicobacter
pylori infection in young children in the Netherlands. European Journal of Gastroenterology

and Hepatology 2007;19(3):213–216.

47. Rodrigues MN, Queiroz DM, Bezerra Filho JG, Pontes LK, Rodrigues RT, Braga LL.

Prevalence of Helicobacter pylori infection in children from an urban community in north-

east Brazil and risk factors for infection. European Journal of Gastroenterology and Hepatol-

ogy 2004;16(2):201–205.

48. Rothenbacher D, Inceoglu J, Bode G, Brenner H. Acquisition of Helicobacter pylori infection
in a high-risk population occurs within the first 2 years of life. Journal of Pediatrics 2000;136

(6):744–748.

49. Malaty HM, El-Kasabany A, Graham DY, Miller CC, Reddy SG, Srinivasan SR, Yamaoka Y,

Berenson GS. Age at acquisition of Helicobacter pylori infection: a follow-up study from

infancy to adulthood. Lancet 2002;16:931–935.

50. Rowland M, Daly L, Vaughan M, Higgins A, Bourke B, Drumm B. Age-specific incidence of

Helicobacter pylori. Gastroenterology 2006;130:65–72.

51. Thomas JE, Dale A, Harding M, Coward WA, Cole TJ, Weaver LT. Helicobacter pylori
colonization in early life. Pediatric Research 1999;45(2):218–223.

52. Malaty HM, Logan ND, Graham DY, Ramchatesingh JE. Helicobacter pylori infection in

preschool and school-aged minority children: effect of socioeconomic indicators and breast-

feeding practices. Clinical Infectious Diseases 2001;32(10):1387–1392.

53. Staat MA, Kruszon-Moran D, McQuillan GM, Kaslow RA. A population-based serologic

survey of Helicobacter pylori infection in children and adolescents in the United States.

Journal of Infectious Diseases 1996;174(5):1120–1123.
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Chapter 12

Probiotics and the Ageing Gut

Steven L. Percival

Introduction

Probiotic food and supplements are very popular particularly in an ageing popula-

tion. There usage has principally been confined to gastrointestinal (GI) related

conditions. However, ‘‘live probiotics’’ are now being used to alleviate infection

and diseases in many areas of the human body. It is well acknowledged that there is

a growing body of evidence to support the fact that the complex and vast microflora

inside our gastrointestinal tract (GIT) contributes to health and disease.1 For this

micoflora to function optimally in the adult gut, the ‘‘balance’’ of the microflora

must be maintained and this appears to be increasingly difficult because of lifestyle

changes and the problems associated with human ageing. Various factors (e.g. diet,

antibiotic treatment, stress, age) may ‘‘shift’’ the balance of the gut microflora away

from potentially beneficial or health-promoting bacteria (e.g. Lactobacilli and

Bifidobacteria) towards a predominance of potentially harmful or pathogenic bac-

teria such as Clostridia, sulfate-reducers, and certain Bacteroides species.2 Predom-

inance of these latter populations are known to predispose an individual to a number

of clinical conditions such as cancer and inflammatory disorders while making the

host more susceptible to infections by transient enteropathogens such as Salmonel-

la, Escherichia coli, and Listeria.3 Consequently, people are seeking healthier

lifestyles, and evidence is mounting that supports the idea that our health can be

affected by the daily consumption of specific bacteria such as ‘‘probiotics.’’ Probi-
otic is derived from Greek and means ‘‘for life.’’ Fuller defined probiotics as ‘‘live

microbial feed supplements which beneficially affect the host by improving the

intestinal microbial balance.’’4 However, a later definition by the Food and Agri-

cultural Organization of the United Nations and the World Health Organization to

provide health benefits5 proposed probiotics as ‘‘live microorganisms which when

administered in adequate amounts confer a health benefit on the host.’’6 A probiotic

is considered as a food or supplement containing viable microorganisms that on
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ingestion affect the host in a beneficial manner by modulating mucosal and system-

ic immunity as well as improving nutritional and microbial balance in the intestinal

tract.7 Health benefits associated with the consumption of probiotic bacteria include

modulation of immune function, protection against enteric infections and immuno-

inflammatory disorders, anti-tumorigenic effects, alleviation of lactose intolerance,

and blood cholesterol reduction.8,9

Although there are many microbial strains that are claimed to have probiotic

activity, only a handful of species dominate the marketplace, with Lactobacilli and

Bifidobacteria being the most extensively studied.10 With many probiotics it is

found that the most clinically significant strains are generally the most susceptible

to death. Consequently, many probiotics die before providing any benefit. In

addition, the mechanism by which probiotics act on the human host is poorly

understood, which can make the outcomes obtained from many trials difficult to

determine and expect. However, in the last decade probiotics have shown to provide

some benefit to help fight infections in an ageing population and also to help

modulate the humans immune system in both children and adults.

The scope of this chapter is to evaluate the scientific evidence in support of the

modest health claims in terms of efficacy of probiotics in GI disorders including the

mechanisms of action related to their therapeutic effect in children and adults.

History of Probiotics

Although the word ‘‘probiotic’’ by definition was not established until 1965, the

concept was worked upon by the Noble Prize winning Russian Scientist Elie

Metchnikoff much earlier. Metchnikoff believed that the microbial population in

the colon was having an adverse effect on the host through so called ‘‘autointox-

ination.’’2 In the ‘‘Propagation of Life’’ Metchnikoff suggested that the long life of

Bulgarian peasants resulted from their consumption of fermented milk products

containing Lactobacilli.11 As a result, Metchnikoff began to modify the colonic

flora through ingested soured milks. He used a Gram-positive rod which he called

Bulgarian bacillus and later Bacillus bulgaricus; it is probable that this organism

later became known as Lactobacillus bulgaricus, which together with S. thermo-
philus is responsible for the traditional fermentation of milk into yogurt.2 Several

definitions of probiotics have since evolved, but a more modern definition has

proposed probiotics as ‘‘microbial cell preparations or components of microbial

cells that have a beneficial effect on health and wellbeing.’’7

Gut Physiology

Initial bacterial colonization of a previously germ-free human intestine begins at

birth and is an important component of the development of mucosal host

defences.12,13 Diet and environmental factors may also influence this process.14

The GIT of the average human adult is colonized by approximately 1014 microbial
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cells representing more than 500 different species, primarily consisting of Bacter-

oides, Lactobacillus, Clostridium, Fusobacterium, Bifidobacterium, Eubacterium,

and Peptostreptococci species.15 This indigenous microflora can be sometimes

classified as potentially harmful or health promoting. The strains with beneficial

properties include principally bifidobacteria and lactobacilli, as there is increasing

evidence that these bacteria may antagonize pathogens directly through the pro-

duction of antimicrobial compounds and exhibit powerful anti-inflammatory prop-

erties.16 Moreover, the same genera have been attributed with other beneficial

aspects such as stimulation of the immune response, competitive exclusion of

pathogens, and production of lactase that aids digestion in lactose digestion.17

An important function of the intestinal microflora is to provide protection against

incomingmicroorganisms. Studies have demonstrated that animals bred in a germ-free

environment are highly susceptible to infections – therefore the intestinal microflora is

considered an important constituent in the mucosal defence barrier; this is known as

colonization resistance.18 The role of intestinal microflora in oral tolerance induc-

tion also suggests that the gut microflora directs the regulation of systemic and local

immune responses and provides strong stimuli for the maturation of gut lymphoid

tissue; abrogation of oral tolerance is associated with lack of intestinal flora.19

Recent investigation into the interaction between bacteria and the mucosal innate

and adaptive immune system provides a basis for understanding the role of gut

microflora in achieving a disease-free state in the host, despite the constant presence

in the gut lumen of various antigens from food and microorganisms.18

Once established, the intestinal flora is beneficial to the host but also potentially

pathogenic.8 Consequently, disturbances in the intestinal microflora as a result of a

number of factors (e.g. stress, antibiotic treatment, infection) can affect gut barrier

function and induce GI disorders and gut-related inflammatory conditions, enhanc-

ing the predisposition to an increased risk of infectious disease as well as immuno-

inflammatory or autoimmune diseases.8

Normalization of the properties of unbalanced intestinal microflora by specific

strains of healthy gut microflora (e.g. Lactobacillus, Bifidobacterium) constitutes

the rationale in probiotic therapy.

Therapeutic Effects of Probiotics

Probiotic Effects in Neonates and Children

The use of probiotics in children was reviewed extensively as a dietary supplement

by the Committee on Nutrition of the European Society of Pediatric Gastroenterol-

ogy, Hepatology and Nutrition, who published a report in 2001.20 This report

sparked off the use of probiotics in infants.

Probiotics in children has been used to help various conditions such as acute

diarrhoeal disease, intestinal inflammation and infection, Helicobacter pylori, and
constipation, and each of these will be highlighted in more detail later on in this

chapter.
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A newborn baby is very susceptible to infections and conditions such as diar-

rhoea are a common occurrence. In fact, if we consider the United States alone,

there are generally between 21 and 37 million diarrhoeal episodes in 16.5 million

children per year.21 Today, this figure is very much higher, as actual numbers are

often not reported. Necrotizing enterocolitis is a devastating disorder that affects

neonates specifically in intensive care units. It is particularly prevalent in preterm

infants (<1,500 g in weight).21 The bacteria that are responsible for this condition

include Clostridium, Escherichia coli, Klebsiella, Salmonella, Staphylococcus au-
reus, and Pseudomonas, to name but a few. It has been documented that if lactoba-

cillus or Bifidobacteria colonize the gut first, the cases of necrotizing enterocolitis is

significantly reduced.22 Also, if neonates are administered antibiotics at birth, an

abnormal microbiota is shown to remain 4 weeks later.23 Human trials in children

using Lactobacillus acidophilus and Bifidobacterium infantiswas provided to 1,282
patients in Colombia. This treatment was shown to result in a 60% reduction in

necrotizing enterocolitis.24

Strong evidence of the benefits of L. rhamnosus GG and B. lactis BB-12 and L.
reuteri SD2222 against rotavirus in children have been found. In fact, there have

been a number of clinical trails that have involved the use of probiotics and these

have shown to reduce the duration of diarrhoea in children. 25–31 There is also

growing evidence that probiotics can inhibit both the adherence and growth of

many enteropathogens. Lactobacillus GG has been shown to have beneficial effects

in reducing the incidence of eczema in infants.32 In addition to this, infants that

have been breast-fed have been found to have lower incidence of allergies. The role

bifidobacteria play in this is considered to be significant.33–38

Probiotic Effects in Adults and Children

The use of probiotics in adults to help treat certain conditions and ailments is

increasing. The clinical areas where these have been utilized, in both children and

adults, have included lactose intolerance, gastritis due to Helicobacter pylori,
small-bowel bacterial overgrowth, viral gastoenteritis, bacterial diarrhoea, antibiot-

ic-associated and C. difficile induced diarrhoea, constipation, inflammatory bowel

and irritable bowel syndromes, and nosocomial infections, to name but a few. Each

of these areas will be considered in turn.

Lactose Intolerance

Approximately two-thirds of the world’s adult population suffer from lactose

malgestion.15 Lactose malabsorption is characterized by the absence or decreased

production of the lactose-cleaving enzyme b-galactosidase (lactase) in the mucosa

of the small intestine, so that unsplit lactose reaches the colon.39 This results in
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various degrees of abnormal discomfort (bloating, cramps, etc.). Lactase absorption

has been shown to be improved by probiotic bacteria owing to bacterial b-
galactosidase activity, changes in colonic microflora, and delayed transit time in

the small bowel.40 Studies have shown that milk containing L. acidophilus and

Bifidobacteria improve the symptoms of lactose malabsorption in lactose-intolerant

patients.14 However, elsewhere, other studies have demonstrated that L. acidophi-
lus does not improve lactose absorption.3 Possible explanations include a low

probiotic cell count3 or that probiotic bacteria just pass through the small intestine

without sufficient release of b-galactosidase and play more of a role in the colon.11

Furthermore, numerous studies have shown that improved lactase digestion occurs

in lactose malabsorbers who consumed yogurt rather than milk; this effect appears

not to correspond to a replacement of endogenous lactase by bacterial b-galactosi-
dase. Investigators have suggested that slower gastric emptying of yogurt and

therefore the delayed passage of lactose allows the endogenous b-galactosidase
more time to hydrolyse the lactose and is not attributed to microbial b-galactosi-
dase.11 To what extent probiotics contribute to relief of lactose intolerance symp-

toms is uncertain; some probiotics, for example, L. rhamnosus GG, are not able to
ferment lactose.10

Helicobacter Pylori Infection

H. pylori is the major pathogen causing gastritis and peptic ulcers, and is a risk

factor for gastric malignancies.13 The organism can be found in 70–90% of the

population in developing countries and 25–50% in developed countries.41 Most

intestinal bacteria cannot withstand the low pH environment of the stomach.

However, in vivo studies have shown that Lactobacillus has the capacity to adhere

and even transiently reside in the human upper GIT, and may even downregulateH.
pylori.42 In addition, a further in vivo study demonstrated how H. pylori coloniza-
tion was inhibited with L. salivarius-fed mice when compared with lactobacillus-

free mice.9 A similar inhibition result was also observed in humans consuming L.
johnsonii.17 More recently, an intervention study involving administration of L.
casei strain Shirota to 14 H. pylori-positive subjects indicated a slight trend towards
a suppressive effect of L. casei on H. pylori.9 Furthermore, investigators have

suggested that inhibition by selected L. reuteri strains may help to prevent infection

during early stage colonization by H. pylori.13

It has been postulated that Lactobacillus probiotic species colonize the intestine

and exhibit several mechanisms of action against H. pylori. These include compet-

ing for nutrients, competitive pathogen exclusion, production of inhibitory com-

pounds (e.g. lactate, hydrogen peroxide, short chain fatty acids, bacteriocins), and

immunomodulatory stimuli.41 More recently, the antimicrobial compounds secret-

ed by Bifidobacterium were shown to inhibit the growth of clinical isolates of H.
pylori, and their effects were promoted by organic acids resulting fermentation at an

acid pH.
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Finally, it has been proven that the effectiveness of antibiotic-based triple

therapies can be improved by the addition of selected probiotic strains to H. pylori
treatment protocols, in addition to alleviating any unwanted side effects.40 The

results of these studies alone indicate a supporting role for probiotics when used in

combination with standard eradication therapy. However, despite promising evi-

dence, attempts to improve H. pylori eradication rates through the use of probiotics
alone have had mixed results.7, 43 In children, H. pylori was eradicated when three

probiotics were used in combination with the routinely used triple therapy for H.
pylori treatment.44

Small-Bowel Bacterial Overgrowth

Overgrowth of bacteria in the small intestine can have many causes, including blind

loops, stenosis of the intestine, diverticula, and motility disorders, with symptoms

frequently chronic and relapsing.45 L. acidophilus has been shown to reduce the

symptoms of small-bowel bacterial overgrowth brought on by end-stage kidney

disease.17 A limited number of studies have also suggested that L. plantarum and

L. rhamnosus GG may be beneficial in eliminating the symptoms associated with

small-bowel bacterial overgrowth.40

Viral Diarrhoea

Acute Gastroenteritis

A major area of interest for the use of probiotics has been in patients who have

acute diarrhoea caused by rotavirus infections, which is the most common cause of

acute gastroenteritis in children.15 Rotavirus can account for up to 60 and 50% of all

diarrhoeal episodes in developing and developed countries, respectively, and an

estimated 870,000 deaths in children every year.46 In several placebo-controlled

studies, a decrease of rotavirus associated diarrhoea in children has been reported

after treatment with Lactobacillus GG, measured on reduction in duration of

diarrhoea or decrease in numbers of bowel motions per day; it has consistently

been shown to reduce the duration of diarrhoea by 50%.18,47 Furthermore, a 15-

month study on the effect of prophylactic use of a daily dose of Lactobacillus GG in

204 malnourished Peruvian children reported a decrease in the incidence of acute

diarrhoea.40 Elsewhere, several studies have also shown that L. reuteri, L. casei
Shirota, and B. lactis Bb12 can shorten the duration of rotavirus by approximately 1

day.10 As an example, in 199430 Saavedra and colleagues randomized 55 hospita-

lized infants to receive B. bifidum (later renamed as B. lactis) and S. thermophilus in
a milk formula or placebo. Only 10% of the children in the probiotic group shed
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rotavirus in their stools compared with 39% of the control group; the overall rate of

diarrhoea was also reduced in the treatment group.17 These data support a role for

probiotics in reducing the frequency of diarrhoeal illnesses possibly because of the

stabilization of the indigenous microflora, reduction in the duration of rotavirus

shedding, and reduction in the increased gut permeability caused by rotavirus

infection together with a significant increase in IgA-secreting cells to the rotavi-

rus.18 A further suggestion offered by Penner et al.7 indicated that probiotics are

able to inhibit the adhesion of rotavirus by modifying the glycosylation state of the

receptor in epithelial cells using soluble factors excreted by the probiotics. Conse-

quently, certain strains of lactic acid bacteria, particularly Lactobacillus GG, may

promote a systemic and local immune response to rotavirus, which may be of

importance for protective immunity against re-infections.

A review of the literature suggests that the positive effects of Lactobacillus GG
in acute diarrhoea cannot be extrapolated absolutely to other probiotic strains or to

patients with other causes of acute diarrhoea of viral or bacterial origin. For

example, comparing several probiotic strains, Majamaa et al.29 found a beneficial

effect of Lactobacillus GG but not of L. rhamnosus, L. delbrueckii, and S. thermo-
philus in the efficacy of rotavirus gastroenteritis. Furthermore, placebo-controlled

trials in children with acute diarrhoea have not demonstrated any beneficial effect

of L. acidophilus, and inconsistent results have been reported using Enterococcus
SF68 in adults with acute diarrhoea.18 This evidence suggests that different probi-

otic strains may have different potential benefits.

Bacterial Diarrhoea

Acute bacterial diarrhoeal infections continue to increase and are largely of water-

borne and foodborne origin.48 Several pathogens such as Salmonella species,

enteroinvasive E. coli and enterohemorrhagic E. coli species, Campylobacter
species, and Shigella species can cause invasive diarrhoea.13 These pathogens

have the capacity to invade the mucosa of the small intestine and colon, and

stimulate local and systemic inflammatory responses, possibly causing haemor-

rhage and ulceration of the mucosa.18 Probiotics have been shown to be effective in

treatment of these conditions. For example, L. acidophilus was found to inhibit the

damage in tight junctions.1 Another study suggested that antimicrobial substances

produced by L. acidophilusmay neutralize entertoxins from E. coli.13 Elsewhere, L.
rhamnosus and L. acidophilus strains inhibited colonization of the intestinal cell

monolayer by E. coli 0157:H7 and also reduced cell invasion by this enterovirulent
strain.8 Moreover, the antimicrobial activity of B. breve Yakult against S. enterica
serovar typhimurium has been investigated using an antibiotic-induced murine

infection model. Intestinal growth and subsequent intestinal translocation of the

pathogen were inhibited by B. breve colonization; in contrast, B. bifidum strain had

no effect.16 L. casei Shirota strain has also been shown to significantly reduce the

numbers of Listeria monocytogenes in the tissues of infected rats, possibly by

increasing cell-mediated immunity.48
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It is postulated that probiotics may exert their anti-infective effects by influen-

cing the regulation of mucin gene expression, composition, and release of mucus.8

An in vitro study involving the co-culture of Lactobacillus GG and L. plantarum
299v with colonic epithelial cells was shown to enhance the expression of mucin

genes (MUC2 and MUC3); furthermore, Lactobacillus GG and L. plantarum
inhibited the adherence of enteropathogenic and enterohaemorrhagic E. coli to
intestinal epithelial cells but not to non-epithelial Hep 2 cells, suggesting a protec-

tive role for mucin.8

In contrast to reports showing substantial evidence of the benefits from Lacto-

bacilli therapy in patients with viral gastroenteritis, data in support of the use of

probiotic strains for the prevention of travellers’ diarrhoea (TD) are more limited.

In some studies, L. casei rhamnosus has been shown to reduce the incidence of

TD,49 but in contrast, a placebo-controlled study conducted in adults travelling on

holiday showed an overall incidence of 46.5% of diarrhoea in the placebo group vs.

an incidence of 41% in the group given L. casei rhamnosus GG.16 Since TD is often

caused by a diverse range of microbial pathogens (e.g. E. coli, Salmonella, Cam-

pylobacter, etc.) it is unlikely that a single probiotic strain would inhibit such a

broad spectrum of pathogens in vivo and, as such may account for many probiotic

strains that have failed to show a positive impact for TD. Finally, Cryptosporidium
parvum is a waterborne protozoan parasite that also causes acute diarrhoea in

humans. A recent study has demonstrated that the antimicrobial substances excret-

ed by L. reuteri and L. acidophilus can prevent infection against the oocyst stage of
C. parvum.50

Since diarrhoea is a major cause of infant death worldwide and can be incapa-

citating in adults, the widespread use of probiotics could be an important non-

invasive means to prevent and treat such diseases, particularly in developing

countries.

Antibiotic-associated and C. difficile-induced Diarrhoea

Diarrhoea can also occur as an adverse effect of antibiotic therapy, with clinical

symptoms ranging from mild diarrhoea to pseudomembranous colitis; it is mainly

caused by an overgrowth of Clostridium diffcile due to a disturbance in gut

microbial ecology.47 Despite adequate treatment with oral vancomycin or metroni-

dazole, clostridia-related diarrhoea can relapse in up to 25% of cases.45 Several

placebo-controlled studies have demonstrated a decrease in the incidence of diar-

rhoea or change in stool frequency and consistency in patients treated with probio-

tics; probiotic strains frequently applied in these studies are lactobacillus GG, L.
acidophilus, and S. boulardi.40 A recent review also concluded that L. rhamnosus
GG and S. boulardi in combination with antibiotics decreased recurrence of C.
difficile infection,51 and S. boulardi appeared to have a specific protective mecha-

nism against C. difficile.46 Elsewhere, the efficacy of L. plantarum 299v in combi-

nation with metronidazole treatment of C. difficile was determined, but it was
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concluded that the trial was inadequately powered to show significant benefit

(recurrence in 4 out of 11 L. plantarum-treated vs. 6 of 9 placebo-treated patients).7

Finally, a study enrolling 45 antibiotic-associated diarrhoea patients from 10

different centres found a resolution of diarrhoea within 1 week in 91% of the

patients treated with Enterococcus SF68 vs. 73% in the placebo group.40 These

results show promise for several different probiotic agents in preventing antibiotic-

associated and C. difficile-induced diarrhoea. However, most studies on probiotics

and diarrhoea focus on outcome parameters such as the incidence of diarrhoea or

stool frequency and therefore clinical applications of these studies are limited by

the lack of proper comparative studies with available probiotics and dose–response

studies.

Constipation

Constipation is a major digestive complaint and is traditionally defined in terms of

bowel movement varying from three to once weekly or less.52 Current evidence

suggests that probiotics, specifically lactic acid bacteria, may improve intestinal

mobility and relieve constipation, possibly through a reduction in gut pH.10 One

study showed that the consumption of bifidus milk improved intestinal mobility and

bowel behaviour in a group of 18 constipated elderly persons.17 However, a review

of the literature does not substantiate this claim, and the causes of constipation may

actually relate to physical inactivity, low-fibre diet, insufficient liquid intake, and

certain drugs.10

In children the administering of Lactobacillus GG induced no significant benefit

to chronic constipation.53

Irritable Bowel Syndrome and Inflammatory Bowel Disease

Irritable bowel syndrome (IBS) is a functional GI disorder with heterogeneous

pathophysiology and affects 8–22% of the population.15 Treatment focuses primar-

ily on the relief of clinical symptoms (i.e. abdominal pain, diarrhoea, bloating).

Recent, controlled studies have assessed the use of probiotics for IBS. The thera-

peutic effects of L. acidophilus were demonstrated in a cross-over trial with 18 IBS

patients.40 Symptomatic improvement was also found in 19 of 28 patients in an

uncontrolled study after the administration of Enterococcus faecium PR88.45 More

recently, the effects of a probiotic formulation containing 8 different probiotic

species (known as VSL3) on GI transit and symptoms of patients with diarrhoea

and IBS were evaluated. The study concluded there was no significant difference in

symptom relief between the placebo and the VSL3-treated group with the exception

of abdominal bleeding which was decreased by VSL3 treatment.7 Elsewhere, the

administration of L. plantarum 299 vs. placebo for 4 weeks decreased pain and
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flatulence and showed overall clinical improvement in patients with IBS.1 In

contrast however, no clinical improvement was reported after consumption of

Lactobacillus GG for 8 weeks in bloating-predominant IBS patients.40 Consequent-

ly, the ability of probiotics to impact on IBS remains to be proven, and further

invention studies are required using a range of probiotic strains.

Elderly patients with various conditions such as refractory pouchitis, ulcerative

colitis, and Crohn’s disease have utilized the use of probiotics.54

Other Areas

Within an ageing population, other conditions that may benefit from the use of

probiotics have been documented. For example, incidences of urinary tract infec-

tions (UTIs) and bacterial vaginosis are thought to affect over one billion woman

each year. Certain Lactobacilli are able to colonize the vagina and reduce the risk of

urinary tract infection, yeast vaginitis, and bacterial vaginosis.55,56 Long-term UTIs

if left untreated can lead to conditions such as kidney damage or, worse still, death.

The vaginal microflora changes on a daily basis and during the menstrual cycle.57 It

is documented that the lactobacillus in most woman is continually being disrupted,

which increases the chances for infections from pathogens.

As both lactobacilli and bifidobacteria are able to modify the microbiota of the

gut, there is evidence that these bacteria have the ability to reduce b-glucuronidase
and carcinogenic levels of harmful chemicals in the gut.58 The use of probiotics to

prevent allergic reactions has also been demonstrated.32 Skin care has also been

considered as another potential area for probiotic applications.59

Ongoing Research into Probiotics

The effect of probiotics on the immune system is an active area of interest and

hence has been comprehensively reviewed. Most of the evidence from in vitro

investigations, animal models, and human studies suggest that probiotics can

enhance both specific and non-specific immune responses.60 These effects are

believed to be mediated through activating macrophages, increasing levels of

cytokines, increasing natural killer cell activity, and/or increasing levels of immu-

noglobulins.8 For example, a study involving the consumption of L. johnsonni La1
or B. lactis Bb12 for 3 weeks enhanced the phagocytic activity of the peripheral

blood leukocytes (PMN cells and monocytes) in human volunteers.8

Other areas of research include the use of probiotics in inflammatory bowel

disease (IBD), pouchitis, and ulcerative colitis. Studies have shown improvement in

symptoms of these disorders with consumption of certain strains of Lactobacilli. A

recent trial in 60 patients with IBD indicated that daily administration of a 400-ml

drink containing 5 � 107 cfu/ml L. plantarum reduced pain and flatulence over the
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4-week study period.17 Suppression of growth and function of enteric pathogenic

bacteria via production of short-chain fatty acids, secretion of bactericidal proteins,

and prevention of epithelial adherence are thought to be some of the mechanisms of

probiotic action.54

Hypercholesterolemia is a leading cause of atherosclerosis and cardiovascular

disease.13 A wide variety of probiotics have been used in clinical trials involving

their usage in serum lipid modulation. A recent, well-controlled study has shown

that consumption of milk containing Enterococcus faecium and S. thermophilus by
29 healthy males for 6 weeks resulted in a 10% reduction in low density lipoprotein

(LDL) cholesterol.47 Elsewhere, one study in hypercholesterolemic mice showed

that administration of low levels of L. reuteri for 7 days decreased total cholesterol
and triglyceride levels by 38 and 40% respectively, and increased the HDL:LDL

ratio by 20%.17 There is also evidence that probiotic bacteria may also play a role

in blood pressure control, with animal and clinical studies documenting anti-

hypertensive effects of probiotic ingestion.10 Consequently, there is a need for

long-term, well-controlled human studies to evaluate the benefit of probiotic con-

sumption on heart disease and blood lipid levels.

Probiotics have been suggested to prevent the recurrence of certain cancers by

inhibiting various carcinogens. Examples include nitrosamines. Certain bacteria are

able to produce enzymes that transform precarcinogens into active carcinogens

such as glycosidase, b-glucuronidase, azoreductase, and nitroreductase45; Bifido-

bacteria and Lactobacilli do not produce toxic or carcinogenic metabolites.15 In

fact, many probiotics have been shown to reduce the level of these detrimental

enzyme activities. Probiotic strains (e.g. L. acidophilus, B. longum, and L. rham-
nosusGG) have reduced the incidence of colonic tumours in rats dosed with colonic

carcinogens or cooked food mutagens.40 O’Mahony has shown that Lactobacillus
salivarius UCC118 strain was able to reduce the prevalence of colon cancer in

mice.61 Elsewhere, human epidemiological studies suggest that probiotics deliv-

ered as fermented dairy products may reduce the risks of large adenomas in the

colon.15 Also L. casei has been shown to prevent bladder cancer.62

Some studies have also reported that probiotics can play a role in both the

prevention and management of atopic dermatitis.13 Furthermore, the immuno-

inflammatory responses to dietary antigens in allergic individuals are shown to be

alleviated by probiotics, this being attributable to enhanced production of the anti-

inflammatory cytokines, IL-10 and TGF-b, and partly by the control of allergic

inflammation of the gut.18 Also, current research suggests that an altered gut

microflora may play a role in autistic pathology, and studies have shown that

probiotics may relieve GI symptoms associated with autism.15

Finally, since some probiotics have demonstrated immune-potentiating activ-

ities during the course of rotavirus infection, it has been suggested that they could

enhance oral vaccine administration. Studies have been conducted with live polio

vaccine and typhoid vaccine, administrating probiotics for an immunoadjunct effect –

in these trials, levels of protective antibody were enhanced and overall vaccine

efficiency was increased.10 Also, an additional area of research is the use of a

probiotic in combination with a prebiotic to form what is called a symbiotic
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approach. This combination is thought to benefit the host by improving the survival

and implantation of live microbial dietary supplements into the GIT and by

improving the microbial balance of the GIT.15 Furthermore, the effectiveness of

combining probiotics and prebiotics may be additive and synergistic, especially in

lowering serum cholesterol levels and reducing colorectal cancer.13

Conclusion

Initial bacterial colonization of a human intestine begins at birth and is an important

component for the development of mucosal host defences and also aids in the

development of a beneficial microflora for adult life.12,13,63 Data from studies on the

effects of probiotics in GIT, both in children and also adults, tend to be encouraging

and evidence is accumulating which confirms that probiotics can benefit the host by

improving intestinal wellbeing, skin complaints, and atopic disease.64,65 Research

is also suggesting that some probiotic bacteria have anti-carcinogenic properties

and may be able to reduce tumours, while others are able to modulate the immune

system. The most conclusive evidence to date exists for the prevention and treat-

ment of diarrhoea by Lactobacillus GG, L. reuteri, and S. boulardi. Two meta-

analyses concluded that probiotics can reduce the risk of developing antibiotic-

associated diarrhoea, and significant benefits have also been shown in rotavirus

diarrhoea.40 Elsewhere, many proposed beneficial health effects of probiotics still

require further investigation. These include IBD, pouchitis, and ulcerative colitis. In

conclusion, the probiotic approach involving the regular consumption of beneficial

bacteria such as Lactobacilli and Bifidobacteria holds great promise for the preven-

tion and treatment of clinical conditions associated with improved gut mucosal

barrier function and sustained inflammatory responses. This may have important

implications on reducing infections and as such have a role to play in the ageing

process.
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Chapter 13

Microbiological Theory of Autism in Childhood

Steven L. Percival

Introduction

Kanner first described the symptoms of autism in 1943. He defined autism as a

‘‘biological inability for social relatedness’’.1 To date, autism is considered to be

part of the term Autism spectrum disorders (ASD), which includes autism, attention

deficit disorder (ADD), attention deficit hyperactivity disorder (ADHD), and other

associated disorders. These disorders are composed of a complex and heteroge-

neous group of conditions.

Autism is a severely disabling disorder resulting in profound behavioural and

emotional problems and is typified by defects in communication and repetitive

patterns of behaviour.2 It is a syndrome characterized by impairments in social

relatedness and communication, repetitive behaviour, abnormal movements, and

sensory dysfunction. ASD clinically is present at 3 years of age. Studies have,

however, shown that abnormalities in social and communication skills may repre-

sent early indicators of autism. These can sometimes be detected as early as 14

months of age.3 Because of the heterogeneity and clinical variability of autism,

many researchers are now calling autism, autisms.4

The severity of disability of a person with ‘‘autism’’ varies widely. The less

severe forms of autism have considerable co-morbidity with other neurodevelop-

mental disorders such as dyspraxia attention-deficit/hyperactivity disorder and

dyslexia.2,5 Surveys that have been conducted in the US have indicated an apparent

210% increase in the cases of profound autism in children diagnosed over the last

10 years. Recent estimates indicate that the frequency of mild to severe autism may

be as high as 1:150.6 In the UK there has been a sevenfold increase in newly

diagnosed cases of autism between 1988 and 1999,7 but it is unknown whether this

is a true increase in new cases of autism8 or merely the result of altered diagnostic

criteria or increased awareness of the condition.9 Boys are four times more likely to

have autistic spectrum disorders than girls.
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A study by Comi and Zimmerman10 showed that the mean number of autoim-

mune disorders was greater in families with autism, and that 46% of ASD patient’s

families had two or more members with autoimmune disorders. As the number of

family members with autoimmune disorders increased from 1 to 3, the risk of

autism was greater, with an odds ratio that increased from 1.9 to 5.5. The most

common autoimmune disorders observed were type 1 diabetes, adult rheumatoid

arthritis, hypothyroidism, and systemic lupus erythematosus.

In the literature there are many varied theories about the causes of autism. But it

is accepted that genetic and also environmental factors are involved in the patho-

genesis of autism.11–13 The majority of autistic cases seem likely to arise from a

multiplicity of yet unidentified genetic and environmental factors. Consequently,

causes associated with autism include genetic predisposition, alterations in cate-

cholamine and serotonin metabolism, gastrointestinal (GI) abnormalities, bioactive

peptides, autoimmunity, vaccination, fatty acid metabolism, and in utero factors,

to name but a few. There is also growing concern from parents and health

professionals that prenatal and postnatal exposure to xenobiotics (e.g. pesti-

cides) and biotic (e.g., antigens) factors may act synergistically with unidenti-

fied susceptibility factors to produce autistic spectrum disorders. It is thought

that this may be brought about by direct or indirect effects on the immune

system and/or the developing central nervous system (CNS). Some research has

been placed on environmental exposures to agents such as thimerosal.14 Also,

the effects of heavy metals (lead and mercury) on the immune system and autism

continue.15 Essentially, it is thought that any alteration to the immune function may

have long lasting effects resulting in an increased likelihood of development and/or

progression of autoimmune and/or allergic diseases.

While several mechanisms seem to be implicated in autism, there seems to be

no common factor to link them together. Although there have been extensive analyses

of autistic patients’ blood and urine, to date no constant factors have been found.

While genetics has a role to play in autism, genetics alone is not able to

determine the entire ASD phenotype. Therefore, as mentioned previously, non-

genetic factors, such as environmental factors, must play roles as modifiers of

processes determined by genetic susceptibility. This is because environmental

factors may interact with the neuroimmune system. This will ultimately have a

significant effect in disrupting neurodevelopmental pathways leading to alterations

of neurobehaviour.2,16 Over the last few years there has been a lot of interest

regarding the role of immunity and immunological dysfunction in the pathogenesis

of ASD.17,18 Some studies suggest that up to 60% of patients with ASD have

various types of systemic immune dysfunction.19–21 Also, oxidative stress, which

occurs when the levels of reactive oxygen species exceed the antioxidant capacities

of a cell, has effects on the brain. The brain is considered to be vulnerable to

oxidative stress. In addition to these, the microbiology of the host may have a role to

play in relation to allergic effects on the developing host.22

It is the aim of this chapter to highlight some of the available literature on the

possible causative agents of autism in children and provide an alternative theory

implicating bacteria as an environmental factor causing or predisposing an individ-

ual to autism.
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Current Theories on Autism

As mentioned previously, there are a number of factors that can be causative of

autism in children. Each of these will be considered in turn, with each section linked

to a microbiological association.

Genetic Predisposition

Autism affects between 2 and 5 children per 10,000. A genetic contribution has

been proven by family and twin studies,23–27 which show that concordance for

autism is 60% for monozygotic twins and 3% for dizygotic twins of unlike sex.

Lauristen and colleagues28 in 2005 found that the highest risk of autism was in

families with a history of autism. This study supports the commonly accepted

knowledge that genetic factors are involved in the aetiology of autism. However,

the concordance figure for monozygotic twins never reaches 100%, which indicates

an important environmental role in the aetiology of autism. Genetic loci on 15

separate human chromosomes have been implicated in autism, many of which

may have a role in fatty acid metabolism. From a study undertaken in 2001,29 it

was established that the most interesting chromosome regions concerning the

aetiology of autism were chromosomes 7q31–35, 5q11–13, and 16p13.3 as

suggested by different lines of genetic research. A more recent study by Gilling

et al.30 has shown that a 3.2-Mb deletion encompassing 17 genes at the 18q

break point and an additional deletion of 1.27 Mb containing two genes on

chromosome 4q35 may be significant. Quantitative Polymerase Chain Reaction

(Q-PCR) analysis of 14 of the 17 genes deleted on chromosome 18 showed that 11

of these genes were expressed in the brain, suggesting that haplo insufficiency of

one or more genes may have contributed to the childhood autism phenotype of the

patient. Identification of multiple genetic changes in this patient with childhood

autism agrees with the frequently suggested genetic model of ASDs as complex,

polygenic disorders. There are other publications relating to the genetics of autism

and these can be located elsewhere.31–34

Serotonin and Catecholamines

Serotonin

Over 30% of autistic individuals have been shown to have an increase in whole

blood serotonin (5-hydroxytryptamine, 5-HT) levels.35–37 Symptoms of autism

such as sleep disturbance and emotional disturbance are also associated with

delirium,38 which could be caused by increased or decreased serotonin levels.

The presence of a tripeptide that stimulates the uptake of serotonin into platelets

(pyro-Glu-Tyr-Gly-NH2) has been identified in urine of 67% of autistic cases
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compared with 18% controls.39 Serotonin manufacture and release into the brain

depends upon the availability of tryptophan, which is metabolized to form indole

acrylic acid (IAA). IAA is complexed with glycine to form indole acroyl glycine

(IAG), and it is this compound that is commonly found excreted in urine in higher

concentrations from people who have neurodevelopmental disorders.40

Prenatal stress in pregnant rats significantly increases the levels of brain 5-HT,

and its breakdown product 5-hydroxyindoleacetic acid (5-HIAA) accumulates in

the offspring with concomitant behavioural deficits during infancy.41 It has been

suggested that similar mechanisms could operate in humans leading to abnormal

development of specific monoamine-containing neurons in the fetus.41

The possible role of serotonin in autism has been explored using a number of

different approaches.42 In fact, there is documented research that has shown that

elevated levels of serotonin occurs in the platelets of patients with autism.43–45

Some genetic studies that have been undertaken have also shown that people

with autism have abnormalities in serotonin-related genes. Another area of research

supporting serotonin as a neurobiological factor in ASD comes from pharmacolog-

ical interventions.46 Research has also shown that alterations in the serotonin

system have caused behavioural improvements in autistic patients.47,48

Catecholamines

A significant increase in the levels of dopamine and epinephrine has been demonstrated

in whole blood samples from autistic individuals; however, there is no significant

alteration in norepinephrine concentration in these individuals.49 Analysis of urine

samples from autistic individuals often shows a significant increase in the concen-

tration of total homovanillic acid (HVA) (a breakdown product of dopamine).49,50

Urinary concentration of a metabolic product of norepinephrine (3-methoxy-4-

hydroxy-phenylethylene-glycol (MHPG)) is often reduced in autistic individuals.9

Although there often appears to be a link between catecholamines and/or their

breakdown products and autism, this link has not been explained by genetic

analyses which have shown that there is no association between autistic disorders

and loci for genes encoding enzymes involved in their biosynthesis (e.g., tyrosine

hydroxylase, dopamine hydroxylase, and the dopamine receptor D3 (DRD3)).49

Microbiological Link

Bacterial endotoxin (lipopolysaccharide (LPS)) has been shown to activate cerebral

catecholamine and serotonin metabolism51,52 and to increase tryptophan within the

brain.53 Bacterial (Salmonella typhimurium) translocation has been shown to in-

crease brain catecholamine metabolism,54 and injection with the bacterium Nocar-
dia asteroides has been shown to significantly increase the dopamine turnover in

the neostriatum and increase the serotonin turnover in the cerebellum of mice.55

294 S.L. Percival



Hence bacteria may be responsible for the differences in catecholamine and 5-HT

metabolism described in some autistic individuals.

In most bacteria that have been examined to date, it is found that catecholamines

result in a dramatic increase in cell numbers and also the enhanced production of

some virulence factors. Norepinephrine seems to act as an autoinducer on Gram-

negative bacteria which acts as a bacterial signalling molecule.

Changes in the GI Tract

Over the past decade, a significant number of research papers have been published

that have examined the biological basis of autism. Recent clinical studies have

revealed a high prevalence of GI symptoms, inflammation, and dysfunction in

children with autism. Mild and moderate degrees of inflammation were found in

both the upper and lower intestinal tract. In addition, decreased sulphation capacity

of the liver, pathologic intestinal permeability, increased secretary response to

intravelenous secretin injection, and decreased digestive enzyme activities have

been reported in many children with autism. Treatment of digestive problems

appears to have a positive effect on autistic behaviour. This suggests that more

research into the brain–gut connection is needed.

Sulphation Deficit

Studies of IgA to casein gluten and gliadin (the main protein constituent of wheat

protein) in certain autistic individuals56,57 have led to the suggestion that there may

be increased permeability of the GI tract leading to increased transmucosal passage

of casein and gluten.56 (In these autistic individuals there were no gross GI changes

that could potentially have explained the increased permeability.)

Sulphated proteins in the gut wall help to provide a protective mucosal layer

within the GI tract. Insufficient sulphation results in protein aggregation which

increases gut wall permeability; this could lead to an increase in the uptake of

dietary peptides from the GI tract.

It has been suggested that the genetic component of autism could be a sulphation

deficit caused by a loss or reduction of activity of phenyl sulphur-transferases (PST).58

Sulphation potential can be measured using a paracetamol substrate because this

drug is sulphated prior to excretion. Measurement of the ratio of sulphated paracet-

amol/paracetamol-glucuronide (PS/PG) is used to indicate the sulphation capacity

of an individual. It has been shown that a significant number of autistic individuals

had a reduced capacity to sulphate paracetamol compared with age-matched control

subjects.58 Therefore the GI tract of these individuals is likely to have increased

permeability to dietary peptides. Importantly, neurotoxic substances that are nor-

mally sulphated prior to excretion may persist in these individuals and cause or

exacerbate neurological damage.58
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Peptides

An increase in the peptide component of urine in many autistic individuals has been

demonstrated.59–61 with common patterns of peptides being observed in many

young autistic individuals. Few of these peptides have been characterized. It has

been suggested that there may be an underlying genetic peptidase deficit which

could result in the inappropriate metabolism of casein and gluten, leading to the

production of bioactive peptides possessing opiate qualities.62–64 These could leach

across the blood–brain barrier (BBB), causing neurological dysfunction or perma-

nent damage by interfering with synapse pruning during childhood.65 Bovine

casomorphine 1–8 (a breakdown product of cows’ milk) has been identified in

urine of autistic individuals,66 demonstrating that biologically active dietary pep-

tides can enter the systemic circulation and be subsequently identified in urine.67

Autistic Enterocolitis

Recently, a new form of inflammatory bowel disease (IBD) has been described and

termed ‘‘autistic enterocolitis’’68 (IBD includes conditions such as Crohn’s disease

(CD) and ulcerative colitis (UC)). The investigation of patients (both autistic and

non-autistic) with bowel disorders led to the identification of autistic enterocolitis in

93% of autistic patients compared with 16% in non-autistic patients.68 Inflamma-

tion of the oesophagus, stomach, and duodenum has also been shown in many of

autistic individuals.69 The cause of the inflammation is unknown, but it has

been suggested that gut pathogen(s) or persistent infection by measles may be

responsible.

Microbiological Link

The GI immune system must maintain an adequate immune response toward

microbial pathogens while adopting tolerance toward dietary antigens. The gut-

associated lymphoreticular tissue (GALT) ensures that an appropriate immune

response is mounted when required while maintaining the integrity of the protective

intestinal mucosa.70 In cases of IBD, an exaggerated immune response is mounted

toward dietary or bacterial antigens, leading to inflammation and damage to the

protective intestinal mucosa.71

Several pathogenic bacteria have been implicated in IBD including Vibrio
cholerae, Escherichia coli, Helicobacter pylori, Campylobacter spp., Salmonella
spp., Yersinia spp., Listeria monocytogenes, Mycobacteria spp., and Streptococcus
pheumoniae.72 However, there is evidence to suggest that non-pathogenic bacteria

may also play a role in inflammation within the GI tract.73 This has been shown in a

study where IL-10-deficient mice, maintained in pathogen-free conditions, were
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found to be more susceptible to colonic inflammation, possibly resulting in an

altered mucosal permeability or increased cytokine production leading to an inap-

propriate inflammatory response toward non-pathogenic luminal bacteria.73

Chemokine production may be regulated by butyrate (an intestinal bacterial

metabolite) in response to bacterial endotoxin (LPS) stimulation.74 LPS has been

detected in the plasma of many, though not all, IBD patients.75 This may be a result

of an increased permeability of the GI tract or an alteration in the normal gut

flora.76,77 Lactobacilli (the principal Gram-positive bacteria in the GI tract) prevent

Gram-negative bacterial translocation. It has been shown that there are fewer

Lactobacilli in colonic biopsy specimens in patients with UC and faeces of CD

patients78,79 and that Lactobacillus is beneficial to patients with IBD80,81 and can

prevent colitis in IL-10-deficient mice described above.

It has also been reported that there is an increase in nitric oxide (NO) synthase

activity in response to bacterial LPS82 (endotoxaemia is accompanied by vasodila-

tion and GI haemorrhage due to vascular damage). The vascular permeability and

mucosal damage seen in UC has been associated with enhanced NO synthase

activity found in these patients83 and corroborated by reports of increased NO in

the inflamed regions of the gut in human and animal IBD.84 Patients with UC have

been shown to overproduce hydrogen sulphide, which is toxic for the intestinal

mucosa. The increase in H2S is thought to be caused by the increase in sulphate-

reducing bacteria (Desulfibrio desulfuricans) found in faecal samples from patients

with UC.85,86 Counts and carriage rates of SRB in faeces of patients with UC are not

significantly different from those in controls. SRB metabolism is not uniform

between strains, and alternative sources of hydrogen sulphide production exist in

the colonic lumen which may be similarly inhibited by 5-ASA. The evidence for

hydrogen sulphide as a metabolic toxin in UC remains circumstantial.87

After birth, the bacterial flora has not evolved to adult levels, and it is known that

newborn and young infants have an immature intestinal mucosal barrier and

increased GI mucosal permeability.88 Hence, during this period there is an

increased likelihood that bacteria and/or their products could cause an inflammato-

ry response in the GI tract and pass through the gut epithelium. The initial

symptoms in many cases of late-onset autism have appeared, or symptoms have

worsened following a course of antimicrobial therapy for a variety of infections. It

is probable that certain antimicrobials may have changed the balance of bacteria

normally found in the gut and that this contributes to the picture of autism. It is

likely that a toxin or other compounds produced by bacteria, particularly Clostridi-
um spp., may be involved. The reason for this is particularly in relation to species of

Clostridium because studies have shown that when two antimicrobials, vancomycin

and metronidazole, are given orally, a significant improvement in autistic symp-

toms is observed. Also, clostridia produce many toxins that cause both GI disorders

similar to those seen in autisitic children and potent neurotoxic effects.

Overall, the GI features associated with autism could be caused by a combina-

tion of genetic reduction in PST activity, peptidase deficiency, enterocolitis inflam-

mation, and altered GI permeability exacerbated by pathogenic or non-pathogenic

bacteria and/or the increased production of NO or H2S.
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Autoimmunity

The Autoimmunity Theory of Autism

Investigations into the prevalence of autism in families that also suffer from

autoimmune disease led to the identification of a positive correlation between the

titre of measles-virus antibody and the presence of brain autoantibodies89 sugges-

tive of a viral-induced autoimmune response. Brain autoantibodies directed against

myelin basic protein (MBP) and neuron axon filament protein (NAFP) were found

in at least 70% of autistic individuals who also possessed antibodies to measles

virus or to Herpes virus.89 Antibodies to neither MBP nor NAFP were detected in

developmentally normal control children who also possessed antibodies to measles

virus or to Herpes virus.89 Proteins of Herpes simplex type 1 and measles virus have

been shown to cross-react with an intermediate filament protein of human cells,90

which could explain the appearance of autoantibodies during viral infections.

These results suggest that there may be a link between autism and measles or

Herpes antigens; however, this area of research has not progressed and remains

controversial.

A number of epidemiological studies suggest that a family history of autoim-

mune disorders is more common among children with autism than healthy control

children.91,92 Suggestions that autoimmunity may be etiologically important in

autism was first reported in 1971.93 It is thought that common genes found in a

number of families may be associated with autoimmune states in families.94 A

number of studies have found that autistic individuals have an increased frequency

of autoantibody production specifically anti-brain autoantibodies.95–97 The patho-

physiological significance of autoantibodies reported in autistic children is present-

ly not known. However, autoimmunity in families suggests autoantibodies that

target the CNS may be a factor thought to possibly affect neuronal development

in autistic children. However, we also have to take into account that anti-brain

autoantibodies are also found in patients with neurological disorders other than

autism, as well as in normal individuals. Observation have also shown that the risk

of having a child with autism was highest among women with allergies recorded

during the second trimester,98 possibly indicating autoimmunity as a risk factor

associated with autism.

Microbiological Link

Bacteria have been implicated as the causative agents in several autoimmune

disorders such as acute rheumatic fever, which known to be caused by streptococcal

infection (streptococcus-induced carditis), and Guillain–Barré syndrome (GBS)

which is a post infectious syndrome of Campylobacter jejuni99,100 this occurs via
epitope mimicry between the human ganglioside GM1 and lipopolysaccharide of C.
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jejuni. Proteus mirabilis and Mycobacterium tuberculosis have been implicated as

causative factors in rheumatoid arthritis101 and Klebsiella pneumoniae and Yersinia
enterocolitica have been implicated with the onset of ankylosing spondylitis102,103

a rheumatic disease affecting joints in the spine, hips, and shoulders.

There have been suggestions that vaccination may cause the onset of autoim-

mune diseases such as arthritis (rubella as a component of the measles, mumps, and

rubella (MMR) vaccination), rheumatoid arthritis (tetanus and hepatitis B vaccina-

tions) and diabetes mellitus (Haemophilus influenzae type B vaccination).104 The

epitope mimicry theory attempts to explain how vaccination could cause autoim-

mune disease: epitopes within the vaccine (either the bacterial/viral antigenic

component of the vaccine), or the adjuvant itself, may resemble host antigens and

induce an autoimmune response.104

It has also been suggested that bacterial superantigens (SAg) (particularly those

of Staphylococcus aureus and Streptococcus pyogenes) are involved with the onset

of rheumatoid arthritis.105 There is a strong possibility that superantigens may

compromise the ability of the host’s immune system to clear bacterial antigens,

leading to a perpetuation of inflammatory and immune responses. Hence it is not

unreasonable to suggest that bacteria may be associated with an autoimmune

component of autism.

Vaccination

Some illnesses have been shown to be directly attributable to vaccination such as

Guillain–Barré syndrome (GBS) which results in motor paralysis and mild sensory

disturbances. Prior viral infections such as Herpes virus, Epstein–Barr virus (EBV),

cytomegalovirus (CMV), and measles are thought to be risk factors for the onset of

GBS after vaccination. A putative link between MMR vaccination and autism was

proposed by Wakefield et al.106 However, MMR vaccination prevalence has

remained constant over the last 10 years, in a period showing a sevenfold increase

in the prevalence of autism. Therefore, Kaye et al.7 have proposed that there was no

correlation between MMR vaccination and the incidence of autism. Many papers

have now suggested it is time to look beyondMMR in autism research.107 However,

it is interesting to note the presence of brain autoantibodies in at least 70% of

autistic individuals (but absent in non-autistic individuals) also possessed antibo-

dies to measles virus or to Herpes virus.

Microbiological Link

The ‘‘Hygiene Hypothesis’’ was first proposed in 1989 by David Strachan on the

basis of the observation that hay fever skin prick positivity and specific IgE in

children correlated inversely with family size. He stated that higher standards of
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personal cleanliness over recent years have reduced opportunities for cross-

infection in young families and that this may have resulted in more widespread

clinical expression of aptopic disease. He also indicated that the development of

allergic diseases could be prevented by infections during early childhood transmit-

ted by unhygienic contact with other siblings or acquired prenatally. This therefore

would possibly aid in providing a tolerance of the host to potentially problematic

bacteria.

A state of tolerance to bacterial products leading to their persistence within the

body can be induced via the bacterial component of the vaccine adjuvant. Adjuvant

prolongs the presentation of the vaccination antigen to the immune system, prevents

its degradation, and stimulates the immune system’s cells. Many adjuvants contain

cell wall components fromMycobacterium tuberculosis, such as Freund’s complete

adjuvant (FCA) and Ribi Adjuvant System (RAS). M. tuberculosis cell wall

components include lipoarabinomannan (LAM). Riedel and Kaufmann108 con-

ducted in vitro experiments to show that a state of tolerance could be induced in

human macrophages by using arabinosylated lipoarabinomannan (ARA-LAM).

The persistence of bacterial products (toxins) within the body causes neurologi-

cal dysfunction (e.g., hepatic encephalopathy where coma is associated with an

increase in bacterially derived gamma-aminobutyric acid (GABA). This could

potentially lead to an induction or exacerbation of autistic behaviour. Is it possible

that vaccination could lead to tolerance of bacterial antigens leading to their

persistence in the body?

Gamma-Aminobutyric Acid

GABA is the principal inhibitory neurotransmitter in the brain and any alteration in

the GABAergic system will cause neurological changes. The genetic locus 15q11–

q13 has been implicated with autism susceptibility: a region known to contain the

GABA(A) receptor gene complex and the GABA(B3) subunit receptor gene.109

Analysis of families with a history of autism has produced evidence that this genetic

locus is linked with autism.109

The Blood–Brain Barrier

BBB is physical and biochemical. The biochemical barrier consists of peptidases

that destroy exogenous peptides and prevents bacterial peptides entering the brain.

The circumventricular organs within the brain are not protected by the BBB and

there is a 10- to 1,000-fold increase in the uptake rates for small solutes in these

areas when compared with the rest of the brain. During fetal development, the BBB

and blood–cerebrospinal fluid (CSF) barriers are more permeable to low molecular

weight lipid-insoluble compounds110 and therefore there may also be increased
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permeability to smaller compounds such as GABA or other neuromodulators/

neurotransmitters.

In hepatic encephalopathy (HE), where there are large quantities of circulating

bacterial products, there was found to be an abnormally permeable BBB prior to the

onset of HE111 allowing GABA to pass easily into the brain. The liver normally

removes the gut-derived GABA from the portal venous blood. However, during

liver failure many neuroactive nitrogenous products of gut bacteria enter the

systemic circulation and pass to the brain via the more permeable BBB.

Certain viruses (measles, parainfluenza virus type 3, Herpes simplex virus type

1, and cytomegalovirus (CMV)) are able to infect endothelial cells and in so doing

may cause vessel wall injury.111,112 Hence, viral infection causing inflammation

within the capillaries of the brain may increase the permeability of the BBB in this

region, allowing easier diffusion of neuroactive substances, which are normally

carefully regulated with neurological consequences.

Microbiology Link

GABA-releasing bacteria are known and include H. influenzae, E. coli, B. fragilis,
P. mirabilis, P. enterococcus, S. aureus, P. aeruginosa and K. pneumoniae.113

Bacterial lipopolysaccharide (LPS) can stimulate an increase in GABA and taurine

output in adult rats,114 and, interestingly, autistic urine fractions have been found to

stimulate the release of GABA and taurine. It has been suggested that intestinal

bacteria could be a major source of a substance present in plasma that can bind to

GABA receptors110 to impair neurological transmission. Therefore, an increase in

GI tract permeability, as described in a previous section, coupled with an increas-

ingly permeable BBB could lead to severe neurological dysfunction.

Fatty Acid Metabolism

Clinical and biochemical research have indicated changes in the metabolism of

fatty acids in several psychiatric disorders. It has therefore been suggested that fatty

acids may have a role to play in autism.115 Loci on 15 different human chromo-

somes have been implicated in autism and many of these could potentially play a

role in fatty acid metabolism.116 It has been suggested that the genetic component

of autism may be an over-activity of the enzyme cytosolic (type IV) phospholipase

A2 (cPLA2), which is responsible for removing arachidonic acid (AA) from

membrane phospholipids.117

The essential fatty acid (EFA), linoleic acid, is the precursor for the formation of

the highly unsaturated fatty acids (HUFAs), arachidonic acid (AA) and dihomo-

gamma linolenic acid (DGLA). Alpha-linolenic acid is the precursor for the eicosa-

pentanoic acid (EPA) and docosahexanoic acid (DHA), both HUFAs. DHA is the
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major constituent of synaptic end sites, and AA is present in the growth cone region

and synaptosomes. The eicosanoids are derived from AA and include prostaglan-

dins, thromboxanes, and leukotrienes, which regulate a wide range of physiological

processes including the normal functioning of neural synapses, with high concen-

trations leading to pathological conditions.

AA and DHA are found in lower concentrations in many neurodevelopmental

diseases118,119 compared to controls. Reduced amounts of HUFA have been found

in the red blood cell membranes of one patient with autistic spectrum disorder and

in a significant number of schizophrenic individuals. There are reports that supple-

ments of fatty acids can help to alleviate symptoms of dyslexia, ADHD, and

dyspraxia in some cases,120 suggesting that autism may be a fatty acid metabolism

disorder.

Infants require more HUFA during the last trimester of pregnancy and in the first

few months of post-natal development compared with later in development. There-

fore, if the intake of EFA is insufficient, this could seriously affect the brain

development of the fetus. Thus the environmental factor of autism may be attribut-

able to the dietary intake of EFA from which the HUFA are produced. In rats there

is a higher requirement of HUFA in males than in females,121,122 and if this is also

true of humans, a deficiency in HUFA would affect more males than females as

observed in autism.

Microbiological Link

Bacterial endotoxin (LPS) has been shown to alter the lipid and fatty acid metabo-

lism in peroxisomes, decrease cholesterol and fatty acid content, and alter the

cholesterol/fatty acid ratio.123 CPLA2 activity and release of AA is known to be

upregulated by bacteria.123 A novel phospholipid diacylglycerol pyrophosphate

(DGPP) present in bacteria is capable of activating macrophages to release arachi-

donic acid metabolites such as protaglandins,124 and it has been suggested that

bacterial constituents may be responsible for enhanced cyclooxygenase 2 (COX-2)

expression in vivo125 (COX is required in the formation of prostaglandins from

AA). Hence the co-morbidity seen in neurodevelopmental disorders may be attrib-

utable to bacteria-induced cPLA2 DGPP or COX-2 expression.

In Utero Factors

Prenatal stress and an increased HUFA requirement during pregnancy have been

linked with fetal characteristics of autism. Morphological abnormalities within the

limbic system and cerebellum regions of the brain have frequently been reported at

post mortem examination of autistic individuals with approximately 10–20% hav-

ing macrocephalia, which is most noticeable in the occipital and parietal lobes. The
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pre-frontal cortex (PFC affected in schizophrenia) has been proposed as a potential

site of toxicant-induced damage which may lead to autistic behaviour since lesions

in this region are known to lead to distractibility and an impairment of the ability to

inhibit inappropriate behaviour: both features of autism. Specific regions of the

brain have differing ‘‘windows of vulnerability’’ during development126 and it is

thought that maturity of the PFC may even continue beyond puberty. Thus the PFC

is a potentially promising site of toxicant-induced damage leading to ASD.

Microbiological Link

Bacterial products and toxins entering the systemic circulation (via increased GI

tract permeability and/or altered BBB permeability) could cause damage to the

developing brain from the period including fetal development to puberty.

Neurotransmission and Bacteria

There are many reasons to suspect an underlying bacterial cause of autism. Having

described some of the major theories of autism and indicated how bacteria may be

playing a role, in this final section what will be highlighted will be the possibility

that bacterial products may also interfere with normal neurotransmission by the

production of neuropeptide-processing enzymes.

A Basic Local Alignment Search Tool (BLAST) search against finished and

unfinished microbial genomes (http://www.ncbi.nlm.nih.gov) has indicated several

predicted bacterial proteins that could affect neurotransmission. Certain predicted

bacterial proteins show strong similarity and identity with neprilysin, endothelin-

eonverting Enzyme (ECE), carboxypeptidase E proprotein, and prohormone con-

vertases, often having a conserved active site. Many of these enzymes are required

for correct processing of neuropeptides. Bacterial homologues could cause inap-

propriate processing of neuropeptides to alter peptidergic transmission. Neprilysins

inactivate peptide neurotransmitters in the synaptic cleft, and therefore the bacterial

neprilysins could reduce peptidergic neurotransmission.

The homology between the bacterial and human proteins is especially good in

some cases so that it is possible that epitope mimicry could elicit an autoimmune

response and affect neurotransmission in that way.

Conclusions

On the basis of the literature to date, there is no single underlying cause of ASD.

There is growing awareness that ASD can have an infectious nature that may be a

co-factor for the illness or appear as an opportunistic infection(s) that can aggravate
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patient morbidity.127–132 There are several plausible genetic defects that

could result in autistic behaviour in children such as alterations in GABAergic

transmission, fatty acid metabolism, PST defects, or peptidase deficiencies, among

others. However, it is known that there must be an environmental role in the

aetiology of autism. It is proposed here in this chapter that bacteria may be

responsible for exacerbation of an existing genetic predisposition for autism and

that the many diverse, apparently unrelated data recorded from autistic individuals

may be unified by this bacterial hypothesis. In fact, there is growing evidence that

bacteria and viruses are significant to autism.133 ASD patients generally have a high

prevalence of one or more Mycoplasma spp. and sometimes show evidence of

infections with Chlamydia pneumoniae. The significance of these infections in

ASD is discussed in by Nicolson and collegues.133 Many autistic children experi-

ence severe dietary and/or GI problems (including abdominal pain, constipation,

diarrhoea, and bloating). Such symptoms may be due to a disruption of the indige-

nous gut flora promoting the overgrowth of potentially pathogenic (toxin-produc-

ing) microorganisms.134 Typically, parents claim that GI problems and behaviour

symptoms manifest in parallel. The first true link towards bacteria and autism

transpired in 1998 when Bolte published a hypothesis that Clostridium tetani (or
other bacteria in the gut) might play a role in late-onset autism.134

There are many reasons to consider that intestinal bacteria may be involved in

autism, but on the basis of the literature to date it is generally appreciated that onset

of autism is known to occur often following antimicrobial therapy. Also, the GI

symptoms associated with autism are very common at the onset and these often

persist. Additionally, antimicrobials are known to have a significant effect in both

the relapse and continuation of the autistic condition. Because of this, the bacteria

that have been most considered to be associated with autism have been clostridium.

The reasons for this are highlighted in this chapter, but just to reiterate, the

antimicrobials that most commonly predisposes to late-onset autism are trimetho-

prim/sulphamethoxazole, a drug that is not very effective against gut clostridia.

Also, a number of autistic patients have been shown to respond to vancomycin and

oral metronidazole. As these antibiotics are geared towards anaerobic Gram-

positive bacteria, an association of autism with clostridium has been suggested.

Also, high tetanus antitoxin titres have been recorded in a number of patients with

late-onset autism. In addition to this, Clostridium and other intestinal flora are

known to produce enterotoxins and neurotoxins as well as a number of detrimental

metabolites.135 Recent studies136–138 have demonstrated that certain clostridial

species were specific to autistic samples and not seen in faecal samples from

healthy subjects. Also, bacteria such as Clostridium bolteae and Cetobacterium
somerae have been observed in stools of children with autism, and it is probable

that there are interactions between intestinal microflora.139 To date, however, there

is a very limited amount of work that has investigated the clostridial populations

and other gut flora in ASD individuals.

The gut microbiology and the acquisition of certain bacteria during the

ageing process may have a significant part to play in autism. However, because

there is a lack of detailed comparisons of the composition of the gut flora of

304 S.L. Percival



people with ASD compared with healthy controls, this has significantly hindered

this line of investigation. While a number of authors have researched and hypothe-

sized about the likely role of clostridia in autism, this area still needs to be

substantiated with further studies. To date, by far the best evidence available

suggesting a role for gut bacteria in autism has transpired from the results generated

in a study undertaken by Parracho et al. in 2005.140 In this study, 40 boys and 10

girls (aged between 3 and 16), all of whom had been diagnosed with ASDs, had

their intestinal flora compared with that of control individuals. Results generated

in this study showed that there was a significantly higher incidence of Clostridium
histolyticum in the faecal flora of ASD patients when compared to healthy children.

The predominant bacterial population in samples from ASD patients was C.
histolyticum (Clostridium clusters 1 and 11). This study clearly provides

further evidence of an association between clostridia and the development of

certain autistic characteristics. The degree of association is presently unknown.

As we are now within an era of bacterial communities and sociomicrobiology

(biofilmology), any possible association between bacteria and autism may be

more complex than a ‘‘one bug one disease’’ hypothesis! It is hoped that research

in this direction may provide further clues concerning the cause(s) of this distres-

sing condition.

References

1. Kanner L. Autistic disturbances of affective contact. Nervous child 1943;2:217–250.

2. Lord C, Cook EH, Leventhal BL, Amaral DG. Autism spectrum disorders. Neuron

2000;28:355–363.

3. Landa RJ, Holman KC, Garrett-Mayer E. Social and communication development in toddlers

with early and later diagnosis of autism spectrum disorders. Arch Gen Psychiatry 2007;

64:853–864.

4. Geschwind DH, Levitt P. Autism spectrum disorders: developmental disconnection syn-

dromes. Curr Opin Neurobiol 2007;17:103–111.

5. Richardson AJ, Ross MA. Fatty acid metabolism in neurodevelopmental disorder: a new

perspective on associations between attention-deficit/hyperactivitiy disorder dyslexia dys-

praxia and the autistic spectrum. Prostaglandins, leukotrienes and essential fatty acids.

Prostaglandins Leukot Essent Fatty Acids 2000;63:1–10.

6. Rice CE, Baio J, Van Naarden Braun K, Doernberg N, Meaney FJ, Kirby RS. ADDM

Network. A public health collaboration for the surveillance of autism spectrum disorders.

Paediatr Perinat Epidemiol 2007;21:179–190.

7. Kaye JA, Melero-Montes MM, Jick H. Mumps measles and rubella vaccine and the incidence

of autism recorded by general practitioners: a time trend analysis. BMJ 2001;322:460–463.

8. Little J. Epidemiology of neurodevelopmental disorders in children. Prostaglandins Leukot

Essent Fatty Acids 2000;63(1/2):11–20.

9. Fombonne E. The prevalence of autism. JAMA 2003;289(1):87–89.

10. Comi AM, Zimmerman AW, Frye VH, Law PA, Peeden JN. Familial clustering of autoim-

mune disorders and evaluation of medical risk factors in autism. J Child Neurol 1999;14:

388–394.

11. Herbert MR, Russo JP, Yang S, Roohi J, Blaxill M, Kahler SG, Cremer L, Hatchwell E.

Autism and environmental genomics. Neurotoxicology 2006;27:671–684.

13 Microbiological Theory of Autism in Childhood 305



12. Minshew NJ, Williams DL. The new neurobiology of autism: cortex, connectivity, and

neuronal organization. Arch Neurol 2007;64:945–950.

13. Pardo CA, Vargas DL, Zimmerman AW. Immunity, neuroglia and neuroinflammation in

autism. Int Rev Psychiatry 2005;17:485–495.

14. Hornig M, Chian D, Lipkin WI. Neurotoxic effects of postnatal thimerosal are mouse strain

dependent. Mol Psychiatry 2004;9:833–845.

15. Bigazzi PE. Autoimmunity and heavy metals. Lupus 1994;3:449–453.

16. Landa RJ, Holman KC, Garrett-Mayer E. Social and communication development in toddlers

with early and later diagnosis of autism spectrum disorders. Arch Gen Psychiatry 2007;

64:853–864.

17. Pardo CA, Vargas DL, Zimmerman AW. Immunity, neuroglia and neuroinflammation in

autism. Int Rev Psychiatry 2005;17:485–495.

18. Ashwood P, Wills S, Van de WJ. The immune response in autism: a new frontier for autism

research. J Leukoc Biol 2006;80:1–15.

19. Korvatska E, Van de WJ, Anders TF, Gershwin ME. Genetic and immunologic considerations

in autism. Neurobiol Dis 2002;9:107–125.

20. Licinio J, Alvarado I, Wong ML. Autoimmunity in autism. Mol Psychiatry 2002;7:329.

21. Torrente F, Ashwood P, Day R, Machado N, Furlano RI, Anthony A, Davies SE, Wakefield

AJ, Thomson MA, Walker-Smith JA, Murch SH. Small intestinal enteropathy with epithelial

IgG and complement deposition in children with regressive autism. Mol Psychiatry

2002;7:375–382, 334.

22. Everest P. Stress and bacteria: microbial endocrinology. Gut 2007;56(8):1037–1038.

23. Buitelaar JK, Willemsen-Swinkels SHN. Autism: current theories regarding its pathogenesis

and implications for rational pharmacotherapy. Pediatr Drugs 2000;2:67–81.

24. Fombonne E, Mazaubrun C. Prevalence of infantile autism in four French regions. Soc

Psychiatry Psychiatr Epidemiol 1992;27:203–210.

25. Folstein S, Rutter M. Infantile autism: a genetic study of 21 twin pairs. J Child Psychol

Psychiatry 1977;18:297–321.

26. Ritvo ER, Freeman BJ, Mason-Brothers A, Mo A, Ritvo AM. Concordance for the syndrome

of autism in 40 pairs of afflicted twins. Am J Psychiatry 1985;142:74–77.

27. Steffenburg S, Gillberg C, Hellgren L, Anderson L, Gillberg IC, Jakobsson G, Bohman M. A

twin study of autism in Denmark Finland Iceland Norway and Sweden. J Child Psychol

Psychiatry 1989;3:405–416.

28. Lauritsen MB, Pedersen CB, Mortensen PB. Effects of familial risk factors and place of birth

on the risk of autism: a nationwide register-based study. J Child Psychol Psychiatry 2005;46

(9):963–971.

29. Lauritsen M, Ewald H. The genetics of autism. Acta Psychiatr Scand 2001;103:411–427.

30. Gilling M, Lauritsen MB, Møller M, Henriksen KF, Vicente A, Oliveira G, Cintin C, Eiberg

H, Andersen PS, Mors O, Rosenberg T, Brøndum-Nielsen K, Cotterill RM, Lundsteen C,
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Chapter 14

Decomposition of Human Remains

Robert C. Janaway, Steven L. Percival, and Andrew S. Wilson

Introduction

Early scientific research into ‘‘putrefaction’’ by eighteenth centuryphysicianswasdriven

by a need to understand and treat living patients who were suffering from ‘‘putrid

diseases’’ (presumably conditions such as treponemal disease, non-specific osteomyeli-

tus, bacterial skin infections, abscesses, and the like, which could result in the formation

of necrotic tissue, but which today can be treated by modern medicine).1,2 But these

works clearly recognized and tried to seek explanation to some of the fundamental

microbially induced changes in the human body, in particular, to soft tissue that

occur during different stages in the decomposition process and which result in pH

change, and the evolution of volatile compounds. As such, these works are an early

precursor to the discipline that today we know as ‘‘taphonomy’’. This term,

originally coined by the Russian palaeontologist Ivan Efremov to describe the

‘‘transformations from the biosphere to the lithosphere’’3 in explaining the forma-

tion of fossils, today has much broader meaning. The term has been widely adopted

in archaeology and forensic science and is concerned with the decomposition of the

body and associated death scene materials. As such, the disciplines of archaeolog-

ical taphonomy/diagenesis4–7 and forensic taphonomy8–11 cover the location of

buried or disturbed human remains12 and time since death/burial estimation, and

explain the survival/differential decomposition of physical remains and macromo-

lecules such as proteins, lipids, and DNA.

Death may be defined under two categories: somatic and cellular death.13 In

somatic death, while the person has lost sentient personality, reflex nervous activity

often persists. In cellular death, the cells of the body no longer function, cease to

exhibit metabolic activity, and cannot function by means of aerobic respiration.13

Understanding the distinction between somatic and cellular death is important when

considering physiological changes that occur immediately after death, when, for
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instance, the corpse still exhibits muscular contractions, but has less relevance to

much more destructive, longer term decomposition.

After the cessation of heart function, the body becomes flaccid and blood ceases

to circulate. The body goes through some well-documented changes, known as the

‘‘classic triad’’ of livor, rigor and algor mortis. That is, the blood drains to the lower

areas, and the body stiffens and cools until it approaches ambient temperature. The

rate at which these changes occur is largely governed by environmental conditions,

especially temperature together with microbial load and diversity.

Post Mortem Hypostasis (Lividity, Livor Mortis)

One of the earliest effects of the heart ceasing to function is that blood will drain to

the lower parts of the body under the influence of gravity, and this causes a

characteristic discolouration of the dependant areas termed post mortem hypostasis.
Depletion of oxygen from the blood results in a colour change from bright red to

deep purple. The collection of this deep colouring in the lower parts of the body is

apparent 1–2 h after death and becomes fully developed within about 6 h and firmly

fixed after 12 h.

Rigor Mortis

Except in the cases that exhibit cadaveric spasm, the first effect of death in most

cases is a general relaxation of muscular tone. The lower jaw drops, the eyelids lose

their tension, the muscles are soft and flabby, and the joints are flexible. Within a

few hours after death, and generally while the body is cooling, the muscles of the

eyelids and the jaw begin to stiffen and contract followed by similar changes in the

muscles of the trunk and limbs so that the whole body becomes rigid.13

The muscular tissue passes through three phases after death:

1. It is flaccid but contractile, still possessing cellular life

2. It becomes rigid and incapable of contraction, being dead and

3. It once more relaxes but never regaining its power of contractility

Rigor mortis is caused by the breakdown of adenosine triphosphate (ATP) and the

build-up of lactic acid to about 0.3% in the muscle tissues. At this point the muscles

go into an irreversible state of contraction. In temperate climates this condition

usually commences within 2–4 h of death, reaching a peak at 12 h, and starts to

disappear at 24 h, with the cadaver becoming limp within 36 h. The flaccidity that

follows stiffening is due to the action of alkaline liquids produced by putrefaction. In

contrast to rigor mortis, cadaveric spasm is a rare phenomenon of the instantaneous

stiffening of specific muscle groups occurring at time of death, e.g. the hand clutch-

ing a weapon. It is usually associated with sudden, violent death.14
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Cooling (Algor Mortis)

After death the body starts to cool, because of loss of living body heat to the external

environment. The rectal temperature of a healthy adult at rest is approximately 99�Fwith
daily variations up to 1–1.5�F. The temperature varies throughout the day, being at its

lowest between 2 A.M. and 6 A.M. and highest between 4 P.M. and 6 P.M. The rate of

cooling is determined by the difference in temperature between the body and its

environment. For instance, in temperate climates it has been suggested that for an

average adult the heat loss in air will be 1.5�F/h, while in tropical climates it is

0.75�F/h.14,15

Under most environmental conditions body decomposition will eventually result

in the loss of soft tissue, leaving the skeletal elements. However, the study of

archaeological bone has indicated that there may be residual organic material, e.g.,

bone collagen, surviving even after hundreds of years of burial.16,17 In addition,

there has been considerable interest in the survival of DNA from heavily degraded

remains both from the point of victim identification during the investigation of mass

graves, natural disasters,18 and the recovery of ancient DNA in archaeological

studies.19,20 In addition, research has been ongoing to document the body decom-

position products that are left in transit graves, where a body has been temporarily

buried, or on a surface where a body has lain for time since death estimation.21

Thus, a detailed understanding of not only the gross loss of soft tissue but also the

chemistry of surviving organic molecules in bone and the soil is of importance to

both forensic and archaeological scientists.

As a body decomposes, soft tissues will progressively liquefy. There are a

number of processes that cause this: the body’s own enzymes will self-digest

material at a cellular level in a process known as autolysis, while the usually

much more destructive process of putrefaction is driven by bacterial enzymes.

The bulk of these putrefactive microorganisms are anaerobic and are derived

from the body’s own gastrointestinal (GI) tract, and their activity during the

major phase of tissue breakdown keeps the tissue mass anoxic. At later stages of

decomposition, extracorporeal microorganisms such as soil fungi22 may be

involved, but these can only be associated with the exterior of the body mass or

after the major phase of decomposition when the remaining material is better

oxygenated.

Despite the possible actions of insects or scavenging animals, it is microorgan-

isms that consistently play a fundamental role in the decomposition of human

remains. While there are recognizable changes that a body may proceed through

(e.g., from putrefactive decomposition towards skeletalization), there are key vari-

ables that influence the advancement or retardation of this process. Of greatest note

are the environmental constraints of temperature, moisture content, and their

influence on tissue. At one extreme is the process of desiccation (natural mummifi-

cation) that can retard decomposition because of the drying of tissue below a critical

threshold for bacterial action. This, of course, does not preclude superficial mould

growth on the outside of partially desiccated remains.
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Cadaveric Decay

Decay of the body is dominated by the two destructive processes of autolysis and

putrefaction. Autolysis occurs independently from any bacterial action, while putrefac-

tion, the reduction and liquefaction of tissue, is a microbiologically dominated process.

Autolysis is a process of postmortem self destruction due to intrinsic enzymes at

a cellular level. It is not apparent at a macroscopic level but can be documented

histologically. Importantly, it operates without the participation of bacteria.23–25

The postmortem release of intra- and extracellular hydrolytic enzymes denature

molecules and cell membranes. Cells become detached and the cell contents are

broken down.23 The partial destruction of cellular structures will greatly facilitate

further bacterially driven putrefactive change. The breakdown results from the

action of bacteria and enzymes that are already present in the tissues, or enzymes,

which are otherwise derived from soil microorganisms and fungi.26,27

The tissues of a corpse are considered to be free of microorganisms within the

first 24 h following death. It is likely that a lot of the microorganisms that are

circulating through out the body are continually being deactivated, as the immune

responses of the body are still active over 48 h after death. After death, the

microorganisms present in the body (e.g., in the GI tract) initially invade the local

tissues and gain access to the rest of the body (including bone which has a good

blood supply) via the vascular and lymphatic systems. As the redox potential of

tissues is known to fall very quickly flowing death, the growth of obligate aerobes is

substantially reduced so that bacteria such as Micrococci, Pseudomonas and Aci-
netobacter spp. are the only remaining viable bacteria that are found at the outer

surfaces of the decaying tissue. Anaerobic bacteria become generally more preva-

lent.28 While the human GI tract is composed of a very complex microbiology, only

a small number of bacteria, i.e. Clostridium spp., Streptococci, and the Enterobac-

teria during the first days of death, are involved in the putrefaction process.

Putrefactive change is usually first visible on the abdominal wall, owing to the

conversion of haemoglobin by anaerobic bacteria. Initial activity is usually docu-

mented in the region of the right iliac fossa where the caecum is relatively superfi-

cial.13 Putrefaction results in widespread decomposition of the body caused largely

by action of bacterial enzymes, mostly anaerobic organisms from the bowel. The

process of putrefaction commences immediately after death and is visible under

normal conditions from 48 to 72 h afterwards.27 Initial signs of putrefaction are

green or greenish-red discolouration of the skin of the anterior abdominal wall due

to the formation of sulph-haemoglobin. This spreads to the whole of the abdominal

wall, chest, and thighs, and eventually to the skin of the whole body (marbling).

This usually takes about 7 days. Over time, the corpse’s skin begins to go greenish

owing to the formation of sulph-haemoglobin in settled blood. The gases that are

generated during this decomposition process include hydrogen sulphide, carbon

dioxide, methane, ammonia, sulphur dioxide, and hydrogen. These gases increase

to high levels in the large bowel and around tissues that are being broken down by

natural autolysis and bacterial lysis.29 Further anaerobic fermentation in the corpse

results in the development of more by-products, specifically volatile fatty acids.

Over time, the natural process of putrefaction of hydrocarbons, ammonia com-

pounds, and biogenic amines begin to accumulate in the corpse.
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Because of the changes that begin to occur in the body, the indigenous micro-

biota that still exists, particularly the GI flora, increase their proliferation, accel-

erating the whole decomposition process. It has been documented that 90% of

microorganisms isolated from tissue from human corpses are strict anaerobes. The

highest concentrations of bacteria isolated include mainly Gram-positive non-

sporulating anaerobes such as bifidobacteria. Lower numbers of Lactobacillus,

Streptococcus spp., and bacteria belonging to the Enterobacteriaceae group have

been observed. Other bacteria that have been isolated from decomposing tissues,

but in lower numbers than the bacteria mentioned above, have included Bacillus
sp., yeasts, Staphylococcus spp., and Pseudomonas sp.30,31

In the early stages of decomposition, bacteria isolated from human corpses have

included, among others, Staphylococcus sp., Candida sp., Malasseria sp., Bacillus
sp., and Streptococcus spp. While a number of non-fastidious bacteria have been

identified from decaying human matter, because of the very high abundance of

microorganisms associated with the host a major overgrowth of bacteria both

culturable and non-culturable would be inevitable because of the availability of a

food source. These include, among others, micrococci, coliforms, diptheroids, and

Clostridium spp. Also, organisms such as Serratia spp., Klebsiella spp., Proteus
spp., Salmonella spp., and bacteria such as Cytophaga and Pseudomonads and

flavobacteria have been documented to be evident. Also, the host’s ‘‘normal’’

microbiota will become mixed with environmental microorganisms such as

Agrobacterium, amoeba, and many fungi, which are also significant to human

decomposition.

From a microbiological point of view it is plausible to suggest that every microor-

ganism, both endogenous and exogenous, of the host is involved in some aspect of the

human decomposition process. Ultimately, the decomposition of human remains

would not progress without these normal microbiota and external exogenous micro-

organisms developing a community in the form of different biofilms. The formation

of the biofilm will enhance the continual survival of the host microbiology, but this

time the community will become more detrimental to the host rather than beneficial.

As has been outlined, the role of microbiology in human decomposition is significant.

This role is more apparent when we consider bodies that have open wounds (e.g.,

death due to stabbing), as these undergo faster decomposition than bodies without

wounds. This is principally due to the prevalence of high levels of bacteria within the

wounds.30 In addition to this, if a person dies as a result of bacterial or viral

infection, postmortem alterations are accelerated.32

Intrinsic Microorganisms and the Chemistry of Death

The human body is composed of approximately 64% water, 20% protein, 10% fat,

1% carbohydrate, and 5%minerals.33 Adipose tissue is on average 5–30% water, 2–

3% protein, and 60–85% lipids, of which 90–99% are triglycerides,34 while muscle

largely consists of protein. Soft tissue decomposition is characterized by the

progressive breakdown of these proteins, carbohydrates, and fats. The soft tissues

eventually liquefy and disintegrate, leaving skeletalized remains articulated by

ligaments.24,27,35

14 Decomposition of Human Remains 317



Protein Decomposition (Proteolysis)

Protein is broken down by enzyme action, but this does not proceed at a uniform

rate throughout the body. The rate is determined by the amount of moisture,

bacterial action, and temperature. Moisture favours decay, and proteolysis is slo-

wed by cooling and increased by warming.

Soft tissue proteins such as those forming neuronal and epithelial tissues are

destroyed first during decomposition, i.e., the lining membranes of the GI tract and

pancreatic epithelium.25 At an early stage of decomposition, proteins forming the

brain, liver, and kidneys are also subject to putrefactive change, while proteins such

as epidermis reticulin and muscle proteins are more resistant to breakdown.23 The

most resistant proteins are those associated with connective tissue and cartilage.

Within the hard tissues, proteins such as type I collagen (comprising 90–95%

bone protein, alongside other proteins such as osteocalcin, osteopontin, and osteo-

nectin) and amelogenin within tooth enamel are protected by their association with

biological apatite. While these are subject to biological or chemical attack under

many conditions, they exhibit resilience and as such persist into the archaeological

record. These biomolecules have been the subject of considerable interest and

utility within the archaeological science community.36–38

Keratin, which is an insoluble protein found in hair, nail, and skin can only be

exploited as a nutrient source in the first instance by specialized keratinolytic

microorganisms.39,40 Given that the hair shaft is a complex heterogeneous structure,

it is hardly surprising that microbially induced changes occur selectively on the

basis of the relative resistance of these morphological structures to chemical

enzymatic attack.41 Where the depositional conditions are favourable, hair and

nail can persist over considerable timescales, on naturally mummified and even

on otherwise skeletal remains.42

Common bacteria that are very proteolytic and therefore are involved in protein

breakdown include Pseudomonas, Bacillus, and Micrococcus spp. As well as these
bacteria, sulphate-reducing bacteria found in the GI tract have a vast array of

enzymes and have the ability to utilize sulphates and sulphur-containing com-

pounds and as such are important bacteria in human decomposition.

In general, proteins break down into peptones, polypeptides, and amino acids, a

process known as proteolysis. Proteolysis leads to the production of phenolic sub-

stances, and gases such as carbon dioxide, hydrogen sulphide, ammonia, and

methane. The sulphur-containing amino acids of the proteins such as cysteine,

cystine, and methionine undergo desulfhydralation and decomposition by bacteria,

yielding hydrogen sulphide gas, sulphides, ammonia, thiols, and pyruvic acid.

Thiols or mercaptans are decomposition gases containing the –SH (sulfhydryl

group), and these are responsible for the very bad odours generated during human

decomposition.

Protein decomposition also results in the production of a range of organic acids

and other substances that become bacterial metabolites. These are generally of low

or moderate molecular weight, anionic or non-ionic, and are susceptible to rapid

breakdown by bacteria.43
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Decomposition of Fat

Human body-derived lipids comprise 90–99% triglycerides, which contain numer-

ous fatty acids attached to the glycerol molecule. The body’s adipose tissue consists

of approximately 60–85% lipids, with most of the remainder being water.25 Of

those fatty acids making up the composition of adipose tissue, mono-unsaturated

C18:1 oleic acid is the most widespread, followed then by polyunsaturated C18:2

linoleic acid and monounsaturated C16:1 palmitoleic acid and the corresponding

saturated C16:0 palmitic acid.25

For the most part, hydrolysis rather than oxidation dominates the fat degradation

system, largely because of the fact that bacterial action will have driven the tissues

into an anaerobic condition. Palmitic acid increases and the oleic acid becomes

increasingly reduced in amount through hydrolyzation. Neutral fat undergoes hydro-

lysis during decomposition, resulting in the formation of fatty acids hydrolyzed by

lipases. This proceeds slowly and the activity of this enzyme system soon diminishes.

Analyses of postmortem fat exhibit the presence of oleic, palmitic, and stearic acids

as soon as 8 h after death. These are the first phase of neutral fat breakdown. Neutral

fats that have been hydrolyzed produce a large concentration of unsaturated fatty

acids resulting in the production of aldehydes and ketones. Hydrolysis of triglycerides

results in the formation of glycerine and free fatty acids. Bacterial enzymes lead to the

transformation of unsaturated into saturated fatty acids. Fatty acids, the products of

hydrolysis, will be quickly oxidized into aldehydes and ketones; this, however, can

only take place in the presence of oxygen.

More effective than the intrinsic lipases are the lipolytic enzymes produced by

bacteria, particularly those of Clostridia (especially Cl. perfringens), which derive

from the GI tract44 and are able to grow at relatively high redox potentials.45 These

lipolytic enzymes significantly aid the anaerobic hydrolysis and hydrogenation of

fat under warm conditions.27 Water is necessary for both the intrinsic and bacterial

enzymes to work, though there is usually sufficient moisture in the fat tissue itself.

If the process continues, the neutral fat is totally converted to hydroxy fatty acids,

which are deposited in its place.46 If no further chemical changes take place, these

fatty acids remain as adipocere (adipo = fat, cere = wax).

If the burial circumstances keep the oxygen levels low, then the fat degradation

products will remain as adipocere.47 Adipocere is a waxy substance that sometimes

forms from the adipose tissue of dead bodies and has generally been considered to

result from bacterial action, commonly in warm, damp, anaerobic environments.48

The presence of bacteria and water is crucial for adipocere to form.49 Adipocere is

formed by the alteration of the soft tissue of the corpse into a greyish-white, soft,

cream-like substance, over time becoming a solid and resistant compound. Adipo-

cere is a soft, greasy material which may be white or stained reddish brown when

recent. When adipocere is analyzed, in addition to stearic, palmitic, and oleic acids,

there is a fraction of calcium soaps.27 Old adipocere is white or grey, and depending

on its age and condition it has been likened to suet or cheese.27

Extensive adipocere formation will be found on a body when conditions will

allow only partial degeneration of fatty tissue, i.e., by hydrolysis and hydrogenation
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but not oxidative reactions. Adipocere in corpses has been found after as little as

30–90 days following death.15

Varieties of aerobic or facultatively anaerobic microorganisms from the surface

of the adipocere have been identified. In culture, a number of Gram-positive

bacteria, associated with the indigenous human microbiota, are able to degrade

the adipocere. The role of bacteria in adipocere formation and degradation must be

understood before we can use the presence of adipocere to extrapolate information

about the post-death interval.50

Apart from corpse-specific characteristics (e.g., sex, age, physique, cause of

death), method of burial (e.g., material of the coffin, depth of grave, individual or

mass grave, clothing) and time of burial, the conditions of the resting place

(geology, topography, soil properties and frequency of use, air, water, and heat

budget) can have a special impact on adipocere formation.51 It is a traditional belief

that adipocere forms in damp environments – such as after submersion or interment

in damp or waterlogged ground. Adipocere will also form in bodies buried in dry

vaults, and in some cases distal elements (e.g., limbs and hands) have shown signs

of mummification while adipocere is present in others. It is suggested that coffins

will retard the rate at which adipocere forms but clothing enhances its formation.52

Gas-chromatography-mass spectrometry was used to characterize the fatty acids

from soils and associated tissues excavated from a 1967 Foot and Mouth burial pit.

Subcutaneous fats were mainly composed of 55–75% palmitic acid, 17–22% stearic

acid, and 3–16% oleic acid as well as 5–7% myristic acid. The distribution of fatty

acids confirmed that the tissues had decayed to adipocere.53

There is little known about which specific microorganisms bring about lipid break-

down in soil, although it has been suggested thatGram-positive bacteria such asBacillus
spp., Cellulomonas spp., and Nocardia spp. are involved in the decomposition of

adipocere.50 In Brazilian cemetery studies, the presence of significant numbers but

unspecified types of lipolytic bacteria (possibly Clostridia spp.) was reported for

the groundwaters examined54; these were said to be directly related to the decom-

position of the interred remains. Hydrogenation of fats under the influence of

bacterial enzymes results in the partial conversion of unsaturated fatty acids into

saturated fatty acids. As the fatty acids clearly have a bactericidal effect, further

bacterial decomposition is stopped at this early adipocere stage. Additional micro-

organisms from outside can no longer penetrate when this hermetic seal is in

place.55

Within the archaeological record, lipids are considered to be robust molecules

and have been recovered extensively from human remains, soils, and in association

with artefactual material such as ceramics.56,57

Decomposition of Carbohydrates

The utilization of carbohydrates present in the soft tissue of corpses occurs in the

early stages of decomposition.26 For example glycogen, a complex polysaccharide,

will break down into sugars (glucose) by the action of microorganisms. Most sugars
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are completely oxidized to carbon dioxide and water, while some are incompletely

decomposed. For example, Clostridium spp. breakdown carbohydrates to form a

number of organic acids and alcohols, and fungi decompose the sugars to form

organic acids including glucuronic acid, citric acid, and oxalic acid.58 Postmortem

production of alcohol by anaerobic fermentation occurs during conversion of body

sugar to ethanol by bacteria, and this can begin within 6–12 h under hot, humid

conditions.10 In the presence of oxygen, the glucose monomer is broken down

through the pyruvic acid, lactic acid, and acetaldehyde stages to form carbon

dioxide and water.58 Other gases produced through bacterial carbohydrate fermen-

tation include methane, hydrogen, and hydrogen sulphide.

Decomposition of Bone

The loss of soft tissue from the corpse is referred to as skeletonization. The rate of
skeletonization will depend on many factors such as whether the body is buried or

not, depth of burial, temperature, moisture, and access by insects and larger

scavengers.30 Under anaerobic burial conditions or where the tissues have signifi-

cantly desiccated, the rate of skeletonization will be low.29 In these circumstances,

the degree of soft tissue survival is often scored according to the region of the body,

and survival of organs using indices such as the Aufderheide’s soft tissue index.42

In addition to the loss of tissue from bone, the bone itself is subject to decom-

positional change.29,59 Bone is a composite tissue having three main components: a

protein fraction, collagen acting as a supportive scaffold; a mineral component,

biological apatite to stiffen the protein structure; and a ground substance of other

organic compounds such as mucopolysaccharides and glycoproteins.60,61 Bone

collagen and biological apatite are strongly held together by protein–mineral

bonds, which give bone its strength and contribute to its preservation.62

The loss of protein and/or partial loss of bone mineral result in weakening/

embrittlement, which is associated with bone buried over archaeological timescales

when compared to fresh bone. The physical condition of excavated bone will

depend on the integrity of the bone mineral bond due to collagen survival and the

depositional environment. It is usual for archaeological bone recovered from

aerobic, non-acidic environments to be stained but otherwise appear to be in good

condition. However, cracking and flaking may occur on drying. In coarser, calcare-

ous sand or loam where it is damp and more oxygenated, the bone surface will be

rougher and may warp, crack, or laminate on drying, while material from coarse

calcareous gravels will lose much collagen and have the consistency of powdery

chalk and be coated in a white encrustation of insoluble salts. Bone from acidic peat

deposits appears as interwoven fibres, is pliable, and hardens on drying.63 Acid in

soil is the most common agent of bone destruction and works by dissolving the

inorganic matrix of hydroxyapatite which produces an organic material susceptible

to leaching by water. The collagen fibres are sometimes preserved by natural

tannins.63

14 Decomposition of Human Remains 321



Bone collagen is attacked by bacterial collagenases that hydrolyse the proteins to

peptides; these are then broken down to form amino acids.64 It has been suggested

that collagen degradation is affected by the activity of the gas-gangrene bacterium

Clostridium histolyctium which operates in a pH range from 7 to 8.65,66 Alternative

claims implicate bacterial collagenases as largely responsible for degrading bone

collagen by reducing them to peptides that leach away in groundwater.67 Regard-

less of the mechanism, once the protein mineral bond has been broken, the bone

mineral is vulnerable to partial dissolution via chemical weathering.68,69 Bones are

generally better preserved in soils with a neutral or slightly alkaline pH than in

acidic soils, which will result in the dissolution of biological apatite. Over short

timescales, dry sand is an aid to preservation (although sandy soils are often acidic),

as it retards bacterial decomposition, while in fine-grained soil and dense clay

aerobic bacteria cannot live.

In archaeology there has been a lot of recent attention concerning the degrada-

tion of bone in the soil (diagenesis). The impetus for this work has been both an

attempt to explain the differential survival of different elements of the skeleton as

well as differential preservation between individual burials and to underpin more

detailed biochemical analysis of archaeological bone based on the survival of

organic matter such as bone collagen and DNA in teeth and bone.19,20,37

Extrinsic Organisms Involved in Human Decomposition

Colonization of the corpse by extrinsic organisms may begin within hours of death.

Of particular significance are insects that are used as important forensic indicators

to calculate time-since-death estimations and are discussed in greater detail else-

where.70–72 The attractiveness of a cadaver will depend on odour and fly oviposi-

tion, defined by temperature. Blow flies (Calliphoridae) may be attracted to the

body within minutes of exposure, and gravid female blowflies will detect the

presence of a body on the basis of a scent plume from some considerable distance.

In laboratory experiments with caged Callophora vicina presented with baits that

were fresh and partly decomposed, the flies ignored the fresh bait. Eggs are laid in

natural body openings (mouth, nose, eyes, ears, anus, and open wounds) and up to

180 eggs can be laid at one time. Eggs take 1–2 days to hatch depending on

temperature and humidity (low temperature retards insect activity, and 4�C or

below is the lower threshold for hatching in Callophora vicina). The formation of

maggot masses by these hatched larvae can cause massive soft tissue damage that

will open tissue up to further putrefactive decay.

Burial will often pose a barrier to blow flies – although, if there is an opportunity

for eggs to be laid prior to burial, then they can subsequently hatch and the larvae

will feed. Sealed post-medieval coffins have yielded evidence of blowfly activity

(pupal cases), which suggests that eggs were laid prior to closure of the coffin.73

Over longer timescales, different insects will colonize the corpse. Although the

desiccation of mummified tissue will inhibit normal putrefactive changes, they
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remain susceptible to insect attack by the larvae of the brown house moth or beetles

such as Dermestes lardarius or Necrobia rufipes.
Larger animals such as domestic cats and dogs as well as foxes, badgers, and rats

will scavenge meat from corpses. Whether they scavenge or not will be determined

by ease of access as well as individual feeding preferences and the abundance of

available food. Larger animals will dig up and disinter parts of corpses from shallow

burials, and scatter skeletal elements from both buried and surface-deposited

remains.74,75 Importantly, in the case of buried remains, during the early putrefac-

tive stages of decomposition such digging will disturb the grave and the resultant

aeration of the grave will accelerate putrefactive change. This has been documented

in experimental studies using pig burials as human body analogues.76 The action of

these larger scavengers is outside the scope of this chapter.

During the later stages of decomposition, microorganisms may be derived from

the soil; here soil history is an important factor and will influence the size and nature

of the population of dormant microorganisms. At the microscopic level, biological

agents of decay include bacteria and fungi which can mimic pathological changes

in bone.77 Microscopic focal destruction of bone (tunnels) was first noted during the

last century78 and it is now understood to be caused by invading soil microorgan-

isms,79 possibly an unidentified mycelium-forming fungus.80 Beginning at the

surface of the cortex, the organisms proceed along the vascular channels and

osteons, creating tunnels that expand until only separated by thin bars of hypermi-

neralized bone. In the burial environment, it is believed that soil water content and

temperature are important factors in focal destruction, which does not occur in wet,

water-logged, or dry soils but is favoured in soils with moderate moisture in

summer weather. Histological and physical (mercury intrusion porosimetry) ana-

lyses of bone from 41 archaeological sites across five countries revealed that the

majority (68%) had suffered microbial attack.81

Most fungi that are found on decomposing remains are aerobic, and consequently

their growth is restricted to the surface of the cadaver and little deep penetration of the

tissues takes place. Fungi are commonly found on the skin and exposed surfaces of

decomposing remains. In some cases they can also be found growing in the intestines

and other body cavities. In addition, fungi may also be found growing in soil that is

infused with decomposition products from the body.82 Microorganisms may have

complex inter-relationships and many synthesize antibiotic compounds. For exam-

ple, griseofulvin is an anti-mycotic agent produced by Penicillium griseofulvum,
and luteoskyrin is an anti-bacterial agent produced by Penicillium islandicum.10

If there is substantial surface vegetation, bone is susceptible to plant root

damage, although this will be strongly influenced by seasonal effects. Physical

damage by plant roots can mark, warp, and even break bones but the exact

mechanism of biochemical plant root damage is obscure.83 It is probable that

plant roots manufacture mucilaginous substances that promote the growth of

microorganisms when secreted. Certain microorganisms, including fungi, will

discharge enzymes into the soil which catalyses the reaction that dissolves hydroxy-

apatite in bone and facilitates its absorption into the plant root system. A low pH

will promote these chemical changes. Plants and their root systems constitute
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complex physical and chemical processes that efficiently breakdown the external

and internal structure of human bone.84 While it is appreciated that plant activity in

the tropics is at a greater level than in the UK, the principle of vegetation acting as a

decomposition vector of human skeletal remains is valid.

Environmental Controls that Promote and Inhibit

Putrefactive Decay

There are a large number of inter-related factors that will affect the rate and nature of

cadaveric decay. These principally include the condition of the body at the time of burial

and the nature and circumstances of the burial environment.85 A comprehensive survey

of the issues has been reviewed by Mant,85–87 which is a synthesis of results from

over 150 exhumations carried out in Germany after the Second World War. These

burials were made under a range of different circumstances and burial conditions:

for instance, burial was often immediately after death rather than allowing for the

normal postmortem interval of several days. In most cases, the dates of death and

interment were known. It was not possible to carry out laboratory analyses of the

tissues recovered, and the results are based on gross changes. From this data it is

possible to examine the influence of a variety of factors on the decomposition of

buried human remains. Some generalization can be made, although attention must

be made to individual circumstances.14 Thin bodies will skeletalize more rapidly

than more fleshy ones in the same conditions. Antemortem or postmortem wound-

ing makes cadavers more susceptible to invasion by extra-corporeal organisms than

bodies that are buried with the skin intact, and will have a more rapid rate of

skeletalization.85

The rate of decomposition of a body on the ground surface is more rapid than that

of a buried body. This is due to the soil limiting the access by extra-corporeal

microorganisms and larger animals as well as reducing the rate of gaseous diffusion.

An oxygenated environment will increase the rate of human decomposition. Expo-

sure above ground, even for a short period, will allow insects and carnivorous larvae

to colonize the body and rapidly attack the soft tissue, a process which will continue

after burial. Ambient temperatures above the ground are higher, there is more oxygen

and less carbon dioxide, and access to the body is easy for scavenging mammals.

During initial cadaver decomposition, when the soft tissues lose their morpho-

logical structure, aspects of the burial environment that affect soil biology such as

oxygen availability predominate and localized soil chemistry may be modified and

dominated by the biochemistry of soft tissue decomposition. When the bulk of soft

tissue decay has ended, then generalized soil chemistry may have a greater direct

effect, for instance, on the corrosion of associated metals or in bone diagenesis. The

long-term factors relate to later phases of decay in which soil chemistry has a

greater effect than either soil biology or the gaseous composition of the burial

atmosphere. These factors have been studied both archaeologically5,47,86 and

forensically.5,85,87
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It has been suggested by Mant86 and Mann et al.30 that, in the short term, up to

2 years, the soil type is not a particularly important factor governing cadaveric

decay.85 However, experimental work conducted using contrasting burial sites76

has indicated that in addition to factors relating to microclimate and seasonality,

depositional conditions including soil do have a marked effect on decomposition

rates.47 Decomposition is accelerated in porous, permeable, and light soils, which

allow a relatively free exchange of oxygen and water from the atmosphere, and

reductive gases such as carbon dioxide, hydrogen sulphide, ammonia, and methane

from the body.

In general, the deeper the burial, the better the preservation of the body.47 This is

a result of a stable, low temperature; poor gas diffusion; and inaccessibility to floral

and faunal agents of decay. However, the action of soil pressure in the burial

context can warp bones and this has implications for osteometric analysis in both

palaeopathology and forensic osteoarchaeology. Quantifying the extent of this

phenomenon is, however, virtually impossible.

Mant85 observed that a corpse buried and surrounded by certain vegetable

matter – straw, pine branches – showed more rapid decomposition than others

buried without this material. The straw and pine needles introduced additional

bacteria that aided decomposition and surrounded the body with a layer of air. It

is also thought that the vegetable matter acts as an insulator, retaining the heat

produced by decomposition and generating heat through its own breakdown.85

Temperature

Ambient temperature has a profound effect on cadaver decomposition, and in tropical

climates rigormay be complete in 2 hwhile coldwill cause it to persist. Bodies sunk in

coldwater will retain rigidity for a long time, as coldwater tends to retard putrefaction.

Temperature is a major factor because the microbial processes that occur both inter-

nally and externally in a corpse will be affected by this.30 When temperatures are

warm, human decomposition has been documented to occur within 4 min.31 Con-

trary to this, at cold temperatures these processes usually begin after 4–7 days.85 At

temperatures below �5�C, decomposition is prevented, as both enzymatic and

microbial action will be halted. In the event of death being caused by viral or

bacterial infection, not only will the body temperature be higher but bacteria may be

widespread throughout the cadaver and hasten postmortem decomposition.

The effect of temperature varies with latitude, season, and depth of burial. In

climates where the ground freezes in winter, the burial environment during that

period is one of preservation rather than decomposition. Data on putrefaction rates

in a temperate climate for a cadaver of average physique have been supplied by

Mant.47,85,87 The onset of putrefaction does not appear for some 36 h in an

unrefrigerated body, while in cold but not freezing temperatures the first signs of

putrefaction do not appear for 5–7 days. In summer weather putrefactive changes

may be pronounced after 24 h.85
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Moisture

Natural mummification due to rapid drying of the tissues is well attested in both the

archaeological42 and forensic literature.8 In temperate climates it usually occurs

when there is a good air flow and does not usually occur in bodies that have been

buried. Desiccation of a substrate to below a critical threshold leads to inhibition of

microbial activity but usually does occur when some autolytic and putrefactive

change has already occurred – thus the tissue will have been subject to both

chemical and mirostructural change prior to dessication. Rehydration of tissue

and subsequent histology can reveal these changes.

Contrasting Depositional Environments (Soil Burial vs.
Surface Exposure)

The impact of different environmental conditions (buried, surface-exposed, and

water-deposited remains) on entomological activity has long been of interest.88–90

While the depositional environment will affect the rate of decomposition, and in

some cases lead to a stasis in breakdown, generally all bodies follow the same basic

sequence of decay. Forensic taphonomists have produced a classification of decay

sequences that can be applied to a broad range of environmental situations.10,91

Few depositional contexts allow for the domination and mutual exclusion of

either putrefactive decay or the action of insects. This is particularly evident in the

case of surface exposure and shallow burials. Even bodies in confined spaces (e.g., a

car with closed doors/windows) will be accessible by a varied insect population.

Bass91 gives a detailed summary for the summer decay rates for a body exposed on

the surface at the Anthropological Research Facility at Knoxville, Tennessee.91

First Day (Fresh)

In addition to the fly activity, early external signs of decompositional change are the

colouration of major veins under the skin that turn dark green or blue, and the

exudation of body fluids from the nose, mouth, and anus due to early putrefaction of

contents of the intestinal tract.

First Week (Fresh to Bloated)

In addition to active maggot activity, including maggot masses under the skin in the

regions of oviposition, the skin will show signs of slippage, and hair will begin to

detach from the scalp. The discoloration of the veins become more prominent

and an odour of decay becomes apparent. The by-products of decomposition

include gas products that initially form in the intestines as a result of the rapid
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decomposition of their contents, and the gut cavity becomes distended. The disten-

sion phase is referred to as a ‘‘Bloat’’. Discoloured natural liquids and liquefying

tissues are made frothy by the gas; some may exude from the natural orifices, forced

out by the increasing pressure of gases. Molds begin to appear on the surface of the

body. The average duration of the decay phases of human remains is known to vary

according to season, with the bloat phase being most rapid during the summer

months compared with spring or autumn.10

First Month (Bloated to Decay)

As the skin starts to breakdown the body cavities will rupture, and the subsequent

deflation of the corpse following rupture and purging is known as ‘‘Post bloat’’ or

decay stage. Insect activity is diminished. If the body is clothed or covered, the soft

tissue will decay to expose the underlying bones. If the is not covered, the skin will

get dry and leathery, with maggots protected by the dry outer tissues from direct

effects of sunlight. If the body is lying supine, the chest cavity (ribs and sternum)

will be held together by a combination of the dried skin and connective tissue. Outer

surfaces will continue to be colonized by moulds.

The First Year (Dry)

The skeleton will continue to be exposed, and bone will start to bleach in the

sunlight.

First Decade (Bone Breakdown)

It is important to point out at this stage that the wooded hillside on the banks of the

Tennessee river in Knoxville that houses the Anthropological Research Facility

with its continental US climate differs greatly to the maritime climate of the United

Kingdom, which itself has many different geoclimatic conditions.76 Much of the

background work on soft tissue decay and other related factors of interest in

forensic cases have been addressed to bodies on the ground surface. Buried bodies

are contained in a much less predictable decay environment. Within the less

complicated field of material biodeterioration, it is still difficult to produce system-

atically replicable results for the burial of materials in soil.92

The Microclimate Associated with Human Decomposition

The concept of the micro-environment (microcosm) of the grave has been explored

by various researchers, with the human body seen as a major nutrient source for

microorganisms.76,93–95 In particular, the decomposition of the body is seen to
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affect the survival/decomposition of associated death-scene materials. The chemi-

cal and biological interactions of a body, with associated materials in a specific soil,

are very difficult to model in a realistic manner. The result is that we can describe

what we know in a specific set of circumstances; it may be possible to predict

general trends within a specific soil type (provided factors of soil moisture and

microbiology are largely similar) but it is unlikely that valid prediction can be made

between widely different geographical regions or differing burial situations.

Soil conditions at different burial sites have a marked effect on the condition of

the buried body, but even within a single site variation can occur; the process of soft

tissue decomposition modifies the localized burial microenvironment in terms of

microbiological load, pH, moisture, and changes in redox status.76 The tissues

become increasingly liquid, and in the case of a body buried directly in the soil, a

mucus sheath will form around the corpse consisting of liquid body decomposition

products and a fine silt fraction from the soil.76,96

The formation of a highly concentrated island of fertility, or cadaver decompo-

sition island (CDI), is associated with increased soil microbial biomass, microbial

activity (C mineralization), and nematode abundance. Each CDI is an ephemeral

natural disturbance that, in addition to releasing energy and nutrients to the wider

ecosystem, acts as a hub by receiving these materials in the form of dead insects,

exuvia and puparia, faecal matter (from scavengers, grazers, and predators), and

feathers (from avian scavengers and predators).95

Differential Decomposition

The biochemical and microbiology processes that occur on and within a human

corpse are very complex. The shorter the timescale between interment and recov-

ery, the more likely soft tissue is preserved. However, it should not be assumed that

the presence of extensive soft tissue will indicate a recent death, as in specific burial

environments soft tissue remains can be preserved for thousands of years. A skull

recovered during commercial extraction of a peat bog in Cheshire during 1983 was

examined by a Forensic Science Service pathologist, who noted intact hair and skin,

an identifiable eye ball, and pultaceous matter inside the cranial vault. Police

suspicions were roused by these well-preserved human remains since a long,

unsolved crime was being investigated. However, archaeological dating techniques

identified the skull as originating from around the third century A.D.97 Similarly, the

example of Lt. Col Shy killed and subsequently embalmed during the American

Civil War is a further cited case.42

Before consideration of particular circumstances that have led to soft tissue

preservation over long timescales, it is necessary to consider the nature of soft

tissue that has been subject to partial decomposition. It was originally thought that

natural mummification and the formation on hydrolysed but not oxidized fat

(adipocere) were mutually exclusive processes. However, it has been demonstrated

by Mant14 that both tissue types can be encountered from cadavers in forensic

cases.
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Soil, with its varied oxygenation, water content, redox potential, ion exchange

capacity, and pH variation, as well as the nature of the body, its biochemistry, fat

content, cause of death, time interval between death and burial, whether it is clothed

or unclothed, wrapped in a polythene sheet, buried shallow or deep, affect forensic

analysis and interpretation of data obtained from human remains. In short, it is very

unwise to draw direct predictive parallels between one specific case and another.

Experimental work can indicate general trends for the specific parameters tested.76

Mant86 observed significant retardation of decomposition in clothed bodies

buried directly in the soil without a coffin. Clothing will partially negate the effects

of the general soil environment and delay the process of decay. Textiles around the

body also impede access of burrowing carrion scavengers. Even after 2 years in

shallow graves, those parts of the body covered by clothing frequently showed good

preservation. It was also observed that adipocere formation was uniform and

putrefactive liquification rare and that muscle tissues and muscle attachments to

bone were still well preserved in areas such as the thighs and buttocks where the

thick layer of fat was only in the process of hydrolysis and hydrogenation.

It has been suggested that, in general, the time required for the decomposition of

corpses takes between 3 and 12 years.98,99 If conditions are less favourable, the time

delay is much higher and can be hundreds or even thousands of years before

skeletalization of a human corpse100 Following putrefaction, the decomposition

process continues through liquefaction and disintegration, leaving skeletonized

remains. Skeletonization proceeds until eventually only the harder, resistant tissues

of bone, teeth, and cartilage remain. Bacteria and fungi aid to skeletonize the

corpse.100

Both forensic pathologists and archaeological scientists are familiarwith depositional

environments that can retard the decomposition of soft tissues over long timescales.13

The desiccation of tissue below thresholds for microbial activity will lead to

preservation. This natural mummification is well documented in the forensic

sciences literature.13,15 Mummified bodies usually exhibit a marked reduction in

tissue bulk, often accompanied by darkened skin resembling dried leather. Since

tissue water loss is from exposed surfaces, there is often a difference in water

content between core and peripheral tissues. This was directly recorded by Janaway

and Wilson (publication being written) in recent experimental burial of pig cada-

vers in the costal desert of Southern Peru. After 2 years of burial, directly in the

sand, the exterior tissues had formed a hard, desiccated layer, while interior of the

body core remained moist. This differential desiccation is also observed in archae-

ological mummified bodies from the same region. It should be noted that desiccated

tissue rarely has not been subject to putrefactive change prior to the moisture

threshold dropping to the point where microbial activity is significantly inhibited.

In extreme cases, a skeleton may be articulated because of intact ligaments and

covered by a dried out skin of once-liquefied tissue lacking any residual morpho-

logical structure. This has been observed in both archaeological bodies and is also

well documented at the Anthropological Research Facility at Knoxville, Tennes-

see.12,73,101 Owing to surface area/volume effects, different parts of a body placed

in desiccating environment will lose water at different rates. For instance, it is not
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unusual to observe well-developed mummification of hands, feet, and limbs while

the trunk is still subject to major putrefactive change. An example from recent

casework is instructive. The body of a young woman, who had been killed by blunt

force trauma to the head, had lain in a cool, dry cellar for a number of months. The

body was partially clothed and there had been considerable blowfly activity. While

adult flies were actively hatching from the pupae within the cellar, there was no

longer significant larval activity in the body. The head had been covered, and thus

excluded the blow flies, although there was considerable putrefactive change

accelerated by the trauma. The relationship between trauma and soft tissue decay

was documented by Mant over 50 years ago.87 The body was naked from below the

waist, and the exposed uterus and internal tissues had been destroyed because of

extensive feeding by fly larvae. The exposed limbs and lower body hair was

desiccated and well preserved in an advanced state of mummification. Thus at the

time of autopsy this single body exhibited massive tissue loss from putrefactive

change, massive tissue loss due to the feeding of a maggot mass, but relatively

intact tissue due to partial desiccation.

Under damp conditions, hair is readily attacked by keratinolytic microorgan-

isms. Under dry condition human hair it is often preserved over long timescales,

while still liable to attack, but usually not total destruction by insects such as the

Dermestid beetle (Anthrenus spp. or Clothes moth larvae (Tineola bissiella).40

In addition to desiccation, low temperature regimes will inhibit microbial activi-

ty and therefore reduce putrefactive change.29 Bodies have been preserved by both

freezing due to the natural environment as well as the use of domestic freezers. Care

must be taken to distinguish between tissue that is largely hydrated but frozen, and

tissue that has desiccated because of the cold, dry conditions that are, for instance,

found in many mountainous and arctic regions. Freeze-dried human tissue has

survived over hundreds of years as is the case of the Greenland mummies and

frozen bodies, buried in the 1840s, that have been exhumed from the Canadian

arctic. In this case, at a macroscopic level the bodies exhibited good levels of soft

tissue preservation, but microscopically little histological structure remained.

Conclusion

Clearly the human microbiota has a role to play in decomposition of the host. In

fact, the indigenous microorganisms ultimately lead to the demise of their host. The

microorganisms that were once classified as the indigenous human flora then persist

within the environment and become free to colonize another host. The ‘‘microor-

ganism and human cycle’’ then begins again.
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Color Plates

Chapter 1 Figure 1. Prevalence of selected chronic conditions, expressed in percentages, as a

function of age for the US population (2002–2003 dataset). (Source: National Center for Health

Statistics Data Warehouse on Trends in Health and Aging. Courtesy and permission from Dr

João Pedro de Magalhães. http://www.senescence.info/definitions.html)48
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Chapter 1 Figure 2. Death by underlying or multiple cause, expressed in rates per 100,000

people, as a function of age for the 2001 US population aged 85 and older (Source: http://

www.cdc.gov/nchs/nhcs.htm.National Center for Health Statistics Data Warehouse on Trends

in Health and Aging. Courtesy and permission from Dr João Pedro de Magalhães. http://

www.senescence.info/definitions.html)48



Chapter 3 Figure 1. Proportion of infectious disease hospitalizations (a) and infectious disease-

related deaths (b) according to infectious disease group among patients 65 years or older in the

United States from 2000 through 2002 (adapted from Ref. 1)



Chapter 6 Figure 1. Schematic structure presentation of an Influenza virus particle. (Courtesy

of Dr. Paul Digard, Pathology Department, University of Cambridge.) The outer surface consists

of a lipid envelope consisting of glycoprotein spikes of two types, hemagglutinin (HA) and

neuraminidase (NA). The inner side of the envelope is lined by the matrix protein and the

genome segments are packaged into the ribonucleoprotein (RNP) core
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