
The Fields Institute for Research in Mathematical Sciences

Fields Institute Communications 83

Peter D. Miller
Peter A. Perry
Jean-Claude Saut
Catherine Sulem    Editors 

Nonlinear 
Dispersive Partial 
Differential 
Equations and 
Inverse Scattering



Fields Institute Communications

Volume 83

Fields Institute Editorial Board:

Ian Hambleton, Director of the Institute

Huaxiong Huang, Deputy Director of the Institute

James G. Arthur, University of Toronto

Kenneth R. Davidson, University of Waterloo

Lisa C. Jeffrey, University of Toronto

Barbara Lee Keyfitz, The Ohio State University

Thomas S. Salisbury, York University

Juris Steprans, York University

Noriko Yui, Queen’s University



The Communications series features conference proceedings, surveys, and lecture
notes generated from the activities at the Fields Institute for Research in the
Mathematical Sciences. The publications evolve from each year’s main program and
conferences. Many volumes are interdisciplinary in nature, covering applications of
mathematics in science, engineering, medicine, industry, and finance.

More information about this series at http://www.springer.com/series/10503

http://www.springer.com/series/10503


Peter D. Miller • Peter A. Perry • Jean-Claude Saut
Catherine Sulem
Editors

Nonlinear Dispersive Partial
Differential Equations and
Inverse Scattering



Editors
Peter D. Miller
Department of Mathematics
University of Michigan–Ann Arbor
Ann Arbor, MI, USA

Peter A. Perry
Department of Mathematics
University of Kentucky
Lexington, KY, USA

Jean-Claude Saut
Département de Mathématiques
University of Paris-Sud
Orsay, France

Catherine Sulem
Department of Mathematics
University of Toronto
Toronto, ON, Canada

ISSN 1069-5265 ISSN 2194-1564 (electronic)
Fields Institute Communications
ISBN 978-1-4939-9805-0 ISBN 978-1-4939-9806-7 (eBook)
https://doi.org/10.1007/978-1-4939-9806-7

Mathematics Subject Classification: 35P25, 35Q53, 35Q55, 35Q15, 35Q35, 37K15, 37K40

© Springer Science+Business Media, LLC, part of Springer Nature 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

Cover illustration: Drawing of J.C. Fields by Keith Yeomans

This Springer imprint is published by the registered company Springer Science+Business Media, LLC,
part of Springer Nature.
The registered company address is: 233 Spring Street, New York, NY 10013, U.S.A.

https://doi.org/10.1007/978-1-4939-9806-7


Preface

This volume contains lectures and invited papers from the Focus Program on
“Nonlinear Dispersive Partial Differential Equations and Inverse Scattering” held
at the Fields Institute from July 31 to August 18, 2017.

Our conference coincided with the fiftieth anniversary of the discovery by
Gardner, Greene, Kruskal, and Miura1 that the Korteweg-de Vries (KdV) equation
could be integrated by exploiting a remarkable connection between KdV and
the spectral theory of Schrödinger’s equation in one space dimension. This led
to the discovery of a number of completely integrable models of dispersive
wave propagation including the one-dimensional cubic nonlinear Schrödinger
(NLS) equation, the derivative NLS equation and, in two dimensions, the Davey-
Stewartson, Kadomtsev-Petviashvili, and the Novikov-Veselov equations. These
models have been extensively studied and, in some cases, the inverse scattering
theory has been put on rigorous footing and used as a powerful analytical tool to
study global well-posedness and elucidate long-time asymptotic behavior of the
solutions, including dispersion, soliton solutions, and semiclassical limits.

Pioneering works in this literature are the papers of Deift and Zhou which
establish the “nonlinear steepest descent” method for solving the Riemann-Hilbert
problems at the heart of inverse scattering. More recently, rigorous treatments
of inverse scattering have led to advances in the understanding of dispersive
partial differential equations (PDEs), in particular addressing questions concerning
asymptotic stability of solitons and the soliton resolution conjecture. Motivated by
completely integrable models as well as by considerations stemming from the physi-
cal origin of the equations, the existence and stability properties of special solutions
such as traveling waves and solitary waves have been thoroughly investigated by
pure variational and PDE techniques. A common theme in many PDE results is that
equations which are very far from the integrable cases nonetheless exhibit similar
qualitative and asymptotic behavior.

1Clifford S. Gardner, John M. Greene, Martin D. Kruskal, and Robert M. Miura, Phys. Rev. Lett.
19, 1095 (1967).

v



vi Preface

This conference brought together researchers in completely integrable systems
and PDE with the goal of advancing the understanding of qualitative and long-time
behavior in dispersive nonlinear equations.

Percy Deift’s Coxeter Lectures, “Fifty Years of KdV: An integrable system,”
provided an introduction and overview of the completely integrable method and
its applications in dynamical systems, probability, statistical mechanics, and many
other areas of applied mathematics. The first week of the focus program consisted of
expository lectures by Walter Craig, Patrick Gérard, Peter D. Miller, Peter A. Perry,
and Jean-Claude Saut. Walter Craig presented a series of lectures on Hamiltonian
PDEs. The notion of phase space, flows for PDEs and conserved integrals of
motion were introduced as well as normal forms transformations and the concept
of Nekhoroshev stability. Patrick Gérard’s lectures on “Wave Turbulence and
Complete Integrability” discussed a completely integrable model, the cubic Szegő
equation, for which the growth of Sobolev norms, thought to characterize turbulent
behavior, can be studied explicitly. Jean-Claude Saut provided a comprehensive
survey of results for the Benjamin-Ono and intermediate long-wave equations, both
completely integrable models for one-dimensional wave propagation, by inverse
scattering and PDE methods. Peter A. Perry’s lectures gave a rigorous treatment
of the inverse scattering method for the cubic defocussing nonlinear Schrödinger
equation in one dimension (based on the foundational work of Deift and Zhou) and
for the defocussing Davey-Stewartson equation in two space dimensions (based on
Perry’s work and more recent work of Nachman, Regev, and Tataru). Peter D. Miller
described some theory of Riemann-Hilbert problems, culminating in a description
of the Deift-Zhou steepest descent method. The paper of Dieng, McLaughlin, and
Miller in this volume provides a detailed exposition of a useful generalization,
namely the ∂-steepest descent method for Riemann-Hilbert problems, pioneered by
Dieng and McLaughlin. This method has become an effective tool for attacking
soliton resolution for completely integrable, dispersive PDEs.

The mini-school was followed by two workshops on various aspects of dispersive
PDEs. The research papers collected here include new results on the focusing
NLS equation, the massive Thirring model, and the BBM equation as dispersive
PDE in one space dimension, as well as the KP-II equation, the Zakharov-
Kuznetsov equation, and the Gross-Pitaevskii equation as dispersive PDE in two
space dimensions.

The editors of this volume would like to thank the Fields Institute for Research in
the Mathematical Sciences and its Director, Dr. Ian Hambleton, for their generous
support. We are grateful to Esther Berzunza and Dr. Huaxiong Huang for their
assistance with the organization of the conference as well as to Tyler Wilson and
the Springer team for their assistance with the publication of this special volume.
We are also grateful to the participants of the conference and to the authors for their
contributions to this volume as well as to the referees for their invaluable help during
the review process.

Finally, we dedicate this volume to our friend and colleague Walter Craig, who
sadly passed away on January 18, 2019. Walter was a world renowned scholar for his
work on nonlinear partial differential equations, infinite dimensional Hamiltonian
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systems, and their applications, in particular, to fluid dynamics. A constant source
of inspiration, Walter was a generous mentor and a wonderful collaborator. He will
be greatly missed by all who had the privilege of knowing him as a mathematician,
colleague, and dear friend.

Ann Arbor, MI, USA Peter D. Miller
Lexington, KY, USA Peter A. Perry
Orsay, France Jean-Claude Saut
Toronto, ON, Canada Catherine Sulem
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Part I
Lectures



Three Lectures on “Fifty Years of KdV:
An Integrable System”

Percy A. Deift

The goal in the first two Coxeter lectures was to give an answer to the question

“What is an integrable system?”

and to describe some of the tools that are available to identify and integrate such
systems. The goal of the third lecture was to describe the role of integrable systems
in certain numerical computations, particularly the computation of the eigenvalues
of a random matrix. This paper closely follows these three Coxeter lectures, and is
written in an informal style with an abbreviated list of references. Detailed and more
extensive references are readily available on the web. The list of authors mentioned
is not meant in any way to be a detailed historical account of the development of the
field and I ask the reader for his’r indulgence on this score.

The notion of an integrable system originates in the attempts in the seventeenth
and eighteenth centuries to integrate certain specific dynamical systems in some
explicit way. Implicit in the notion is that the integration reveals the long-time
behavior of the system at hand. The seminal event in these developments was
Newton’s solution of the two-body problem, which verified Kepler’s laws, and by
the end of the nineteenth century many dynamical systems of great interest had
been integrated, including classical spinning tops, geodesic flow on an ellipsoid,
the Neumann problem for constrained harmonic oscillators, and perhaps most
spectacularly, Kowalewski’s spinning top. In the nineteenth century, the general
and very useful notion of Liouville integrability for Hamiltonian systems, was
introduced: If a Hamiltonian system with Hamiltonian H and n degrees of freedom

P. A. Deift (�)
Courant Institute of Mathematical Sciences, New York University, New York, NY, USA
e-mail: deift@cims.nyu.edu

© Springer Science+Business Media, LLC, part of Springer Nature 2019
P. D. Miller et al. (eds.), Nonlinear Dispersive Partial Differential Equations
and Inverse Scattering, Fields Institute Communications 83,
https://doi.org/10.1007/978-1-4939-9806-7_1
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4 P. A. Deift

has n independent, Poisson commuting integrals, I1, . . . , In, then the flow t �→ z(t)
generated by H can be integrated explicitly by quadrature, or symbolically,

{
Ik (z(t)) = const , 1 ≤ k ≤ n, rank (dI1, . . . , dIn) = n,

{
Ik, Ij

} = 0,

1 ≤ j, k ≤ n ⇒ explicit integration.
(1)

Around the same time the Hamilton-Jacobi equation was introduced, which proved
to be equally useful in integrating systems.

The modern theory of integrable systems began in 1967 with the discovery by
Gardner et al. [19] of a method to solve the Korteweg de Vries (KdV) equation

qt + 6qqx − qxxx = 0 (2)

q(x, t)t=0 = q0(x)→ 0 as |x| → ∞ .

The method was very remarkable and highly original and expressed the solution
of KdV in terms of the spectral and scattering theory of the Schrödinger operator
L(t) = −∂2

x + q(x, t), acting in L2(−∞ < x < ∞) for each t . In 1968 Peter
Lax [26] reformulated [19] in the following way. For L(t) = −∂2

x + q(x, t) and
B(t) ≡ 4∂3

x − 6q ∂x − 3qx .

KdV ≡ ∂t L = [B,L] = BL− LB (3)

≡ isospectral deformation of L(t)

⇒ spec (L(t)) = spec (L(0))⇒ integrals of the motion for KdV.

L, B are called Lax pairs: By the 1970s, Lax pairs for the Nonlinear Schrödinger
Equation (NLS), the Sine-Gordon equation, the Toda lattice, . . . , had been found,
and these systems had been integrated as in the case of KdV in terms of the spectral
and scattering theory of their associated “L” operators.

Over the years there have been many ideas and much discussion of what it means
for a system to be integrable, i.e. explicitly solvable. Is a Hamiltonian system with
n degrees of freedom integrable if and only if the system is Liouville integrable, i.e.
the system has n independent, commuting integrals? Certainly as explained above,
Liouville integrability implies explicit solvability. But is the converse true? If we
can solve the system in some explicit fashion, is it necessarily Liouville integrable?
We will say more about this matter further on. Is a system integrable if and only
if it has a Lax pair representation as in (3)? There is, however, a problem with
the Lax-pair approach from the get-go. For example, if we are investigating a flow
on n × n matrices, then a Lax-pair would guarantee at most n integrals, viz., the
eigenvalues, whereas an n × n system has O(n2) degrees of freedom—too little,
a priori, for Liouville integrability. The situation is in fact even more complicated.
Indeed, suppose we are investigating a flow on real skew-symmetric n× n matrices
A—i.e. a flow for a generalized top. Such matrices constitute the dual Lie algebra
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of the orthogonal group On, and so carry a natural Lie-Poisson structure. The
symplectic leaves of this structure are the co-adjoint orbits of On

A = AA =
{
O A OT : O ∈ On

}
(4)

Thus any Hamiltonian flow t → A(t) onA, A(t = 0) = A, must have the form

A(t) = O(t) A O(t) T (5)

for some O(t) ∈ A and hence has Lax-pair form

dA

dt
= Ȯ A OT +O A ȮT = [B,A] (6)

where

B = Ȯ OT = −BT (7)

The Lax-pair form guarantees that the eigenvalues {λi} of A are constants of the
motion. But we see from (4) that the co-adjoint orbit through A is simply specified
by the eigenvalues of A. In other words the eigenvalues of A are just parameters for
the symplectic leaves under considerations: They are of no help in integrating the
system: Indeed dλi |AA = 0 for all i. So for a Lax-pair formulation to be useful, we
need

Lax pair + “something” (8)

So, what is the “something”? A Lax-pair is a proclamation, a marker, as it were,
on a treasure map that says “Look here!” The real challenge in each case is to turn
the Lax-pair, if possible, into an effective tool to solve the equation. In other words,
the real task is to find the “something” to dig up the treasure! Perhaps the best
description of Lax-pairs is a restatement of Yogi Berra’s famous dictum “If you
come to a fork in the road, take it”. So if you come upon a Lax-pair, take it!

Over the years, with ideas going back and forth, Liouville integrability, Lax-
pairs, “algebraic integrability”, “monodromy”, the discussion of what is an inte-
grable system has been at times, shall we say, quite lively. There is, for example, the
story of Henry McKean and Herman Flashka discussing integrability, when one of
them, and I’m not sure which one, said to the other: “So you want to know what is
an integrable system? I’ll tell you! You didn’t think I could solve it. But I can!”

In this “wild west” spirit, many developments were taking place in integrable
systems. What was not at all clear at the time, however, was that these developments
would provide tools to analyze mathematical and physical problems in areas far
removed from their original dynamical origin. These tools constitute what may
now be viewed as an integrable method (IM).
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There is a picture that I like that illustrates, very schematically, the intersection
of IM with different areas of mathematics. Imagine some high dimensional space,
the “space of problems”. The space contains a large number of “parallel” planes,
stacked one on top of the other and separated. The planes are labeled as follows:
dynamical systems, probability theory and statistical mechanics, geometry, combi-
natorics, statistical mechanics, classical analysis, numerical analysis, representation
theory, algebraic geometry, transportation theory, . . . . In addition, there is another
plane in the space labeled “the integrable method (IM)”: Any problem lying on IM
can be solved/integrated by tools taken from the integrable method. Now the fact of
the matter is that the IM-plane intersects all of the parallel planes described above:
Problems lying on the intersection of any one of these planes with the IM-plane are
thus solvable by the integrable method (Fig. 1).

Fig. 1 Intersections of the integrable method
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For each parallel plane we have, for example, the following intersection points:

• dynamical systems: Korteweg-de Vries (KdV), Nonlinear Schrödinger (NLS),
Toda, Sine-Gordon, . . .

• probability theory and statistics: Random matrix theory (RMT), Integrable
probability theory, Principal component analysis (PCA), . . .

• geometry: spaces of constant negative curvature R, general relativity in 1 + 1
dimensions, . . .

• combinatorics: Ulam’s increasing subsequence problem, tiling problems, (Aztec
diamond, hexagon tiling, . . . ), random particle systems (TASEP, . . . ), . . .

• statistical mechanics: Ising model, XXZ spin chain, six vertex model, . . .
• classical analysis: Riemann-Hilbert problems, orthogonal polynomials, (modern)

special function theory (Painlevé equations), . . .
• numerical analysis: QR, Toda eigenvalue algorithm, Singular value decomposi-

tion, . . .
• representation theory: representation theory of large groups (S∞, U∞ . . . ),

symmetric function theory, . . .
• algebraic geometry: Schottky problem, infinite genus Riemann surfaces, . . .
• transportation theory: Bus problem in Cuernavaca, Mexico, airline boarding, . . .

The list of such intersections is long and constantly growing.
The singular significance of KdV is just that the first intersection that was

observed and understood as such, was the junction of IM with dynamical systems,
and that was at the point of KdV.

How do we come to such a picture? First we will give a precise definition of what
we mean by an integrable system. Consider a simple harmonic oscillator:

ẋ = y , ẏ = −ω2x (9)

x(t)|t=0 = x0 , y(t)|t=0 = y0

The solution of (9) has the following form:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x(t; x0, y0) = 1

ω

√
w2 x2

0 + y2
0 sin

(
wt + sin−1

(
ω x0√
ω2 x2

0+y2
0

))

y(t; x0, y0) =
√
ω2 x2

0 + y2
0 cos

(
wt + sin−1

(
ω x0√
ω2 x2

0+y2
0

)) (10)

Note the following features of (10): Let ϕ : R2 → R+ × (R/2πZ)

(α, β) �−→ A = 1

ω

√
ω2 α2 + β2, θ = sin−1

(
ω α√

ω2 α2 + β2

)
.

Then

ϕ−1 : R+ × (R/2πZ)→ R
2
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has the form

ϕ−1(A, θ) = (A sin θ, ωA cos θ)

Thus (10) implies

{
η(t; η0) = ϕ−1 (ϕ(η0)+ ω t)

where η(t) = (x(t), y(t)) , η0 = (x0, y0), ω = (0, ω) (11)

In other words:

There exists a bijective change of variables η �−→ ϕ(η) such that (12a)

η(t, η0) evolves according to (9) ⇒ (12b)

ϕ(η(t); η0) = ϕ(η0)+ t ω

i.e., in the variables (A, θ) = ϕ(α, β), solutions of (9) move linearly.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η(t, η0) is recovered from formula (11) via a map

ϕ−1(A, θ) = (A sin θ, ω A cos θ)

in which the behavior of sin θ, cos θ is very well understood.

The same is true for ϕ.What we learn, in particular, based on this

knowledge of ϕ and ϕ−1, is that

η(t; η0) evolves periodically in time with period 2π/ω

(12c)

We are led to the following:
We say that a dynamical system t �→ η(t) is integrable if

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

There exists a bijective map ϕ : η �→ ϕ(η) ≡ ζ
such that ϕ linearizes the system

ϕ (η(t)) = ϕ (η(t = 0))+ ω t

and so

η (t; η (t = 0)) = ϕ−1 (ϕ (η(t = 0))+ ω t)

(13a)

AND{
The behavior of ϕ, ϕ−1 are well enough understood so that

the behavior of η (t; η (t = 0)) as t →∞ is clearly revealed.
(13b)
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More generally, we say a system η which depends on some parameters η =
η (a, b, . . . ) is integrable if

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

There exists a bijective change of variables η→ ζ = ϕ(η) such

that the dependence of ζ on a, b, . . . .

ζ (a, b, . . . ) = ϕ (η (a, b, . . . ))
is simple/well-understood

(14a)

and⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

The behavior of the function theory

η �→ ζ ≡ ϕ(η) , ζ �−→ η = ϕ−1(ζ )

is well-enough understood so that the behavior of

η (a, b . . . ) = ϕ−1 (ζ (a, b . . . , ))

(14b)

is revealed in an explicit form as a, b, . . . vary, becoming, in particular, large or
small.

Notice that in this definition of an integrable system, various sufficient conditions
for integrability such as commuting integrals, Lax-pairs, . . . , are conspicuously
absent. A system is integrable, if you can solve it, but subject to certain strict
guidelines. This is a return to McKean and Flaschka, an institutionalization, as it
were, of the “Wild West”.

According to this definition, progress in the theory of integrable systems is made
EITHER

by discovering how to linearize a new system

η→ ζ = ϕ(η)

using a known function theory ϕ. For example: Newton’s problem of two grav-
itating bodies, is solved in terms of trigonometric functions/ellipses/parabolas—
mathematical objects already well-known to the Greeks. In the nineteenth century,
Jacobi solved geodesic flow on an ellipsoid using newly minted hyperelliptic
function theory, and so on, . . .

OR
by discovering/inventing a new function theory which linearizes the given problem
at hand. For example: To facilitate numerical calculations in spherical geometry,
Napier, in the early 1700s, realized that what he needed to do was to linearize
multiplication

η η̃ −→ ϕ (η η̃) = ϕ(η)+ ϕ(η̃)

which introduced a new function theory—the logarithm. Historically, no integrable
system has had greater impact on mathematics and science, than multiplication!



10 P. A. Deift

There is a similar story for all the classical special functions, Bessel, Airy, . . . , each
of which was introduced to address a particular problem.

The following aspect of the above evolving integrability process is crucial and
gets to the heart of the Integrable Method (IM): Once a new function theory has
been discovered and developed, it enters the toolkit of IM, finding application in
problems far removed from the original discovery.

Certain philosophical points are in order here.

(1) There is no difference in spirit, philosophically, between our definition of an
integrable system and what we do in ordinary life. We try to address problems
by rephrasing them (read “change of variables”) so we can recognize them as
something we know. After all, what else is a “precedent” in a law case? We
introduce new words—a new “function theory”—to capture new developments
and so extend and deepen our understanding. Recall that Adam’s first cognitive
act in Genesis was to give the animals names. The only difference between this
progression in ordinary life versus mathematics, is one of degree and precision.

(2) This definition presents “integrability” not as a predetermined property of
a system frozen in time. Rather, in this view the status of a system as
integrable depends on the technology/function theory available at the time. If
an appropriate new function theory is developed, the status of the system may
change to integrable.

How does one determine if a system is integrable and how do you integrate it?
Let me say at the outset, and categorically, that I believe there is no systematic
answer to this question. Showing a system is integrable is always a matter of luck
and intuition.

We do, however, have a toolkit which one can bring to a problem at hand.
At this point in time, the toolkit contains, amongst others, the following

components:

(a) a broad and powerful set of functions/transforms/constructions

η→ ζ = ϕ(η)

that can be used to convert a broad class of problems of interest in mathemat-
ics/physics, into “known” problems: In the simplest cases η→ ϕ(η) linearizes
the problem.

(b) powerful techniques to analyze ϕ, ϕ−1 such that the asymptotic behavior of
the original η-system can be inferred explicitly from the known asymptotic
behavior of the ζ -system, as relevant parameters, e.g. time, become large.

(c) a particular, versatile class of functions, the Painlevé functions, which play
the same role in modern (nonlinear) theoretical physics that classical special
functions played in (linear) nineteenth century physics. Painlevé functions form
the core of modern special function, and their behavior is known with the
same precision as in the case of the classical special functions. We note that the
Painlevé equations are themselves integrable in the sense of Definition (14a).
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(d) a class of “integrable” stochastic models—random matrix theory (RMT).
Instead of modeling a stochastic system by the roll of a die, say, we now have
the possibility to model a whole new class of systems by the eigenvalues of
a random matrix. Thus RMT plays the role of a stochastic special function
theory. RMT is “integrable” in the sense that key statistics such as the gap
probability, or edge statistics, for example, are given by functions, e.g. Painlevé
functions, that describe (deterministic) integrable problems as above. We will
say more about this later.

We will now show how all this works in concrete situations. Note, however,
by no means all known integrable systems can be solved using tools from the
IM-toolkit. For example the beautiful system that Patrick Gérard et al. have been
investigating recently (see e.g. [21]), seems to be something completely different.
We will consider various examples. The first example is taken from dynamics, viz.,
the NLS equation.

To show that NLS is integrable, we first extract a particular tool from the
toolkit—the Riemann-Hilbert Problem (RHP): Let � ⊂ C be an oriented contour
and let v : � → G (n,C) be a map (the “jump matrix”) from � to the invertible
n × n matrices, v, v−1 ∈ L∞(�). By convention, at a point z ∈ �, the (+) side
(respectively (−) side) lies to the left (respectively right) as one traverse � in the
direction of the orientation, as indicated in Fig. 2. Then the (normalized) RHP (�, v)
consists in finding an n× n matrix-valued function m = m(z) such that

•m(z) is analytic in C/�

•m+(z) = m−(z) v(z) , z ∈ �
where m±(z) = lim

z′→z±
m(z′)

•m(z)→ In as z→∞

Fig. 2 Oriented contour �
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Here “z′ → z±” denotes the limit as z′ ∈ C/� approaches z ∈ � from the (±)-
side, respectively. The particular contour� and the jump matrix v are tailored to the
problem at hand.

There are many technicalities involved here: Does such an m(z) exist? In what
sense do the limitsm± exist? And so on . . . . Here we leave such issues aside. RHP’s
play an analogous role in modern physics that integral representations play for
classical special functions, such as the Airy function Ai(z), Bessel function Jn(z),

etc. For example, Ai(z) = 1
2πi

∫
C exp

(
t3

3 − z t
)
dt for some appropriate contour

C ⊂ C, which makes it possible to analyze the behavior of Ai(z) as z→∞, using
the classical steepest descent method.

Now consider the defocusing NLS equation on R

⎧⎨
⎩i ut + uxx − 2|u|2 u = 0

u(x, t)

∣∣∣
t=0

= u0(x)→ 0 as |x| → ∞. (15)

In 1972, Zakharov and Shabat [35] showed that NLS has a Lax-pair formulation,
as follows: Let

L(t) = (i σ )−1 (∂x −Q(t))

where

σ = 1

2

(
1 0
0 −1

)
, Q(t) =

(
0 u(x, t)

−u(x, t) 0

)
.

For each t , L(t) is a self-adjoint operator acting on vector valued function in(
L2(R)

)2
. Then for some explicit B(t), constructed from u(x, t) and ux(x, t),

u(x, t) solves NLS ⇐⇒ d L(t)

dt
= [B(t), L(t)] . (16)

This the second tool we extract from our toolkit. So the Lax operator L(t) marks a
point, as it were, on our treasure map. How can one use L(t) to solve the system?

One proceeds as follows: This crucial step was first taken by Shabat [30] in the
mid-1970s in the case of KdV and developed into a general scheme for ordinary
differential operators by Beals and Coifman [4] in the early 1980s.

The map ϕ in (13a) above for NLS is the scattering map constructed as follows:
Suppose u = u(x) is given, u(x) → 0 sufficiently rapidly as |x| → ∞. For fixed
z ∈ C/R, there exists a unique 2 × 2 solution of the scattering problem

Lψ = zψ (17)
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where

m = m(x, z; u) ≡ ψ(x, z) e−iz,xσ (18)

is bounded on R and

m(x, z; u)→ I as x →−∞.

For fixed x ∈ R, such so-called Beals-Coifman solutions also have the following
properties:

m(x, z; u) is analytic in z for z ∈ C/R

and continuous in C+ and in C−
(19)

m(x, z; u)→ I as z→∞ in C/R. (20)

Now both ψ±(x, z; u) = limz′→z± ψ(x, z; u) , z ∈ R clearly solve Lψ± = z ψ±
which implies that there exists v = v(z) = v(z; u) independent of x, such that for
all x ∈ R

ψ+ (x, z) = ψ− (x, z) v(z) , z ∈ R (21)

or in terms of

m± = ψ±(x, z) e−ixzσ (22)

we have

m+(x, z) = m−(x, z) vx(z) , z ∈ R (23)

where

vx(z) = eixz σ v(z) e−ixz σ (24)

Said differently, for each x ∈ R, m(x, z) solves the normalized RHP (�, vx) where
� = R, oriented from −∞ to +∞, and v is as above. In this way, a RHP enters
naturally into the picture introduced by the Lax operator L.

It turns out that v has a special form

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

v(z) =
(

1 − |r(z)|2 r(z)
−r(z) 1

)

vx(z) =
(

1 − |r|2 r eixz
−r̄e−ixz 1

) (25)
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where r(z), the reflection coefficient, satisfies ‖r‖∞ < 1. We define the map ϕ for
NLS as follows:

u �→ ϕ(u) ≡ r (26)

Suppose r is given and x fixed. To construct ϕ−1(r) we must solve the RHP (R, vx)
with vx as in (25). If m = m(x, z) is the solution of the RHP, then expanding at
z = ∞, we have

m(x, z) = I + (m1(x))

z
+O

(
1

z2

)
, z→∞.

A simple calculation then shows that

u(x) = ϕ−1(r) = −i(m1(x))12. (27)

Thus

ϕ ↔ scattering map ; ϕ−1 ↔ RHP.

Now the key fact of the matter is that

ϕ linearizes NLS. (28)

Indeed if u(t) = u(x, t) solves NLS with u(x, t)
∣∣
t=0= u0(x), then

r(t) = ϕ(u(t)) = r(z; u0) e
−itz2 = ϕ(u0)(z) e

−itz2 (29)

or log r(t) = log r(z, u0)− i t z2

which is linear motion!
This leads to the celebrated solution procedure

u(t) = ϕ−1
(
ϕ(u0)(·) e−i t (·)2

)
. (30)

Thus condition (13a) for the integrability of NLS is established.
But condition (13b) is also satisfied. Indeed the analysis of the scattering map

u → r = ϕ(u) is classical and well-understood. The inverse scattering map is
also well-understood because of the nonlinear steepest descent method for RHP’s
introduced by Deift and Zhou in 1993 [13].1 This is the third tool we extract from
our toolkit. One finds, for example, that as t →∞

1This paper also contains some history of earlier approaches to analyze the behavior of solutions
of integrable systems asymptotically.
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u(x, t) = 1√
t
α(z0) e

i x2/4t−iν(z0) log 2t (31)

+O
(
n t

t

)

where

z0 = x/2t , ν(z) = − 1

2π
log
(

1 − |r(z)|2
)

(32)

and

α(z) is an explicit function of r.

We see, in particular, that the long-time behavior of u(x, t) is given with the same
accuracy and detail as the solution of the linear Schroödinger equation i u0

t +u0
xx =

0 which can be obtained by applying the classical steepest descent method to the
Fourier representation of u0(x, t)

u0(x, t) = 1√
2π

∫
R

û0(z) ei(xz−tz2) dz

where û0 is the Fourier transform of u0(x, t = 0). As t →∞, one finds

u0(x, t) = û
0(z0)√

2it
eix

2/4t + o
(

1√
t

)
. (33)

We see that NLS is an integrable system in the sense advertised in (13a,b). It is
interesting and important to note that NLS is also integrable in the sense of Liouville.
In 1974, Zakharov and Manakov in a celebrated paper [33], not only showed that
NLS has a complete set of commuting integrals (read “actions”), but also computed
the “angle” variables canonically conjugate to these integrals, thereby displaying
NLS explicitly in so-called “action-angle” form. This effectively integrates the
system by “quadrature” (see page 2). The first construction of action-angle variables
for an integrable PDE is due to Zakharov and Faddeev in their landmark paper [32]
on the Korteweg-de Vries equation in 1971.

We note that the asymptotic formula (31) and (32) for NLS was first obtained by
Zakharov and Manakov in 1976 [34] using inverse scattering techniques, also taken
from the IM toolbox, but without the rigor of the nonlinear steepest descent method.

The next example, taken from Statistical Mechanics, utilizes another tool from
the toolkit, viz. the theory of integrable operators, IO’s.
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IO’s were first singled out as a distinguished class of operators by Sakhnovich in
the 1960s, 1970s and the theory of such operators was then fully developed by Its
et al. [23] in the 1990s. Let � be an oriented contour in C. We say an operator K
acting on measurable functions h on � is integrable if it has a kernel of the form

K(x, y) =
∑n
i=1 fi(x) gi(y)

x − y , n <∞, x, y ∈ �, (34)

where

fi, gi ∈ L∞(�), and (35)

Kh(x) =
∫
�

K(x, y) h(y) dy.

If � is a “good” contour (i.e. � is a Carleson curve), K is bounded in Lp(�) for
1 < p <∞.

Integral operators have many remarkable properties. In particular the integrable
operators form an algebra and (I + K)−1, if it exists, is also integrable if K is
integrable. But most remarkably, (I+K)−1 can be computed in terms of a naturally
associated RHP on �. It works like this. If K(x, y) = ∑n

i=1 fi(x) gi(y)/x − y,
then

(I +K)−1 = I + R (36)

where R(x, y) =
n∑
i=1

Fi(x) Gi(y)
/
x − y

for suitable Fi, Gi . Now assume for simplicity that
∑n
i=1 fi(x) gi(x) = 0 and let

v(z) = I − 2π f (z) g(z)T , z ∈ �, (37)

where f = (fi, . . . , fn)T , g = (gi, . . . , gn)T
and suppose m(z) solves the normalized RHP (�, v). Then

F(z) = m+(z) f (z) = m−(z) f (z) (38)

and

G(z) =
(
m−1+

)T
g(z) =

(
m−1−

)T
g(z) (39)
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Here is an example how integrable operators arise. Consider the spin– 1
2 XY

model in a magnetic field with Hamiltonian

H = −1

2

∑
∈Z

(
σx σ

x
+1 + σz

)
(40)

where σx , σ
z
 are the standard Pauli matrices at the th site of a 1-d lattice.

As shown by McCoy et al. [28] in 1983, the auto-correlation function X(t)

X(t) = 〈σx0 (t) σ x0 〉T =
tr
(
e−βH

(
e−iH t σ x0 ei Ht

)
σx0

)
tr e−βH

where β = 1
T

, can be expressed as follows:

X(t) = e−t2/2 det (1 −Kt)

Here Kt is the operator on L2(−1, 1) with kernel

Kt(z, z
′) = ϕ(z) sin it (z− z′)

π (z− z′) , −1 ≤ z, z′ ≤ 1, (41)

and

ϕ(z) = tanh
(
β
√

1 − z2
)
, −1 < z < 1. (42)

Observe that

Kt(z, z
′) =

∑2
i=1 fi(z) gi(z

′)
z− z′ (43)

where

f = (f1, f2)
T =

(−etz ϕ(z)
2π i

,
−e−tz ϕ(z)

2π i

)T

g = (g1, g2)
T = (e−tz, −etz)T

so that Kt is an integrable operator. We have

v = vt = I − 2πi f gT =
(

1 + ϕ(z) −ϕ(z) e2zt
ϕ(z) e−2zt 1 − ϕ(z)

)
, z ∈ (−1, 1) . (44)
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As

d

dt
log det (1 −Kt) = d

dt
tr log(1 −Kt)

= −tr
(

1

1 −Kt K̇t
)

we see that d
dt

log det(1−Kt), and ultimatelyX(t), can be expressed via (36), (38),
and (39) in terms of the solution mt of the RHP

(∑ = (−1, 1), vt
)

Applying the nonlinear steepest descent method to this RHP as t →∞, one finds
(Deift and Zhou [14]) that

X(t) = exp

(
t

π

∫ 1

−1
log |tanh βs| ds + o(t)

)
(45)

This shows that H in (40) is integrable in the sense that key statistics for H such as
the autocorrelation functionX(t) for the spin σx0 is integrable in the sense of (14a,b)

X(t)
ϕ�→ Kt ∈ integrable operators

and ϕ−1 is computed with any desired precision using RH-steepest descent methods
to obtain (45). Note that the appearance of the terms ϕ(z) e±2zt in the jump matrix
vt for Kt = ϕ(X(t)), makes explicit the linearizing property of the map ϕ.

Another famous integrable operator appears in the bulk scaling limit for the
gap probability for invariant Hermitian ensembles in random matrix theory. More
precisely, consider the ensemble of N × N Hermitian matrix {M} with invariant
distribution

PN(M) dM = e−N tr V (M) dM∫
e−N tr V (M) dM

,

where V (x)→+∞ as |x| → ∞ and dM is Lebesgue measure on the algebraically
independent entries ofM .

Set PN ([α, β]) = gap probability ≡ Prob {M has no eigenvalues in [α, β]}, α < β.

We are interested in the scaling limit of PN ([α, β]) i.e.

P(α, β) = lim
N→∞PN

([
α

ρN
,
β

ρN

])

for some appropriate scaling ρN ∼ N . One finds (and here RH techniques play a
key role) that

P(α, β) = det(1 −Ks) , s = β − α (46)
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where Ks has a kernel

Ks(x, y) = sin(x − y)
π(x − y) acting on L2(0, 2s).

Clearly Ks(x, y) = e
ix e−iy − e−ix eiy

2π i(x − y) is an integrable operator. The asymp-

totics of P(α, β) can then be evaluated asymptotically with great precision as
s → ∞, by applying the nonlinear steepest descent method for RHP’s to the RHP
associated with the integrable operator Ks , as in the case for Kt in (44) et seq.

Thus RMT is integrable in the sense that a key statistic, the gap probability in the
bulk scaling limit, is an integrable system in the sense of (14a,b):

Scaled gap probability P(α,β)
ϕ−→ Ks(x, y) ∈ Integrable operators

ϕ−1 is then evaluated via the formula det (1 −Ks)
which can be controlled precisely as s →∞.

The situation is similar for many other key statistics in RMT. It turns out that P(α,β)
solves the Painlevé V equation as a function of s = β − α (this is a famous,
result of Jimbo et al. [25]). But the Painlevé V equation is a classically integrable
Hamiltonian system which is also integrable in the sense of (14a,b). Indeed it is
a consequence of the seminal work of the Japanese School of Sato et al. that all
the Painlevé equations can be solved via associated RHP’s (the RHP for Painlevé
II in particular was also found independently by Flaschka and Newell), and hence
are integrable in the sense of (14a,b) and amenable to nonlinear steepest descent
asymptotic analysis, as described, for example, in the text, Painlevé Transcendents
by Fokas et al. [18].

There is another perspective one can take on RMT as an integrable system. The
above point of view is that RMT is integrable because key statistics are described by
functions which are solutions of classically integrable Hamiltonian systems. But this
point of view is unsatisfactory in that it attributes integrability in one area (RMT)
to integrability in another (Hamiltonian systems). Is there a notion of integrability
for stochastic systems that is intrinsic? In dynamics the simplest integrable system
is free motion

ẋ = y, ẏ = 0 �⇒ x(t) = x0 + y0 t , y(t) = y0. (47)

Perhaps the simplest stochastic system is a collection of coins flipped independently.
Now, we suggest, just as an integrable Hamiltonian system becomes (47) in new
variables, the analogous property for a stochastic system should be that, in the
appropriate variables, it is integrable if it just a product of independent spin flips.
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Consider the scaled gap probability,

P(α,β) = Prob { no eigenvalues in (α, β)} = det(1 −Ks) (48)

But as the operator Ks is trace-class and 0 ≤ Ks < 1, it follows that

Pα,β =
∞∏
i=1

(1 − λi) (49)

where 0 ≤ λi < 1 are the eigenvalues of Ks . Now imagine we have a collection
of boxes, B1, B2, . . . . With each box we have a coin: With probability λi a ball is
placed in box Bi , or equivalently, with probability 1 − λi there is no ball placed in
Bi . The coins are independent. Thus we see that the probability that there are no
eigenvalue in (α, β), is the same as the probability of no balls being placed in all the
boxes!

This is an intrinsic probabilistic view of RMT integrability. It applies to
many other stochastic systems. For example, consider Ulam’s longest increasing
subsequence problem:

Let π = π(1) π(2), . . . π(N) be a permutation in the symmetric group SN . If

i1 < i2 < · · · < ik and π(i1) < · · · < π(ik) (50)

we say that

π(i1) π(i2) . . . , π(ik) (51)

is an increasing subsequence for π of length k. Let N(π) denote the greatest
length of any increasing subsequence for π , e.g. for N = 6, π = 31,5624 ∈ S6
has 6(π) = 3 and 356, 254 and 156 are all longest increasing subsequences for
π . Equip SN with uniform measure. Thus for n ≤ N .

qn,N ≡ Prob (N ≤ n) (52)

= # {π : N(π) ≤ n}
N !

Question How does qn,N behave as n, N →∞?

Theorem 1 (Baik et al. [1]) Let t ∈ R be given. Then

F(t) ≡ lim
N→∞ Prob

(
N ≤ 2

√
N + t N1/6

)
(53)

exists and is given by e−
∫∞
t (x−t) u2(x) dx where u(x) is the (unique) Hastings-

McLeod solution of the Painlevé II equation

u′′ = 2u3 + xu (54)
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normalized such that

u(x) ∼ Ai(x) = Airy function, as x →+∞

(The original proof of this Theorem used RHP/steepest descent methods. The
proof was later simplified by Borodin, Olshanski and Okounkov using the so-called
Borodin-Okounkov-Case-Geronimo formula.)

Some observations:

(i) As Painlevé II is classically integrable, we see that the map

qn,N
ϕ−→ u2(t) = − d

2

dx2 log F(x)

transforms Ulam’s longest increasing subsequence problem into an integrable
system whose behavior is known with precision. There are many other classical
integrable systems associated with qn,N but that is another story (see Baik et al.
[2]).

(ii) The distribution F(t) = e−
∫∞
t (x,t) u

2(x) dx is the famous Tracy-Widom dis-
tribution for the largest eigenvalue λmax of a random Hermitian matrix in
the edge-scaling limit. In other words, the length of the longest increasing
subsequence behaves like the largest eigenvalue of a random Hermitian matrix.
More broadly, what we are seeing here is an example of how RMT plays the
role of a stochastic special function theory describing a stochastic problem
from some other a priori unrelated area. This is no different, in principle,
from the way the trigonometric functions describe the behavior of the simple
harmonic oscillator. RMT is a very versatile tool in our IM toolbox—tiling
problems, random particle systems, random growth models, the Riemann zeta
function, . . . , all the way back to Wigner, who introduced RMT as a model
for the scattering resonances of neutrons off a large nucleus, are all problems
whose solution can be expressed in terms of RMT.

(iii) F(t) can also be written as

F(t) = det (1 − At) (55)

where At is a particular trace class integrable operator, the Airy operator, with

0 ≤ At < 1. Thus F(t) =∏∞
i=1

(
1 − λ̃i (t)

)
where {λ̃i (t)} are the eigenvalues

of At . We conclude that F(t), the (limiting) distribution for the length N of
the longest increasing subsequence, corresponds to an integrable system in the
above intrinsic probabilistic sense.

(iv) It is of considerable interest to note that in recent work Gavrylenko and
Lisovyy [20] have shown that the isomonodromic tau function for general
Fuchsian systems can be expressed, up to an explicit elementary function, as
a Fredholm determinant of the form det (1 − K) for some suitable trace class



22 P. A. Deift

operatorK . Expanding the determinant as a product of eigenvalues, we see that
the general Fuchsian system, too, is integrable in the above intrinsic stochastic
sense.

Another tool in our toolbox concerns the notion of a scattering system. Consider
the Toda lattice in

(
R

2n, ω =∑ni=1 dxi ∧ dyi
)

with Hamiltonian

HT (x, y) = 1

2

n∑
i=1

y2
i +

n−1∑
i=1

e(xi−xi+1) (56)

giving rise to Hamilton’s equations

ẋ = (HT )y , ẏ = −(HT )x. (57)

The scattering map for a dynamical system maps the behavior of the system in the
distant past onto the behavior of the system in the distant future. In my Phd, I worked
on abstract scattering theory in Hilbert space addressing questions of asymptotic
completeness for quantum systems and classical wave systems. When I came to
Courant, I started to study the Toda system and I was amazed to learn that for
this multi-particle system the scattering map could be computed explicitly. When
I expressed my astonishment to Jürgen Moser, he said to me, “But every scattering
system is integrable!” It took me some time to understand what he meant. It goes
like this:

Suppose that you have a Hamiltonian system in
(
R

2n, ω =∑ni=1 dxi ∧ dyi
)

with
Hamiltonian H , and suppose that the solution

z(t) = (x(t), y(t)) , z(0) = (x(0), y(0)) = (x0, y0)

of the flow generated by H behaves asymptotically like the solutions ẑ(t) of free
motion with Hamiltonian

Ĥ (x, y) = 1

2
y2

for which

ẋ = y, ẏ = 0 with ẑ(0) = (x̂0, ŷ0
)
,

yielding

ẑ(t) = (x̂0 + ŷ0 t, ŷ0
)
.

As z(t) ∼ ẑ(t) by assumption, we have as t →∞,

x(t) = ty# + x# + o(1) (58a)
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y(t) = y# + o(1) (58b)

for some x#, y#.
Write

z(t) = Ut(z(0)) , ẑ(t) = Ût
(
ẑ(0)

)
.

Then, provided o(1) = o
(

1
t

)
in (58b),

Wt(z0) ≡ Û−t ◦ Ut(z0)

= Û−t
(
ty# + x# + o(1), y# + o

(
1

t

))

=
(
ty# + x# + o(1)− t

(
y# + o

(
1

t

))
, y# + o

(
1

t

))

=
(
x# + o(1), y# + o(1)

)
.

Thus

W∞(z0) = lim
t→∞ Wt(z0)

exists. Now

Wt ◦ Us = Û−t ◦ Ut+s
= Ûs ◦ Wt+s ,

and letting t →∞, we obtain

W∞ ◦ Us = Ûs ◦ W∞ (59)

so thatW∞ is an intertwining operator between Us and Ûs .
But clearlyWt is the composition of symplectic maps, and so is symplectic, and

hence W∞ is a symplectic map and hence W−1∞ is symplectic. Thus from (59) we
see that

Us = W−1∞ ◦ Ûs ◦ W∞ (60)

is symplectically equivalent to free motion, and hence is integrable. In particular if
{λ̂k} are the Poisson commuting integrals for Ĥ , then {λk = λ̂k ◦ W∞} are the
(Poisson commuting) integrals for H .

What this computation is telling us is that if a system is scattering, or more
generally, if the solution of one system looks asymptotically like some other system,
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then it is in fact (equivalent to) that system. Remember the famous story of Roy
Cohn during the McCarthy hearings, when he was trying to convince the panel that
a particular person was a Communist? He said: “If it looks like a duck, walks like a
duck, and quacks like a duck, then it’s a duck!”

Now direct computations, due originally to Moser, show that the Toda lattice is
scattering in the sense of (58a,b). And so what Moser was saying is that the system
is necessarily integrable. The Toda lattice is a rich and wonderful system and I
spent much of the 1980s analyzing the lattice and its various generalizations together
with Carlos Tomei, Luen-Chau Li and Tara Nanda. I will say much more about this
system below. It was a great discovery of Flaschka [17] (and later independently,
Manakov [27]) that the Toda system indeed had a Lax pair formulation (see (74)
below).

The idea of a scattering system can be applied to PDE’s. Some 15–20 years
ago Xin Zhou and I [15] began to consider perturbations of the defocussing NLS
equation on the line,

i ut + uxx − 2|u|2 u− ε|u| u = 0,  > 2 (61)

with

u(x, t = 0) = u0(x)→ 0 as |x| → ∞.

In the spatially periodic case, u(x, t) = u(x+1, t), solutions of NLS (the integrable
case: ε = 0) move linearly on a (generically infinite dimensional) torus. In the
perturbed case (ε �= 0), KAM methods can be (extended and ) applied (with great
technical virtuosity) to show (here Kuksin, Pöschel, Kappeler have played the key
role) that, as in the familiar finite dimensional case, some finite dimensional tori
persist for (61) under perturbation. However, on the whole line with u0(x)→ 0 as
|x| → ∞, the situation, as we now describe, is very different.

In the spirit of it “walks like a duck”, what is the “duck” for solutions of (61)?
The “duck” here is a solution u#(x, t) of the NLS equation.

i u#
t + u#

xx − 2|u#|2 u# = 0

u#(x, 0) = u#
0(x)→ 0 as |x| → ∞.

(62)

Recall the following calculations from classical KAM theory in R2n, say:
Suppose that the flow with Hamiltonian H0 is integrable and Hε = H0 + εĤ is
a perturbation of H0. Hamilton’s equation for Hε has the form

zt = J∇Hε = J∇H0 + ε J∇Ĥ , z(0) = z0 (63)

with J =
(
O In−In 0

)
. If J∇H0 is linear in z, say J∇H0 = Az, then we can solve

(63) by D’Alembert’s principle to obtain
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z(t) = eAt z0 + ε
∫ t

0
eA(t−s) J∇Ĥ (s) ds (64)

to which an iteration procedure can be applied. If J∇H0 is not linear, however, no
such D’Alembert formula exist, and this is the reason that the starting point for any
KAM investigation is to first write (63) in action-angle variables z �→ ζ for H0:
Then J∇H0 is linear and (64) applies.

With this in mind, we used the linearizing map for NLS described in (26)

u(x, t) = u(t) �→ ϕ(u(t)) = r(t) = r(t; z)

as a change of variables for the perturbed equation (61). And although the map ϕ no
longer linearizes the equation, it does transform the equation into the form

∂r

∂t
(t, z) = −i z2 r(t, z)+ ε F (z, t; r(t)) (65)

to which D’Alembert’s principle can be applied

r̂(t, z) = r0(z)+ ε
∫ t

0
F
(
z, s; r̂ e−i s< >2

)
ds (66)

where r0(z) = ϕ(z) and r̂(t, z) = r(t, s) eitz2 . The functional F depends on ϕ
and ϕ−1, and so, in particular, involves the RHP (� = R, vt ). Fortunately this
RHP can be evaluated with sufficient accuracy using steepest descent methods in
order to obtain the asymptotics of r̂(t, z) as t → ∞, and hence of u(x, t) =
ϕ−1

(
r̂(t) e−it< >2

)
.

Let Uεt (u0) be the solution of (61) and UNLSt

(
u#

0

)
be the solution of NLS (62)

with u0, u
#
0 in H 1,1 = {

f ∈ L2(R) : f ′ ∈ L2(R), x f ∈ L2(R)
}
, respectively.

Then the upshot of this analysis is, in particular, that

W±(u0) = lim
t→±∞ UNLS−t ◦ Uεt (u0) (67)

exist strongly which shows that as t →±∞ ,

Uεt (u0) ∼ UNLSt

(
W±(u0)

)
and much more. In particular, there are commuting integrals for (61), . . . ,

Three observations:

(a) As opposed to KAM where integrability is preserved on sets of high measure,
here integrability is preserved on open subsets of full measure.

(b) As a tool in our IM toolbox, integrability makes it possible to analyze
perturbations of integrable systems, via a D’Alembert principle.
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(c) There is a Catch 22 in the whole story. Suppose you say, “my goal is describe the
evolution of solutions of the perturbed equation (61) as t →∞”. To do this one
must have in mind what the solutions should look like as t →∞: Do they look
like solutions of NLS, or perhaps like solutions of the free Schrödinger equation
i ut + uxx = 0? Now suppose you disregard any thoughts on integrability and
utilize any method you can think of, dynamical systems ideas, etc., to analyze
the system and you find in the end that the solution indeed behaves like NLS.
But here’s the catch; if it looks like NLS, then the wave operators W± in (67)
exist, and hence the system is integrable! It looks like a duck, walks like a duck
and quacks like a duck, and so it’s a duck! In other words, whatever methods
you used, they would not have succeeded unless the system was integrable in
the first place!

Finally, I would like to discuss briefly an extremely useful algebraic tool in the
IM toolbox, viz., Darboux transforms/Backlund transformations. These are explicit
transforms that convert solutions of one (nonlinear) equation into solutions of
another equation, or into different solutions of the same equation. For example, the
famous Miura transform, a particular Darboux/Backlund transform,

v(x, t)→ u(x, t) = vx(x, t)+ v2(x, t)

converts solutions v(x, t) of the modified KdV equation

vt + 6v2 vx + vxxx = 0

into solutions of the KdV equation

ut + 6uux = uxxx = 0.

Darboux transforms can be used to turn a solution of KdV without solitons into one
with solitons, etc. Darboux/Backlund transforms also turn certain spectral problems
into other spectral problems with (essentially) the same spectrum, for example,

H = − d
2

dx2 + q(x) −→ H̃ = − d
2

dx2 + q̃(x)

where q̃ = q − 2
d2

dx2
logϕ, and ϕ is any solution of Hϕ = 0,

constructs H̃ with (essentially) the same spectrum as H . Thus a Darboux/Backlund
transform is a basic isospectral action. The literature on Darboux transforms is vast,
and I just want to discuss one application to PDE’s which is perhaps not too well
known.
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Consider the Gross-Pitaevskii equation in one-dimension,

i ut + 1

2
uxx + V (x) u+ |u|2 u = 0 (68)

u(x, 0) = u0(x).

For general V this equation is very hard to analyze. A case of particular interest is
where

V (x) = q δ(x), q ∈ R and δ is the delta function. (69)

For such V , (68) has a particular solution

uλ(x, t) = λ eiλ2 t/2 sech
(
λ|x| + tanh−1

(q
λ

))
(70)

for any λ > |q|. This solution is called the Bose-Einstein condensate for the system.

Question Is uλ asymptotically stable? In particular, if

u(x, t = 0) = uλ (x, t = 0)+ ε w(x) , ε small, (71)

does

u(x, t) → uλ(x, t) as t →∞?

In the case where w(x) is even, one easily sees that the initial value problem
(IVP) (68) with initial value given by (71) is equivalent to the initial boundary value
problem (IBVP)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

iut + 1
2 uxx + |u|2 u = 0, x > 0, t > 0

u(x, t = 0) = (71) for x > 0

subject to the Robin boundary condition at x = 0

ux(0, t)+ q u(0, t) = 0.

(72)

Now NLS on R is integrable, but is NLS on {x > 0} with boundary conditions
as in (72) integrable? Remember that the origin of the boundary condition is the
physical potential (read “force”!) V (x). So we are looking at a dynamical system,
which is integrable on R, interacting with a new “force” V . It is not at all clear, a
priori, that the combined system is integrable in the sense of (13a,b).

The stability question for uλ was first consider by Holmer and Zworski [22], and
using dynamical systems methods, they showed asymptotic stability of uλ for times
of order |q|−2/7. But what about times larger than |q|−2/7? Following on the work
of Holmer and Zworski, Jungwoon Park and I [10] begin in 2009 to consider this
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question. Central to our approach was to try to show that the IBVP for NLS as in
(72) was integrable, and then use RH/steepest-descent methods. In the linear case,
a standard approach is to use the method of images: for Dirichlet and Neumann
boundary conditions, one just reflects, u(x) = −u(−x) or u(x) = +u(−x) for
x < 0, respectively.

For the Robin boundary condition in the linear case, the reflection is a little more
complicated, but still standard. In this way one then gets an IVP on the line that
can be solved by familiar methods. In the non-linear case, similar methods work
for the Dirichlet and Neumann boundary conditions, but for the Robin boundary
condition case, q �= 0, how should one reflect across x = 0? It turns out that there
is a beautiful method due to Bikbaev and Tarasov where they construct a particular
Darboux transform version b(x) of the initial data u(x, t = 0), x > 0, and then
define {

v(x) = b(−x) x < 0

= u(x, t = 0) x > 0.
(73)

If v(x, t) is the solution of (the integral equation) of NLS on R with initial conditions

(73), then v(x, t)
∣∣∣
x>0

is a solution of the IBVP (72) for t ≥ 0. In other words, the

Darboux transform can function as a tool in our toolkits to show that a system is
integrable.

Applying RH/steepest descent methods to v(x, t), one finds that uλ is asymptot-
ically stable if q > 0, but for q < 0, generically, uλ is not asymptotically stable: In
particular, for times t >> |q|−2, as t → ∞, a second “soliton” emerges and one
has a “two soliton” condensate.

We note that (72) can also be analyzed using Fokas’ unified integration method
instead of the Bikbaev-Tarasov transform, as in Its and Shepelsky [24].

Algorithms
As discussed above, the Toda lattice is generated by the Hamiltonian

HT (x, y) = 1

2

n∑
i=1

y2
i +

n−1∑
i=1

e(xi−xi+1).

The key step in analyzing the Toda lattice was the discovery by Flaschka [17],
and later independently by Manakov [27], that the Toda equations have a Lax-pair
formulation ⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

dx

dt
= HT,y , dy

dt
= −HT,x

≡
dM

dt
= [M,B(M)]

(74)



Three Lectures on “Fifty Years of KdV: An Integrable System” 29

where

M =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1

b1
. . .
. . . 0

. . .
. . .
. . .

0
. . . bn−1

bn−1 an

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,

B(M) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 −b1

b1 0 −b2 0

b2
. . .

. . .

0
. . . −bn−1

bn−1 0

⎞
⎟⎟⎟⎟⎟⎟⎠

= M− −MT−
and

ak = −yk/2 , 1 ≤ k ≤ n

bk = 1

2
e

1
2 (xk−xk+1) , 1 ≤ k ≤ n− 1.

(75)

In particular, the eigenvalues {λn} of M are constants of the motion for Toda,
{λn(t) = λn, t ≥ 0}. Direct calculation shows that they are independent and Poisson
commute, so that Toda is Liouville integrable. Now as t → ∞, one can show,
following Moser [29], that the off diagonal entries bk(t)→ 0 as t →∞. As noted
by Deift et al. [9], what this means is that Toda gives rise to an eigenvalue algorithm:

Let M0 be given and let M(t) solve the Toda equations (74) with M(0) = M0.
Then

• t �→ M(t) is isospectral, spec (M(t)) = spec (M0).

• M(t)→ diag (λ1, . . . , λn) as t →∞. (76)

Hence λ1, . . . , λn must be the eigenvalues ofM0.
Note that HT (M) = 1

2 tr M
2.

Now the default algorithm for eigenvalue computation is theQR algorithm. The
algorithm without “shifts” works in the following way. LetM0 = MT0 , detM0 �= 0,
be given, whereM0 is n× n.

ThenM0 has a unique QR-factorization

M0 = Q0 R0 , Q0 orthog, R0 upper triangular

with (R0)ii > 0, i = 1, . . . , n.
(77)

Set

M1 ≡ R0Q0

= QT0 M0Q0
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from which we see that

spec (M1) = specM0.

NowM1 has its own QR-factorization

M1 = Q1 R1

Set

M2 = R1Q1

= QT1 M1Q1

so that again specM2 = specM1 = specM0.
Continuing, we obtain a sequence of isospectral matrices

specMk = specM0 , k > 0,

and as k→∞, generically,

Mk → diag (λ1, . . . , λn)

and again λ1, . . . , λn must be the eigenvalues of M0. If M0 is tridiagonal, one
verifies thatMk is tridiagonal for all k.

There is the following Stroboscope Theorem for the QR algorithm (Deift et al.
[9]), which is motivated by earlier work of Symes [31]:

Theorem (QR: tridiagonal)
(78)

Let M0 = MT0 be tri-diagonal. Then there exists a Hamiltonian flow t �→
MQR(t), MQR(0) = M0 with Hamiltonian

HQR(M) = tr (M logM −M) (79)

with the properties

(i) the flow is completely integrable
(ii) (Stroboscope property) MQR(k) = Mk, k ≥ 0, where Mk are the QR

iterates starting atM0, det M0 �= 0
(iii) MQR(t) commutes with the Toda flow
(iv) dM

dt
= [B(logM), M

]
, B(logM) = (logM)− − (logM)T− .
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More generally, for any G : R→ R

HG(M) = tr G(M)
→ ṀG = [M,B (g(M))] , g(M) = G′(M)

generates an eigenvalue algorithm, so in a concrete sense, we can say, at least in the
tri-diagonal case, that eigenvalue computation is an integrable process.

Now the Lax equation (74) for Toda clearly generates a global flow t �→ M(t)

for all full symmetric matricesM0 = MT0 .

Question

(i) Is the Toda flow for general symmetric matricesM0 Hamiltonian?
(ii) Is it integrable?

(iii) Does it constitute an eigenvalue algorithm i.e. spec (M(t)) = spec (M0),
M(t)→ diagonal as t →∞?

(iv) Is there a stroboscope theorem for generalM0?

As shown in [5], the answer to all these questions is in the affirmative. Property
(ii) is particularly novel. The Lax-pair for Toda only gives n integrals, viz. the
eigenvalues of M(t), but the dimension of the symplectic space for the full Toda

is generically of dimension 2
[
n2

4

]
, so one needs of order n

2

4 >> n Poisson

commuting integrals. These are obtained in the following way: consider, for

example, the case n = 4. Then
[
n2

4

]
= 4

• det (M − z) = 0 has 4 roots λ01, λ02, λ03, λ04

• det (M − z)1 = 0 has 2 roots λ11, λ12

where (M − z)1 is obtained by chopping off the first row and last column ofM − z
⎛
⎜⎜⎜⎝
x − z x x

x x − z x
x x x − z
x x x

x

x

x

x − z

⎞
⎟⎟⎟⎠

Now λ−1 + λ02 + λ03 + λ04 = traceM

and λ11 + λ12 = “trace” ofM1

are the co-adjoint invariants that specify the 8 = 10 − 2 = 2
[
n2

4

]
dimensional

symplectic leaf Lc1,c2 = {M : tr M = c1, tr M1 = c2} on which the Toda flow
is generically defined. The four independent integrals needed for integrability are
then λ01, λ02, λ03, λ11. For general n, we keep chopping: (M − z)2 is obtained by
chopping off the first two rows and last two columns, etc. The existence of these
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“chopped” integrals, and their Poisson commutativity follows from the invariance
properties of M under the actions of a tower of groups, G1 ⊂ G2 ⊂ . . . . This
shows that group theory is also a tool in the IM toolbox. This is spectacularly true in
the work of Borodin and Okshanski on “big” groups like S∞ and U∞, and related
matters.

Thus we conclude that eigenvalue computation in the full symmetric case is again
an integrable process.

Remark The answer to Questions (i) . . . (iv) is again in the affirmative for general,

not necessarily symmetric matrices M ∈ M(n,R). Here we need ∼ n2

2 integrals
. . . , but this is a whole other story (Deift et al. [6]).

The question that will occupy us in the remainder of this paper is the following:
We have discussed two notions of integrability naturally associated with matrices:
Eigenvalue algorithms and random matrix theory. What happens if we try to
combine these two notions? In particular,

“What happens if we try to compute the eigenvalues of a random matrix?”
(80)

Let �N denote the set of real N × N symmetric matrices. Associated with each
algorithmA, there is, in the discrete case, such asQR, a map ϕ = ϕA : �N → �N
with the properties

• isospectrality: spec (ϕA(H)) = spec (H)
• convergence: the iterates Xk+1 = ϕA(Xk), k ≥ 0, X0 = H given,

converge to a diagonal matrix X∞, Xk → X∞ as k→∞
and in the continuum case, such as Toda, there exists a flow t �→ X(t) ∈ �N with
the properties

• isospectrality : spec (X(t)) = spec (X(0))
• convergence : X(t) converges to a diag. matrix X∞ as t →∞.

In both cases, necessarily, the diagonal entries of X∞ are the eigenvalues of H .
Given ε > 0, it follows, in the discrete case, that for some m the off-diagonal

entries of Xm are O(ε) and hence the diagonal entries of Xm give the eigenvalues
of H to O(ε). The situation is similar for continuous flows t �→ X(t). Rather than
running the algorithm until all the off-diagonal entries are O(ε), it is customary to
run the algorithm with deflations as follows: For an N ×N matrix Y in block form

Y =
(
Y11 Y12

Y21 Y22

)

with Y11 of size k×k and Y22 of size (N−k)×(N−k) for some k ∈ {1, 2, . . . , N−1},
the process of projecting

Y �→ diag (Y11, Y22)
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is called deflation. For a

given ε > 0, algorithmA, and matrix H ∈ �N (81)

define the k-deflation time.

T (k)(H) = T (k)ε,A(H) , 1 ≤ k ≤ N − 1 , (82)

to be the smallest value of m such that Xm, the mth iterate of A with X0 = H , has
block form

Xm =
(
X
(k)
11 X

(k)
12

X
(k)
21 X

(k)
22

)

X
(k)
11 is k × k, X(k)22 is (N − k)× (N − k) with

‖X(k)12 ‖ = ‖X(k)22 ‖ < ε. (83)

The deflation time T (H) is then defined as

T (H) = TεA(H) = min
1≤k≤N−1

T
(k)
εA(H) (84)

If k̂ ∈ {1, 2, . . . , N − 1} is such that

T (H) = T (k̂)εA(H)

it follows that the eigenvalues of H are given by the eigenvalues of the block

diagonal matrix diag
(
X
(k̂)
11 , X

(k̂)
22

)
to O(ε). After, running the algorithm to time

T (H), the algorithm restarts by applying the basic algorithm (in parallel) to the

smaller matrices X(k̂)11 and X(k̂)22 until the next deflation time, and so on.
In 2009, Deift et al. [8] considered the deflation time T = TεA for N × N

matrices chosen from an ensemble E. For a given algorithm A and ensemble E the
authors computed T (H) for 5000–15,000 samples of matrices H chosen from E
and recorded the normalized deflation time

T̃ (H) ≡ T (H)− < T >
σ

(85)

where < T > is the sample average and σ 2 is the sample variance for T (H) for the
5000–15,000 above samples. Surprisingly, the authors found that
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Fig. 3 Universality for T̃ when (a) A is the QR eigenvalue algorithm and when (b) A is the
Toda algorithm. Panel (a) displays the overlay of two histograms for T̃ in the case of QR, one for
each of the two ensembles E = BE, consisting of iid mean-zero Bernoulli random variables and
E = GOE, consisting of iid mean-zero normal random variables. Here ε = 10−10 and N = 100.
Panel (b) displays the overlay of two histograms for T̃ in the case of the Toda algorithm, and again
E = BE or GOE. And here ε = 10−8 and N = 100

⎧⎪⎪⎨
⎪⎪⎩

for a given ε and N , in a suitable scaling regime (ε small, N large),

the histogram of T̃ was universal,

independent of the ensemble E.
(86)

In other words the fluctuations in the deflation time T , suitably scaled, were
universal independent of E.

Here are some typical results of their calculations (displayed in a form slightly
different from [8]) (Fig. 3).

Subsequently in 2014, Deift et al. [7] raised the question of whether the
universality results of [8] were limited to eigenvalue algorithms for real symmetric
matrices or whether they were present more generally in numerical computation.
And indeed, the authors in [7], found similar universality results for a wide variety
of numerical algorithms, including

• other eigenvalue algorithms such as QR with shifts, the Jacobi eigenvalue
algorithm, and also algorithms applied to complex Hermitian ensembles

• conjugate gradient (CG) and GMRES (Generalized minimal residual algorithm)
algorithms to solve linear N × N systems Hx = b where b = (b1, . . . , bN) is
i.i.d., and

H = XXT , X is N ×m and random for CG

and

H = I +X, X is N ×N is random for GMRES
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• an iterative algorithm to solve the Dirichlet problem �u = 0 on a random star
shaped region � ⊂ R

2 with random boundary data f on ∂�. (Here the solution
is constructed via the double layer potential method.)

• a genetic algorithm to compute the equilibrium measure for orthogonal polyno-
mials on the line

• a decision process investigated by Bakhtin and Correll [3] in experiments using
live participants.

All of the above results were numerical/experimental. In order to establish
universality in numerical computation as a bona fide phenomenon, and not just
an artifact suggested, however strongly, by certain computations as above, it was
necessary to prove universality rigorously for an algorithm of interest. In 2016 Deift
and Trogdon [11] considered the 1-deflation time T (1) for the Toda algorithm. Thus
one runs Toda t �→ X(t), X(0) = H , until time t = T (1) for which

E
(
T (1)

)
=
N∑
j=2

∣∣∣X1j

(
T (1)

)∣∣∣2 < ε2.
Then X11

(
T (1)

)
is an eigenvalue of H to O(ε). As Toda is a sorting algorithm,

almost surely

∣∣∣X11

(
T (1)

)
− λmax

∣∣∣ < ε (87)

where λmax is the largest eigenvalue of H . Thus the Toda algorithm with stopping
time given by the 1-deflation time is an algorithm to compute the largest eigenvalue
of a real symmetric (or Hermitian) matrix.

Here is the result in [11] for β = 1 (real symmetric case) and β = 2 (Hermitian
case). Order the eigenvalues of a real symmetric or Hermitian matrix by λ1 ≤ λ2 ≤
. . . , λN . Then

F
gap
β (t) ≡ lim

N→∞ Prob

(
1

CV 2−2/3N2/3 (λN − λN−1)
≤ t
)
, t ≥ 0 (88)

exists and is universal for a wide range of invariant and Wigner ensembles. F gap
β (t)

is clearly the distribution function of the inverse of the top gap λN − λN−1 in the
eigenvalues. Here CV is an ensemble dependent constant.

Theorem 2 (Universality for T (1)) Let σ > 0 be fixed and let (ε,N) be in the
scaling region

L ≡ log ε−1

logN
≥ 5

3
+ σ

2



36 P. A. Deift

Then ifH is distributed according to any real (β = 1) or complex (β = 2) invariant
or Wigner ensemble, we have

lim
N→∞ Prob

(
T (1)

C
2/3
V 2−2/3 N2/3

(
log ε−1 − 2/3 logN

) ≤ t
)
= F gap

β (t).

Thus T (1) behaves statistically like the inverse gap (λN − λN−1)
−1 of a random

matrix.

Now for (ε, N) in the scaling region,

N2/3
(

log ε−1 − 2

3
logN

)
= N2/3 logN (α − 2/3) ,

and it follows that Exp
(
T (1)

) ∼ N2/3 logN . This is the first such precise estimate
for the stopping time for an eigenvalue algorithm: Mostly estimates are in the form
of upper bounds, which are often too big because the bounds must take worst case
scenarios into account.

Notes
• The proof of this theorem uses the most recent results on the eigenvalues and

eigenvalues of invariant and Wigner ensembles by Yau, Erdös, Schlein, Bourgade
. . . , and others (see e.g. [16]).

• Similar universality results have now been proved (Deift and Trogdon [12]) for
QR acting on positive definite matrices, the power method and the inverse power
method.

• The theorem is relevant in that the theorem describes what is happening for “real
life” values of ε and N . For example, for ε = 10−16 and N ≤ 109, we have
log ε−1

logN ≥ 16
9 >

5
3 .

• Once again RMT provides a stochastic function theory to describe an integrable
stochastic process, viz., 1-deflation. But the reverse is also true. Numerical
algorithms with random data, raise new problems and challenges within RMT!
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Wave Turbulence and Complete
Integrability

Patrick Gérard

1 Introduction

Since the 1980s, the study of Hamiltonian evolution partial differential equations,
such as nonlinear Schrödinger equations or nonlinear wave equations, has become
a topic of growing importance in mathematical analysis. A fairly general theory of
initial value problems is now available, and the main effort of the experts is therefore
mainly directed towards the long term description of solutions, starting with the case
of small initial data. Though this program is well advanced when the dispersive
effects are maximal and generally lead to scattering for small data solutions, it
is still widely unexplored when the dispersive effects are weaker, for instance if
the physical space is a bounded domain or a closed manifold. In particular, a
specific important question in the latter case is the possibility of appearance of small
scales or strong oscillations of the solution as time becomes large, a crucial feature
of what is called wave turbulence in Physics. Mathematically, this phenomenon
may be detected by the long term growth of Sobolev norms of high regularity.
Unfortunately, though this phenomenon is expected to appear generically, at this
time the corresponding mathematical fact can be established in only very few
cases. Natural candidates for studying this phenomenon are of course completely
integrable models, since they allow very precise calculations of solutions. However,
the most famous completely integrable PDEs, the Korteweg–de Vries equation
and the one dimensional cubic nonlinear Schrödinger equation, do not display any
growth of Sobolev norms, because the rich collection of their conservation laws is
known to control all high Sobolev norms. Another integrable PDE, which has been
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introduced more recently as a normal form of some nonlinear wave equation, turns
out to allow dramatic growth of Sobolev norms. This equation is posed on the Hardy
space of holomorphic function on the unit disc and involves a very simple nonlinear
term which combines a cubic expression with the action of the Szegő projector. The
goal of these notes is to provide an elementary introduction to this equation and to
its special integrability structure, which involves operators from classical analysis.

The content of these notes is based on a series of four lectures given at the Fields
Institute during the Summer School on Nonlinear Dispersive PDEs and Inverse
Scattering in August 2017. I wish to thank this institution, the organizers Peter
D. Miller, Peter A. Perry, Jean-Claude Saut and Catherine Sulem, my collaborator
Sandrine Grellier, with whom this theory has been developed, and my student
Joseph Thirouin, who wrote a preliminary version of these notes dedicated to a
mini-school for graduate students in the university of North Carolina in February
2016. The remaining typos are of my own.

2 Lecture 1: Growth of Sobolev Norms, Cubic Half-Wave
and Szegő Equations

2.1 Set Up

Throughout these lectures, we shall deal with functions on the one dimensional torus

T = R/2πZ

or equivalently 2π -periodic functions on the real line. The space L2(T) is endowed
with the Hilbert inner product

(f |g) = 1

2π

∫ 2π

0
f (x)g(x) dx

and Lp spaces are endowed with Lp norms corresponding to the same normalized
Lebesque measure. The family

ek(x) = eikx , k ∈ Z ,

is an orthonormal basis of L2, and, for f ∈ L2(T), the Fourier coefficient of f is
defined as

f̂ (k) = (f |ek) ,
so that

f =
∑
k∈Z
f̂ (k)ek , (f |g) =

∑
k∈Z
f̂ (k)ĝ(k) .
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The former expansion can be extended to every distribution f ∈ D′(T), where the
Fourier coefficients f̂ (k) are growing at most polynomially as k tends to infinity.

Given a function a : Z → C with polynomial growth, we define the Fourier
multiplier

a(D) : D′(T)→ D′(T)

by

â(D)f := a(k)f̂ (k) , k ∈ Z .

Finally, for s ∈ R, the Sobolev space Hs(T) is made of distributions f ∈ D′(T)
such that

‖f ‖2
Hs :=

∑
k∈Z
(1 + k2)s |f̂ (k)|2 < +∞ .

2.2 The Majda–Mac Laughlin–Tabak Model

In order to introduce the question of wave turbulence, let us start with a one-
dimensional model introduced in 1997 by Majda et al. [12], which is a fractional
nonlinear Schrödinger equation with a defocusing cubic nonlinearity,

⎧⎪⎨
⎪⎩
i
∂u

∂t
= |D|αu+ |u|2u

u|t=0 = u0 ∈ Hs(T),
(1.1)

Notice that this model admits two fundamental conservation laws, namely the
energy,

E(u) = (|D|αu|u)+ 1

2
‖u‖4
L4

and the L2 norm, which clearly control the Hα/2 norm,

E(u)+ ‖u‖2
L2 ≥ C‖u‖2

Hα/2
.

As a consequence, it is easy to prove that, if α > 1, the above initial value problem is
globally well-posed onHs(T) for every s ≥ α/2, and that, for every such solution u,

sup
t∈R

‖u(t)‖Hα/2 <∞ .
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In fact, this result can be extended to α ≤ 1, see [3] and [10] for α = 1, and
[16] for α > 2

3 . The question we would like to address—following a similar
question asked by Bourgain in [1] about the nonlinear Schrödinger equation on the
multidimensional torus—is

Question Given s > α/2, is Sobolev normHs of u(t) bounded as t tends to infinity?

Suppose for instance that there exists s > 1 such that we have

lim sup
t→∞

‖u(t, ·)‖Hs = +∞.

It means that for some sequence of times tn→∞, we have at the same time∑
k∈Zd
(1 + k2)s |û(tn, k)|2 > n

and
∑
k∈Zd
(1 + k2)α/2|û(tn, k)|2 ≤ C.

In other words, at t = tn, |û(tn, k)|2 becomes big for big k’s, so that the first
series is big whereas the second one remains bounded, which reflects the fact that
function u(tn, ·) oscillates. This is why such a phenomenon is called transition to
high frequencies, or sometimes wave turbulence—in fact, wave turbulence is a much
richer notion, which we will not pretend to describe here, but it is fair to say that
transition to high frequencies is an important manifestation of it. What Physicists
expect is that this phenomenon occurs quite frequently, as suggested by numerical
simulations of [12] concerning solutions with random data. However, at this time
we know very few mathematical facts establishing that such a phenomenon actually
occurs.

First of all, let us notice that this phenomenon is typically nonlinear. If one
restricts to the linear equation

i
∂u

∂t
= |D|αu

elementary Fourier analysis provides the following formula for the Fourier coeffi-
cient of the solution at time t ,

û(k, t) = e−it |k|α û0(k) , k ∈ Z.

Consequently, all the Sobolev norms are conserved.
Then, in order to study this nonlinear problem, it is natural to first focus on

equations for which one can calculate explicitly the solutions, namely integrable
equations. In the family of fractional cubic NLS above, the case α = 2 has this
property, due to the result of Zakharov and Shabat [20]. The equation

i
∂u

∂t
+ ∂

2u

∂x2 = |u|2u, x ∈ T,
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admits plenty of conservation laws, which are of the form

∫
T

[
|u(p)(x)|2 + Fp(u(x), ū(x), . . . , u(p−1)(x), ū(p−1)(x))

]
dx, ∀p ∈ N,

where Fp is some polynomial, quadratic in the highest derivative. It is then easy
to show that the trajectories of smooth solutions remain bounded in every Sobolev
space.

What about the other values of α? This is a widely open problem. However, there
seems to be a most favourable value of α for allowing this phenomenon, namely
α = 1. Indeed, this is the only value for which the equation fails to be dispersive.
The next section is devoted to this case.

2.3 The Cubic Half-Wave Equation

In this section, we focus on the half-wave equation,

⎧⎪⎨
⎪⎩
i
∂u

∂t
= |D|u+ |u|2u

u|t=0 = u0 ∈ Hs(T),
(1.2)

Equation (1.2) is globally well-posed on Hs(T) for every s ≥ 1
2 . This is of course a

consequence of the already quoted conservation laws, which in this case control the
H 1/2 norm. If s > 1

2 , it is then possible to apply a Brezis–Gallouet type estimate
to conclude to global existence through a nonlinear Gronwall argument. If s = 1

2 ,
existence of solutions is obtained by a compactness argument, while uniqueness is
a consequence of Trudinger–Sobolev type inequalities.

There is a simple way to reformulate (1.2) as a coupled system of two transport
equations by introducing the Szegő projectors �± defined as

�+

(∑
k∈Z
ck e
ikx

)
=

+∞∑
k=0

ck e
ikx , �−

(∑
k∈Z
ck e
ikx

)
=

−1∑
k=−∞

ck e
ikx . (1.3)

Then, writing u± := �±u, (1.2) reads

⎧⎪⎪⎨
⎪⎪⎩
i(∂t + ∂x)u+ = �+(|u|2u) ,

i(∂t − ∂x)u− = �−(|u|2u) ,

u = u+ + u− .

The remarkable fact is that this systems decouples for small data on a nonlinear time
interval.
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Theorem 1 ([3]) Assume s > 1, u0 = �+(u0) and ‖u0‖Hs = ε where ε > 0 small
enough. Denote by v the solution of the Cauchy problem

i(∂t + ∂x)v = �+(|v|2v) , v(0, x) = u0(x) . (1.4)

Then, for some positive constant cs ,

‖u(t)− v(t)‖Hs = O(ε2) , |t | ≤ cs
ε2

log

(
1

ε

)
.

Of course, for |t | ≪ 1
ε2

, the nonlinear coupling is negligible and u(t) is
approximated by u0(x − t). The important feature in the above theorem is that
Eq. (1.4) provides the first nonlinear correction on a bigger time interval. Here
we shall not discuss the proof of Theorem 1, which relies on a Birkhoff normal
form combined with the special structure of the so-called resonant triples associated
to (1.2). See [3].

From Theorem 1, we learn that the first possible mechanism of growth of high
Sobolev norms for solutions of (1.2) is to be sought in Eq. (1.4). After an elementary
change of variable, we are reduced to the equation

i∂tw = �(|w|2w) ,

where w(t) ∈ Hs(T) and �+w(t) = w(t). This is precisely the cubic Szegő
equation, which is the main topic of these lectures.

2.4 The Cubic Szegő Equation: Setting, Wave Turbulence
Results and Strategy

2.4.1 Setting

If E ⊂ D′(T) is a subspace of distributions on the circle, we shall denote by E+ the
subspace

E+ = {u ∈ E : u = �+u } = {u ∈ E : ∀k < 0, û(k) = 0} .

In the special case E = L2, L2+ = �+(L2), and �+ is the orthogonal projector of
L2 onto L2+. Furthermore, elements of L2+ are those which can be extended, through
the formula

u(z) =
∞∑
k=0

û(k)zk ,
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to holomorphic functions u on the disc satisfying

sup
r<1

∫ 2π

0
|u(reix |2 dx <∞ .

This space is the so-called Hardy space on the disc, and sometimes denoted by
H 2(D), but to avoid any confusion with Sobolev spaces, we keep the notation L2+.
Similarly, if s ≥ 0,

Hs+ = Hs ∩ L2+ = �+(Hs) .
From now on, we shall set � := �+.

The cubic Szegő is the following Hamiltonian evolution equation, introduced
in [2]. ⎧⎪⎨

⎪⎩
i
∂u

∂t
= �(|u|2u),

u(0) = u0 ∈ Hs+.
(1.5)

It admits the following conservation laws.

Q(u) = ‖u‖2
L2 , E(u) = ‖u‖4

L4 , M(u) = (Du|u) =
∞∑
k=0

k|û(k)|2 .

Notice that, because of the spectral localization, the momentum M(u) provides a
valuable estimate of H 1/2 norm,

Q(u)+M(u) = ‖u‖2
H 1/2 .

Using this observation, it is easy to check that (1.5) is globally well-posed on Hs+
for every s ≥ 1

2 .

2.4.2 Wave Turbulence Results

As a preliminary definition, recall that, if X is a complete metric space, aGδ-subset
of X is a countable intersection G of open subsets of X. If all these open subsets
are dense in X, then Baire’s theorem claims that G is dense: in this case, G is
called a dense Gδ subset of X. Notice that, in a complete metric space, countable
intersections of dense Gδ subsets are dense Gδ subsets. Our main result is the
following.

Theorem 2 ([6]) Let s > 1
2 . There exists a denseGδ subsetGs ofHs+ such that, for

every u0 ∈ Gs , the solution of (1.5) satisfies{
lim supt→∞ ‖u(t)‖Hs = +∞ .
lim inft→∞ ‖u(t)‖Hs < +∞ .
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In other words, generic solutions of (1.5) have not only unboundedHs norms, but
display infinitely many transitions between low frequencies and high frequencies,
sometimes called forward and backward cascades in the vocabulary of wave
turbulence. The above theorem can be strengthened in different directions.

• Endowing the space C∞+ = ∩sH s+ of its natural Fréchet space structure, it is
possible to construct a dense Gδ-subset G of C∞+ such that initial data in G
generate solutions of (1.5) satisfying the above properties for every s > 1

2 .
• Furthermore, the growth of Sobolev norms can be made superpolynomial,

∀N > 0 , lim sup
t→∞

‖u(t)‖Hs
|t |N = +∞ .

• The relative length of the time intervals where Sobolev norms are large is large
enough. For instance, we are going to prove that

lim sup
T→+∞

1

T

∫ T
0
‖u(t)‖H 1 dt = +∞ .

Notice that the above long time behaviour is very different from the one of solutions
of the ODE

i∂tu = |u|2u ,
from which (1.5) can be obtained by filtering nonnegative Fourier modes. Specifi-
cally, the explicit solution of the above ODE is

u(t, x) = u0(x) e
−it |u0(x)|2 ,

so that, for generic initial data, for every s > 0,

‖u(t)‖Hs � |t |s ,
which is a much milder growth, with only one transition from low to high
frequencies. This shows that filtering nonnegative Fourier modes has dramatic
consequences on long time dynamics.

2.4.3 Strategy

The proof of Theorem 2 strongly relies on the complete integrability of Eq. (1.5),
which will be established in the next lecture through a Lax pair structure. Then we
will see how this structure leads to explicit formulas for the solution of (1.5), through
an inverse spectral theorem for a special class of operators on the Hilbert space L2+.
Finally, these explicit formulae will allow us to create growth ofHs norms for s > 1

2
for carefully chosen data.
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3 Lecture 2: The Lax Pair for the Cubic Szegő Equation
on the Circle

3.1 Hankel Operators

The principle of Lax pairs, introduced by Peter Lax in his seminal paper on the KdV
equation [11], is to translate a PDE in terms of the evolution of a family of operators.
That is why, before stating the Lax pair theorem for the cubic Szegő equation (1.5),
we must define a class of operators, called the Hankel operators.

3.1.1 Hankel Operators on Sequences

We denote by 2(N) the set of square-summable sequences of complex numbers
indexed by N := {0, 1, 2, . . . }. On this space, there is a scalar product given by

(x|y) =
∞∑
n=0

xnyn.

Definition 2.1.1 Let c = {cn} ∈ 2(N). The Hankel operator of symbol c is

�c : 2(N) −→ 2(N), x = {xn} �−→ y = {yn},

where {yn} is defined by an “anti-convolution” product:

yn =
∞∑
p=0

cn+pxp, ∀n ∈ N.

As �c is an operator given by a kernel k(n, p) := cn+p, it is easy to compute its
Hilbert-Schmidt norm: it is simply the L2 norm of the kernel in the product space.
More precisely,

‖�c‖2
HS = ‖k(n, p)‖2

2(N×N)
=
∑
n,p≥0

|cn+p|2 =
∞∑
l=0

(1 + l)|cl |2.

In the sequel, we make the assumption that ‖�c‖HS <∞.

Definition 2.1.2 The shift operator on 2(N) is the following (not onto) isometry

S : (x0, x1, x2, . . . ) �−→ (0, x0, x1, x2, . . . ).
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The anti-shift is its adjoint with respect to the scalar product (·|·) :

S∗ : (x0, x1, x2, . . . ) �−→ (x1, x2, x3, . . . ).

The following identities are direct consequences of the definitions:

S∗S = I,
SS∗ = I − (·|e0)e0, where e0 = (1, 0, 0, . . . ),
S∗�c = �cS = �S∗c.

The last identity even characterizes the Hankel operators among continuous oper-
ators on 2(N). We call S∗�c the shifted Hankel operator associated to �c. We
immediately infer a link between a Hankel operator and its associated shifted
operator.

Lemma 2.1.3 �S∗c�∗S∗c = �c�∗c − (·|c)c.
Proof The left hand side equals �cSS∗�∗c , and we apply the above formula on SS∗.

� 

3.1.2 Hankel Operators on the Hardy Space

Using the isometric isomorphism

L2+
∼−→ 2(N)

u �−→ {û(n)}n≥0,

we are going to define corresponding Hankel operators on L2+. For u ∈ H 1/2
+ , we

define Hu : L2+ → L2+, h �→ �(uh̄). Observe that

Ĥu(h) = �û(ĥ),

and since �∗c = �c̄,

Ĥ 2
u (h) = �û�∗û(ĥ).

Notice that Hu is C-antilinear, and satisfies

(Hu(h1)|h2) = (u|h1h2) = (Hu(h2)|h1) ,
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whereasH 2
u is C-linear and self-adjoint positive. We similarly identify the conjugate

of S, u �→ eixu, and the conjugate of its adjoint S∗, u �→ �(e−ixu) (also denoted
by S and S∗ respectively). In this framework, the shifted Hankel operator is

Ku := S∗Hu = HuS = HS∗u.
Lemma 2.1.3 can be restated as

K2
u = H 2

u − (·|u)u. (2.1)

We also need another class of operators, called Toeplitz operators.

Definition 2.1.4 Let b ∈ L∞(T). For h ∈ L2+, we define Tb(h) := �(bh).
The C-linear operator Tb : L2+ → L2+ is called the Toeplitz operator of symbol

b. It is bounded, and T ∗b = Tb̄.

3.2 The Lax Pair Structure

The following theorem is the backbone of our analysis.

Theorem 3 ([2]) If u is a Hs solution to (1.5) with s > 1
2 , then

d

dt
Hu = [Bu,Hu] (2.2)

where

Bu := −iT|u|2 +
i

2
H 2
u .

Notice that Bu is anti-self-adjoint (i.e. B∗u = −Bu).
Proof We start with a crucial algebraic lemma.

Lemma 2.2.1 Let a, b, c ∈ Hs+, s > 1
2 . We have

H�(ab̄c) = Tab̄Hc +HaTbc̄ −HaHbHc. (2.3)

Indeed, for h ∈ L2+,

H�(ab̄c)(h) = �(�(ab̄c)h̄) = �(ab̄ch̄− (I −�)(ab̄c)h̄) = �(ab̄ch̄),

because (I −�)(ab̄c)h̄ has only negative frequencies. Hence

H�(ab̄c)(h) = �(ab̄ch̄) = �(ab̄�(ch̄))+�(ab̄(I−�)(ch̄)) = Tab̄Hc(h)+Ha(f ),
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where f := b(I −�)(ch̄). Since (I −�)(ch̄) has only negative frequencies, f has
only nonnegative frequencies, hence

f = �(f ) = �(bc̄h)−�(b�(ch̄)) = Tbc̄(h)−HbHc(h),

and the proof of the lemma is complete.
Assuming iu̇ = �(|u|2u), and applying Lemma 2.3 with a = b = c = u, we get

d

dt
Hu = Hu̇ = −iH�(|u|2u)

= −i(T|u|2Hu +HuT|u|2 −H 3
u )

= −iT|u|2Hu −Hu(−iT|u|2)+ i
2H

2
uHu −Hu( i2H 2

u )

= [−iT|u|2 ,Hu] + [ i2H 2
u ,Hu],

where [A,B] stands for the commutator AB − BA. Notice that we used the
antilinearity of the operator Hu. Finally, setting Bu := −iT|u|2 + i

2H
2
u , we end

up with (2.2). � 
A remarkable fact in this theory is that the latter Lax pair generates another one,

which turns out to give independent conservation laws.

Theorem 4 ([5])

d

dt
Ku = [Cu,Ku] (2.4)

where Cu := −iT|u|2 + i
2K

2
u is also anti-self-adjoint.

Proof

d

dt
Ku = −iK�(|u|2u)

= −iH�(|u|2u)S
= −i(T|u|2HuS +HuT|u|2S −H 3

uS) .

Moreover, notice that

Tb(Sh) = STb(h)+ (bSh|1) .

In the case b = |u|2, this gives

T|u|2Sh = ST|u|2h+ (|u|2Sh|1) .
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Moreover,

(|u|2Sh|1) = (u|uSh) = (u|Ku(h)) .

Consequently,

HuT|u|2Sh = KuT|u|2h+ (Ku(h)|u)u .

We obtain

d

dt
Ku = −iT|u|2Ku − iKuT|u|2 + i(H 2

u − (·|u)u)Ku .

Using identity (2.1) and antilinearity, this leads to (2.4). � 
Observe that Bu,Cu are linear and antiselfadjoint. Following a classical argu-

ment due to Lax [11], we obtain the following consequence.

Corollary 2.2.2 Under the conditions of Theorem 2.2, define U = U(t), V = V (t)
to be the solutions of the following linear ODEs on L(L2+),

dU

dt
= BuU , dV

dt
= CuV , U(0) = V (0) = I .

Then U(t), V (t) are unitary operators and

Hu(t) = U(t)Hu(0)U(t)∗ , Ku(t) = V (t)Ku(0)V (t)∗ .

Proof Just compute the time derivatives of

U(t)∗U(t), U(t)U(t)∗, V (t)∗V (t), V (t)V (t)∗, U(t)∗Hu(t)U(t), V (t)∗Ku(t)V (t) .

� 
Since we also saw that H 2

u and K2
u are positive trace class operators on

L2+, we know that they have pure point spectrum, consisting of a sequence of
nonnegative eigenvalues tending to 0—in fact with a convergent sum. The above
corollary implies that these eigenvalues are conservation laws of the cubic Szegő
evolution. We shall return to the study of isospectral sets of data in the next chapter,
proving in particular that these two sequences can be chosen almost arbitrarily,
and independently from each other. For the rest of this lecture, we show how this
structure allows to derive an explicit formula for the solution of the Cauchy problem
for (1.5).
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3.3 The General Explicit Formula

Theorem 5 ([5]) Let u0 ∈ H
1
2+ (T), and u ∈ C(R,H

1
2+ (T)) be the solution of

Eq. (1.5) such that u(0) = u0. Then, for |z| < 1,

u(t, z) =
∫ 2π

0
qt,z(y)

dy

2π
,

(I − ze−itH 2
u0 e
itK2
u0S∗)qt,z = e−itH

2
u0 (u0) .

Notice that, since operator e−itH
2
u0 e
itK2
u0S∗ has norm at most 1, function qt,z is

well defined for every z such that |z| < 1.

Proof Our starting point is the following identity, valid for every v ∈ L2+,

v(z) = ((I − zS∗)−1v|1) , z ∈ D . (2.5)

Indeed, the Taylor coefficient of order k of the right hand side at z = 0 is

((S∗)kv|1) = (v|Sk1) = v̂(k) ,

which coincides with the Taylor coefficient of order k of the left hand side. Let
u ∈ C∞(R,H s+) be a solution of (1.5), s > 1

2 . Applying (2.5) to v = u(t) and using
the unitarity of U(t), we get

u(t, z) = ((I − zS∗)−1u(t)|1) = (U(t)∗(I − zS∗)−1u(t)|U(t)∗1) ,

which yields

u(t, z) = ((I − zU(t)∗S∗U(t))−1U(t)∗u(t)|U(t)∗1) . (2.6)

We shall identify successively U(t)∗1, U(t)∗u(t), and the restriction of
U(t)∗S∗U(t) on the range of Hu0 . We begin with U(t)∗1,

d

dt
U(t)∗1 = −U(t)∗Bu(1) ,

and

Bu(1) = i
2
H 2
u (1)− iT|u|2(1) = − i

2
H 2
u (1) .

Hence

d

dt
U(t)∗1 = i

2
U(t)∗H 2

u (1) =
i

2
H 2
u0
U(t)∗1 ,
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where we have used Corollary 2.2.2. This yields

U(t)∗1 = ei
t
2H

2
u0 (1) . (2.7)

Consequently,

U(t)∗u(t) = U(t)∗Hu(t)(1) = Hu0U(t)
∗(1) = Hu0 ei

t
2H

2
u0 (1) ,

and therefore

U(t)∗u(t) = e−i
t
2H

2
u0 (u0) . (2.8)

Finally,

U(t)∗S∗U(t)Hu0 = U(t)∗S∗Hu(t)U(t) = U(t)∗Ku(t)U(t) ,

and therefore

U(t)∗S∗U(t)Hu0 = U(t)∗V (t)Ku0V (t)
∗U(t) . (2.9)

On the other hand,

d

dt
U(t)∗V (t) = −U(t)∗Bu(t)V (t)+ U(t)∗Cu(t)V (t) = U(t)∗(Cu(t)−Bu(t))V (t)

= i
2
U(t)∗(K2

u(t) −H 2
u(t))V (t) =

i

2
(U(t)∗V (t)K2

u0
−H 2

u0
U(t)∗V (t)) .

We infer

U(t)∗V (t) = e−i
t
2H

2
u0 ei

t
2K

2
u0 .

Plugging this identity into (2.9), we obtain

U(t)∗S∗U(t)Hu0 = e−i
t
2H

2
u0 ei

t
2K

2
u0Ku0 e−i

t
2K

2
u0 ei

t
2H

2
u0

= e−i
t
2H

2
u0 eitK

2
u0Ku0 ei

t
2H

2
u0

= e−i
t
2H

2
u0 eitK

2
u0S∗Hu0 ei

t
2H

2
u0

= e−i
t
2H

2
u0 eitK

2
u0S∗e−i

t
2H

2
u0Hu0 .

We conclude that, on the range of Hu0 ,

U(t)∗S∗U(t) = e−i
t
2H

2
u0 eitK

2
u0S∗e−i

t
2H

2
u0 . (2.10)
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It remains to plug identities (2.7), (2.8), (2.10) into (2.6). We finally obtain

u(t, z) = ((I − ze−i t2H 2
u0 eitK

2
u0S∗e−i

t
2H

2
u0 )−1e−i

t
2H

2
u0 (u0)|ei

t
2H

2
u0 (1))

= ((I − ze−itH 2
u0 eitK

2
u0S∗)−1e−itH

2
u0 (u0)|1) ,

which is the claimed formula in the case of data u0 ∈ Hs+, s > 1
2 . The case

u0 ∈ H
1
2+ follows by a simple approximation argument. Indeed, we know from the

wellposedness theory that, for every t ∈ R, the mapping u0 �→ u(t) is continuous

on H
1
2+ . On the other hand, the maps u0 �→ Hu0 ,Ku0 are continuous from H

1
2+ into

L(L2+). Since H 2
u0
,K2
u0

are selfadjoint, the operator

e−itH
2
u0 eitK

2
u0S∗

has norm at most 1. Hence, for z ∈ D, the right hand side of the formula is

continuous from H
1
2+ into C. � 

The remarkable feature of Theorem 5 is of course to reduce the nonlinear
equation (1.5) to linear equations, namely the construction of the unitary groups

eitH
2
u0 , eitK

2
u0 , and inversion of the linear equation giving qt,z. By expanding in

powers of z, notice that an equivalent formulation is that the Fourier coefficient
of the solution at time t is given by

û(t, k) = ((e−itH 2
u0 eitK

2
u0S∗)ke−itH

2
u0u0 | 1) .

However, despite the explicit feature of this formula, tracking the growth of the
Sobolev norm

‖u(t)‖Hs =
( ∞∑
k=0

(1 + k2)s |û(k, t)|2
) 1

2

does not seem to be a simple task. In the next two chapters, we shall see how this
task can be addressed through the study of the spectral mapping associated to the
pair (Hu,Ku).

4 Lecture 3: The Inverse Spectral Theorem

In the previous lecture, we have seen that the eigenvalues of H 2
u and K2

u are
conservation laws of the cubic Szegő evolution, and that they play a crucial role
in calculating the solution of the equation from its initial datum, through the general
explicit formula. Notice that the square roots of these quantities are precisely the
singular values of the Hankel matrices �û and �S∗û. In this lecture, we investigate
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more precisely the possible values that can take these eigenvalues, and we define a
new system of coordinates including these eigenvalues, on which the evolution can
be trivially described.

We begin with establishing a simple lemma about the eigenvalues ofH 2
u andK2

u .

4.1 The Interlacement Property

Lemma 3.1.1 For u ∈ H 1/2
+ , let (s2j )j≥1 and (s′2k )k≥1 be the decreasing sequence

formed by the eigenvalues of H 2
u and K2

u respectively, written with multiplicities.
Then we have

s1 ≥ s′1 ≥ s2 ≥ s′2 ≥ · · · ≥ 0.

Proof The proof relies on the formula (2.1) and on a use of the min-max formula
for compact self-adjoint operators: if A is a compact positive self-adjoint operator
on some Hilbert space H, and if (ρj )j∈N∗ denotes the decreasing sequence of its
eigenvalues, then

ρj = min
F⊂H

dimF≤j−1

max
h∈F⊥‖h‖=1

‖A(h)‖,

where F denotes a vector subspace of H.
We are going to apply this principle to H 2

u and K2
u on H = L2+. First of all,

notice that

max
h∈F⊥‖h‖=1

‖K2
u(h)‖ = max

h∈F⊥‖h‖=1

(K2
u(h)|h).

We compute (K2
u(h)|h) = (H 2

u (h)|h)−|(u|h)|2 ≤ (H 2
u (h)|h). Taking the maximum

and then the minimum over subspaces F on both sides finally yields s′2j ≤ s2j .
Next, if F is a subspace of L2+ of dimension at most j − 1, we have

max
h∈F⊥‖h‖=1

‖K2
u(h)‖ ≥ max

h∈(F+Cu)⊥
‖h‖=1

‖K2
u(h)‖ = max

h∈(F+Cu)⊥
‖h‖=1

‖H 2
u (h)‖,

because of formula (2.1.3). Now, F + Cu is of dimension at most j . Hence, taking
the minimum over F on both sides yields

s′2j ≥ min
F⊂L2+

dimF≤j−1

max
h∈(F+Cu)⊥

‖h‖=1

‖H 2
u (h)‖ ≥ min

F̃⊂L2+
dim F̃≤j

max
h∈F̃⊥‖h‖=1

‖H 2
u (h)‖ ≥ s2j+1.

� 
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4.2 The Inverse Spectral Transform for Generic Finite Rank
Hankel Operators

Now that we know, because of Corollary 2.2.2, that eigenvalues of H 2
u and K2

u are
conserved, there is a natural question to ask: given a set of positive interlaced real
numbers, is it possible to find u ∈ H 1/2

+ such that the corresponding eigenvalues
of H 2

u and K2
u are precisely these numbers? In this section, we provide a positive

answer in the finite rank case, when eigenvalues are distinct from one another.

4.2.1 The Kronecker Theorem

First of all, let us characterise the symbols of Hankel operators with finite rank.

Theorem 6 (Kronecker, 1877, See e.g. [13]) The Hankel operator Hu has finite
rank if and only if u(z) is a rational function of z with no pole in the closed unit
disk.

Rather than giving a complete proof of this fact, let us focus on the following
facts.

• The rank 1 case. In that case, the proof is particularly easy, since S∗Hu = HuS,
we obtain S∗u = λu, which, on the Fourier coefficients, means û(n+1) = λû(n),
or

û(n) = aλn .

Consequently, |λ| < 1 and

u(z) = a

1 − λz .

In this special case, the general explicit formula of Theorem 5—or a direct
calculation—shows that u generates a traveling wave solution,

u(t, x) = e−iωtu0(x − ct) , ω = |a|2
(1 − |λ|2)2 , c =

|a|2
1 − |λ|2 ,

which is in fact the ground state of the Gagliardo–Nirenberg type inequality

E(u) ≤ Q(u)2 + 2Q(u)M(u) .

• The general case is an adaptation of the above proof, which takes advantage of the
fact that the sequence of Fourier coefficients satisfies a linear recurrent equation.
Therefore a solution u such that Hu has finite rank can be interpreted as an exact
multi-soliton.
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• It is in fact possible to characterise completely the elements u such that

rk(Hu)+ rk(Ku) = N.

This set is a Kähler complex submanifold V(N) of dimension N , on which
the cubic Szegő evolution defines a Liouville integrable Hamiltonian system.
Furthermore, one can prove [5, 6], that the corresponding trajectories on these
submanifolds are quasiperiodic.

• In any V(N), one can prove [2] that the subset of functions u such that the non
zero eigenvalues ofH 2

u andK2
u are all simple and distinct is a dense open subset,

which we denote by V(N)gen. We call these elements generic in V(N).

4.2.2 The Inverse Spectral Theorem

Let us first define the direct spectral map. Let u be a generic element of, say, V(2N),
which means that rkHu = N and rkKu = N . We write We denote by s := s1 >
· · · > sN > 0 the singular values of �û, and by s′ := s′1 > · · · > s′N > 0 the ones
of �S∗û.

Since Ku = HuS, we have RanKu ⊆ RanHu, and in fact, both spaces coincide,
for their dimension is N . We call this spaceW . Setting

Eu(sj ) := ker(H 2
u − s2j I ),

Fu(s
′
k) := ker(K2

u − s′2k I ),

we infer from the hypothesis that for all 1 ≤ j , k ≤ N , dimEu(sj ) = dimFu(s′k) =
1, and besides,

W =
N⊕
j=1

Eu(sj ) =
N⊕
k=1

Fu(s
′
k), (3.1)

where the direct sums are orthonormal sums.
Denote by uj (resp. u′k) the orthogonal projection of u on Eu(sj ) (resp. Fu(s′k)).

Observe that we must have uj �= 0 for all j ∈ {1, . . . , N}. Indeed, in view of (2.1.3),
if u was orthogonal to some Eu(sj ), we would have

K2
u(h) = H 2

u (h)− (h|u)u = H 2
u (h) = s2j h,

for all h ∈ Eu(sj ). But this cannot happen, since s2j is not an eigenvalue of K2
u . For

the same reason, u′k �= 0.
Consider now the action of Hu on the subspaces Eu(sj ), and note that Hu(uj ) ∈

Eu(sj ). Since it is a one-dimensional space, we know that there exists λj ∈ C such
that Hu(uj ) = λjuj . Applying Hu to the equality, we get H 2

u (uj ) = |λj |2uj =
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s2j uj , so that we can write λj = sj eiψj for some ψj ∈ T. The same holds for
Ku(u

′
k), hence for all 1 ≤ j , k ≤ N , we have found angles ψj , ψ ′k ∈ T, such that

⎧⎨
⎩
Hu(uj ) = sj eiψj uj ,
Ku(u

′
k) = s′keiψ

′
k u′k.

Finally, we can define a map

�2N : u ∈ V(N)gen �→ (s1, s′1, . . . , sN , s′N ;ψ1, ψ
′
1, . . . , ψN,ψ

′
N)

valued into �2N × T
2N , where �p denotes the subset

{σ1 > · · · > σp > 0} ⊂ R
p .

Theorem 7 (The Finite Rank Case, No Multiplicity) The map �2N is bijective,
and its inverse is given as follows. Given (s1, s′1, . . . , sN , s′N,ψ1, ψ

′
N, . . . , ψN,ψ

′
N)

∈ �2N × T
2N , consider the N ×N matrix C (z) given by

C (z)j,k = sj e
iψj − s′keiψ

′
k z

s2j − s′2k

for 1 ≤ j, k ≤ N . Then C (z) is invertible for any z in D (the closed unit disc of C),
and

u(z) = 〈C (z)−1(1N), 1N 〉CN , ∀|z| ≤ 1,

where 1N is the vector of CN each component of which is 1, and where 〈·, ·〉 denotes
the standard scalar product on C

N .

Remark 1 The mapping �2N turns out to be even a diffeomorphism, transforming
the symplectic form on L2+ into

σ = 1

2

⎛
⎝ N∑
j=1

d(s2j ) ∧ dψj −
N∑
k=1

d((s′k)2) ∧ dψ ′k
⎞
⎠ .

In other words, Theorem 7 gives an explicit set of coordinates for the 2N -torus
of functions in H 1/2

+ whose associated Hankel and shifted Hankel operators have
prescribed singular values, with an additional non-degeneracy condition contained
in the strict inequalities.

Proof of the First Part of Theorem 7 We show how to recover u from its spectral
data. Let us compute, for 1 ≤ j , k ≤ N :
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s2j (uj |u′k) = (H 2
u (uj )|u′k) = (uj |H 2

u (u
′
k)) =

(
uj |K2

u(u
′
k)+ (u′k|u)u

)
= s′2k (uj |u′k)+ ‖u′k‖2‖uj‖2.

Consequently,

(uj |u′k) =
‖u′k‖2‖uj‖2

s2j − s′2k
.

Finally using (3.1), we get

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

uj = ‖uj‖2
N∑
k=1

u′k
s2j − s′2k

,

u′k = ‖u′k‖2
N∑
j=1

uj

s2j − s′2k
.

Fix j ∈ {1, . . . , N}. Noting that SKu = SS∗Hu = Hu − (u|·)1, we write

sj e
iψj uj (z) = Hu(uj )(z) = SKu(uj )(z)+ (u|uj ) = zKu(uj )(z)+ ‖uj‖2

= z‖uj‖2
N∑
k=1

Ku(u
′
k)

s2j − s′2k
+ ‖uj‖2 = z‖uj‖2

N∑
k=1

s′ke
iψ ′k u′k

s2j − s′2k
+ ‖uj‖2,

On the other hand, we know that

sj e
iψj uj = ‖uj‖2

N∑
k=1

u′k
s2j − s′2k

,

so we simplify by ‖uj‖2 and eventually,

N∑
k=1

sj e
iψj − s′keiψ

′
k z

s2j − s′2k
u′k(z) = 1,

which holds in fact for any j ∈ {1, . . . , N}. This implies1 that ∀z ∈ C such that
|z| ≤ 1,

1For the sake of brevity, we assume here without further explanation that C (z) is invertible. See
Sect. 4.3.1 for a proof of this non-trivial fact.
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⎛
⎜⎝
u′1(z)
...

u′N(z)

⎞
⎟⎠ = C (z)−1

⎛
⎜⎝

1
...

1

⎞
⎟⎠ = C (z)−1(1N).

To conclude, it remains to observe that u = Hu(1), so u ∈ W . Thus u(z) =∑N
k=1 u

′
k(z), and the formula

u(z) = 〈C (z)−1(1N)|1N 〉

is proved. � 
The proof of the surjectivity is more delicate, see Sect. 4.3.2 below.

Remark 2 Since H 2
u − K2

u is a rank-one operator, and because the inclusion
RanKu ⊆ RanHu always holds true, we see that rkKu ∈ {rkHu, rkHu − 1}
whenever Hu has finite rank. The above results only deal with the case of equality,
i.e. RanKu = RanHu, but in fact, when RanKu = RanHu − 1, namely u ∈
V(2N − 1), the inverse spectral formula remains valid, simply setting s′N = 0 in the
matrix C (z).

4.3 The Evolution in New Coordinates

In the new coordinates we have just defined, it turns out that solving the Szegő
equation becomes trivial. In the literature, those (s, s′, ψ,ψ ′)-coordinates are
related to the so-called action-angle variables: the actions s, s′ are constant in
time, and the angles ψ , ψ ′ evolve linearly with frequencies functions of s, s′. Here
these functions are particularly simple, because the Hamiltonian function can be
expressed in a simple way,

‖u‖4
L4 = Tr(H 4

u )− Tr(K4
u) =

∑
j

s4j −
∑
k

(s′k)4 .

Proposition 3.3.1 Suppose u0 ∈ H 1/2
+ satisfies the hypothesis of Theorem 7 and

corresponds to a set (s0, s′0, ψ0, ψ
′
0) ∈ R

2N ×T
2N . If u0 is assumed to be the initial

data for the evolution problem (1.5), then for all t ∈ R, u = u(t) corresponds to a
set (s(t), s′(t), ψ(t), ψ ′(t)) satisfying

dsj

dt
= 0,

ds′k
dt

= 0,

dψj

dt
= s2j ,

dψ ′k
dt

= s′2k .
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Proof We already know that the sj ’s and s′k’s are conserved. Let us turn to ψj , for
some j ∈ {1, . . . , N}. Using the notations of the previous proof, we have for all
t ∈ R

Hu(t)(uj (t)) = sj eiψj (t)uj (t). (3.2)

But recall the Lax pair (2.2): it even implies that for any Borel function f : R+→R,

d

dt
f (H 2

u ) = [Bu, f (H 2
u )] = [−iT|u|2, f (H 2

u )],

because Bu = −iT|u|2 + i
2H

2
u , and H 2

u commutes to f (H 2
u ). We are going to apply

this identity to u with f = 1{sj }. This will give us the evolution of uj , since uj =
1{sj }(H 2

u )u. We thus have

d

dt
uj = d

dt
f (H 2

u )u = [−iT|u|2, f (H 2
u )]u+ f (H 2

u )(−i�(|u|2u)) = −iT|u|2uj .

We are ready to differentiate (3.2). The left hand side gives

d
dt

l.h.s. = [Bu,Hu](uj )+Hu(−iT|u|2uj )
= −iT|u|2Hu(uj )+ i

2H
3
u (uj )−Hu( i2H 2

u (uj ))

= −iT|u|2Hu(uj )+ is2jHu(uj ),

whereas for the right hand side:

d
dt

r.h.s. = iψ̇j sj eiψj uj + sj eiψj (−iT|u|2uj ) = iψ̇jHu(uj )− iT|u|2Hu(uj ).

Since Hu(uj ) �= 0, we have ψ̇j = s2j .
Starting from (2.4) similarly leads to the law of the evolution of the ψ ′k’s. � 

4.3.1 Complement 1: C (z) Is Invertible

We prove the following proposition, which was included in the statement of
Theorem 7:

Proposition 3.3.2 Under the hypothesis of Theorem 7, the matrix C (z) is invertible
for any z ∈ D.

Proof Set Q(z) := det C (z). The polynomial Q is of degree N exactly. Indeed, its
dominant coefficient is

(−1)Ns′1 . . . s′N ei(ψ
′
1+···+ψ ′N ) det

(
1

s2j − (s′k)2
)
�= 0,
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because of the formula for the Cauchy determinant:

det

(
1

aj + bk
)
=
∏
i<j (aj − ai)

∏
k<(b − bk)∏

j,k(aj + bk)
. (3.3)

Therefore Q has N zeroes in C, counted with multiplicities. Assume one of these
zeroes, say z0, belongs to D. Since, by the Cramer formulae for C (z)−1 whenever
Q(z) �= 0,

u(z) = 〈C (z)−1(1N)|1N 〉CN =
P(z)

Q(z)
,

where P is a polynomial of degree at most N − 1, and since u ∈ L2+, it is necessary
that P(z0) = 0. Therefore, after a finite number simplifications,

u(z) = P̃ (z)
Q̃(z)

,

where Q̃ is a polynomial of degree at most N − 1 with no zeroes in the closed unit
disc, and P̃ is a polynomial of degree at most N − 2. We can therefore decompose

u(z) =
∑
j

αj

(1 − pjz)mj ,

with 0 < |pj | < 1 and
∑
j mj ≤ N − 1. Now we use the following elementary

lemma.

Lemma 3.3.3 If

v(z) = 1

(1 − pz)m

with m ≥ 1 and 0 < |p| < 1, then

Ran(Hu) = span

{
1

(1 − pz)k , k = 1, . . . , m

}
.

Let us prove the lemma. Given h ∈ L2+, we can expand

zm−1h(z) =
m−1∑
k=0

ck(z− p)k + (z− p)mg(z),

with g ∈ L2+ and |z| < 1. Taking the L2 trace on S
1, conjugating and multiplying

by v, we infer
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h
(
eix
)

(1 − peix)m
=
m−1∑
k=0

ck
ei(m−1−k)x

(1 − peix)m−k
+ e−ixg

(
eix
)
.

Consequently,

�(vh) =
m−1∑
k=0

ck
zm−k−1

(1 − pz)m−k ,

and it is clear that one can fit the value of each coefficient ck by an appropriate
choice of h.

Using the lemma, we conclude that

dim RanHu =
∑
j

mj ≤ N − 1,

which contradicts the assumption that Hu has rank N . � 

4.3.2 Complement 2: Surjectivity of the Spectral Transform

We conclude this section by giving a proof of the fact that the mapping u �→
(s, s′, ψ,ψ ′) is onto (under the hypothesis of Theorem 7). The proof of the
surjectivity of the mapping

u �→ (s, s′, ψ,ψ ′)

in the most general case is given in [4, 6], by showing that this map is open and
closed for appropriate topologies. Here we give a different, purely algebraic proof,
based on a recent work in collaboration with A. Pushnitski.

First of all, the above calculations imply that, if u exists, its orthogonal
projections uj and u′k onto the eigenspaces of H 2

u and K2
u satisfy

N∑
j=1

‖uj‖2

s2j − (s′k)2
= 1 ,

N∑
k=1

‖u′k‖2

s2j − (s′k)2
= 1

In view of the above formula (3.3) for the Cauchy determinants, this imply that
‖uj‖2 and ‖u′k‖2 can be expressed in terms of the numbers si, s′ as

‖uj‖2 = (s2j − (s′j )2)
∏
i �=j

s2j − (s′i )2
s2j − s2i

, ‖u′k‖2 = (s2k − (s′k)2)
∏
 �=k

s2 − (s′k)2
(s′)2 − (s′k)2

.
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Now, we fix once and for all s1 > s′1 > s2 > s′2 > · · · > sN > s′N > 0, and we
set similarly

τ 2
j := (s2j − (s′j )2)

∏
i �=j

s2j − (s′i )2
s2j − s2i

, κ2
k := (s2k − (s′k)2)

∏
 �=k

s2 − (s′k)2
(s′)2 − (s′k)2

,

so that we also have

N∑
j=1

τ 2
j

s2j − (s′k)2
= 1 ,

N∑
k=1

κ2
k

s2j − (s′k)2
= 1 (3.4)

and moreover

N∑
j=1

τ 2
j κ

2
k

(s2j − (s′k)2)(s2j − (s′)2)
= δk , 1 ≤ k,  ≤ N . (3.5)

Then we consider the following two N -dimensional Hermitian spaces. We denote
by E and by E′ the space C

N equipped respectively with the inner products

(z̃|z)E :=
N∑
j=1

τ 2
j z̃j zj , (z̃|z)E′ :=

N∑
k=1

κ2
k z̃kzk.

Consider the linear operator

� : E′ → E, (�z)j :=
N∑
k=1

zkκ
2
k

s2j − (s′k)2
.

We claim that � is a unitary operator. Indeed, for w ∈ E, z ∈ E′,

(�z|w)E =
N∑
j,k=1

zkwj τ
2
j κ

2
k

s2j − (s′k)2
= (z|�∗w)E′

with

(�∗w)k :=
N∑
j=1

wjτ
2
j

s2j − (s′k)2
,

and (3.5) precisely means that �∗� = I . Also notice that

�(1N) = 1N. (3.6)
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Indeed, this is equivalent to

N∑
k=1

κ2
k

s2j − (s′k)2
= 1, j = 1, . . . , N,

the second identity in (3.4).
Then, given (ψ1, ψ

′
1, ψ2, ψ

′
2, . . . , ψN,ψ

′
N) ∈ T

2N , we consider the antilinear
operators

H : E→ E, K ′ : E′ → E′,

defined by

(Hz)j = sj eiψj zj , (K ′z)k = s′keiψ
′
k zk.

Notice that H , K ′ satisfy (H z̃|z)E = (Hz|z̃)E , and (K ′z̃|z)E′ = (K ′z|z̃)E′ . In
particular they are R-linear operators which are symmetric with respect to the real
scalar products defined by

(z̃, z)E = Re(z̃|z)E, (z̃, z)E′ = Re(z̃|z)E′ .

Moreover, H 2, (K ′)2 are positive selfadjoint C-linear operators on E,E′ respec-
tively. We set

K := �K ′�∗ : E→ E .

The following lemma establishes a crucial identity between the operators K2 and
H 2 on E.

Lemma 3.3.4 K2 = H 2 − ( · |1N)E1N .

Proof We compute

(�(K ′)2z)j =
N∑
k=1

κ2
k (s

′
k)

2zk

s2j − (s′k)2

=
N∑
k=1

κ2
k s

2
j zk

s2j − (s′k)2
−
N∑
k=1

κ2
k zk

= (H 2�z)j − (z|1N)E′1N .

Because of formula (3.6), this can be written as

�(K ′)2 = (H 2 − ( . |1N)E1N)�,
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or

K2 = H 2 − ( . |1N)E1N,

by setting K := �K ′�∗ : E→ E as above. � 
We now set

� := KH−1 : E→ E.
Since

‖Kz‖2
E = (K2z|z)E = (H 2z|z)E − |(z|1N)E |2 ≤ (H 2z|z)E = ‖Hz‖2

E,

we have

∀z ∈ E, ‖�z‖E ≤ ‖z‖E.
In fact, this contraction map � enjoys the following asymptotic stability property.

Lemma 3.3.5

∀z ∈ E, ‖�nz‖E −→
n→+∞ 0.

Proof Since E is finite dimensional and since � is a contraction, the theory of the
Jordan decomposition of matrices shows that it is enough to prove that � has no
eigenvalue on the unit circle. Let ω ∈ S

1, and consider F := ker(� − ωI). We
claim that

F = ker(�∗ − ωI).

Indeed, since � is a contraction, the Hermitian form B(z, z̃) := ((I − �∗�)z|z̃) is
non negative, hence

‖�z‖E = ‖z‖E ⇐⇒ �∗�z = z,

as a consequence of the Cauchy–Schwarz inequality for B. This implies F ⊂
ker(�∗ − ωI). The reverse inclusion follows from a similar argument applied to
the contraction �∗.

In order to study the space F , we recall that by definition K = �H . Hence, by
symmetry of H and K for the real scalar product on E,

K = H�∗.

Therefore Lemma 3.3.4 can be reformulated as

�H 2�∗ = H 2 − ( . |1)E1. (3.7)
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Given z ∈ F , we infer

‖Hz‖2
E = ‖Hz‖2

E − |(z|1)E |2,

hence F is orthogonal to 1N . Coming back to (3.7), we conclude that, if z ∈ F ,

ω�H 2z = H 2z,

hence H 2z ∈ F . Therefore F is a stable subspace for H 2, which is the diagonal
matrix of s2j , j = 1, . . . , N . Hence F has to be the direct sum of one dimensional

eigenspaces of H 2. On the other hand, none of these lines is orthogonal to 1N . The
only possibility is therefore F = {0}. � 

At this stage we are in position to construct u ∈ H
1
2+ and a linear isometry U :

E→ L2+ such that

UHU∗ = Hu, U�K ′�∗U∗ = Ku. (3.8)

Notice that property (3.8) implies that (s, s′, ψ,ψ ′) corresponds to u via Theorem 7.
First we give another reformulation of Lemma 3.3.4. Define q ∈ E by

qj = e
iψj

sj
, j = 1, . . . , N,

so that Hq = 1N . Plugging K = H�∗ = �H in K2 = H 2 − ( · |1N)E1N , we
obtain

H�∗�H = H 2 − ( · |Hq)Hq,

hence, recalling that H is invertible,

�∗� = I − ( · |q)q . (3.9)

Identity (3.9) combined with Lemma 3.3.5 has an important consequence. Indeed,
iterating (3.9) yields, for every z ∈ E,

(�∗)n�nz = z−
n−1∑
k=0

(z|(�∗)kq)(�∗)kq.

Taking the scalar product with z in E, we obtain

‖�nz‖2
E = ‖z‖2

E −
n−1∑
k=0

|(z|(�∗)kq)E |2.
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Passing to the limit as n→∞, and using Lemma 3.3.5, we finally conclude

∀z ∈ E, ‖z‖2
E =

∞∑
k=0

|(z|(�∗)kq)E |2. (3.10)

It allows us to define U : E→ L2+ by

Uz =
∞∑
k=0

(z|(�∗)kq)E eikx .

In view of (3.10), the operator U is an isometry, and, for every h ∈ L2+,

U∗h =
∞∑
k=0

ĥ(k)(�∗)kq .

Consider

u := U(1N) =
∞∑
k=0

(1N |(�∗)kq)E eikx .

Since�∗ has eigenvalues only in the open unit disc—see the proof of Lemma 3.3.4,
the Jordan decomposition implies that

|(z|(�∗)kq)E | ≤ Cβk

for some β < 1. Hence u ∈ H 1/2
+ , so2 we may study Hu and Ku = S∗Hu = HuS.

Given z ∈ E, consider

ÛHz(k) = (Hz|(�∗)kq)E = (�kHz|q)E
= (H(�∗)kz|q)E = (Hq|(�∗)kz)E
= (1N |(�∗)kz)E.

Consequently, for every h ∈ L2+,

̂UHU∗h(k) =
(

1N
∣∣∣ ∞∑
=0

ĥ()(�∗)k+q
)
E

=
∞∑
=0

û(k + )ĥ() .

We conclude

UHU∗ = Hu .

2In fact u is even an analytic function on T.
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Furthermore, since

Û�z(k) =
(
�z|(�∗)kq

)
E
= (z|(�∗)k+1q)E = Ŝ∗Uz(k),

we also have

UKU∗ = U�HU∗ = S∗UHU∗ = S∗Hu = Ku,

or equivalently

U�K ′�∗U∗ = Ku.

4.4 Various Extensions

The above inverse spectral theorem admits several extensions. First of all, it is
possible to extend to generic elements of H 1/2

+ , defined as having simple singular

values for both Hankel matrices. This set turns to be a denseGδ subset ofH 1/2
+ , and

the spectral map � is then a homeomorphism on �× T
∞, where � is the subset of

2 formed by strictly decreasing sequences of positive numbers. Furthermore, the
inverse formula extends, by making the size of the matrix C (z) tend to infinity.

A more delicate extension takes into account the multiplicity of the singular val-
ues. A complete description can be found in the monograph [6]. As an application,
it is proved that every trajectory in H 1/2

+ is almost periodic.

5 Lecture 4: Long Time Transition to High Frequencies

In our search of wave turbulence for the Szegő equation, the formula given
by Theorem 7 does not help directly. On the contrary, it shows, together with
Proposition 3.3.1, that initial data belonging to the finite-dimensional manifold
V(N) give rise to a motion which is quasi-periodic in time: there exists D ≥ 1,
a smooth function F : TD → C∞+ (T),3 and a ω = (ω1, . . . , ωD) ∈ R

D such that

u(t) = F(ω1t, ω2t, . . . , ωDt), ∀t ∈ R.

Such an orbit t �→ u(t) remains bounded in every Hs .
However, this formula will allow us to infer the existence of transition to high

frequencies for most solutions of the cubic Szegő equation, as we will now explain.

3Where C∞+ (T) := C∞(T) ∩ L2+.
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5.1 A Crucial Example: The Daisy Effect

Given ε ∈ R+, we define

uε0(x) = eix + ε .

It is easy to check that uε0 ∈ V(3), hence the corresponding solution uε of (1.5) is
valued in V(3), and consequently reads

uε(t, x) = a
ε(t)eix + bε(t)
1 − pε(t)eix ,

with aε(t) ∈ C
∗, bε(t) ∈ C, pε(t) ∈ D, aε(t) + bε(t)pε(t) �= 0. We are going

to calculate these functions explicitly. We start with the special case ε = 0. In this
case, |u0

0| = 1, hence

u0(t, x) = e−it u0
0(x)

so

a0(t) = e−it , b0(t) = 0 , p0(t) = 0 .

We come to ε > 0. The operatorsH 2
u0
,K2
u0
, S∗ act on the range ofHuε0 , which is the

two dimensional vector space spanned by 1, eix . In this basis, the matrices of these
three operators are respectively

M(H 2
u0
) =

(
1 + ε2 ε
ε 1

)
, M(K2

u0
) =

(
1 0
0 0

)
, M(S∗) =

(
0 1
0 0

)
.

The eigenvalues of H 2
u0

are

ρ2± = 1 + ε
2

2
± ε
√

1 + ε
2

4
,

hence the matrix of the exponential is given by

M
(

e−itH
2
u0

)
= e−itρ2+ − e−itρ2−

ρ2+ − ρ2−
M(H 2

u0
)+ ρ

2−e−itρ2+ − ρ2+e−itρ2−

ρ2− − ρ2+
I

= e−i�t

2ω

(
−2i sin (ωt)M(H 2

u0
)+ (2ω cos(ωt)+ 2i� sin(ωt))I

)

where ω := ε
√

1 + ε
2

4
, � := 1 + ε

2

2
.
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We obtain

e−itH
2
u0 (u0) = e−i�t

2ω

(
− 2iε� sin(ωt)+ 2εω cos(ωt)+ (2ω cos(ωt).

−iε2 sin(ωt))eix
)
,

M
(

e−itH
2
u0 eitK

2
u0S∗

)
= e−it ε

2
2

2ω

(
0 2ω cos(ωt)− iε2 sin(ωt)
0 −2iε sin(ωt)

)
,

and finally

aε(t) = e−it (1+ε2) , bε(t) = e−it (1+ε2/2)
(
ε cos(ωt)− i 2 + ε2√

4 + ε2 sin(ωt)

)

pε(t) = − 2i√
4 + ε2 sin(ωt) e−itε2/2 , ω := ε

2

√
4 + ε2 .

The important feature of such dynamics concerns the regime ε → 0. Though
p0(t) ≡ 0, pε(t) may visit small neighborhoods of the unit circle at large times
(Fig. 1). Specifically, at time tε = π/(2ω) ∼ π/(2ε), we have 1 − |pε(t)|2 ∼ ε2/4.
A consequence is that the momentum density,

μn(t
ε) := n|ûε(tε, n)|2 = n|aε(tε)+ bε(tε)pε(tε)|2|pε(tε)|2(n−1)

= n ε4

(4 + ε2)2
(

1 − ε2

4 + ε2
)n−1

,

Fig. 1 The trajectory of pε

for small ε
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which satisfies

∞∑
n=1

μn(t
ε) = T r(K2

uε(tε)) = T r(K2
uε0
) = 1 ,

becomes concentrated at high frequencies

n � 1

ε2
.

This induces the following instability of Hs norms

‖uε(tε)‖Hs � 1

(1 − |pε(tε)|2)s− 1
2

� 1

ε2s−1 , s >
1

2
.

This proves in particular that conservation laws do not control Hs regularity for
s > 1

2 . Notice that the family (uε0) approaches u0
0, which is a non generic element

of V(3), since H 2
u0

admits 1 as a double eigenvalue. Furthermore, on can also show
that averages of the H 1 norm are growing,

lim
T→+∞

1

T

∫ T
0
‖uε(t)‖H 1 dt = 1

2π

∫ 2π

0

dθ

(ε2 + cos2 θ)
1
2

� log

(
1

ε

)
.

Now let us try to explain this mechanism through the inverse spectral transform we
have studied in the previous lecture. Fix a small ε > 0, and consider the following
set of parameters,

s1 = 1 + ε, s′1 = 1, s2 = 1 − ε, s′2 = 0,
ψ1 = 0, ψ ′1 = 0, ψ2 = π.

Through the formula of Lecture 3, this corresponds to a matrix

Cε(z) =
⎛
⎜⎝

1 + ε − z
(1 + ε)2 − 1

1

1 + ε−(1 − ε)− z
(1 − ε)2 − 1

− 1

1 − ε

⎞
⎟⎠ ,

and by Theorem 7, the function

uε(z) := 〈Cε(z)−1(1)|1〉C2 = 2z(1 − ε2)+ 3ε

2 − εz
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is such that rkHuε = 2, rkKuε = 1. Besides,H 2
uε

has s21 , s22 as positive eigenvalues,

and K2
uε

has s′21 only. We notice that the only pole of uε(z) is z = 2
ε
, far away from

the unit circle S1.
Now modify the parameters in the following way:

s1 = 1 + ε, s′1 = 1, s2 = 1 − ε, s′2 = 0,
ψ1 = 0, ψ ′1 = 0, ψ2 = 0.

Only ψ2 has changed, but now the matrix

C̃ε(z) =
⎛
⎜⎝

1 + ε − z
(1 + ε)2 − 1

1

1 + ε
(1 − ε)− z
(1 − ε)2 − 1

1

1 − ε

⎞
⎟⎠ ,

and the corresponding function is

vε(z) := 〈C̃ε(z)−1(1)|1〉C2 = 2 + ε2 − 2z(1 − ε2)
2 − (2 − ε2)z ,

with a pole for z = 2
2−ε2 , this time dramatically close to S1. A simple computation

shows that because of this pole,

‖vε‖Hs+ �
(

1

ε

)2s−1

$ 1.

In other words, if the singular values are close to each other, the Sobolev norms of
u are very sensitive to the angles.

So if one considers the solution t �→ u(t) of the cubic Szegő equation (1.5) with
uε as an initial data, then by Proposition 3.3.1, we have ψ1(t) = t (1 + ε)2 and
ψ2(t) = π + t (1 − ε)2. There is a time tε such that ψ1(tε) = ψ2(tε):

tε = π
4ε
.

Then the previous computation shows that ‖u(tε)‖Hs+ � ( 1
ε
)2s−1 � (tε)

2s−1

whenever s > 1
2 . Thus we found a solution with growing Sobolev norms, but

the growth is polynomial in time, and the trajectories are bounded (even by great
bounds) in any Sobolev space.

In the next section, we briefly explain how we can deduce for those growing but
bounded solutions a weak turbulence theorem. In other words, we explain how to
pass from families of solutions to the behaviour of one generic solution.
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5.2 The General Instability Principle

The main step to transition to high frequencies is the following result.

Theorem 8 For any u0 ∈ H 1+, andM ≥ 1, there exists a sequence {un0} converging
to u0 in H 1+, and sequences of times Tn → ∞ and tn → ∞ such that un, the
solution to the cubic Szegő equation with un(0) = un0 , satisfies

1

Tn

∫ Tn
0

‖un(t)‖H 1 dt −→ +∞,

and

un(tn) −→ u0 in H 1+,

as n→+∞.

Let us give a detailed proof of Theorem 8. The main idea is “to stick a small
daisy to the dynamics ”. First of all, notice that it is enough to approximate initial
data u0 belonging to a dense subset of H 1+, so we only consider u0 such that for
some q ∈ N, rkHu0 = rkKu0 = q, with simple singular values which we denote by

s1 > s
′
1 > s2 > s

′
2 > · · · > sq > s′q .

The idea is to approximate u0 by adding new singular values, in the spirit of the
examples of the previous section. Assume

u0 := �−1
2q (s1, s

′
1, . . . , sq, s

′
q;ψ1, ψ

′
1, . . . , ψq, ψ

′
q).

We introduce the following class of rational functions.
We consider the family uδ,ε for δ, ε→ 0 with

uδ,ε=�−1
2q+3

(
s1, s

′
1, . . . , sq, s

′
q, δ(1 + ε), δ, δ(1−ε);ψ1, ψ

′
1, . . . , ψq, ψ

′
q, 0, 0, π

)
.

From the previous lecture, we can compute the corresponding solution to the cubic
Szegő equation,

uδ,ε(z, t) =
〈
Cδ,ε

−1(z, t)

(
1q
12

)
,

(
1q
12

)〉
(4.1)

where

1q =
⎛
⎜⎝

1
...

1

⎞
⎟⎠ ∈ R

q .
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Here, we let

T = δ2t (4.2)

and

Cδ,ε(z, t) =
⎛
⎝E (z, t) Aδ,ε(z, t)

Bδ,ε(z, t)
1
δ
Cε(z, T )

⎞
⎠

with

E (z, t) =
(
sae
i(ψa+ts2a ) − s′bzei(ψ

′
b+t (s′b)2)

s2a − (s′b)2
)

1≤a,b≤q
,

Aδ,ε(z, t) =
(
sae
i(ψa+ts2a ) − δzeiT
s2a − δ2

,
ei(ψa+ts2a )

sa

)
1≤a≤q

,

Bδ,ε(z, t) =
⎛
⎜⎝
δ(1+ε)eiT (1+ε)2−s′bzei(ψ

′
b
+t (s′
b
)2)

δ2(1+ε)2−(s′b)2
−δ(1−ε)eiT (1−ε)2−s′bzei(ψ

′
b
+t (s′
b
)2)

δ2(1−ε)2−(s′b)2

⎞
⎟⎠

1≤b≤q

,

Cε(z, T ) =
⎛
⎝ (1+ε)ei(1+ε)

2T−zeiT
(1+ε)2−1

ei(1+ε)2T
1+ε

−(1−ε)ei(1−ε)2T−zeiT
(1−ε)2−1

−ei(1−ε)2T
1−ε

⎞
⎠ .

The crucial point is the following elementary behavior of the inverse of Cε(z, T ).

Lemma 4.2.1 Uniformly for z in every compact disc of C, we have

(1 − pε(T )z)Cε(z, T )−1

= e−iT (1+2ε2)

(
εω−ε(T ) εωε(T )

ω−ε(T )+z−ε(ω−ε(T )−z)/2
2

−ωε(T )+z−ε(ωε(T )+z)/2
2

)
+ O(ε2),

where

pε(T ) := e−iε2T
[
−i
(

1 − ε
2

2
+ O(ε4)

)
sin(2εT )+

(ε
2
+ O(ε3)

)
cos(2εT )

]
(4.3)
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and

ωε(T ) := eiT (2ε+ε2) .

Furthermore, the following equalities hold uniformly for z in D independently of
t ∈ R

Cε(z, T )
−1(12) = O(1)

tCε(z, T )
−1(12) = O

(
1

ε

)
.

Proof Let us write

Cε(z, T ) = e
iT

ε

⎛
⎝ (1+ε)eiT (2ε+ε2)−z2+ε

εeiT (2ε+ε2)
1+ε

(1−ε)eiT (−2ε+ε2)+z
2−ε − εeiT (−2ε+ε2)

1−ε

⎞
⎠

so that

det
[
εe−iTCε(z, T )

]
= −εe2iT ε2(1 + O(ε2))(1 − pε(T )z) ,

with

pε(T ) = e−iε2T
[
−i
(

1 − ε
2

2
+ O(ε4)

)
sin(2εT )+

(ε
2
+ O(ε3)

)
cos(2εT )

]

Consequently, for |z| ≤ R,

(1 − pε(T )z)Cε(z, T )−1

= e−iT (1+2ε2)

(
εω−ε(T ) εωε(T )

ω−ε(T )+z−ε(ω−ε(T )−z)/2
2

−ωε(T )+z−ε(ωε(T )+z)/2
2

)
+ O(ε2),

where

ωε(T ) := eiT (2ε+ε2) .

An important fact is the following estimate

1 − |pε(T )|2 = ε2 + cos2(2εT )(1 + O(ε2))+ O(ε4).

In particular, on D, |1 − pε(T )z| ≥ ε2+cos2(2εT )
4 ≥ ε2

4 . Hence, the coefficients of
Cε(z, T )−1 grow at most as O( 1

ε2
) in D uniformly in t ∈ R.
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For the other estimates, we compute

(1 − pε(T )z)Cε(z, T )−1(12)

= e−iT (2ε+ε2)
(

2εeiT ε
2

cos(2εT )

−ieiT ε2 sin(2εT )+ z− ε2 eiT ε
2

cos(2εT )

)
+ O(ε2)

= e−iT (2ε+ε2)
(

2εeiT ε
2

cos(2εT )
z− pε(T )

)
+ O(ε2) .

As

|ε cos(2εT )|
|1 − pε(T )z| ≤ C

|ε cos(2εT )|
ε2 + cos2(2εT )

= O (1)

we obtain Cε(z, T )−1(12) = O(1).
Eventually, we compute

(1 − pε(T )z)tCε(z, T )−1(12)

= e−iT (2ε+ε2)
(
εω−ε(T )+ 1

2 [ω−ε(T )+ z− ε2 (ω−ε(T )− z)]
εωε(T )+ 1

2 [−ωε(T )+ z− ε2 (ωε(T )+ z)]
)
+ O(ε2)

= e−iT (2ε+ε2)

2

(
z− pε(T )
z− pε(T )

)
+ O(ε + | cos(2εT )|)

and this leads to

tCε(z, T )
−1(12) = O

(
1

ε

)
.

� 
Observing that

Aδ,ε(z, t) =
(

ei(ψa+ts2a )

sa
+ O(δ)

)
1≤a≤q

⊗ (1, 1) ,

Bδ,ε(z) =
(

1
1

)
⊗t
(
z

ei(ψ
′
b+t (s′b)2)

s′b
+ O(δ)

)
1≤b≤q

,

we can exploit estimates on Cε(z, T )−1 in the following lemma.

Lemma 4.2.2 The following matrix expansions hold in L∞(D) as ε, δ tend to 0
uniformly in t ∈ R.
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Aδ,ε(z, t)Cε(z, T )
−1 =

(
ei(ψa+ts2a )

sa
+ O(δ)

)
1≤a≤q

⊗t Cε(z, T )−1(12) = O

(
1

ε

)

Cε(z, T )
−1Bδ,ε(z, t) = Cε(z, T )

−1(12)⊗t
(
z

ei(ψ
′
b+t (s′b)2)

s′b
+ O(δ)

)
1≤b≤q

= O(1)

In particular, the vectors

Aδ,ε(z, t)Cε(z, T )
−1(12),

tBδ,ε(z, t)
tCε(z, T )

−1(12)

and the matrix

Aδ,ε(z, t)Cε(z, T )
−1Bδ,ε(z, t)

have uniformly bounded coefficients for (z, t) ∈ D× R, ε, δ small.

Let us introduce the following notation,

Cδ,ε(z, T )
−1
(

1q
12

)
=:
⎛
⎝X

δ,ε
q (z, t)

Y δ,ε(z, t)

⎞
⎠

and

tCδ,ε(z, T )
−1
(

1q
12

)
=:
⎛
⎝ X̂

δ,ε
q (z, t)

Ŷ δ,ε(z, t)

⎞
⎠ .

We have {
E (z, t)Xδ,εq (z, t)+Aδ,ε(z, t)Y δ,ε(z, t) = 1q
Bδ,ε(z, t)X

δ,ε
q (z, t)+ 1

δ
Cε(z, T )Y δ,ε(z, t) = 12

{
tE (z, t)X̂δ,εq (z, t)+t Bδ,ε(z, t)Ŷ δ,ε(z, t) = 1q
tAδ,ε(z, t)X̂

δ,ε
q (z, t)+ 1

δ

t
Cε(z, T )Ŷ δ,ε(z, t) = 12

Hence, setting

Jδ,ε(z, t) := E (z, t)− δAδ,ε(z, t)Cε(z, T )−1Bδ,ε(z, t) ,

we obtain
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Jδ,ε(z, t)X
δ,ε
q (z, t) = 1q − δAδ,ε(z, t)Cε(z, T )−112 (4.4)

tJδ,ε(z, t)X̂
δ,ε
q (z, t) = 1q − δtBδ,ε(z, t)tCε(z, T )−112 (4.5)

Y δ,ε(z) = δCε(z, T )−1(12 −Bδ,ε(z, t)X
δ,ε
q (z, t)) (4.6)

Ŷ δ,ε(z, t) = δtCε(z, T )−1(12 −t Aδ,ε(z, t)X̂δ,εq (z, t)). (4.7)

In view of Lemma 4.2.2, and of formulae (4.4), (4.5), (4.6), (4.7), we observe
that

Jδ,ε(z, t) = E (z, t)− δAδ,ε(z, t)Cε(z, T )−1Bδ,ε(z, t) = E (z, t)+ O(δ)

is invertible for z ∈ D and δ and ε small enough, and we get the formulae

Xδ,εq (z, t) = Jδ,ε(z, t)
−1(1q − δAδ,ε(z)Cε(z, T )−112)

X̂δ,εq (z, t) = tJδ,ε(z, t)−1(1q − δtBδ,ε(z, t) tCε(z, T )−112)

Y δ,ε(z, t) = δCε(z, T )−1(12 −Bδ,ε(z, t)X
δ,ε
q (z, t))

Ŷ δ,ε(z, t) = δ tCε(z, T )−1(12 −t Aδ,ε(z, t)X̂δ,εq (z, t)).

Summarizing, we have the following result.

Proposition 4.2.3 For the norm L∞(D), we have, uniformly in δ, ε such that ε &
δ & 1,

Xδ,εq (z, t) = E (z, t)−11q + O(δ)

X̂δ,εq (z, t) = tE (z, t)−11q + O(δ)

Y δ,ε(z, t) = α(z, t)δ Cε(z, T )−1(12)+ O
(
δ2
)

Ŷ δ,ε(z, t) = β(z, t)δ tCε(z, T )−1(12)+ O

(
δ2

ε

)
.

where

α(z, t) : = 1 −
〈
E (z, t)−1(1q),

(
z

ei(ψ
′
b+t (s′b)2)

s′b

)
1≤b≤q

〉
,

β(z, t) : = 1 −
〈t

E (z, t)−1(1q),

(
ei(ψa+ts2a )

sa

)
1≤a≤q

〉
.
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As a first consequence of these computations, we obtain the smoothness of z→
uε,δ(z, 0).

Corollary 4.2.4 For ε, δ small, the following equality holds on some fixed neigh-
borhood of the closed unit disc,

uε,δ(·, 0) = u0 + o(1).

In particular, the functions z→ uε,δ(z, 0) are uniformly analytic on D.

Proof This estimate is a direct consequence of the previous Proposition and of
the fact that Cε(z, 0)−1 is bounded uniformly in z for |z| ≤ 1 + η for some
η > 0. Indeed, pε(0) = ε

2 + O(ε3) hence the only pole of Cε(z, 0)−1 is 2
ε
. From

Proposition 4.2.3 and Formula (4.1), we get

uδ,ε(z, 0) =
〈(
Xq,δ

Yq,δ

)
,

(
1q
12

)〉

=
〈(

E (z, 0)−11q + O(δ)

α(z, 0)δ Cε(z, 0)−1(12)+ O
(
δ2
)) ,( 1q

12

)〉

= u0 + o(1) .

� 
The second point is the existence of tδ,ε →∞ such that uε,δ(tδ,ε)→ u0 in H 1.

This fact is elementary, because t �→ uδ,ε(t) ∈ V(2q + 3) ⊂ H 1+ is quasi-periodic,
hence we can find tδ,ε as big as we wish such that

‖uε,δ(tδ,ε)− uε,δ(0)‖H 1 < ε .

The claim then follows from the previous corollary.
We now turn to the main point, which is the behavior in mean time. We first

establish the following lemma.

Lemma 4.2.5 There exists a constant c > 0 such that, for any z ∈ S
1 and any

t ∈ R,

|α(z, t)β(z, t)| ≥ c .

Proof Using the compactness of the torus, it is enough to prove that the functions

α(z, ψ,ψ ′) : = 1 −
〈
E (z, ψ,ψ ′)−1(1q),

(
z

eiψ
′
b

s′b

)
1≤b≤q

〉
,

β(z, ψ,ψ ′)) : = 1 −
〈t

E (z, ψ,ψ ′)−1(1q),

(
eiψa

sa

)
1≤a≤q

〉
,
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where

E (z, ψ,ψ ′) =
(
saeiψa − s′bzeiψ

′
b

s2a − (s′b)2
)

1≤a,b≤q
,

do not take the 0 value for (z, ψ,ψ ′) ∈ S
1×T

2q . Indeed, write (Zb(z, ψ,ψ ′))1≤b≤q
:= E (z, ψ,ψ ′)−11q so that

q∑
b=1

saeiψa − s′bzeiψ
′
b

s2a − (s′b)2
Zb(z, ψ,ψ

′) = 1 , a = 1, . . . , q. (4.8)

Assume α(z, ψ,ψ ′) = 0 for some (z, ψ,ψ ′) ∈ S
1 × T

2q , namely

q∑
b=1

Zb(z, ψ,ψ
′)e
iψ ′b z

s′b
= 1 . (4.9)

Then subtracting (4.8) from (4.9) leads to

sa

q∑
b=1

sa e−iψa − zs′be−iψ
′
b

s2a − (s′b)2
eiψ

′
b zZb(z, ψ,ψ

′)
s′b

= 0 , a = 1, . . . , q.

This is a contradiction since, from our inverse spectral Theorem 7, the matrix

(
sae−iψa − s′bζe−iψ

′
b

s2a − (s′b)2
)

1≤a,b≤q

is known to be invertible for any ζ of modulus one. A similar argument leads to
β �= 0. � 

Finally, we are going to focus our analysis near the unit circle, where the
singularity of uδ,ε takes place. First observe that

‖u‖2
H 1 ∼

∫ 2π

0
|u′(eiθ )|2dθ.

Deriving with respect to z the formula (4.1) giving uδ,ε, we get

(uδ,ε)′(z, t) =
〈

˙Cδ,ε(t)Cδ,ε(z, t)
−1
(

1q
12

)
,t Cδ,ε(z, t)

−1
(

1q
1N

)〉
(4.10)
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where

˙Cδ,ε(t) =
⎛
⎝ ˙E (t) ˙Aδ,ε(t)

Ḃδ,ε(t)
1
δ
Ċε(T )

⎞
⎠ (4.11)

with

Ė (t) =
(
s′be
i(ψ ′b+(s′b)2)t

s2a − (s′b)2
)

1≤a,b≤q
, (4.12)

˙Aδ,ε(t) =
(
δeiT

s2a − δ2
, 0

)
1≤a≤q

(4.13)

Ḃδ,ε(t) =
⎛
⎜⎝
s′be
i(ψ ′
b
+(s′
b
)2)t

δ2(1+ε)2−(s′b)2
s′be
i(ψ ′
b
+(s′
b
)2)t

δ2(1−ε)2−(s′b)2

⎞
⎟⎠

1≤j≤N
1≤b≤q

(4.14)

and

Ċε(T ) = eiT

2ε

(
(1 + ε2 )−1 0
−(1 − ε2 )−1 0

)
(4.15)

Hence, we get

(uδ,ε)′(z) =
〈
˙Cδ,ε(t)

(
X
δ,ε
q (z)

Y δ,ε(z)

)
,

(
X̂
δ,ε
q (z)

Ŷ δ,ε(z)

)〉

=
〈
˙Cδ,ε(t)

(
E (z, t)−11q + O(δ)

αδCε(z, T )−1(12)+ O
(
δ2
)) ,

(
tE (z, t)−11q + O(δ)

βδtCε(z, T )−1(12)+ O
(
δ2

ε

))〉
.

Observing that

Ċδ,ε(t) =
(
O(1) O(δ)
O(1) 1

δ
Ċε(T )

)
=
(
O(1) O(δ)

O(1) O
(

1
δε

))
,
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we infer, if ε & δ,

(uδ,ε)′(z) =

=
〈(

O(1)+ O
(
δ2
)

O(1)+ αĊε(T )Cε(z, T )−1(12)+ O
(
δ
ε

)) ,
(
O(1)

βδtCε(z, T )−1(12)+ O
(
δ2

ε

))〉

= α(z, t)β(z, t)δ〈Ċε(T )Cε(z, T )−1(12),
t Cε(z, T )

−1(12)〉 + O

(
δ2

ε2

)
.

Notice that the first term 〈Ċε(T )Cε(z, T )−1(12),
t Cε(z, T )−1(12)〉 is U ′ε(z, T ),

where

Uε(z, T ) = 〈Cε(z, T )−1(12), 12〉

is precisely the daisy solution to the cubic Szegő equation. In view of the
computations of the beginning of this chapter, we have

Lemma 4.2.6 Let ε > 0 and consider Uε the function corresponding to spectral
data ((1 + ε, 1, 1 − ε), (1, 1,−1)) and evolving under the cubic Szegő flow

Uε(z, T ) = 〈Cε(z, T )−1(12), 12〉 (4.16)

then,

1

τ

∫ τ
0

(∫ 2π

0
|U ′ε(eiθ , T )|2dθ)

)1/2

dT →∞ .

as ε tends to 0 and ετ tends to infinity.

Eventually, we use the decomposition

u′δ,ε(z, t) = δα(z, t)β(z, t)U ′ε(z, T )+ O

(
δ2

ε2

)

and Lemma 4.2.6 to obtain

1

T

∫ T

0
‖uδ,ε(t)‖H 1dt ≥ 1

T

∫ T

0

(∫ 2π

0
|u′δ,ε(eiθ , t)|2dθ

)1/2

dt

� δ 1

δ2T

∫ δ2T
0

(∫ 2π

0
|U ′ε(eiθ , T )|2dθ)

)1/2

dT .

Here we assumed δ & ε2 small enough to absorb the remaining term appearing in
the expression of u′δ,ε. Then we get the result for δ2εT tending to infinity.



84 P. Gérard

5.3 The Transition to High Frequencies

It is now easy to conclude the proof of Theorem 2, which we formulate here in terms
of averages of the H 1 norm.

Theorem 9 (Transition to High Frequencies for the Cubic Szegő Equation)
There exists a dense Gδ-subset of H 1+ denoted by G, such that for all u solution
to the Szegő equation (1.5) with u(0) ∈ G, for all we have

lim sup
T→∞

1

T

∫ T
0
‖u(t)‖H 1 dt = ∞,

and on the other hand

lim inf
t→∞ ‖u(t)‖H 1 ≤ ‖u(0)‖H 1 .

Proof of Theorem 9 We adapt a strategy by Hani [8]. Let p ≥ 1 be an integer. We
define Op to be the set of u0 ∈ H 1+ such that there exists T > p, t > p such that
the solution u of the Szegő equation with u(0) = u0 satisfies

1

T

∫ T
0
‖u(t)‖H 1 > p,

‖u(t)− u0‖H 1 <
1

p
.

It is clear that Op is an open set, and by the Proposition 8, Op is dense in H 1+. By
the Baire category theorem,

G :=
∞⋂
p=1

Op

is a dense Gδ set, and elements of G satisfy the conclusions of Theorem 9. � 
An Improvement In order to obtain superpolynomial growth, one introduces a
larger daisy as follows. For N ∈ N, pick real numbers ξ1 > η1 > ξ2 > η2 > · · · >
ξN−1 > ηN−1 > ξN > 0. If we take as singular values

1 + εξ1 > 1 + εη1 > 1 + εξ2 > 1 + εη2 > . . . ,

and 0 as angles, we find a matrix

C̃ε(z) =
[
(1 + εξj )− (1 + εηk)z
(1 + εξj )2 − (1 + εηk)2

]
1≤j,k≤N

.
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One can prove that corresponding ũε ∈ V(2N − 1) given by the inverse spectral
Theorem 7 then satisfies, for a generic choice of (ξ, η),

‖ũε‖Hs � 1

ε(N−1)(2s−1)
� (tε)(N−1)(2s−1).

As before, it is also possible to find, changing the angles along the Szegő trajectory,
a matrix Cε(z) such that the associated function uε is a rational fraction with no pole
close to the unit disc. We refer to [6] for the complete proof.

5.4 Related Equations

We conclude this lecture by mentioning some related results for equations connected
to the cubic Szegő equation.

5.4.1 The Cubic Szegő Equation on the Line

The cubic Szegő equation can be stated similarly on the real line, where � denotes
the orthogonal projector of L2(R) onto the subspace of functions with Fourier
transform supported into R+. In this case, Hankel operators Hu can still be defined
and they satisfy a similar Lax pair evolution. However, the shift operator S does not
exist anymore, nor does the shifted operator Ku. There is nevertheless a second Lax
pair identity for

Lu = H 2
u − (.|u)u .

We mention here only some results of this theory which is entirely due to Pocovnicu
[14, 15].

Theorem 10 (Pocovnicu [14, 15]) The cubic Szegő equation on the real line

i∂tu = �(|u|2u),
satisfies the following properties.

• The traveling wave solutions, namely the solutionsQ ∈ H
1
2+ (R) of

cDQ+ ωQ = �(|u|2u)

for some (c, ω) ∈ R
2, are exactly given by

Q(x) = a

x + λ ,

with a ∈ C and λ ∈ C, Imλ > 0.
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• If

u0(x) =
N∑
j=1

aj

x + λj ,

then u(t, x) conserves the same N -soliton form, where unknowns the coefficients
aj , λj satisfy a completely integrable ODE. If N ≥ 2, some of these solutions
satisfy, as t →+∞,

∀s > 1

2
, ‖u(t, .)‖Hs ∼ t2s−1 .

Notice that the transition to high frequencies is much moire explicit here than on
the circle. It is also of quite a different nature.

5.4.2 Back to the Half-Wave Equation

It is tempting to combine Theorems 1.4 and 2 to obtain some wave turbulence result
for the half-wave equation. Unfortunately, this strategy only leads to the following
relatively weak result.

Theorem 11 Given 0 < η & 1, K $ 1 and s > 1
2 , there T > 0 and a solution of

i∂tu = |D|u+ |u|2u
satisfying

‖u(0)‖Hs ≤ η , ‖u(T )‖Hs ≥ K .

In the case of the line, however, it is possible to guarantee moreover the saturated
estimate [7]

∀t ≥ T , ‖u(t)‖Hs ∼ K .

The proof is based on a careful construction of a two-soliton solution whose profiles
are perturbations of the traveling waves of the cubic Szegő equation.

5.4.3 A System in Two Space Dimensions

It is in fact possible to take a greater advantage of Theorems 1.4 and 2 by introducing
an additional variable on the line, as did Hani et al. [9] in their remarkable study
of the cubic nonlinear Schrödinger equation on the cylinder R × T

2. Following
the modified scattering method developed by these authors, Haiyan Xu proved the
following theorem.
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Theorem 12 (Xu [19]) Consider the equation

i∂tu = −∂2
xu+ |Dy |u+ |u|2u , (x, y) ∈ R× T (4.17)

with u(t, x, y + π) = −u(t, x, y). For initial data which are sufficiently smooth,
decaying and small, the long time behavior of the solutions is given by

eit (−∂2
x+|Dy |)u(t)−G(π log(t))→ 0 , t →+∞ , (4.18)

where G is a solution of the following decoupled system,

i∂t Ĝ± = �±(|Ĝ±|2Ĝ±) , (4.19)

where G±(t, x, y) := �±G(t, x, y) denote the Szegő projections in the y variable,
and F̂ (t, ξ, y) denotes the Fourier transform of F(t, x, y) with the respect to the x
variable.

Conversely, given any solution G of (4.19), with initial data sufficiently smooth,
decaying and small, there exists a solution u of Eq. (4.17) such that (4.18) holds.

Notice that the Fourier variable ξ ∈ R is just a parameter in the above
decoupled system of cubic Szegő equations. Applying the superpolynomial version
of Theorem 2, one can prove

Theorem 13 (Xu [19]) There exist solutions u of Eq. (4.17) such that

∀N ≥ 1 , lim sup
t→+∞

‖u(t)‖L2
x(R,H

1
y (T))

(log t)N
dt = +∞,

and on the other hand

lim inf
t→∞ ‖u(t)‖L2

x(R,H
1
y (T))

< +∞.

5.4.4 An Integrable Perturbation of the Cubic Szegő Equation

Another remarkable property of the cubic Szegő equation is that it admits a one
parameter family of perturbations which is still integrable. Consider the following
Hamiltonian equation on Hs+(T)

i∂tu = �(|u|2u)+ α
∫
T

u dx . (4.20)

Because the action of the antishift operator S∗ kills the second term in the right hand
side, it is not difficult to check that the Szegő Lax pair for Ku is still valid for this
equation. On the other hand, the Lax pair for Hu does not hold. It turns out that
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this equation is still integrable, as proved by Xu in [18]. Moreover, let us mention
interesting qualitative differences of the dynamics compared to with the cubic Szegő
equation.

Theorem 14 (Xu [17, 18]) If α > 0, there exists rational solutions u of (4.20) such
that

∀s > 1

2
, ‖u(t)‖Hs ∼ ecs t , t →+∞

with cs > 0. Furthermore, such a phenomenon does not happen for rational
solutions if α < 0.

Notice that, in view of Corollary A.2 in the appendix, the exponential growth is
optimal.

Appendix A: The L∞ Estimate and Its Consequences

In this section, we show how the lax pair structure leads to the following a priori
estimate for solutions of the cubic Szegő equation.4

Theorem A.15 ([2]) Assume u0 ∈ Hs+ for some s > 1. Then the corresponding
solution u of the cubic Szegő equation satisfies

sup
t∈R

‖u(t)‖L∞ < +∞ .

The proof of this theorem relies on the following proposition.

Proposition A.1 Given u ∈ H
1
2+ , we denote by {sj (u)}j≥1 the sequence of singular

values of Hu, repeated according to multiplicity. The following double inequality
holds:

1

2

∞∑
n=0

|û(n)| ≤
∞∑
j=1

sj (u) ≤
∞∑
n=0

( ∞∑
=0

|û(n+ )|2
) 1

2

Furthermore, the right hand side is controlled by

Cs‖u‖Hs

for every s > 1.

4In view of the Lax pair for Ku, this estimate is also valid for Eq. (4.20).
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Remark A.3 This proposition can be interpreted as a double inequality for the trace
norm of the Hankel operator Hu. A more complete characterization of functions u
such that the trace norm of Hu is finite is given in Peller [13]. Here we provide an
elementary proof.

Assuming the proposition, let us show the theorem. From the second equality in
the proposition, we have

∞∑
j=1

sj (u0) < +∞.

Since each sj (u) is a conservation law, we have, for every t ∈ R,

∞∑
j=1

sj (u(t)) =
∞∑
j=1

sj (u0).

Finally, by the first inequality in the proposition,

sup
t∈R

∑
n≥0

|û(t, n)| ≤ 2 sup
t∈R

∞∑
j=1

sj (u(t)) = 2
∞∑
j=1

sj (u0).

The proof is completed by the elementary observation that

‖u‖L∞ ≤
∑
n≥0

|û(n)|.

We now pass to the proof of the proposition.

Proof of Proposition A.1 We denote by {ej }j≥1 an orthonormal basis of Ran(Hu) =
Ran(H 2

u ) such that H 2
u ej = s2j u. Such a basis exists because H 2

u is a compact
selfadjoint operator. Notice that

‖Hu(ej )‖2 = (H 2
u (ej )|ej ) = s2j .

We set, for every n ≥ 0, εn(x) = einx .
Let us prove the first inequality. Observe that

û(2n) = (Hu(εn)|εn), û(2n+ 1) = Ku(εn|εn).

On the other hand,

(Hu(εn)|εn) =
∑
j

(Hu(εn)|ej )(ej |εn),
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and (Hu(εn)|ej ) = (Hu(ej )|εn), so that

∞∑
n=0

|û(2n)| ≤
∑
n,j

|(Hu(ej )|εn)(ej |εn)|

≤
∑
j

( ∞∑
n=0

|(Hu(ej )|εn)|2
) 1

2
( ∞∑
n=0

|(ej |εn)|2
) 1

2

=
∑
j

‖Hu(ej )‖‖ej‖ =
∑
j

sj .

Arguing similarly with Ku, we obtain

∞∑
n=0

|û(2n+ 1)| ≤
∑
k

s′k.

Summing up, we have proved

∞∑
n=0

|û(n)| ≤
∑
j

sj +
∑
k

s′k ≤ 2
∑
j

sj .

We now pass to the second inequality. Notice that

(Hu(ej ),Hu(ej ′)) = (H 2
u (ej ′), ej ) = s2j δjj ′ .

In other words, the sequence {Hu(ej )/sj } is orthonormal. We then define the
following antilinear operator on L2+,

�u(h) =
∑
j

(ej , h)
Hu(ej )

sj
.

Notice that, due to the orthonormality of both systems {ej } and {Hu(ej )/sj },
‖�u(h)‖ ≤ ‖h‖. Similarly, we define

t�u(h) =
∑
j

(Hu(ej ), h)

sj
ej ,

so that

∀h, h′ ∈ L2+, (�u(h)|h′) = (t�u(h′)|h).



Wave Turbulence and Complete Integrability 91

We next observe that

sj = (Hu(ej )|�u(ej )) =
∞∑
n=0

(Hu(ej )|εn)(εn|�u(ej ))

=
∞∑
n=0

∞∑
=0

û(n+ )(ε|ej )(εn|�u(ej ))

But using the transpose of �u, we get

∑
j

(ε|ej )(εn|�u(ej )) =
∑
j

(ε|ej )(ej |t�u(εn)) = (ε|t�u(εn)) = (εn|�u(ε)).

Consequently,

∑
j

sj =
∑
n,≥0

û(n+ )(εn|�u(ε)).

Applying the Cauchy–Schwarz inequality to the sum on , we infer

∑
j

sj ≤
∞∑
n=0

‖�u(ε)‖
( ∞∑
=0

|û(k + )|2
) 1

2

,

and the claim follows from the fact that ‖�u(ε)‖ ≤ ‖ε‖ = 1.
We finally need to control the right hand side of this last inequality. By the

Cauchy–Schwarz inequality in the n sum, we have, for every s > 1,

∞∑
n=0

( ∞∑
=0

|û(n+ )|2
) 1

2

≤
( ∞∑
n=0

(1 + n)1−2s

) 1
2
⎛
⎝∑
n,≥0

(1 + n)2s−1|û(n+ )|2
⎞
⎠

1
2

≤
(
s

s − 1

) 1
2

⎛
⎝∑
n,≥0

(1 + n+ )2s−1|û(n+ )|2
⎞
⎠

1
2

≤ Cs‖u‖Hs ,

and Proposition A.1 is proved. � 
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Corollary A.2 For s > 1 and u0 ∈ Hs+, the corresponding solution t �→ u(t) of
the Szegő equation5 satisfies

‖u(t)‖Hs ≤ CseC′s |t |, ∀t ∈ R,

where Cs , C′s are positive constants which only depend on s and ‖u0‖Hs .
Proof We compute d

dt
‖Dsu(t)‖2

L2 and use the boundedness of theL∞ norm to write

∣∣∣∣ ddt ‖Dsu(t)‖2
L2

∣∣∣∣ ≤ C‖u‖2
Hs ,

for an appropriate constant C depending on the norm of u0 in Hs+. A Gronwall
inequality then completes the proof of the corollary. � 
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Benjamin-Ono and Intermediate Long
Wave Equations: Modeling, IST and PDE

Jean-Claude Saut

1 Introduction

In order to illustrate the links and interactions between PDE and Inverse Scattering
methods, we have chosen to focus on two one-dimensional examples that have a
physical relevance (in the context of internal waves) and that lead to yet unsolved
interesting issues.

The Benjamin-Ono (BO) and Intermediate Long Wave (ILW) equations are
two classical examples of completely integrable one-dimensional equations, maybe
not so well-known as the Korteweg de Vries or the cubic nonlinear Schrödinger
equations though. A striking fact is that a complete rigorous resolution of the
Cauchy problem by IST techniques is still incomplete for the BO equations for
arbitrary large initial data while it is widely open in the ILW case, even for small
data. On the other hand, both those problems can be solved by “PDE” techniques,
for arbitrary initial data in relatively big spaces but no general result on the long
time behavior of “large” solutions is known with the notable exception of stability
issues of solitons and multisolitons. In particular the so-called soliton resolution
conjecture although expected has not been proven yet.

Those two scalar equations are one-dimensional, one-way propagation asymp-
totic models for internal waves in an appropriate regime. We have thus three
different viewpoints on BO and ILW equations and this article aims to review them
and emphasize their possible links. Since we do not want to ignore the modeling
aspects, we first recall the derivation of the equations in the context of internal
waves in a two-layer system. The modeling of internal waves displays a variety
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of fascinating scientific problems. We refer for instance to the survey article [98] for
the physical modeling aspects and to [38, 61, 219, 241] for the rigorous derivation
of asymptotic models.

The Benjamin-Ono equation was first formally derived by Benjamin, [30]
(and independently in [62] where one can find also numerical simulations and
experimental comparisons), and later by Ono [221], to describe the propagation
of long weakly nonlinear internal waves in a stratified fluid such that two layers of
different densities are joined by a thin region where the density varies continuously
(pycnocline), the lower layer being infinite.1 Benjamin also wrote down the explicit
algebraically decaying solitary wave solution and also the periodic traveling wave.

The Intermediate Long Wave equation was introduced by Kubota et al. [137] to
describe the propagation of a long weakly nonlinear internal wave in a stratified
medium of finite total depth. A formal derivation is also given in Joseph [111] who
used the dispersion relation derived in [230] in the context of the Whitham non local
equation [266]. Joseph derived furthermore the solitary wave solution.

We also refer to [29, 58, 136, 155, 162, 222, 233, 246] for the relevance of the
ILW equation in various oceanic or atmospheric contexts.

The ILW equation reduces formally to the BO equation when the depth of the
lower layer tends to infinity.

A rigorous derivation (in the sense of consistency) is given in [38, 61] using
a two-layer system, that is a system of two layers of fluids of different densities,
the density of the total fluid being discontinuous though (see below). Interesting
comparisons with experiments can be found e.g. in [136].2 Bidirectional versions
are derived in [38, 56, 57, 61], see below for a quick description of a rigorous
derivation in the sense of consistency.

Both equations belong to the general class of equations of the type (see [149])

ut + uux − Lux = 0, (1.1)

where L is defined after Fourier transform by L̂f (ξ) = p(ξ)f̂ (ξ) where p is a real
symbol, with p(ξ) = pδ(ξ) = ξ coth(δξ) − 1

δ
, δ > 0 for the ILW equation and

p(ξ) = |ξ | for the BO equation.
They can alternatively be written respectively,

ut + uux −Huxx = 0, (1.2)

where H is the Hilbert transform, that is the convolution with PV( 1
x

) and

ut + uux + 1

δ
ux + T (uxx) = 0, (1.3)

1One can find interesting comparisons with experiments in [183].
2Recall however that BO and ILW equations are weakly nonlinear models and they do not fit well
with the modeling of higher amplitude waves, see e.g. the experiments in [250].
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where

T = PV
∫ ∞

−∞
coth

(
x − y
δ

)
u(y)dy.

The BO equation has the following scaling and translation invariance: if u is a
solution de BO, so is v defined by

v(x, t) = cu(c(x − x0), c
2t)), ∀c > 0, x0 ∈ R.

As aforementioned, the ILW equation reduces formally to the BO equation when
δ → ∞ and it was actually proven in [1] that the solution uδ of (1.3) with initial
data u0 converges as δ → +∞ to the solution of the Benjamin-Ono equation (1.2)
with the same initial data in suitable Sobolev spaces.

Furthermore, if uδ is a solution of (1.3) and setting

vδ(x, t) = 3

δ
uδ(x,

3

δ
t),

vδ tends as δ→ 0 to the solution u of the KdV equation

ut + uux + uxxx = 0. (1.4)

Both the BO and ILW equations conserve formally the L2 norm of the initial
data. Moreover they have an Hamiltonian structure

ut + ∂xHu = 0,

where

Hu = 1

2

∫
R

(
u3

3
− (|D|1/2u)2)dx

for the BO equation and

Hu = 1

2

∫
R

(
u3

3
− 1

2
|T 1/2
δ u|2)dx,

where

T̂δf (ξ) = pδ(ξ)f̂ (ξ), where pδ(ξ) = ξ coth(δξ)− 1

δ
,

for the ILW equation.
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We now recall now the long process leading to ILW and BO equations following
[38] that will lead to a rigorous justification of the equations in the sense of
consistency.

The physical context is that of the two-layer system of two inviscid incompress-
ible fluids of different densities ρ1 < ρ2, see picture below.

d

d

(t,X)

1

Fluid 1

Fluid 2

2

z

0

X

g

z

We refer to [38] for the derivation of the complete two-layer system (extending
the classical water wave system, see [140]) describing the evolution of the interface
ζ and of a suitable velocity variable and to [141] for a deep analysis of this system.

The asymptotic models are derived from the two-layer system3 [38] (see also
[241]) after introducing scaling parameters, namely

• a = typical amplitude of the deformation of the interface, λ = typical
wavelength.

• Dimensionless independent variables

X̃ := X
λ
, z̃ := z

d1
, t̃ := t

λ/
√
gd1,

,

are introduced. Likewise, we define the dimensionless unknowns

ζ̃ := ζ
a
, ψ̃1 := ψ1

aλ
√
g/d1
,

3Both the BO and ILW equations were first derived in the context of a continuously stratified fluid
to model long internal waves on a pycnocline (boundary separating two liquid layers of different
densities), see [30, 62, 137]. The rigorous justification in this context is studied in [70].
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as well as the dimensionless parameters4

γ := ρ1

ρ2
, d := d1

d2
, ε := a

d1
, μ := d

2
1

λ2
;

Though they are redundant, it is also notationally convenient to introduce two other
parameters ε2 and μ2 defined as

ε2 = a
d2

= εd, μ2 = d
2
2

λ2 = μ
d2 .

The range of validity of the various regimes is summarized in the following table.

ε = O(1) ε & 1

μ = O(1) Full equations d ∼ 1: FD/FD eq’ns

μ& 1 d ∼ 1: SW/SW eq’ns μ ∼ ε and d2 ∼ ε: B/FD eq’ns

d2 ∼ μ ∼ ε22 : SW/FD eq’ns μ ∼ ε and d ∼ 1: B/B eq’ns

d2 ∼ μ ∼ ε2: ILW eq’ns

d = 0 and μ ∼ ε2: BO eq’ns

The ILW regime is thus obtained when μ ∼ ε2 & 1 and μ2 ∼ 1 (and thus d2 ∼
μ ∼ ε2); in this case, one gets the following expansion of the nonlocal interface
operator (see [38] for details), where |D| = √−�:

Hμ,d [εζ ]ψ1 = −√μ|D| coth(
√
μ2|D|)∇ψ1 +O(μ). (1.5)

In the BO regime one has μ & 1 and d = 0 (and thus μ2 = ∞, ε2 = 0), and one
gets the approximation

Hμ,d [εζ ]ψ1 ∼ −√μ|D|∇ψ1. (1.6)

The BO regime is thus the limit of the ILW one when the depth of the lower layer
is infinite, d → 0, or μ2 →∞.

Using those scalings one derives (see [38]) from the full two-layers system the
ILW system, written below in horizontal spatial dimension N = 1, 2.⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

[1 +√
μ
α

γ
|D| coth(

√
μ2|D|)]∂t ζ + 1

γ
∇ · ((1 − εζ )v)

− (1 − α)
√
μ

γ 2 |D| coth(
√
μ2|D|)∇ · v = 0,

∂tv + (1 − γ )∇ζ − ε
2γ

∇|v|2 = 0.

(1.7)

4Note that d ∼ 1
δ
, where δ is as in the previous notation.
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Remark 1 The coefficient α ≥ 0 in (1.7) is a free modeling parameter stemming
from the use of the Benjamin-Bona-Mahony (BBM) trick. In dimension N = 1 and
with α = 0, (1.7) corresponds to (5.47) of [61] which is obtained by expanding
the Hamiltonian of the full system with respect to ε and μ. However this system is
not linearly well-posed. It is straightforward to ascertain that the condition α ≥ 1
insures that (1.7) is linearly well-posed for either N = 1 or N = 2.

Remark 2 The ILW equation derived formally in [111, 137] is obtained as the
unidirectional limit of the one dimensional (d = 1) version of (1.7) when α = 0,
see for instance §5.5 in [61].

Using the above approximation of the interface operator, leads to the BO system:

{
[1 +√

μα
γ
|D|]∂t ζ + 1

γ
∇ · ((1 − εζ )v)− (1 − α)

√
μ

γ 2 |D|∇ · v = 0,

∂tv + (1 − γ )∇ζ − ε
2γ ∇|v|2 = 0

(1.8)

where α has the same significance as in the previous remark and which again reduces
to the BO equation for one-dimensional, unidirectional waves.

The well-posedness of the Cauchy problem for (1.7), (1.8) (in space dimension
one and two) on long time scales O(1/ε) has been established in [271] together
with the limit of solutions of the ILW system to those of the BO system when μ2 →
∞. We also refer to [25] for a study of solitary wave solutions to both the one-
dimensional ILW and BO systems and to [37] for numerical simulations.

Remark 3 The above derivation was performed for purely gravity waves. Surface
tension effects result in adding a third order dispersive term in the asymptotic
models. One gets for instance the so-called Benjamin equation (see [31, 32]):

ut + uux −Huxx − δuxxx = 0, (1.9)

where δ > 0 measures the capillary effects.
This equation, which is in some sense close to the KdV equation, is not known

to be integrable. Its solitary waves, the existence of which was proven in [31, 32]
by the degree-theoretic approach, present oscillatory tails. We refer to [146] for
the Cauchy problem in L2 and to [12, 21] for further results on the existence and
stability of solitary wave solutions and to [47] for numerical simulations.

In presence of surface tension, the ILW equation has to be modified in the same
way. We are not aware of mathematical results on the resulting equation.

Remark 4 The BO equation was fully justified in [219] as a model of long
internal waves in a two-fluid system by taking into account the influence of the
surface tension at the interface. The existence time of the full two-fluid system
is proportional to the surface tension coefficient (which is very small in real
oceanographic systems), making the approximation valid only for very short time.

Remark 5 Natural generalizations of the ILW and BO equations arise when looking
for weak transverse effects, aiming for instance to understand the transverse
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instability of the BO or ILW solitons and the oblique interactions of such solitary
waves, see Sect. 6.8. In a weakly transverse regime this leads to Kadomtsev-
Petviashvili (KP) versions of the BO and ILW equations (see [7, 91, 175] for the
derivation, [93, 150, 152] for a mathematical study). We will go back in more details
to this issue in Sect. 6.8.

Remark 6 In [179] Matsuno considers the two-fluid system when the upper layer is
large with respect to the lower one and in presence of a non trivial topography of
the fixed bottom. In this context he derives formally a forced ILW and a forced BO
(fBO) equation and describes the effect on the soliton dynamics in the case of the
fBO equation.

The paper will be organized as follows. The next section will recall the formal
framework of Inverse Scattering for both the BO and ILW equations. Section 3 will
be devoted on results obtained by pure PDE techniques while Sect. 4 will describe
the rigorous results on the Cauchy problem obtained by IST methods for the BO
equation.

Finally in the last section we will briefly comment on the periodic case and
on related (non integrable) equations and systems, making conjectures, based on
numerical simulations on the long time behavior of solutions to ILW, BO and related
equations. We will also discuss various issues related to BO and ILW equations: zero
dispersion limit, controllability, transverse stability of solitary waves, modified and
higher order equations, interaction of solitary waves.

We provide an extensive bibliography since we aim to cover the relevant papers
dealing, under various aspects, with the BO and ILW equations.

Notations We will denote | · |p the norm in the Lebesgue space Lp(R2), 1 ≤
p ≤ ∞ and || · ||s the norm in the Sobolev space Hs(R), s ∈ R. We will use
the weighted Sobolev space Hs,k(R) = {f ∈ S ′(R), |〈x〉k〈i∂x〉sf |2 < ∞}, where
〈x〉 = (1 + x2)1/2.We will denote f̂ or F(f ) the Fourier transform of a tempered
distribution f. For any s ∈ R, we define Dsf by its Fourier transform

D̂sf (ξ) = |ξ |s f̂ (ξ).

2 An Overview of the Inverse Scattering Framework
for the ILW and BO Equations

It turns out that the ILW and BO equations are among the relatively few physically
relevant equations possessing an inverse scattering formalism. We give in this
Section a brief historical overview and refer to Sect. 4 for technical details and
rigorous and more recent results.

The IST formalism for the BO equation has been given in [4, 6], see also [118,
270] for extensions to a larger class of potentials. However, before those pioneering
works, some facts have been discovered showing the (unexpected) rich structure of
the BO equation.
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R.I. Joseph, K.M. Case, A. Nakamura and Y. Matsuno seem to have been the first
authors in the late seventies to notice the specific properties of the BO equation that
lead to conjecture its complete integrability. Joseph [112] derived the expression
of the 2-soliton. Case [49] derived also the 2-soliton and in [48, 50] suggested the
existence of an infinite number of conserved quantities In and computed the first
non trivial ones, namely

I4 =
∫
{u4/4 + 3

2
u2H(ux)+ 2(ux)

2}dx, (2.1)

I5 =
∫
{u5/5 + [4

3
u3H(ux)+ u2H(uux)] + [2u(H(ux))2 + 6u(ux)

2]
−4uxxH((ux)}dx, (2.2)

I6 =
∫
{u6/6 + [5

4
u4H(ux)+ 5

3
u3H(uux)]

+ 5

2
[5u2(ux)

2 + u2(H(ux)
2 + 2uH(ux)H(uux)]

− 10[(ux)2H(ux)+ 2uuxxH(ux)] + 8(uxx)
2}dx.

(2.3)

This lead Case to conjecture the complete integrability of BO, in particular the
existence of a Lax pair.

We refer to [193] for a nice review of the various methods used to derive the BO
conservation laws.

Remark 7 The “standard” invariants I2 and I3 are respectively given by theL2 norm
and the hamiltonian, namely

I2 = 1

2

∫
u2dx,

I3 =
∫ (

1

2
|D1/2u|2 − 1

6
u3
)
dx.

Nakamura [211] proved the existence of a Bäcklund transform (see also [35]) and
the existence of an infinite number of conserved quantities. Furthermore he gave an
inverse scattering transform of the BO equation.

In [77] the Benjamin-Ono equation is shown to possess two non-local linear
operators, which generate its infinitely many commuting symmetries and constants
of the motion in involution. These symmetries define the hierarchy of the BO
equation, each member of which is a hamiltonian system. The above operators are
the nonlocal analogues of the Lenard operator and its adjoint for the Korteweg-de
Vries equation, see the discussion in [234].



BO-ILW 103

Further progress were made by Y. Matsuno. In [163] he followed Hirota’s method
[100] to transform the BO equation into a bilinear form and deduced the explicit
expression of the N-soliton. Investigating the asymptotic behavior of the N-soliton
as t →∞ he noticed that, contrary to the case of the KdV equation, no phase-shift
appears as the result of collisions of solitons. Still using the bilinear transformation
method he gave in [171] the exact formula for the N-soliton solution to the higher
order BO equation

ut = ∂x(grad I5(u)).

In [174] Matsuno proved, using a recurrence formula derived from the Bäcklund
transformation of the BO equation that the functional derivative of a conserved
quantity of the BO equation is a conserved quantity. The interaction of N-solitons
is studied in more details in [164]. More specifically, the nature of the interaction of
2-solitons is characterized by the amplitudes of the two solitons. This paper contains
also a precise analysis of the asymptotics as t → ∞ of solutions to the linearized
equation (analogous of the Airy equation for the KdV equation). In [181] Kaup and
Matsuno consider the linearization of the BO equation about the N-soliton solution,
proving the linear stability of the N-soliton against infinitesimal perturbations. They
also obtain a formal large time asymptotics of solutions to dissipative perturbations
of the BO equation. Finally in [172, 173] one finds the asymptotic behavior of the
number density function of solitons in the small dispersion limit.

In the survey article [168] a detailed description is given to the interaction process
of two algebraic solitons using the pole expansion of the solution, in particular to
the effects of small perturbations on the overtaking collision of two BO solitons by
employing a direct multisoliton perturbation theory. It is shown that the dynamics of
interacting algebraic solitons reveal new aspects which have never been observed in
the interaction process of usual solitons expressed in terms of exponential functions.

In addition to [168] we refer to the book [165] for a good description of
many “algebraic” aspects of the BO and ILW equations: use of the Hirota bilinear
transform method [100], Bäcklund transforms, multi-solitons, BO and ILW hierar-
chies. . .

The Lax pair of the BO equation was derived in [212], and [35] while the action-
angle variables for the BO equation and their Poisson brackets are determined
in [119]. The direct and inverse transforms for BO was formulated by Fokas,
Anderson and Ablowitz [4, 6]. The direct problem is a differential Riemann-Hilbert
problem while the inverse problem consists in solving linear Fredholm equations.
Pure soliton solutions are obtained by solving a linear algebraic system whose
coefficients depend linearly on x, t.

More precisely, the Lax pair for the BO equation writes, following [4, 6]

i�+x + λ(�+ −�−) = −u�+,
i�±t − 2iλ�±x +�±xx − i[u]±x �± = −ν�±, (2.4)



104 J.-C. Saut

where

[u]± = ±u
2
+ 1

2i
Hu

and where λ is a constant interpreted as a spectral parameter, ν is an arbitrary
constant and [u]+ and [u]− are the boundary values of functions analytic in the
upper and lower half complex z-planes respectively.

The core of the analysis of the IST for BO is the linear spectral problem
associated to the first equation in (2.4) which can be interpreted as a differential
Riemann-Hilbert problem. This equation yields unique solutions for �+ and �−
provided one imposes some boundary conditions as z → ∞ say in the upper half
plane. The choice made in [4] is that either �+(z, t, λ)→ 0 or 1 as z→∞, 'z >
0.

One can only consider the (+) functions and thus drop the superscript +. Let (Jost
functions) M,M denote the “left” eigenfunctions while N,N denote the “right”
ones. They are specified by the boundary conditions:

M → 1,M → eiλx as x →−∞; N → 1 , N → eiλx as x →∞.

One then can establish the “scattering equation”:

M = N + β(λ, t)θ(λ)N, β(λ, t) = i
∫ ∞

−∞
u(y, t)M(y, t, λ)e−iλydy, (2.5)

where θ(y) = 1, λ > 0 and 0, λ < 0.
The evolution of the scattering data is given by

ρ(k; t) = ik2 exp(ik2t),

f (k, t) = f (k, 0) exp(−ik2t).

The solution of the “inverse” problem consists essentially in solving (2.5). The
evolution of the scattering data is simple and the solution of the inverse problem is
characterized by a linear Fredholm equation.

The soliton solutions are obtained by taking

ρ(k; t) = 0, N(x, t; k) = 1 − i
n∑
j=1

φj

k − kj .

The IST formalism for ILW has been given in [133, 134] (see also [235–237])
but, as in the case of the BO equation, facts suggesting the (formal) complete
integrability of the equation have been discovered before, for instance the existence
of multi-solitons (see [113, 215]).
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The ILW equation possesses an infinite sequence of conserved quantities (see
e.g. [145, 165]) which leads to a ILW hierarchy. The first non trivial one is

J4(u) =
∫ ∞

−∞

(
1

4
u4 + 3

2
u2T (ux)+ 1

2
u2
x +

3

2
[T (ux)]2

+ 1

δ

[
3

2
u3 + 9

2
uT (ux)

]
+ 3

2δ2

)
dx.

(2.6)

The direct scattering problem is associated with a Riemann-Hilbert problem in a
strip of the complex plane.

More precisely, the Lax pair for the ILW equation is given (see [133, 134] and
Chapter 4 in [3]):

iv+x + (u− λ)v+ = μv−,
iv+t + i(2λ+ δ−1)v±x + v±xx + (±iux − T (ux)+ ν)v± = 0,

(2.7)

where λ,μ are parametrize as

λ(k) = −1

2
k coth(kδ) and μ(k) = 1

2
k cosech(kδ).

k is a constant which is interpreted as a spectral parameter and ν is an arbitrary
constant. Given u, the first equation in (2.7) defines a Riemann-Hilbert problem in
the horizontal strip, more precisely, v±(x) represent the boundary values of analytic
functions in the strip between '(z) = 0 and '(z) = 2δ, z = x + iy and periodically
extended in the vertical direction.

Using the operator T , v± may be written as

v+(x) = limy→0 v(x) = 1
2 (I − iT )ψ(x),

v−(x) = limy→0 v(x) = 1
2 (I + iT )ψ(x),

(2.8)

where ψ ∈ L1(R), is Hölder of exponent α and for 'z �= 0 (mod 2δ), v(z) is given
by

v(z) = 1

4iδ

∫ ∞

−∞
coth{ π

2δ
(y − z)}ψ(y)dy.

Defining

W±(x; k) = v±(x; k) exp{1

2
ik(x ∓ iδ)},
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(2.8) can be rewritten as

iW+
x + [ζ+ + 1/(2δ)](W+ −W−) = −uW+,

iW±
t − 2iζ+W±

x +W±
xx + [±iux − T (ux))+ ρ]W± = 0,

(2.9)

where

ζ±(k) = 1

2
k ± 1

2
k coth(kδ)∓ 1/(2δ),

and

ρ = −kζ+ + 1

4
k2 + ν.

The solution of (2.9) is given by the integral equation

W+(x; k) = W0(x; k)+
∫ ∞

−∞
G(x, y; k)u(y)W+(y; k)dy (2.10)

whereW0(x; k) is the solution of (2.9) corresponding to u = 0 and
G is the Green function satisfying

i
∂

∂x
{G+(x, y; k)} + [ζ+ + 1/(2δ)][G+(x, y; k)−G−(x, y; k)] = −δ(x − y),

(2.11)
where G±(x, y; k) = G(x ∓ iδ, y; k).
We refer to [3] for an integral representation of G±. As in the case of the BO

equation one needs also the eigenfunction W+(x; k). We also denote M,M the
“left” eigenfunctions and N,N the “right” eigenfunctions, that have the following
asymptotic behavior:

M(x; k) ∼ 1, M(x : k) ∼ eikx+kδ, as x →−∞

N(x; k) ∼ eikx+kδ, N(x, k) ∼ 1, as x →∞.

The eigenfunctionsM,N,N are related through the completeness relation

M(x; k) = a(k)N(x; k)+ b(k)N(x; k), (2.12)

where a(k) and b(k) have the integral representation:

a(k) = 1 + 1
2iζ+(k)

∫∞
−∞ u(y)M(y; k)dy,

b(k) = − 1
2iζ+(k) θ(ζ+ + 1/(2δ))

∫∞
−∞ u(y)M(y; k)e−iky−kδdy.

(2.13)
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One can prove that the evolution of the scattering data is simple, namely

a(k, t) = a(k, 0), b(k, t) = b(k, 0) exp{ik[k coth(kδ)− 1/δ]t},

so that

ρ(k, t) = ρ(k, 0) exp{ik[k coth(kδ)− 1/δ]}.

Similarly,

kj (t) = kj (0),

Cj (t) = Cj (0) exp{ikj [kj coth(kj δ)− 1/δ]t},

for j = 1, 2, . . . , n.
The inverse scattering problem is based on Eq. (2.12) and consist in recon-

structing M, N,N from the knowledge of a(k), b(k) together with appropriate
information about the ground states. The formal solution of this Riemann-Hilbert
problem is given in [3].

Remark 8 The pure soliton solutions are recovered by taking ρ(k; t) = 0.

All the results in this subsection are formal. In particular Fokas and Ablowitz [4]
have to make some key spectral assumptions in their definition of the scattering data
of the IST for the BO equation. Also, their IST framework does not behave well
enough to be solved by iteration.

We refer to Sect. 4 for a review on rigorous results for the Cauchy problem and
related issues using IST techniques.

3 Rigorous Results by PDE Methods

3.1 The Linear Group

We will recall here the various dispersive estimates satisfied by the linear BO and
ILW equations. The linear part of both the BO and the ILW equation defines a
unitary group SBO(t), resp. SILW (t) in all Sobolev spaces Hs(R), s ≥ 0 which is
by Plancherel unitarily equivalent in L2 to the multiplication by, respectively, eitξ |ξ |
and eit (ξ

2 coth(δξ)−ξ/δ).
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The fundamental solutions:

GBO(x, t) = F−1(eitξ |ξ |)(x) and GILW(x, t) = F−1(eit (ξ
2 coth(δξ)−ξ/δ))(x),

play an important role in the dispersive properties of the BO and ILW equations.
GBO(x, 1) is easily seen to be a bounded C∞ function. Its asymptotic behavior is
obtained in [247] (particular case of Theorem 3.1):

GBO(x, 1) ∼ √
π cos

(( |x|
2

)2

+ π
4

)
, as x →−∞,

and

GBO(x, 1) ∼
∞∑
k=0

(−1)k
[2(2k + 1)]!

(2k + 1)!x2(2k+1)+1
as x →+∞.

On the other hand one proves that:

|GILW(x, t)| �
{
t− 1

3
〈
t−1/3x

〉−1/4
for x ≤ t

t− 1
2 for x ≥ t. (3.1)

In both cases one obtains the dispersive estimate

|SBO(t)φ|∞, |SILW (t)φ|∞ � 1

t1/2
|φ|1 (3.2)

yielding for instance the same Strichartz estimates as the linear one-dimensional
Schrödinger group.

The BO and ILW groups display a Kato type local smoothing property [60, 124].
The optimal results for the group SBO(t) are gathered in the next theorem from
[125]:

Theorem 1 There exist constants c0, c1 such that

(∫ ∞

−∞
|D1/2SBO(t)u0(x)dt

)1/2

= c0|u0|2. (3.3)

for any x ∈ R.

|D1/2
∫ ∞

−∞
SBO(t)g(., t)dt |2 ≤ c1

∫ ∞

−∞

(∫ ∞

−∞
|g(x, t)|2dt

)1/2

dx, (3.4)
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and

sup
x

(∫ ∞

−∞
|∂x
(∫ t

0
SBO(t − τ)f (., τ )dτ

)
|2dt

)1/2

≤ c1
∫ ∞

−∞

(∫ ∞

−∞
|f (x, t)|2dt

)1/2

dx. (3.5)

As aforementioned the Strichartz estimates are consequences of the dispersive
estimate (3.2). We state here the version in [125]

Theorem 2 Let p ∈ [2,∞) and q be such that 2/q = 1/2 − 1/p. Then

(∫ ∞

−∞
|SBO(t)u0|qpdt

)1/q

≤ c|u0|2 (3.6)

and

(∫ ∞

−∞

∣∣∣∣
∫ t

0
SBO(t − τ)f (., τ )dτ

∣∣∣∣
q

p

)1/q

≤ C
(∫ ∞

−∞
|f (., τ )|q ′

p′dt

)1/q ′

(3.7)

where 1/p + 1/p′ = 1/q + 1/q ′ = 1.

The last group of dispersive estimates are those on the maximal function
supt SBO(t). Then, see [125]:

Theorem 3

(∫ ∞

−∞
sup

−∞<t<∞
|SBO(t)u0(x)|4dx

)1/4

≤ c|D1/4u0|2, (3.8)

and

(∫ ∞

−∞
sup

−∞<t<∞
|
∫ t

0
SBO(t − τ)f (., τ )dτ |4dx

)1/4

≤ c
(∫ ∞

−∞

(∫ ∞

−∞
|D1/2f (x, t)|dt

)4/3

dx

)3/4

. (3.9)

Moreover for s > 1
2 and ρ > 3

4

(∫ ∞

−∞
sup

0≤t≤T
|SBO(t)u0(x)|2

)1/2

≤ c(1 + T )ρ ||u0||s . (3.10)
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Remark 9 As will be discussed below, and contrary to the case of the KdV equation,
the above estimates cannot be used to define a functional space on which one could
implement an iterative scheme based on the Duhamel formulation

u(t) = SBO(t)u0 +
∫ t

0
SBO(t − τ)uux(τ )dτ.

This is due to the quasilinear nature of the BO equation.

3.2 An Easy Result

Being skew-adjoint perturbations of the inviscid Burgers equation, the ILW and BO
equations are easily seen to be locally well-posed in Hs(R), s > 3

2 , [104, 240]. It
turns out that they are actually globally well posed in the same range of Sobolev
spaces.

The argument goes back to [240] and was applied in this context in [1]. We
describe it briefly for the BO equation. The following computations are formal but
can be easily justified by smoothing the equation and/or the initial data. We start
from the identity

1

2

d

dt
|Dsu|20 + (Ds(uux),Dsu) = 0. (3.11)

For s > 3
2 one deduces after some manipulations using commutator estimates

and the Sobolev imbedding

|ux |∞ ≤ c√
η
||u||3/2+η, ∀η > 0,

that

|(Ds(uux),Dsu)| ≤ c√
η
||u||3/2+η||u||2s ,

holding for any η > 0 such that 3
2 + η < s. For such an η we have the interpolation

inequality

||u||3/2+η ≤ c||u||2γ ηs ||u||1−2γ η
3/2

where 1 − θ = 2η
2s−3 =: 2γ η and c is a constant independent of η.

On the other hand, using the conservation law I5 one can establish the uniform
bound

||u||L∞(R;H 3/2(R)) ≤ ca(||u0||3/2). (3.12)
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Combining those estimates yields

1

2

d

dt
||u||2s ≤ C

(
1√
η
||u||2+2γ η

s

)
, (3.13)

where the constant C is defined by C = [ca(||u0||3/2)]1−2γ η.

Integrating this last inequality in time leads to the estimate

||u(·, t)||2s ≤ y(t), (3.14)

where y is the solution of the differential equation

y′(t) = C√
η
y(t)1+γ η, y(0) = ||u0||2s

on its maximal interval of existence [0, T (η)]. Here γ = 1/(2s − 3). This equation
is easily integrated, finding that

y(t) = (||u0||−2γ η
s − γ√ηCt)−1/γ η,

whence

T (η) = 1

γC
√
η
||u0||−2γ η

s →∞ as η→ 0.

For any fixed T > 0 we can choose η > 0 so small that T < 1
2T (η). Then it

follows that for 0 ≤ t ≤ T ,

y(t) ≤ c(T ; ||u0||3/2)||u0||2s .

This implies an a priori bound that is crucial to prove the existence of a unique
global solution u ∈ L∞loc(R,H

s(R)) emerging from an initial data u0 ∈ Hs(R), s >
3/2.

The strong continuity in time and the continuity of the flow map is established
by using the Bona-Smith method [41].

Remark 10

1. A similar global result holds true for the ILW equation, see [1].
2. As aforementioned, it is proved in [1] that the Hs, s > 3/2 solutions of the ILW

equation converge to that of the BO (resp. KdV) equation when δ→+∞ (resp.
δ→ 0). Recall that in the KdV case, (and this is often missed in the literature. . . )
one has to rescale the ILW solution uδ as

vδ(x, t) = 3

δ
uδ(x,

3

δ
t),

and then let δ→ 0, to obtain a KdV solution.
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3.3 Global Weak Solutions

By deriving local smoothing properties à la Kato for the nonlinear equation and
various delicate commutator estimates, Ginibre and Velo [86–89] proved various
global existence results of weak solutions for a class of generalized BO equations.
For the BO equation itself (and also for the ILW equation5), this implies the
existence of a global weak solution in L∞(R;L2(R)) ∩ L2

loc((R;H 1/2
loc (R)) for

any initial data in L2(R) and similar results for data with higher regularity, e.g.
H 1(R).Those results hold also true for the ILW equation (see [89, Section 6]).

For initial data in the energy space H 1/2(R) the existence of global weak
solutions in the space L∞(R;H 1/2(R)) has been established in [240] for both the
BO and ILW equations.

3.4 Semilinear Versus Quasilinear

Deciding whether a nonlinear dispersive equation is semilinearly well-posed is
somewhat subtle. The distinction plays a fundamental role in the choice of the
method for solving the Cauchy problem.

To start with we consider the case of the Benjamin-Ono equation following [206].
Since they are relatively simple we will give complete proofs.

We thus consider the Cauchy problem{
ut −Huxx + uux = 0, (t, x) ∈ R

2,

u(0, x) = φ(x). (3.15)

Setting S(t) = etH∂2
x , we write (3.15) as an integral equation:

u(t) = S(t)φ −
∫ t

0
S(t − t ′)(ux(t ′)u(t ′))dt ′. (3.16)

The main result is the following

Theorem 4 Let s ∈ R and T be a positive real number. Then there does not exist
a space XT continuously embedded in C([−T , T ],H s(R)) such that there exists
C > 0 with

‖S(t)φ‖XT ≤ C‖φ‖Hs(R), φ ∈ Hs(R), (3.17)

and ∥∥∥∥
∫ t

0
S(t − t ′) [u(t ′)ux(t ′)] dt ′

∥∥∥∥
XT

≤ C‖u‖2
XT
, u ∈ XT . (3.18)

5The results hold also for a rather general class of nonlocal dispersive equations, see [89].
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Note that (3.17) and (3.18) would be needed to implement a Picard iterative
scheme (actually the second iteration) on (3.16), in the space XT . As a consequence
of Theorem 4 we can obtain the following result.

Theorem 5 Fix s ∈ R. Then there does not exist a T > 0 such that (3.15) admits
a unique local solution defined on the interval [−T , T ] and such that the flow-map
data-solution

φ �−→ u(t), t ∈ [−T , T ],

for (3.15) is C2 differentiable at zero from Hs(R) to Hs(R).

Remark 11 This result implies that the Benjamin-Ono equation is “quasilinear”.
It has been precised in [131] where it is shown that the flow map cannot even be
locally Lipschitz in Hs for s ≥ 0. This is of course in strong contrast with the KdV
equation.

3.4.1 Proof of Theorem 4

Suppose that there exists a space XT such that (3.17) and (3.18) hold. Take u =
S(t)φ in (3.18). Then

∥∥∥∥
∫ t

0
S(t − t ′) [(S(t ′)φ)(S(t ′)φx)] dt ′

∥∥∥∥
XT

≤ C‖S(t)φ‖2
XT
.

Now using (3.17) and thatXT is continuously embedded in C([−T , T ],H s(R)) we
obtain for any t ∈ [−T , T ] that

∥∥∥∥
∫ t

0
S(t − t ′) [(S(t ′)φ)(S(t ′)φx)] dt ′

∥∥∥∥
Hs(R)

� ‖φ‖2
Hs(R). (3.19)

We show that (3.19) fails by choosing an appropriate φ.
Take φ defined by its Fourier transform as6

φ̂(ξ) = α− 1
2 1I1(ξ)+ α−

1
2N−s1I2(ξ), N $ 1, 0 < α & 1,

where I1, I2 are the intervals

I1 = [α/2, α], I2 = [N,N + α].

Note that ‖φ‖Hs ∼ 1. We will use the next lemma, similar to Lemma 4 in [205]:

6The analysis below works as well for Re φ instead of φ (some new harmless terms appear).
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Lemma 1 The following identity holds:

∫ t
0
S(t − t ′)

[
(S(t ′)φ)(S(t ′)φx)

]
dt ′ =

∫
R2
eixξ+itp(ξ) ξ φ̂(ξ1)φ̂(ξ − ξ1) e

it (p(ξ1)+p(ξ−ξ1)−p(ξ)) − 1

p(ξ1)+ p(ξ − ξ1)− p(ξ)dξdξ1, (3.20)

where p(ξ) = ξ |ξ |.
According to the above lemma,

∫ t
0
S(t − t ′) [(S(t ′)φ)(S(t ′)φx)] dt ′ = c(f1(t, x)+ f2(t, x)+ f3(t, x)),

where, from the definition of φ, we have the following representations for f1, f2, f3:

f1(t, x) = c
α

∫
ξ1∈I1
ξ−ξ1∈I1

ξ eixξ+itξ |ξ | e
it (ξ1|ξ1|+(ξ−ξ1)|ξ−ξ1|−ξ |ξ |) − 1

ξ1|ξ1| + (ξ − ξ1)|ξ − ξ1| − ξ |ξ |dξdξ1,

f2(t, x) = c

αN2s

∫
ξ1∈I2
ξ−ξ1∈I2

ξ eixξ+itξ |ξ | e
it (ξ1|ξ1|+(ξ−ξ1)|ξ−ξ1|−ξ |ξ |) − 1

ξ1|ξ1| + (ξ − ξ1)|ξ − ξ1| − ξ |ξ |dξdξ1,

f3(t, x) = c

αNs

∫
ξ1∈I1
ξ−ξ1∈I2

ξ eixξ+itξ |ξ | e
it (ξ1|ξ1|+(ξ−ξ1)|ξ−ξ1|−ξ |ξ |) − 1

ξ1|ξ1| + (ξ − ξ1)|ξ − ξ1| − ξ |ξ |dξdξ1

+ c

αNs

∫
ξ1∈I2
ξ−ξ1∈I1

ξ eixξ+itξ |ξ | e
it (ξ1|ξ1|+(ξ−ξ1)|ξ−ξ1|−ξ |ξ |) − 1

ξ1|ξ1| + (ξ − ξ1)|ξ − ξ1| − ξ |ξ |dξdξ1.

Set

χ(ξ, ξ1) := ξ1|ξ1| + (ξ − ξ1)|ξ − ξ1| − ξ |ξ |.

Then clearly

Fx �→ξ (f1)(t, ξ) = c ξe
itξ |ξ |

α

∫
ξ1∈I1
ξ−ξ1∈I1

eitχ(ξ,ξ1) − 1

χ(ξ, ξ1)
dξ1,

Fx �→ξ (f2)(t, ξ) = c ξe
itξ |ξ |

αN2s

∫
ξ1∈I2
ξ−ξ1∈I2

eitχ(ξ,ξ1) − 1

χ(ξ, ξ1)
dξ1,
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Fx �→ξ (f3)(t, ξ)

= c ξe
itξ |ξ |

αNs

(∫
ξ1∈I1
ξ−ξ1∈I2

eitχ(ξ,ξ1) − 1

χ(ξ, ξ1)
dξ1 +

∫
ξ1∈I2
ξ−ξ1∈I1

eitχ(ξ,ξ1) − 1

χ(ξ, ξ1)
dξ1

)
.

Since the supports of Fx �→ξ (fj )(t, ξ), j = 1, 2, 3, are disjoint, we have

∥∥∥∥
∫ t

0
S(t − t ′) [(S(t ′)φ)(S(t ′)φx)] dt ′

∥∥∥∥
Hs(R)

≥ ‖f3(t, ·)‖Hs(R).

We now give a lower bound for ‖f3(t, ·)‖Hs(R). Note that for (ξ1, ξ − ξ1) ∈ I1 × I2
or (ξ1, ξ − ξ1) ∈ I2 × I1 one has |χ(ξ, ξ1)| = 2|ξ1(ξ − ξ1)| ∼ αN . Hence it is
natural to choose α and N so that αN = N−ε , 0 < ε & 1. Then∣∣∣∣∣e

itχ(ξ,ξ1) − 1

χ(ξ, ξ1)

∣∣∣∣∣ = |t | +O(N−ε)

for ξ1 ∈ I1, ξ − ξ1 ∈ I2 or ξ1 ∈ I2, ξ − ξ1 ∈ I1. Hence for t �= 0,

‖f3(t, ·)‖Hs(R) � N N
s α α

1
2

αNs
= α 1

2N.

Therefore we arrive at

1 ∼ ‖φ‖2
Hs(R) ≥ ‖f3(t, ·)‖Hs(R) ≥ α 1

2N ∼ N 1−ε
2 ,

which is a contradiction for N $ 1 and ε & 1. This completes the proof of
Theorem 4.

3.5 Proof of Theorem 5

Consider the Cauchy problem

{
ut −Huxx + uux = 0,
u(0, x) = γφ, γ & 1, φ ∈ Hs(R) . (3.21)

Suppose that u(γ, t, x) is a local solution of (3.21) and that the flow map is C2 at
the origin from Hs(R) to Hs(R). We have successively

u(γ, t, x) = γ S(t)φ +
∫ t

0
S(t − t ′)u(γ, t ′, x)ux(γ, t ′, x)dt ′
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∂u

∂γ
(0, t, x) = S(t)φ(x) =: u1(t, x)

∂2u

∂γ 2 (0, t, x) = −2
∫ t

0
S(t − t ′) [(S(t ′)φ)(S(t ′)φx)] dt ′.

The assumption of C2 regularity yields

∥∥∥∥
∫ t

0
S(t − t ′) [(S(t ′)φ)(S(t ′)φx)] dt ′

∥∥∥∥
Hs(R)

� ‖φ‖2
Hs(R).

But the above estimate is (3.19), which has been shown to fail in Sect. 3.4.1.

Remark 12 The previous results are in fact valid in a more general context. We
consider now the class of equations

ut + uux − Lux = 0, u(0, x) = φ(x), (t, x) ∈ R
2, (3.22)

where L is defined via the Fourier transform

L̂f (ξ) = ω(ξ)f̂ (ξ).

Here ω(ξ) is a continuous real-valued function. Set p(ξ) = ξ ω(ξ). We assume that
p(ξ) is differentiable and such that, for some γ ∈ R,

|p′(ξ)| � |ξ |γ , ξ ∈ R. (3.23)

The next theorem shows that (3.22) shares the bad behavior of the Benjamin–Ono
equation with respect to iterative methods.

Theorem 6 Assume that (3.23) holds with γ ∈ [0, 2[. Then the conclusions of
Theorems 4, 5 are valid for the Cauchy problem (3.22).

The proof follows the considerations of the previous section. The main point in
the analysis is that for ξ1 ∈ I1, ξ − ξ1 ∈ I2 one has

|p(ξ1)+ p(ξ − ξ1)− p(ξ)| � αNγ , α & 1, N $ 1.

We choose α and N such that αNγ = N−ε , 0 < ε & 1. We take the same φ as in
the proof of Theorem 4 and arrive at the lower bound

1 ∼ ‖φ‖2
Hs(R) ≥ α

1
2N = N1− γ+ε2 ,

which fails for 0 < ε & 1, γ ∈ [0, 2[.
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Here we give several examples where Theorem 6 applies.

• Pure power dispersion:

ω(ξ) = |ξ |γ , 0 ≤ γ < 2.

This dispersion corresponds to a class of models for vorticity waves in the coastal
zone (see [248]). It is interesting to notice that the case γ = 2 corresponds to the
KdV equation which can be solved by iterative methods, see e.g. [126]. Therefore
Theorem 6 is sharp for a pure power dispersion. However, the Cauchy problem
corresponding to 1 ≤ γ < 2 has been proven in [99] to be locally well-posed
by a compactness method combined with sharp estimates on the linear group for
initial data in Hs(R), s ≥ (9 − 3γ )/4.

• Perturbations of the Benjamin-Ono equation:

ω(ξ) = (|ξ |2+1)
1
2 . This case corresponds to an equation introduced by Smith

[248] for continental shelf waves.
ω(ξ) = ξ coth(ξ). This corresponds to the Intermediate long wave equation.

Remark 13 As it is clear from the above proof, the “ill-posedness” of the Benjamin-
Ono equation is due to the “bad” interactions of very small and very large
frequencies. This phenomena does not occur in the periodic case, for initial data
say of zero mean, see Sect. 5.2 below.

This is in contrast with similar “ill-posedness” results for the KP-I equation (see
[205]) which are due to the large zero set of a resonant function and which persist
in the periodic case.

Remark 14 The generalized BO equation

ut + upux −Huxx = 0, p ≥ 2, (3.24)

is in fact semilinear since the Cauchy problem for small data in suitable Sobolev
spaces was proven in [125] to be locally-well posed by a contraction method.

3.6 Global Well-Posedness in L2

The global well-posedness result in Hs, s > 3/2 does not use any dispersive
estimate (but it uses the existence of a non trivial invariant). The results of Ginibre
and Velo use a Kato type (dispersive) local smoothing but they concern only weak
solutions. The next step was to use in a more crucial way the dispersion properties
to obtain the local well-posedness (LWP) of the Cauchy problem in larger Sobolev
spaces, aiming to reach at least the energy space H 1/2(R).
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The first significant result in that direction was from Koch and Tzvetkov [132]
who proved the LWP in Hs(R), s > 5/4.7 The main idea of the proof is to improve
the dispersive estimates (Strichartz estimates) by localizing them in space frequency
dependent time intervals together with classical energy estimates. This method was
improved by Kenig and Koenig [121] who obtained LWP in the space Hs(R),
s > 9/8.

A breakthrough was made by Tao [255] who obtained the LWP (and thus the
global well-posedness using the first non trivial invariant) in H 1(R). The new
ingredient is to apply a gauge transformation (a variant of the classical Cole-Hopf
transform for the Burgers equation) in order to eliminate the terms involving the
interaction of very low and very high frequencies, where the derivative falls on the
very high frequencies. Note that those interactions are responsible of the lack of
regularity of the flow map, see last paragraph and [131].

More precisely, to obtain the estimates at a H 1 level, Tao introduces the new
unknown

w = ∂xP+hi(e
−1/2F ),

where F is some spacial primitive of u and P+hi is the projection on high positive
frequencies. Then w satisfies the equation

∂tw − i∂2
xw = −∂xP+hi(∂

−1
x wP−∂xu)+ negligible terms,

where P− is the projection on negative frequencies.
Thanks to the frequency projections, the nonlinear term appearing in the right

hand side does not involve any low-high frequency interaction terms. Finally, to
invert this gauge transform, one gets an equation of the form

u = 2ie
i
2Fw + negligible terms. (3.25)

The gauge transformation is not related to the complete integrability of the BO
equation since a variant of the gauge transform is used in [99] in order to establish
the global well-posedness in L2 of the (non integrable) fractional KdV equation

ut + uux −Dαux = 0 (3.26)

for α ∈ (1, 2).
Further improvements were brought by Burq and Planchon [45] who proved

LWP in Hs(R), s > 1/4 and thus global-wellposedness in the energy space
H 1/2(R).

Finally Kenig and Ionescu [103] proved the local (and thus global) well-
posedness in the space Hs(R), s ≥ 0. Uniqueness however is obtained in the

7Ponce [232] used dispersive properties but only reached H 3/2(R).
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class of limits of smooth functions. Both [103] and [45] use Tao’s ideas in the
context of Bourgain spaces. The main difficulty is that Bourgain’s spaces do not
enjoy an algebra property so that one looses regularity when estimating u in terms
of w in (3.25). To overcome this difficulty Burq and Planchon first paralinearize
the equation and then use a localized version of the gauge transform on the worst
nonlinear term. On the other hand, Ionescu and Kenig decompose the solution in two
parts: the first one is the smooth solution of BO evolving from the low frequency
part of the initial data while the second one solves a dispersive system renormalized
by a gauge transformation involving the first part. This system is solved via a fixed
point argument in a dyadic version of Bourgain’s space with a special structure in
low frequencies.

In [200] Molinet and Pilod simplified the proof of Ionescu and Kenig and
furthermore proved stronger uniqueness properties, in particular they obtain the
unconditional uniqueness in the space L∞(0, T ;Hs(R)) for s > 1/4.

Methods using gauge transformations are very good to obtain low regularity
results but behave badly with respect to perturbations of the BO equation. In
particular it is not clear if they apply to the ILW equation.

Molinet and Vento [209] proposed a method which is less powerful to get low
regularity results (say in L2(R)) but allows to deal with perturbations of the BO
equation, in particular to the ILW equation. Their approach combines classical
energy estimates with Bourgain type estimates on a time interval that does not
depend on the space frequency. It yields local well-posedness in Hs(R), s ≥ 1/2,
the unconditional uniqueness holding only when s > 1/2. The method works as
well in the periodic case and also for more general dispersion symbols, in particular
similar results apply to the ILW equation. Since it does not rely on the gauge
transform the method allows to prove strong convergence results in the energy space
for solutions of viscous perturbations of the BO equation (see e.g. [223] for physical
examples and [176] for a formal multi-soliton dissipative perturbation of BO).

Combining this technique with refined Strichartz estimates and modified ener-
gies, Molinet et al. [203] extended this result to the regularity Hs(R), s > 1

4 .

Moreover their method also applies to fractional KdV equation with low dispersion,
that is to

ut + uux −Dαux = 0,

with 0 < α ≤ 1 yielding a local well-posedness result in Hs(R), s > 3
2 − 5α

4 , and
thus the global well-posedness in the energy space Hα/2(R) for α > 6

7 . We refer to
[127, 129] for numerical simulations.

Recently Ifrim and Tataru [101] revisited the global well-posedness of BO in
L2(R) by a normal form approach. More precisely they split the quadratic part into
two parts, a milder one and a paradifferential one. The normal form correction is
then constructed in two steps, a direct quadratic correction for the milder part and a
renormalization type correction for the paradifferential part. The second step use a
paradifferential version of Tao’s renormalization.
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3.7 Long Time Dynamics

We have seen that the Cauchy problem is well understood in Sobolev spaces
Hs(R), s ≥ 0. The long time dynamics is much less understood (see Sect. 5.4 below
for conjectures on solutions emerging from initial data of arbitrary size). The case
of small initial data is considered in [101] where the following result is proved

Theorem 7 Assume that the initial data u0 for the BO equation satisfies

|u0|2 + |xu0|2 ≤ ε & 1.

Then the global associated solution u satisfies the dispersive decay bounds

|u(t, x)| + |Hu(x, t)| � ε|t |−1/2〈x−t−1/2〉−1/2, where x− = −min(x, 0)

up to time

|t | � Tε := e cε , c & 1.

Remark 15 We recall that the linear BO flow satisfies the decay property

||e−tH∂2
x ||L1→L∞ � t−1/2.

The better decay rate in the region x < 0 is due to the positivity of the phase
velocity |ξ | which send the propagating waves to the right and the dispersive waves
to the left.

We refer to [102] for similar results on ILW.

3.8 Solitary Waves

Both the BO and ILW equations possess explicit solitary wave solutions. As
aforementioned, Benjamin [30] found the profile of the BO one, namely

φ(x) = 4

1 + x2 , (3.27)

leading to the family of solitary waves φc(x− ct) where c is a positive constant and

φc(y) = 4c

c2y2 + 1
.

Note that since the symbol of the dispersion operator is not smooth, Paley-Wiener
type arguments imply that the solitary wave cannot be exponentially decreasing, see
[39].
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Note also that |φc|1 ≡ 4π,∀c > 0 while |φc|2, |φc|∞ → 0 as c → 0, thus BO
possesses arbitrary small solitary waves.

On the other hand the symbol in the ILW equation is smooth and the explicit
solitary wave found in [111] decays exponentially, namely for arbitrary C > 0 and
δ > 0

φC,δ(x) = 2a sin(aδ)

cosh(ax)+ cos(aδ)
, (3.28)

where a is the unique solution of the transcendental equation

aδ cot(aδ) = (1 − Cδ), a ∈ (0, π/δ).
Before considering the stability properties of those solitary waves, we review

important uniqueness results. Amick and Toland ([19], see also [8, 18]), using the
maximum principle for linear elliptic equations, estimates on a Green function and
the Cauchy-Riemann equation, proved the uniqueness of the BO solitary wave in
the sense that the only solutions to the pseudo-differential equation

u(x)2 − u(x) = G(u)(x), x ∈ R,

which satisfies the boundary condition

u(x)→ 0 as |x| → ∞,
where

G(f )(x) = 1

2π

∫ ∞

−∞
|ξ |e−iξx

(∫ ∞

−∞
f (η)eiξηdη

)
dξ

are the functions

u(x) = 0 and ua(x) = 4

1 + (x − a)2 , a ∈ R.

A similar result holds true for the ILW equation. Let

(Nδ + γ )φ = φ2 (3.29)

where8

F(Nδu)(ξ) = (ξ coth ξδ)F(u)ξ

be the equation of a solitary wave u(x, t) = φ(x − Ct) to the ILW equation, where
γ = C − 1/δ.

8Note that F(N∞u)(ξ) = |ξ |û(ξ).
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Then Albert and Toland ([16] and also [8]) proved that for δ > 0 and C > 0 be
given, if φ ∈ L2(R) is a non trivial solution of (3.29), then there exists b ∈ R such
that φ(x) = φC,δ(x + b).

The proof in [8] relies on two special properties of the operator Nδ that
degenerate into classical ones (linked to the Hilbert transform) when δ = ∞,
providing another proof of the Amick-Toland uniqueness result for the BO equation.

We turn now to stability issues. The orbital stability of the BO and ILW
solitary waves can be obtained by the classical Cazenave-Lions method in [51]
(minimization of the Hamiltonian with fixed L2 norm) providing orbital stability in
the energy space H 1/2(R) but the first known proofs were by using the Souganidis-
Strauss method, see [11, 33, 42, 43] for BO and [9–11] for ILW.

The H 1 orbital stability of the Benjamin-Ono 2-soliton is proven in [217]. The
2-soliton of velocities c1 > 0, c2 > 0 with c1 < c2 is explicitly given in [164] as

φc1,c2(t, x) = 4
c2θ

2
1 + c1θ2

2 + (c1 + c2)c12

(θ1θ2 − c12)2 + (θ1 + θ2)2 ,

where θn = cn(x − cnt), n = 1, 2 and c12 =
(
c1+c2
c1−c2

)2
.

The proof in [217] relies on the integrability of BO, and is reminiscent of the
similar one for the stability of the KdV 2-soliton (see [158]), namely it uses the fact
that the 2-soliton locally minimize the invariant I4 subject to given values of I3 and
I2.

An alternative characterization of the 2-soliton uses the self-adjoint operator M
that appears in the Lax pair associated to the integrable equation (KdV or BO).
Recall that the Lax pair for BO was constructed in [4]. The 2-solitons are the
potentials for which the self-adjoint operator M has two eigenvalues.

The proof involves the spectral analysis of the one-parameter family of self-
adjoint operators L(t) which are the linearization of

I ′4(u)+ αI ′3(u)+ βI ′2(u) = 0

at the double soliton. Contrary to the KdV case where L(t) is a fourth order self-
adjoint linear ordinary differential operator, for BO one obtains a nonlocal operator
since the Hilbert transform appears in it. This makes the spectral analysis more
complicated. The new approach in [217] consists in making a simplification in the
spectral problem to reduce the spectral analysis of the one-parameter family L(t) to
the analysis of the spectra of two stationary operators L1 and L2. The proof is then
reduced to proving the two facts:

1. L1 has one negative eigenvalue and L2 has no negative eigenvalue;
2. zero is a simple eigenvalue of L1 and L2.

The asymptotic stability of the BO solitons in the energy spaceH 1/2(R) is proven
in [92, 122].
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We describe briefly the statement of [122], denoting by

Q(x) = 4

1 + x2

the profile of the BO soliton andQc(x) = cQ(cx).
Theorem 8 There existC, α0 > 0, such that if u0 ∈ H 1

2 (R) satisfies ||u0−Qc|| 1
2
=

α ≤ α0, then there exist c+ > 0 with |c+ − 1| ≤ Cα and a C1 function ρ(t) such
that the solution of BO with u(0) = u0 satisfies

u(t, .+ ρ′(t))→ Qc+ in H
1
2 weak, |u(t)−Qc+(.− ρ(t))|L2(x> t10 )

→ 0,

ρ(t)→ c+ as t →+∞.

Remark 16 The convergence of u(t) toQc+ as t →∞ holds in fact strongly in L2

in the region x > εt, for any ε > 0 provided α0 = α0(ε) is small enough. This
result is optimal in L2 since u(t) could contain other small (and then slow) solitons
and since in general u(t) does not go to 0 in L2 for x < 0.

For instance, if ||u(t)−Qc+(.− ρ(t))|| 1
2
→ 0 as t →∞, then E(u) = E(Qc+)

and moreover
∫
R
u2dx = ∫

R
Q2
c+dx so that by the variational characterization of

Q(x), u(t) = Qc+(x − x0 − c+t) is a solution.
It is expected but not proved yet that the convergence in the same local sense

x > εt holds in H
1
2 (R).

The proof of Theorem 5 is based on the corresponding one ([159] and the
references therein) for the generalized KdV equation where the stability is deduced
from a Liouville type theorem. There are however two new difficulties.

1. The proof of the L2 monotonicity property is more subtle because of the nonlocal
character of the BO equation.

2. The proof of the linear Liouville theorem which requires the analysis of some
linear operators related toQ.

Similar arguments and the strategy used for the asymptotic stability in the energy
space of the sum of N solitons for the subcritical generalized KdV equation yield a
similar result for N-solitons of the BO equation [159]:

Theorem 9 Let N ≥ 1 and 0 < c01 < . . . < c
0
N. There exist L0 > 0, A0 > 0 and

α0 > 0 so that if u0 ∈ H 1/2 satisfies for some 0 ≤ α < α0, L ≥ L0,

‖u0 −
N∑
j=1

Qc0j
(· − y0

j )‖H 1/2 ≤ α where ∀j ∈ (2, . . . N), y0
j − y0

j−1 ≥ L,
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and if u(t) is the solution of BO corresponding to u(0) = u0, then there exist
ρ1(t), . . . , ρN(t) such that the following hold

(a) Stability of the sum of N decoupled solitons,

∀t ≥ 0, ‖u(t)−
N∑
j=1

Qc0j
(x − ρj (t)‖1/2 ≤ A0

(
α + 1

L

)
.

(b) Asymptotic stability of the sum of N solitons. There exist c+1 , . . . , c
+
N, with |c+j −

c0j | ≤ A0(α + 1
L
) such that

∀j, u(t, .+ ρj (t))) ⇀ Qc+j in H 1/2 weak as t →+∞,

‖u(t)−
N∑
j=1

Qc+j
(.− ρj (t)‖L2(x≥ 1

10c01(t)
)
→ 0, ρ′j (t)→ c+j as t →+∞.

Recall that the BO equation possesses explicit multi-soliton solutions. Let
UN(x; cj , yj ) denotes the explicit family of N-soliton profiles. Using the previous
theorem and the continuous dependence of the solution in H 1/2 one obtains the
following corollary [159].

Let N ≥ 1, 0 < c01 < . . . < c
0
N and set

dN(u) = inf{||u− UN(.; c0j , yj )||1/2, yj ∈ R}.

Then

Corollary 1 (Stability in H 1/2 of Multi-Solitons) For all δ > 0, there exists α >
0 such that if dN(u0) ≤ α then for all t ∈ R, dN(u(t)) ≤ δ.

As aforementioned, the proof of Theorem 8 is based on a rigidity theorem:

Theorem 10 There existC, α0 > 0, such that if u0 ∈ H 1
2 satisfies ||u0−Qc||

H
1
2
=

α ≤ α0, and if the solution u(t) of BO with u(0) = u0 satisfies for some function
ρ(t)

∀ε > 0, ∃Aε > 0, such that
∫
|x|>Aε

u2(t, x + ρ(t))dx < ε,

then there exist c1 > 0, x1 ∈ R such that

u(t, x) = Qc−1(x − x1 − c1t), |c1 − 1| + |x1| ≤ Cα.
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The proof of the rigidity theorem (Liouville theorem) requires in particular the
analysis of some linear operators related toQ that uses the fact thatQ(x) is explicit
and some known results on the linearization of the BO equation aroundQ [33, 264].

Remark 17 Similar asymptotic stability results—though expected- do not seem to
be known for the ILW equation.

3.9 A Result on Long Time Asymptotic

As already noticed, the complete description asymptotic behavior of the BO or ILW
solutions with arbitrary large initial data is unknown (see Sect. 5.4 for the so-called
soliton resolution conjecture).

A significant progress was made in [210] which is concerned with the long time
behavior of solutions. It concerns global solutions u of the Benjamin-Ono equation
satisfying

u ∈ C(R;H 1(R)) ∩ L∞loc(R;L1(R)), (3.30)

and moreover:

∃a ∈ [0, 1/2), ∃c0 > 0 such that

∀T > 0, sup
t∈[0,T ]

∫ ∞

−∞
|u(x, t)|dx ≤ c0(1 + T 2)a/2. (3.31)

The main result in [210] is then

Theorem 11 Under the above assumption,

∫ ∞

10

1

log t

(∫ ∞

−∞
φ′
(
x

λ(t)

)(
u2 + (D1/2u)2

)
(x, t)dx

)
dt <∞. (3.32)

Hence,

lim inf
t→+∞

∫ ∞

−∞
φ′
(
x

λ(t)

)(
u2 + (D1/2u)2

)
(x, t)dx = 0, (3.33)

with

λ(t) = ct
b

log t
, a + b = 1, and φ′(x) = 1

1 + x2
, (3.34)

for any fixed c > 0.
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Remark 18

1. This result discards the existence of non trivial time periodic solutions (in
particular breathers) and of solutions moving with a speed slower that a soliton.

2. The theorem implies that there exists a sequence of times {tn; n ∈ N} with tn →
+∞ as n→∞ such that

lim
n∞

∫
|x|≤ ctbn

log(tn)

(u2 + (D1/2u)2)(x, tn)dx = 0. (3.35)

3. The solitons

u(x, t) = Qc(x − ct), Qc(x) = 4c

1 + c2x2 ,

belongs to the class (3.30) and they also satisfy (3.33).

Remark 19 The above result does not use the integrability of the BO equation. It is
likely to hold for the ILW equation.

The proof of Theorem 11 relies in particular on the estimates obtained in [122]
and uses the fact that φ′ is a multiple of the soliton.

4 Rigorous Results by IST Methods

4.1 The BO Equation

An attempt to solve the Cauchy problem of the BO equation by IST methods is
due to Anderson and Taflin [20]. They obtained a formal series linearization of the
BO equation that can be interpreted as a distorted Fourier transform associated to a
singular perturbation of 1

i
d
dx
, from which they deduce a Lax pair for BO and under

suitable assumptions on the scattering data, a power series for the inverse transform.
Unfortunately, as proved in [59], both the direct and inverse problems considered in
[20] are not analytic for generic potential, leading to divergent series in general.

The first rigorous results on the Cauchy problem by IST methods were obtained
by Coifman and Wickerhauser in [59], (see also [27, 28]). They used a more
complicated regularized IST formalism and solved it by iteration, yielding the global
well-posedness of the Cauchy problem for small initial data. More precisely they
use constructive methods to investigate the spectral theory of the Benjamin-Ono
equation. Since the linearization series used previously is singular (see above), they
replace it with an improved series obtained by finite-rank renormalization. This
introduces additional scattering data, which are shown to be dependent upon a single
function, though not the usual one. They then prove the continuity of the direct
and inverse scattering transforms defined by the improved series for small complex
potentials.
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Let w(x) = (1 + |x|). The global well-posedness in [59] writes:

Theorem 12 Let q be a real function such that wn+1q is a small function in L1(R)

for some n > 0. Suppose also that wnq ′ and wnq” are also small in L1(R). Then
there exists a unique solution of the Benjamin-Ono equation with initial data q.

Some interesting issues arise also in [59] linked to the generation of soliton
solutions. We comment them briefly in connection with [172, 188] and specially
[226, 227] that we will follow closely. Let the initial data for the BO equation
renormalized as u0 = U0U(x/L0), where U0 is a characteristic amplitude and L0 is
a characteristic length. Then, the number of solitons depends on the sole parameter
σ = U0L0 (Ursell number). In the limit σ $ 1 the initial potential generates a
large number N of solitons. An approximation for N was found in [172] and later
confirmed by Miloh et al. [188] (see [194] for the ILW equation),

N = 1

2π

∫
u0(x)≥0

u0(x)dx.

An important question is that of the existence of a threshold for the generation of
solitons, that is whether a small initial perturbation of an algebraic profile u(x) =
a

1+x2 ie in the limit σ & 1, (a & 1) can support propagation of at least one soliton.

Note that the mass M[uc] = ∫
R
uc(x)dx of the BO soliton uc(x − ct) =

4c
1+c2(x−ct)2 is constant, M[uc] = 4π.

For the modified KdV equation, such a property is related to the existence of a
threshold on the soliton generation, in this case perturbations with M[u] ≤ 1

2Msol
do not support solitons.

For the BO equation, this issue depends on the possible non genericity of the
potentials and on the very special structure of the Jost function. By definition generic
potentials u are those for which n0 �= 0 where

n0 = 1

2π

∫
R

u(x)n(x)dx.

Here n(x) is the limiting Jost function that we describe now. For generic
potentials, the Jost functions vanish as k→ 0+ according to the approximation

N(x, k)→ n(x)

1 + n0(γ + ln(ik))
+O

(
k

ln k

)
,

where γ is the Euler constant and n(x) satisfies

inx = −P+(unx)

where P+(v) = 1
2 (v − iHv).
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The problem at the center of the analysis is the spectral problem

iφ+x + k(φ+ − φ−) = −u(x)φ+. (4.1)

Coifman and Wickerhauser [59] proved that the scattering problem (4.1) has no
bound states in a neighborhood of the origin, if u(x)→ O(|x|−1−μ), μ > 0. In fact
this result is valid for generic potentials in the previous sense.

For non generic potentials, ie satisfying n0 = 0, the limiting Jost function is
bounded in the limit k→ 0+ and properties of the scattering problem are modified.
The zero potential u(x) = 0 is non generic as well as the soliton solutions.

The main results in [226] concern the study of the perturbation of non generic
potentials where the number of bound states may change depending on the type of
the perturbation. More precisely the authors consider a potential in the form uε =
u(x)+εη(x) where ε & 1 and u(x) satisfies the constraint n0 = 0. In the particular
case u(x) = 0, this reduces to the problem of soliton generation by a small initial
data. They derive a criterion for a new eigenvalue to emerge from the edge of the
continuum spectrum at k = 0. In particular, new eigenvalues may always appear
due to perturbations of the zero background and the soliton solutions. They derive
the leading order term for the new eigenvalue and for the associated bound state at
short and long distances, as well as for the variation of the continuous spectrum.
Similar issues seem unknown for the ILW equation.

Further progress of the IST theory for BO is due to Miller and Wetzel [191] who
studied the direct scattering problem of the Fokas-Ablowitz IST theory when the
potential is a rational function with simple poles and obtained the explicit formula
for the scattering data.

A breakthrough on the IST for the BO equation appeared recently in the works
by Wu [268, 269] who in particular solved completely the direct scattering problem
for data of arbitrary size. Let us first introduce a few notations.

In what follows, Hp,+is the Lp Hardy space of the upper plane. more precisely
f ∈ H

p,+, 1 < p ≤ ∞ if it is the Lp (and a.e.) boundary value of an analytic
function F(x + iy) in the upper plane y > 0 such that supy>0 |F(. + iy)|p < ∞.
H

2,+ is also denoted H+.
In [268] Wu studies the operator Lu arising in the Lax pair for the BO equation

and proved that its spectrum is discrete and simple. More precisely, we first rewrite
the Fokas-Ablowitz formalism in a slightly different way, denoting first

C±φ = φ ± iHφ
2

the Cauchy projections. In other words, Ĉ±f = χR± f̂ .
When they act on L2(R) the ranges are H±, the Hardy spaces of L2 functions

whose Fourier transform are supported on the positive and negative half lines. The
Lax pair writes in those notations, on H+

Luφ = 1

i
φx − C+(uC+φ) = λφ
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Buφ = 2λφx + iφxx + 2(C+ux)(C+φ),

and in H− :

Luφ = 1

i
φx − C−(uC−φ) = λφ

Buφ = 2λφx + iφxx + 2(C−ux)(C−φ).

Since when u is real the equations on H− are just the complex conjugate of the
equations on H+ one will assume that u is real and focus on the H+ part of the
Lax pair. The scattering data of the IST are closely related to the spectrum of the
operator Lu.

The next two theorems in [268] provide useful informations on the spectral
properties of Lu.

Theorem 13 Suppose that u ∈ L2(R) ∩ L∞(R). Then Lu is a relatively compact
perturbation of 1

i
∂x and is self-adjoint on H+ with domain H+ ∩H 1(R).

Theorem 14 Suppose that u ∈ L1(R) ∩ L∞(R) and xu ∈ L2(R). Then the
operator Lu has only finitely many negative eigenvalues and the dimension of each
eigenspace is 1.

Remark 20 By Weyl’s theorem and standard spectral theory, the essential spectrum
of Lu is the same as that of 1

i
∂x , that is R+ ∪ {0}. However it is not clear that the

eigenvalues are simple and even if there are finitely many of them. On the other
hand those spectral properties are crucial for the construction of scattering data in
the Fokas-Ablowitz IST method in [4].

A crucial step in the proof of simplicity is the discovery of a new identity
connecting the L2 norm of the eigenvector to its inner product with the scattering
potential.

More precisely, assuming that u ∈ L2(R) ∩ L∞(R), and xu ∈ L2(R), then if
λ < 0 is an eigenvalue of Lu and φ is an eigenvector, then∣∣∣∣

∫
R

φudx

∣∣∣∣
2

= 2πλ
∫
R

|φ|2ds.

The proof for finiteness is an extension of ideas involved in the Bergman-
Schwinger bound for Schrödinger operators.

As aforementioned, the direct scattering problem is completely justified in
[269] where Yulin Wu examined the full spectrum of Lu establishing existence,
uniqueness and asymptotic properties of the Jost solutions to the scattering problem,
providing possible directions for the correct setup for the inverse problem.

Recalling that w(x) = (1 + |x|), we will use the notations
L
p
s (R) = {f,wsf ∈ Lp(R)} and

Hss (R) = {f ; f ∈ L2
s (R)and f̂ ∈ L2

s (R)},
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Two Jost functions m1 and me are considered in [269]. They are solutions of the
following equations with suitable boundary conditions stated in the next lemma:

1

i
∂xm1 − C+(um1) = k(m1 − 1),

and

1

i
∂xme − C+(ume) = λme.

Here λ± 0i ∈ R
+ ± 0i, and

k ∈ ρ(Lu) ∪ (R+ ± 0i) = (C \ {λ1 . . . .λN } \ [0,∞)) ∪ (R+ ± 0i),

which is the resolvent set glued with two copies of the positive real axis. Following
again [269] we provide here the translation of notation:

M(x, k) = m1(x, λ+ 0i), M̄(x, λ) = me(x, λ+ 0i),

N(x, λ) = me(x, λ− 0i), N̄(x, λ) = m1(x, λ− 0i).

The following lemma may be considered as the definition of m1 and me. In what
follows, one uses the integral operators

Gk(x) = 1

2π

∫ ∞

0

eixξ

ξ − k dξ,

for k ∈ C \ [0,∞), and

G̃k(x) = 1

2π

∫ 0

−∞
eixξ

ξ − k dξ,

for k ∈ C \ (−∞, 0].
For ε > 0 one has

Gλ±0i (x) = 1

2π

∫ ∞

−∞
eixξ

ξ−(λ± iε)dξ−G̃λ±iε(x) = ±ie∓εxeiλxχR±(x)−G̃λ±iε(x),
(4.2)

with

Gλ±0i (x) = lim
ε→0
Gλ±iε(x) = ±ieiλxχR±(x)− G̃λ(x), (4.3)

for λ > 0.
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The limit in (4.3) holds in the following sense: the first term in (4.2) converges
pointwise and the second term in (4.2) converges in Lp

′
for every p′ ∈ [2,∞).

The latter is checked when observing that G̃λ±iε is the inverse Fourier transform of
χR−ξ
ξ−(λ±iε) , which converges to χR−ξ

ξ−λ in every Lp for p ∈ (1, 2] assuming λ > 0.

Lemma 2 Let p > 1 and s > s1 > 1 − 1
p

be given and let u ∈ Lps (R). Assume

that m1(x, k),me(x, λ± 0i) ∈ L∞−(s−s1)(R) for fixed k ∈ (C \ [0,∞))∪ (R+ ± 0i)
and λ ∈ R

+, then the following are equivalent:

(a) m1(x, k),me(x, λ± 0i) solve

1

i
∂xm1 − C+(um1) = k(m1 − 1),

1

i
∂xme − C+(ume) = λme,

together with the asymptotic conditions

m1(x, k)− 1 → 0

{
as |k| → ∞ if k ∈ C \ [0,∞)
as x →∓∞ if k = λ± 0i ∈ R

+ ± 0i,
(4.4)

me(x, λ± 0i)− eiλx → 0 as x →∓∞.

The above asymptotic conditions should be read with either the upper or the
lower sign.

(b) m1(x, k),me(x, λ± 0i) solve the following integral equations:

m1(x, k) = 1 +Gk ! (um1(., k))(x), (4.5)

me(x, λ± 0i) = eiλx +Gλ±0i) ! (ume(., λ± 0i))(x). (4.6)

Moreover, if either (a) or (b) holds, one has the stronger bounds

m1(x, k)− 1 ∈ L∞(R) ∩H
p,+

for fixed k ∈ C \ [0,∞) and

m1(x, λ± 0i),me(x,±0i) ∈ L∞(R)

for fixed λ ∈ R
+.

Here is the theorem establishing the existence and uniqueness of Jost solutions,
as stated in [269].
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Theorem 15 Let s > s1 >
1
2 and u ∈ L2

s (R). Let ρ(Lu) be the resolvent
set of Lu = 1

i
∂x − C+uC+, regarded as an operator on H

+. Then for every
k ∈ ρ(Lu) ∪ (R+ ± 0i), and every λ > 0, there exist unique m1(x, k) and
me(x, λ±0i) ∈ L∞−(s−s1)(R) solving (4.5), (4.6) respectively, with improved bounds
m1(x, k),me(x, λ ± 0i) ∈ L∞(R). Furthermore, the mapping k → m1(k) is ana-
lytic from ρ(Lu) to L∞−(s−s1), and m1(k) ∈ C0,γ

loc ((ρ(Lu) ∪ R
+ ± 0i)), L∞−(s−s1)(R)

while me(λ± 0i) ∈ C0,γ
loc (R).

Here γ is some number between 0 and 1.

When one studies the asymptotic behavior of the Jost solutions and scattering
coefficients as k approaches to 0 within the set ρ(Lu) ∪ (R+ ± 0i) one notices that
the convolution kernel Gk has a logarithmic singularity at k = 0 and so does the
operator Tk. By subtracting a rank one operator from Tk the modified operator has
a limit at k = 0. The asymptotic behavior of the Jost functions can be recovered
from modified Jost functions, we refer to [269] for details. One recovers rigorously
the asymptotics in [4, 118]. Those asymptotic formulas are useful to clarify the
global behavior of the scattering coefficients. One also finds in [269] asymptotic
formulas in the limit k → ∞ and a formal derivation of the time evolution of
the Jost functions and scattering coefficients provided u is a smooth and decaying
solution of the BO equation.

Remark 21 A large class of quasi-periodic solutions of the BO equation has been
found in [238] by the Hirota method and in [73] by the method of the theory of finite-
zone integration. More precisely the quasi-periodic solution of the BO equation
found in [73] writes

u(x, t) = c +
N∑
j=1

(aj − bj )− 2 Im
∂

∂x
ln detM(x, t), (4.7)

where the N ×N matrixM(x, t) has the elements

Mjm = cmδjmei(am−bm)−i(a2
m−b2

m)t − 1

bj − am . (4.8)

The constants aj , bj , c satisfy the inequalities c ≤ a1 ≤ b1 ≤ a2 ≤ b2 ≤ . . . ≤
an ≤ bn and the constants ci are defined by

|ci |2 = −(bi − ci)
N∏
j �=i

(ai − aj )(bi − bj )
(ai − c)∏Nj=1(bi − aj )(ai − bj )

. (4.9)

This multiply periodic N-phase solution has been used in [110] to construct the
modulation solution of BO corresponding to a step like function:

u(x, 0) =
{
A x < 0, A > 0

0 x > 0,
(4.10)
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or a smoothly decreasing function (leading to a shock formation for the Burgers
equation):

u(x, 0) = α
(

1 − 2

π
arctanβx

)
, α, β > 0, (4.11)

or a modulated wavetrain which has a compressive wavenumber modulation in the
wavenumber g(x):

u(x, 0) = −2g(x)

(
1 −√

2 cos(sg(x))

3 − 2
√

2 cos(xg(x))

)
(4.12)

with

g(x) = α
(

1 − 2

π
arctanβx

)
+ b0.

4.2 The ILW Equation

As recalled in the previous section, the formal framework of inverse scattering for
the ILW equation was given in [133, 134]. We are not aware of rigorous results using
IST to solve the Cauchy problem even for small initial data.

5 Related Results and Conjectures

5.1 The Modified Cubic BO and ILW Equations

The modified cubic BO and ILW equations write respectively9

ut + u2ux −Huxx = 0 (5.1)

and

ut + u2ux + 1

δ
ux + T (uxx) = 0. (5.2)

Contrary to the modified KdV equation they do not seem to be completely
integrable. We will not describe in details the local well-posedness results since most

9Note that equations (5.1) and (5.2) are different from the modified BO and ILW equations which
are linked to the usual BO and ILW equations via a Miura transform, see Sect. 6.6.
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of the used methods are close to that of the original one. We refer for instance to
[128, 204] and the references therein for the local Cauchy problem inHs(R), s ≥ 1

2
and to [202] for the local Cauchy problem in H 1(T). Scattering results of small
solutions can be found in [95, 96].

Using the factorization technique of Hayashi and Naumkin, Naumkin and
Sanchez-Suarez [216] study the large time asymptotics of small solutions of the
modified ILW equation in suitable weighted Sobolev spaces. Difficulties arise from
the non-homogeneity of the symbol.

More precisely, the main result in [216] states that for any initial data
u0 ∈ H 3(R)∩H 2,1(R)with ||u0||H 3∩H 2,1 ≤ ε, and

∫
R
u0(s)dx = 0, there exists

a global solution u ∈ C([0,∞);H 3(R)) of the modified ILW satisfying

|u(t)|∞ ≤ Cεt−1/2.

There exist moreover unique modified final states describing the asymptotics of u(t)
for large times.

Equations (5.1) and (5.2) are specially interesting from a mathematical point of
view since they are L2 critical, as is the quintic generalized KdV equation and one
thus expects a finite type blow-up phenomena. This has been established for the
modified BO equation in [161] as follows.

Let Q ∈ H 1/2(R),Q > 0 be the unique ground state solution of the “elliptic”
equation

D1Q+Q = Q3, D1 = |∂x |

constructed by variational arguments (see [14, 264]) and whose uniqueness was
established in [82]. Then it is proven in [161] that there exists a solution u of (5.1)
satisfying |u(t)|2 = |Q|2 and

u(t)− 1

λ
1
2 t
Q

(
.− x(t)
λ(t)

)
→ 0 in H 1/2(R) as t → 0

where

λ(t) ∼ t, x(t) ∼ −| ln t | and ||u(t)||Ḣ 1/2 ∼ t− 1
2 ||Q||

Ḣ
1
2

as t → 0.

This result obviously implies the orbital instability of the ground state. Also
this blow-up behavior is unstable since any solution merging from an initial data
with |u0|2 < |Q|2 is global and bounded in L2. The proof is inspired by a
corresponding one for the L2 critical generalized KdV (see [160]). There are
however new difficulties to overcome. First, the slow spatial decay of the solitary
wave Q creates serious difficulties to construct a blow-up profile. Next difficulties
arise when considering localized versions of basic quantities such as mass or energy.
Contrary to the case of theL2 critical KdV equation, standard commutator estimates
are not enough and one has to use suitable localization arguments as in [122, 123].



BO-ILW 135

Remark 22 A similar result is not known but expected to be true for the modified
ILW equation (5.2).

5.2 The Periodic Case

In order to maintain a reasonable size, we focussed in the present paper on the
Cauchy problem in the real line. For the sake of completeness, we however briefly
review here the state of the art for the Cauchy problem posed in the circle T which
leads to many interesting issues, both on the IST and PDE sides.

The periodic BO equation writes

ut + uux −Huxx = 0, (5.3)

where

Hf (x) = 1

L
PV

∫ L/2
−L/2

cot

(
π(x − y)
L

)
f (y)dy,

while the periodic ILW equation writes

ut + 2uux + δ−1ux − (Tδu)xx = 0, δ > 0, (5.4)

where

Tδu(x) = 1

L
PV

∫ L/2
−L/2
�δ,L(x − y)u(y)dy

with

�δ,L(ξ) = −i
∑
n �=0

coth

(
2πnδ

L

)
e2inπξ/L.

We are not aware of rigorous results via inverse scattering methods for the
periodic ILW equation. On the other hand a spectacular progress was recently
achieved in [85] for the BO equation.

We recall that the formalism of IST for the periodic ILW can be found in [5].
On the other hand many results have been obtained by PDE methods.
The results in [1] still remain true since they do not rely on dispersive properties

of the linear group, yielding global well-posedness of the Cauchy problem for the
periodic BO or ILW equations in Hs(T), s > 3

2 .

Concerning lower regularity results, Molinet [197] proved the global well-
posedness in the energy space H 1/2(T) by combining Tao’s normal form and
estimates in Bourgain spaces. He also proved that the flow map u0 → u(., t) is
not uniformly continuous in Hs(T), s > 0. The proof of this fact is inspired by a
corresponding result in [132] for the Cauchy problem in Hs(R), s > 0 but with
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a simpler proof, using the property that if u is a solution of the BO equation with
initial data u0, so is u(. + ωt, t) + ω,∀ω ∈ R with initial data u0 + ω. Actually
this lack of uniform continuity has nothing to do with dispersion and is linked to the
Burgers equation (nonlinear transport equation)

ut + uux = 0.

Actually the locally Lipschitz property of the flow map is recovered in the space
Hs0 (T) of Hs(T) functions with zero mean or more generally on hyperplanes of
functions with fixed mean value.

This result is improved in [198] where the global well-posedness in L2(T) is
proven, the flow map being Lipschitz (in fact real analytic) on every bounded
set of Hs0 (T), s ≥ 0. Note that uniqueness then holds in a space smaller than
C([0, T ];L2(T)) but containing the limit in C([0, T ];L2(T)) of smooth solutions
of BO.

Note that one also finds in [201] a simplified proof of the global well-posedness
in L2(T) with unconditional uniqueness in H 1/2(T).

As aforementioned, the results in [209] apply to the ILW equation, yielding
global well-posedness in the energy space H 1/2(T). We are not aware of well-
posedness results in L2(T) for the ILW equation.

Both the BO and ILW equations possess periodic solitary waves. Explicit
formulas can be found in [54, 113, 215] but, as noticed in [5] they appear to be
incorrect. An explicit formulation is given in [187]. The L-periodic traveling wave
of the BO equation is in the formulation of [24]:

φc(x) = 4π

L

sinh(γ )

cosh(γ )− cos(2πx/L)
, (5.5)

where γ > 0 satisfies tanh(γ ) = 2π
cL
, implying that c > 2π

L
. The profile of an even,

zero mean, periodic traveling wave of the ILW equation is given by (see [23] and
also [215]):

φc(x) = 2K(k)i

L

(
Z(

2K(k)i

L
(x − iδ); k)− Z(2K(k)i

L
(x + iδ); k)

)
, (5.6)

where K(k) denotes the complete elliptic integral of first kind, Z is the Jacobi zeta
function and k ∈ (0, 1).Note that for fixed L and δ, the wave speed c and the elliptic
modulus k must satisfy specific constraints.
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We also refer to [225] for another derivation and a clear and complete discussion
of the periodic solutions of the ILW equation.

The orbital stability of the periodic traveling waves is proven in [24] for the BO
equation and in [23] for the ILW equation.

A program (see [68, 69, 258–261]) has been devoted to the construction of
an infinite sequence of invariant measures of Gaussian type associated to the
conservation laws of the Benjamin-Ono equation.

Those invariant measures {μn} on (L2, φt ) where φt is the BO flow on L2(T)

satisfy

μn is concentrated on Hs(T) for s < n− 1

2
,

μn(H
n−1/2(T)) = 0.

μn is formally defined as a renormalization of

dμn(u) = e−En(u)du = eRn(u)e||u||2ndu,

where we have denoted

En(u) = ||un||2 + Rn(u)

the sequence of conservation laws of the BO equation, ||.||n denoting the homoge-
neous Sobolev norm of order n and Rn a lower order term.

These results do not apply to infinitely smooth solutions since μn(C∞(T)) = 0
for all n. Sy [252] has constructed a measurable dynamical system for BO on the
space C∞(T), namely a probabilistic measure μ invariant by the BO flow, defined
on H 3(T)) and satisfying in particular μ(C∞(T)) = 1.

Remark 23 No similar results seem to be available for the ILW equation.

5.3 Zero Dispersion Limit

Interesting issues arise when looking at the zero dispersion limit of the BO equation,
that is the behavior of solutions to

ut + uux − εHuxx = 0, ε > 0 (5.7)

when ε → 0.
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The corresponding problem for the KdV equation has been first extensively
studied by Lax and Levermore in the eighties [144], see also [63–67, 262] and the
survey article [189]. For the BO equation, as for the KdV equation, at the advent of
a shock in the dispersionless Burgers equation, the solution of (5.7) is regularized
by a dispersive shock wave (DSW). In the DSW region, the solution of (5.7) may
be formally approximated using Whitham modulation theory, see [265]. Unlike
the case of the KdV equation the modulation equations for the BO equation are
fully uncoupled (see [73]), consisting of several independent copies of the inviscid
Burgers equation.

A formalism for matching the Whitham modulation approximation for the DSW
onto inviscid Burgers equation in the domain exterior to the DSW was developed
by Matsuno [177, 178] and Jorge et al. in [110].

Recent rigorous results have been obtained by P. D. Miller and co-authors. Miller
and Xu [192] partially confirmed the above formal results by computing rigorously
the weak limit (modulo an approximation of the scattering data) of the solution
of the Cauchy problem for (5.7) for a class of positive initial data, using IST
techniques, and by developing an analogue for the BO equation of the method of
Lax-Levermore for the KdV equation.

Using the exact formulas for the scattering data of the BO equation valid for
general rational potential with simple poles that they obtained in [191], Miller and
Wetzel [190] analyzed rigorously the scattering data in the small dispersion limit,
deducing in particular precise asymptotic formulas for the reflection coefficient, the
location of the eigenvalues and their density, and the asymptotic dependence of the
phase constant associated with each eigenvalue on the eigenvalue itself. Such an
analysis seems to be unknown for more general potentials.

We refer to [193] for a study of the BO hierarchy with positive initial data in a
suitable class in the zero-dispersion limit. We also mention [75] for a description of
dispersive shock waves for a class of nonlinear wave equations with a nonlocal BO
type dispersion which does not use the integrability of the equation.

We are not aware of similar small dispersion limit results for the ILW equation.

5.4 The Soliton Resolution Conjecture

Since IST methods provide so far rigorous results on the Cauchy problem only
for small enough initial data, one cannot use them to prove the soliton resolution
conjecture (see [254]) as in the KdV case (see e.g. [242] and the references therein).
However we strongly believe that it holds true for the BO and ILW equations, as
suggested for instance by the following numerical simulations in [130] (see also
[188, 228] for other illuminating simulations and [229] for a theoretical analysis of
the spectral method in [228]).10

10Note that the soliton resolution conjecture might also be valid for the Benjamin equation (1.9)
which is not integrable.
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Fig. 1 Solution to the BO equation for the initial data u0 = 10sech2x

Fig. 2 Solution to the ILW equation with δ = 1 for the initial data u0 = 10sech2x

We first show the formation of solitons from localized initial data for the BO
equation in Fig. 1. Note a tail of dispersive oscillations propagating to the left.

A similar decomposition of localized initial data into solitons and radiation is
shown for the ILW equation in Fig. 2. Note that this case is numerically easier to
treat with Fourier methods since the soliton solutions are more rapidly decreasing
(exponentially instead of algebraically) than for the fKdV, fBBM and BO equations.
The different shape of the solitons is also noticeable in comparison to Fig. 1.
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Fig. 3 Solution to the fKdV equation with α = 0.6 for the initial data u0 = 5sech2x

More generally, we conjecture that some form of soliton resolution holds for the
class of fractional KdV equations

ut + uux − |D|αux = 0, (5.8)

when α > 1
2 , the Cauchy problem being then globally well-posed in the energy

space Hα/2(R).11 A first step towards this conjecture is achieved in [203] where
global well-posedness is established in the energy space when α > 6

7 .

The simulation in Fig. 3 for the fKdV with α = 0.6 suggests the decomposition
into solitons plus radiation.

6 Varia

We describe here a few more qualitative results on the Benjamin-Ono and the
Intermediate Long Wave equations and some of their natural extensions (higher
order equations, two-dimensional versions. . . ).

6.1 Damping of Solitary Waves

In the real physical world, various dissipative mechanisms affect the propagation of
dispersive waves. The dissipative term can be local e.g. −∂xx or non local, see for

11Recall that the ground state solution (that exists and is unique when α > 1
3 ) is orbitally stable if

and only if α > 1
2 and spectrally unstable when 1

3 < α <
1
2 , see [22, 151].
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instance [74, 90, 115, 223, 224] for physical examples. The Cauchy problem for the
dissipative BO or ILW equations is studied in [240] and more recently in [199, 209].
Of course the dissipative term destroys the Hamiltonian structure and the complete
integrability. The solutions of the Cauchy problem then tends to zero as t →∞ (see
[40, 71, 72] and the references therein for a description of the large time asymptotics
of solutions of the Benjamin-Ono-Burgers and related equations).

However we are not aware of rigorous results on the quantitative influence of
dissipation in the solitonic structure of the BO, or ILW equation.12

In [182] the Whitham method is applied to the Benjamin-Ono-Burgers equation

ut + uux −Huxx = εuxx, ε & 1 (6.1)

to give a formal description of the solution of the Cauchy problem corresponding to
a steplike initial data as ε → 0.

6.2 Weighted Spaces

The Cauchy problem for the BO equation in weighted spaces is studied in
[76–81, 97, 105] yielding smoothing and unique continuation properties [106].
A result on the propagation of regularity for solutions to the Cauchy problem
associated to the Benjamin-Ono equation is proved in [107]. Essentially, if u0 ∈
H 3/2(R) is such that its restriction belongs to Hm(b,∞) for some m ∈ Z,m ≥ 2
and some b ∈ R, then the restriction of the corresponding solution u(., t) belongs
to Hm(β,∞) for any β ∈ R and any t > 0. This shows that the regularity of the
datum travels to the left with infinite speed.

Another interesting result is in [108] where the Cauchy problem for BO is solved
with bore-like initial data.

6.3 Control

Control and stabilization issues were investigated by Linares and Rosier [153], in
Hs(T), s > 1

2 , and in [143] in L2(T) for the periodic BO equation.
A typical exact controllability (via a forcing term) result from [143] is as follows.

In order to keep the mass conserved, the control input is chosen in the form

(Gh)(x, t) = a(x)
(
h(x, t)−

∫
T

a(y)h(x, t)dy

)
,

where a is a given smooth nonnegative function such that {x ∈ T; a(x) > 0} = ω
and with mass one.

12Actually this question seems to be open also for the KdV equation.
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Theorem 16

(i) (Small data) For any T > 0 there exists some δ > 0 such that for any u0, u1 ∈
L2(T) with

|u0|2 ≤ δ, |u1|2 ≤ δ and
∫
T

u0 =
∫
T

u1,

one can find a control input h ∈ L2(0, T ;L2(T) such that the solution u of the
system

{
ut −Huxx + uux = Gh
u(x, 0) = u0(x),

(6.2)

satisfies u(x, T ) = u1(x) on T.

(ii) (Large data) For any R > 0 there exists a positive T = T (R) such that the
above property holds for any u0, u1 ∈ L2(T) with

|u0|2 ≤ R, |u1|2 ≤ R and
∫
T

u0 =
∫
T

u1

This result relies strongly on the bilinear estimates proved in [201].
We do not know of corresponding results for the ILW equation.

Remark 24

1. We refer to [143] for stabilizations results.
2. Related results for the linear problem were obtained in [147].

6.4 Initial-Boundary Value Problems

The global well-posedness of the initial- boundary value problem the BO and the
ILW equation on the half-line with zero boundary condition at x = 0 is proven
respectively in [94] and in [26], for small initial data in suitable weighted Sobolev
space. Moreover the long time asymptotic is given, for instance, one gets for the
ILW equation [17]

u(x, t) = 1

3πδt

x

(σ t)1/3
Ai

(
x

(δt)1/3

)
+ min

(
1,
x√
t

)
O
(
t−1−a/2) ,

where a > 0 and Ai is the Airy function.
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6.5 Transverse Stability Issues

The Kadomtsev-Petviashvili (KP) equation was introduced heuristically in [114]
to study the transverse stability of the KdV soliton with respect to long, weakly
transverse perturbations. Since their formal analysis does not depend on the
dispersive term in the KdV equation, it applies as well as to the BO and ILW
equations, yielding the KP-II version of those one dimensional equations, that is,
respectively

ut + ux + uux −Huxx + ∂−1
x uyy = 0, (6.3)

and

ut + uux + 1

δ
ux + T (uxx)+ ∂−1

x uyy = 0 (6.4)

Those equations (that are not known to be integrable) were in fact derived
formally in the context of internal waves in [7, 56, 91, 175].

Note however that they suffer from two shortcomings of the usual KP-II equation.
First, as was, noticed in [139], the (artificial) singularity at ξ1 = 0 of the symbol
ξ−1

1 ξ
2
2 of ∂−1

x ∂yy induces a poor error estimate when comparing the KP-II equation
with the full water wave system in the appropriate regime. Roughly speaking, one
get (see [139] and [142]) an error estimate of the form, in suitable Sobolev norms:

||uKP − uWW || = o(1),
the “correct” error should be, as in the KdV case, O(ε2t) where ε is the small
parameter measuring the weak nonlinear and long wave effects. It is very likely that
such a poor precision also holds for the KP-BO and KP-ILW equations.

The second shortcoming concerns the zero mass in x constraint also arising from
the singularity of the symbol (see [208]). This of course do not exclude that those
KP type equations predict at least qualitatively the behavior of real waves, see e.g.
[2, 245].

Coming back to rigorous results, the local Cauchy problem (for a larger class
of equations including KP-BO and KP-ILW) is studied in [150] and the global
existence and scattering of small solutions is proven in [93].

It was proven in [151] that (6.3) does not possess any non trivial (lump type)
localized solitary wave. The proof extends as well to (6.4).

Recall that the KdV soliton is transversally L2 stable with respect to weak
transverse perturbations described by the KP II equation [195, 196]. This result is
unconditional since it was established in [207] that the Cauchy problem for KP II
is globally well-posed in Hs(R × T), s ≥ 0, or for all initial data of the form
u0 + ψc where u0 ∈ Hs(R2), s ≥ 0 and ψc(x − ct, y) is a solution of the KP-II
equation such that for every σ ≥ 0, (1 − ∂2

x − ∂2
y )
σ/2ψc is bounded and belongs

to L2
xL

∞
y (R

2). Note that such a condition is satisfied by the value at t = 0 of any
soliton or N-soliton of the KdV equation.
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A priori this condition is not satisfied by a function ψ that is not decaying along
a line {(x, y); x − vy = x0} such as for instance a KP-II line soliton that writes
ψ(x − vy − ct). However, one checks that the change of variable

X = x + vy − v2t, Y = y − vt, T = t (6.5)

leaves the KP-II equation invariant and thus the global well-posedness results hold
for an initial data that is localized perturbation of the KP-II line soliton. Observe that
the same transformation leaves also invariant the KP-BO and KP-ILW equations.

It is natural to conjecture that a similar stability result holds true for the BO and
ILW soliton with respect to (6.3) and (6.4). We refer to [7] for formal arguments in
favor of this conjecture.

Such a result would be however a conditional one since no global existence result
is available for both (6.3) and (6.4),

It is worth noticing however that it was observed in [249], following the method
of [138] that the periodic BO solitary waves could be spectrally transversally
unstable for some ranges of frequencies. This deserves further investigations.

6.6 Modified BO and ILW Equations

It is well known that a real solution of the focusing modified KdV equation

vt + 6v2vx + vxxx = 0

is sent by the Miura transform

u = v2 + ivx
to a complex solution of the KdV equation

ut + 6uux + uxxx = 0.

It turns out that a similar fact holds for the BO and ILW equations, see
[165, 213, 214, 239] and specially [243] to which we refer for an explanation of
the mathematical origin of the MILW equation.

The modified ILW and BO equations write respectively

vt + βvx(ev − 1)+ 1

δ
vx + vxT (vx)+ T (vxx) = 0, (6.6)

qt + αqx(eq − 1)+ qxH(qx)+H(qxx) = 0, (6.7)

where α, β are real constants.
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Remark 25 We are not aware of results on the Cauchy problem for (6.7) or (6.6) by
PDE methods.

Both Eqs. (6.7) and (6.6) are integrable soliton equations. In particular the MILW
possesses an infinite number of conserved quantities, [239], a linear scattering
theory [239], a Bäcklund transform [213, 239] and multi-soliton solutions, [213].
The formal IST for the MBO and MILW is studied in [243, 244] respectively.

One can check, see [243] that the Miura type transformation

u = 1

2
{T (vx)+ β(ev − 1)+ ivx}

maps real-valued solutions of (6.6) with α = −β into complex-valued solution of
the ILW equation.

A similar transformation holds in the BO case, see [244].

6.7 Higher Order BO and ILW

Higher order BO and ILW equations (as higher order KdV) appear in two different
contexts.

1. First when going to next orders in the expansion of the two-layer system in the
ILW /BO regime, see Introduction. For instance, one gets in the notations of [61]
(see also [175] for a similar equation) the next equation in the BO regime

ut = ρh
2
1

2ρ2
1

A2H(uxx)+ 3
√

2

4ρ1
Auux

−
√

2

2
ε
ρh2

1

ρ2
1

A[∂x(uH(ux)+H∂x(uux)] + ε
2

(
ρ2h2

1

ρ2
1

− h
2
1

3

)
A2uxxx,

(6.8)

where A =
(
gρ1(ρ−ρ1)
h1

)1/2
, and where ρ > ρ1 are the densities of the two fluid

layers, h1 is the height of the upper layer, g the constant of gravity and ε > 0 is
a small parameter.

This process could actually be continued to obtain an infinite sequence of
higher order BO equations. It applies as well to the ILW equation, yielding the
following equation, in the above notations of [61], where here Th is the Fourier
multiplier with symbol −i coth(εh|ξ |), h being the depth of the lower layer:



146 J.-C. Saut

ut = ρh
2
1

2ρ2
1

A2Th(uxx)+ 3
√

2

4ρ1
Auux−

√
2

2
ε
ρh2

1

ρ2
1

A[∂x(uTh(ux)+ Th∂x(uux)] − ε
2

(
ρ2h2

1

ρ2
1

(Th)2 + h
2
1

3

)
A2uxxx.

(6.9)

An equation like (6.8) was also derived in [167] where a solitary-wave
solution of the equation is obtained by means of a singular perturbation method.
The characteristics of the solution are discussed in comparison with those for a
higher-order BO equation of the Lax type, see next section.

2. Second, one gets a hierarchy of (integrable) higher order BO or ILW equations
by considering the Hamiltonian flows of the successive conservation laws, see
e.g. [165].

For instance, the next equations in the hierarchy are for the ILW and BO equation
given respectively by

ut = ∂xgrad I4(u)

and

ut = ∂xgrad J4(u),

where I4 and J4 were defined in chapter “Wave Turbulence and Complete Integra-
bility”, that is

ut − 3u2ux + 4uxxx + 3(uHux)x + 3H(uux)x = 0 (6.10)

and

ut − 3u2ux − 3(uT ux)x − 3T (uxx)+ uxxx − 3T 2(uxxx)

−1

δ
[18uux + 9T uxx] − 3

δ2
ux = 0 (6.11)

We are not aware of rigorous results on (6.10), (6.11) by IST methods.
On the other hand, it was shown in [231] that (6.8) is quasilinear in the sense that,

as for the BO equation, the flow map cannot be C2 in any Sobolev spaceHs(R), s ∈
R (the proof applies as well to (6.10)). In [148] the Cauchy problem for (6.8) is
proven to be locally well-posed in Hs(R), s ≥ 2 and in some weighted Sobolev
spaces.

This result was significantly improved in [200] where the global well-posedness
of (6.8) was established in Hs(R), s ≥ 1, and thus in particular in the energy space
H 1(R). The main difficulty is of course to obtain the local well-posedness inH 1(R).

This is achieved by introducing, as in [254], a gauge transformation that weakens
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the high-low frequency interactions in the nonlinear terms. Such a transformation
was already used in [148] to obtain the H 2 well-posedness but it is combined here
with a Besov version of Bourgain spaces, together with the full Kato smoothing
effect for functions that are localized in space frequencies.

Another result in [200] concerns the limiting behavior of solutions uε when
ε → 0. A direct standard compactness method (as used for instance in the BO-
Burgers equation in the zero dissipation limit) does not seems to work since the two
leading terms (of order one) in the Hamiltonian I4 have opposite signs. However it
is shown that the solution of (6.8) converges in L∞(0, T ;H 1(R)),∀T > 0 to the
corresponding solution of BO as ε → 0 provided the ratio of density ρ1

ρ
equals 1√

3
.

This shortcoming of (1.2) might not occur when using the method of [38] to
derive asymptotic models of internal waves since it is more flexible and leads to
(equivalent in the sense of consistency) families of models. In particular at least one
member of the family of higher order BO equations might contain one for which the
limit to BO holds, for any ratio of densities.

As mentioned in [200], it is likely that the previous results hold true for the higher
order ILW equation (6.9).

We are not aware of similar results for the next equations in the BO or ILW
hierarchy (6.10) and (6.11) but it is likely that the method in [200] could be applied.

For any of those higher order equations ((6.10), (6.11), (6.8), (6.9)) questions
about existence and stability of solitary wave solutions seem to be widely open
except for the Lax hierarchy of the BO equation for which Matsuno [170] has
established the Lyapunov stability of the N-soliton in the hierarchy, using in
particular results from the IST. One should also mention [167] where by using a
multisoliton perturbation theory it is proven analytically that the overtaking collision
between two-solitary waves exhibits a phase shift, the amplitudes being not altered
after interaction.

Remark 26 Concerning the periodic problem, Tanaka [253] has recently proven that
the Cauchy problem for third order type Benjamin-Ono equations is locally well
posed in Hs(T), s > 5

2 .

6.8 Interaction of Solitary Waves

As noticed in [263] where one can find a nice overview of the subject and a fascinat-
ing analysis of observed (via imaging technique) oblique wave-wave interactions on
internal waves in the strait of Georgia, “although nonlinear interactions that occur
when two large internal waves collide at oblique angles are often observed in the
natural world, quantitative and theoretical aspects of these interactions are only
poorly understood”.

This important topic has been first extensively studied for shallow water gravity
waves, mainly in the context of the KP-II equation. Although KP-II has no fully
localized solitary wave solutions [44], it has a large variety of two-dimensional exact
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solutions, those wave patterns being generated by nonlinear interactions among
several obliquely propagating solitary waves. In particular the resonant interactions
among those solitary waves play a fundamental role in multidimensional wave
phenomenon, leading to very complicated patterns. We refer for instance to
[34, 52, 245] and to the book [135] and the references therein for an extensive
description of those waves. We also refer to [267] for a study of the direct scattering
theory for KP II on the background of a line soliton.

It is worth noticing that some of those patterns look very much like real observed
waves [2] and the classical picture below of interaction of line solitons on the
Oregon coast.

According to [184, 185] the oblique interaction of solitary waves propagating at
different directions n1 and n2 can be classified into two types. The first one occurs
when the two solitary waves propagate in almost the same direction ( 1−n1.n2 $ ε
where ε is the ratio between a typical amplitude of the waves and a typical depth
of the fluid) ) and interact for a relatively long time (strong interaction). The second
type corresponds to the interaction of solitary waves propagating in almost opposite
directions (1 − n1.n2 � O(ε)) and hence the interaction is relatively short (weak
interaction).

Typically the two waves evolves according to their own one-dimensional equa-
tion (KdV for surface waves ILW or BO for internal waves) in the case of weak
interactions and according to a KP-II like equation in the case of strong interactions.
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Such exact multiline solitons are not known to exist for the BO and ILW versions
of the KP equation since they are not integrable. Nevertheless it makes prefect sense
to look for oblique interactions of internal line solitons. Most of the existing work
consists in numerical simulations.

For internal waves the question of oblique interaction of solitary waves has been
addressed in particular by Oikawa and Tsuji, in the context of BO (infinite depth)
[220, 256] and ILW (finite depth [257]). One finds in [256] numerical simulations
of the strong interaction of nonlinear long waves whose propagation directions are
very close to each other. Two initial settings are considered, first a superposition
of two BO solitons with the same amplitude and with different directions, and the
second one is an oblique reflection of a BO soliton at a vertical wall. It is observed
that the Mach reflection does occur for small incident angles and for some incident
angles very large stem waves (see below) are observed.

The case of finite depth is considered in [257] under the assumption of a small
but finite amplitude. When the angle θ between the wave normals of two solitons
is not small, it is shown by a perturbation method that in the lowest order of
approximation the solution is a superposition of two ILW solitons and in the next
order of approximation the effect of the interaction appears as position phase shifts
and as an increase in amplitude at the interaction center of two solitons. When θ is
small, it is shown that the interaction is described approximately by (6.4). By solving
it numerically for a V-shaped initial wave that is an appropriate initial value for the
oblique reflection of a soliton due to a rigid wall, it is shown that for a relatively
large angle of incidence θ the reflection is regular, but for a relatively small θ the
reflection is not regular and a new wave called stem is generated. The results are
also compared with those of the Kadomtsev-Petviashvili (KP) equation and of the
two-dimensional Benjamin-Ono equation (6.3).

Remark 27 Recall that BO or ILW equations have the limitation of weak nonlinear-
ity. Other internal waves models without the assumption of weak non-linearity have
been derived in [57, 175]. The system derived in [57] has solitary wave solutions
which are in good agreement with the experimental results in [136].

On the other hand, we recall that Matsuno in particular, [166, 175], has extended
the (formal) analysis leading to the BO equation to next order in amplitude and
derived a higher order equation similar to a higher order BO equation, namely, say
for the wave elevation:

ζt + ζx + 3

2
αζζx + 1

2
αδHζxx − 3

8
α2ζ 2ζx

+ 1

2
σαδ

[
5

4
ζHζxx + 9

4
H(ζζx)x

]
− 3

8

(
σ 2 − 4

9

)
δ2ζxxx = 0, (6.12)

where here σ = ρ1
ρ2

is the ratio of densities, α = a
h

the ratio of a typical amplitude of

the wave over the depth of the upper layer and δ = h
l

is the ratio of h over a typical
wavelength.



150 J.-C. Saut

The same issues of transverse stability of 1D- solitary waves or of interaction of
line solitons arise for those higher order models but have not be addressed yet as far
as we know.

The situation is different when considering the interaction of long internal gravity
waves propagating on say two neighborhood pycnoclines in a stratified fluid, see
[156, 157] where a system of coupled ILW equations is derived. We refer to [83, 84]
for the shallow-water regime, leading to a system of coupled KdV or KP-II type
equations.

For deep water systems, Grimshaw and Zhu [91] have shown that in the strong
interaction case, each wave is governed by its own ILW equation (BO equation
in the infinite depth case), the main effect being a phase shift of order O(ε), ε
measuring the wave amplitude. In the case of weak interactions, and when �1,�2
are of order O(ε), the interaction is governed by a coupled two-dimensional KP-II
type ILW or BO equations. Here �1 = |cm/cn − cos δ|,�2 = |cn/cm − cos δ|,
where δ is the angle between the two directions of propagation and cm, cn are the
linear, long wave speeds for wave with mode numbers m, n. We refer to [151] for a
mathematical study of those systems.

In any case the rigorous mathematical analysis of oblique interactions of internal
waves deserves further investigations.
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Inverse Scattering and Global
Well-Posedness in One and Two Space
Dimensions

Peter A. Perry

1 Introduction

These notes are a considerably revised and expanded version of lectures given at the
Fields Institute workshop on “Nonlinear Dispersive Partial Differential Equations
and Inverse Scattering” in August 2017. These lectures, together with lectures of
Walter Craig, Patrick Gerard, Peter D. Miller, and Jean-Claude Saut, constituted a
week-long introduction to recent developments in inverse scattering and dispersive
PDE intended for students and postdoctoral researchers working in these two areas.

The goal of my lectures was to give a complete and mathematically rigorous
exposition of the inverse scattering method for two dispersive equations: the
defocussing cubic nonlinear Schrödinger equation (NLS) in one space dimension,
and the defocussing Davey-Stewartson II (DS II) equation in two space dimensions.
Each is arguably the simplest example in its class since neither admits solitons;
moreover, the long-time behavior of solutions to each equation has been rigorously
deduced from inverse scattering [17, 36, 38]. Inverse scattering for the defocussing
NLS provides an introduction to the Riemann-Hilbert method further discussed in
the contribution of Dieng, McLaughlin and Miller in this volume [19]. Inverse scat-
tering for the defocussing Davey-Stewartson II equation provides an introduction
to the ∂-methods used extensively in two-dimensional inverse scattering (see, for
example, the surveys [10, 23, 27], the monograph [1], and references therein).

In Lecture 1 (Sect. 2), I give an overview of the inverse scattering method for
these two equations, focusing on the formal (i.e., algebraic) aspects of the theory. I
motivate the solution formulas given by inverse scattering, seen as a composition of
nonlinear maps and a linear time-evolution of scattering data.
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In Lecture 2 (Sect. 3), I analyze inverse scattering for the defocussing cubic NLS
in one dimension in depth, based on the seminal paper of Deift and Zhou [17]. We
study the direct map via Volterra integral equations for the Jost solutions for the
operator (2.6), and the inverse map via the Riemann-Hilbert Problem 2.3 using the
approach of Beals and Coifman [7].

In Lecture 3 (Sect. 4), I discuss the inverse scattering method for the Davey-
Stewartson II equation in depth. This lecture has been completely rewritten in light
of the recent work of Nachman et al. [36] which introduced a number of new
ideas and techniques from harmonic analysis and pseudodifferential operators to
the study of scattering maps. Using these techniques, the authors proved that the
defocussing DS II equation is globally well-posed in L2(R) and that all solutions
scatter to solutions of the associated linear problem. Their results significantly
improve earlier work of mine [38], which proved global well-posedness of the
defocussing DS II equation in the weighted Sobolev space H 1,1(R) and obtained
large-time (dispersive) asymptotics of solutions in L∞-norm. In the revised Sect. 4,
I give a pedagogical proof of the results in [38] using some of the ideas of [36] to
streamline proofs significantly.

At the end of each lecture, I’ve added exercises which supplement the text and
develop key ideas.

I hope that these lectures will appeal to a wide audience interested in recent
progress in this rapidly developing field.

2 Introduction to Inverse Scattering

Among dispersive PDE’s that describe wave propagation are the completely inte-
grable PDE’s. These equations—which include the Korteweg-de Vries and cubic
NLS equations in one space dimension, and the Davey-Stewartson and Kadomtsev-
Petviashvilli equation in two space dimensions—are equivalent to simple linear
flows by conjugation with an invertible, nonlinear map adapted to the PDE and
very strongly dependent on its special structure. This nonlinear map is called a
scattering transform and serves the same function for these equations that the
Fourier transform does for the linear Schrödinger equation.

To understand what this means, let’s consider the Cauchy problem for linear
Schrödinger equation in one dimension.

⎧⎪⎨
⎪⎩
i
∂q

∂t
+ ∂

2q

∂x2
= 0,

q(x, 0) = q0(x).

(2.1)
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assuming for simplicity that q0 ∈ S (R). The Fourier transform

(Fq) (ξ) = q̂(ξ) =
∫
e−ixξ f (x) dx

reduces the Cauchy problem (2.1) to the trivial flow

i
∂

∂t
q̂(ξ, t) = |ξ |2q̂(ξ, t)

leading to the solution formula

q(x, t) = 1

2π

∫
R

eitθ q̂0(ξ) dξ, θ0(ξ ; x, t) = ξx/t − ξ2. (2.2)

We can also write the solution as q(t) = eit�q0 where eit� is the solution operator

(
eit�f

)
(x) = F−1

(
e−it ( · )2 (Ff )

)
(x). (2.3)

Since the phase function θ0 in (2.2) has a single, nondegenerate critical point at
ξ0 = x/2t , the solution has large-time asymptotics

q(x, t) ∼ 1√
4πit
eix

2/(4t)q̂0

( x
2t

)
+O

(
t−3/4

)
.

The map F is linear, has a well-behaved and explicit inverse, and yields
a well-behaved solution formula that extends to initial data in Sobolev spaces.
The representation formula, combined with stationary phase methods, leads to a
complete description of long-time asymptotic behavior.

Similar results may be obtained for integrable systems provided that the scat-
tering transforms are well-controlled and have well-behaved inverses. In these
lectures we will discuss two examples in depth: the defocussing, cubic nonlinear
Schrödinger equation in one space dimension, and the defocussing Davey-Stewart-
son II equation in two space dimensions. Neither of these equations admits solitons,
so that the dynamics are purely dispersive.

In each case, the scattering transform is the “next best thing to linear”: it is a
diffeomorphism when restricted to appropriate function spaces (and, in each case,
its Fréchét derivative at zero is a Fourier-like transform—see Remarks 3.4 and 3.14
for the NLS scattering maps, and see (4.44) and the accompanying discussion for
the DS II scattering map). It also has global Fourier-like properties which facilitate
the analysis of large-time asymptotics of the solution.
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2.1 The Defocussing Cubic Nonlinear Schrödinger Equation

Zakharov and Shabat [46] showed that the Cauchy problem for the cubic nonlinear
Schrödinger equation

⎧⎪⎨
⎪⎩
i
∂q

∂t
+ ∂

2q

∂x2 − 2|q|2q = 0

q(x, 0) = q0(x)

(2.4)

is integrable by inverse scattering. To describe the direct and inverse scattering
maps, we will follow the conventions of [19]. These conventions differ slightly but
inessentially from those of Deift [16] and Deift-Zhou [17].1

Equation (2.4) is the consistency condition for the overdetermined system

⎧⎨
⎩
"x = −iλσ3" + Q1",

"t =
(
−2iλ2σ3 + 2λQ1 + Q2

)
"

(2.5)

where

Q1 =
(

0 q

q 0

)
, Q2 =

(−i|q|2 iqx
−iqx i|q|2

)

and " is an unknown 2 × 2 matrix-valued function of (x, t). Note that the first of
equations (2.4) is an eigenvalue problem for the self-adjoint operator

L := iσ3
d

dx
+ Q(x), σ3 :=

(
1 0
0 −1

)
, Q(x) =

(
0 −iq(x)
iq(x) 0

)
(2.6)

acting on L2(R,M2(C)), the square-integrable, 2 × 2-matrix valued functions (see
Exercise 2.7). This equation is sometimes called the ZS-AKNS equation after the
fundamental papers of Ablowitz et al. [2] and Zakharaov-Shabat [46]. Note that,
if q = 0, the operator L has continuous spectrum on the real line and bounded,
matrix-valued eigenfunctions "0(x, λ) = e−iλxσ3 .

The scattering transform of q ∈ L1(R) is defined as follows. There exist unique
2 × 2 matrix-valued solutions "±(x, λ) of Lψ = λψ with

lim
x→±∞"

±(x, λ)eixλσ3 = I, (2.7)

1Deift and Zhou write the ZS-AKNS equation as ψx = iλσψ + Q1ψ where σ = (1/2)σ3. This
results in various sign changes and changes in factors of 2 throughout. The conventions of [19]
also make the scattering maps linearize to antilinear Fourier-type transforms, whereas those of
[17] linearize to the usual Fourier transform.
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where I denotes the identity matrix. Matrix-valued solutions of Lψ = λψ have
the properties that (1) detψ(x) is independent of x and (2) any two nonsingular
solutions ψ1 and ψ2 are related by ψ1 = ψ2A for a constant matrix A (see
Exercises 3.10 and 3.11). For this reason, there is a matrix T (λ) with

"+(x, λ) = "−(x, λ)T (λ). (2.8)

Clearly det T (λ) = 1 and, by a symmetry argument (see Exercises 3.13 and 3.14),

T (λ) =
(
a(λ) b(λ)

b(λ) a(λ)

)
, |a(λ)|2 − |b(λ)|2 = 1 (2.9)

The direct scattering map is the map R : q → r where

r(λ) = −b(λ)/a(λ). (2.10)

The direct scattering map linearizes the flow (2.4) in the sense that, if q(x, t) solves
the initial value problem (2.4) with initial data q0 and r0 = R(q0), then

R (q( · , t)) (λ) = e4itλ2
r0(λ).

We give a heuristic proof of this law of evolution, based on the Lax representa-
tion (2.5), at the beginning of Sect. 3.4.

The inverse of R is determined as follows. Denote byψ(x, z) a solution to Lψ =
zψ , written as

d

dx
ψ = −izσ3ψ + Q1(x)ψ, Q1(x) =

(
0 q(x)

q(x) 0

)
,

where z ∈ C, and factor ψ(x, z) = M(x, z)e−ixzσ3 . Then M obeys the differential
equation

d

dx
M(x, z) = −iz ad σ3 (M(x, z))+ Q1(x)M(x, z) (2.11)

where, for a 2 × 2 matrix A,

ad σ3(A) = [σ3, A] .

One can show that (2.11) admits special solutions, the Beals-Coifman solutions,
which are piecewise analytic in C \ R, have distinct boundary values M±(x, λ) on
R, and for each z obey the asymptotic conditions

M(x, z)→ I as x →+∞, M(x, z) is bounded as x →−∞.
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The Beals-Coifman solutions are unique and, moreover, q(x) can be recovered from
their asymptotic behavior:

q(x) = lim
z→∞ 2izM12(x, z). (2.12)

The boundary values satisfy a jump relation

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

M+(x, λ) = M−(x, λ)V(λ; x),

V(λ; x) =
(

1 − |r(λ)|2 −r(λ)e−2iλx

r(λ)e2iλx 1

)
.

(2.13)

The asymptotics of M(x, z) together with the jump relation (2.13) define a Riemann-
Hilbert problem for M(x, z), which we write as M(z; x) to emphasize that x plays
the role of a parameter in the RHP.

Riemann-Hilbert Problem 2.1 For given r , and x ∈ R, find M(z; x) so that

(i) M(z; x) is analytic in C \ R for each x,
(ii) limz→∞ M(z; x) = I,

(iii) M(z; x) has continuous boundary values M±(λ; x) on R

(iv) The jump relation

M+(λ; x) = M−(λ; x)V (λ; x), V(λ; x) =
(

1 − |r(λ)|2 −r(λ)e−2iλx

r(λ)e2iλx 1

)

holds.

Remark 2.2 In condition (ii) above, the limit is meant to be uniform in proper
subsectors of the upper and lower half planes. That is, for any ε > 0,

lim
R→∞ sup

|z|�R
arg(z)∈(α,β)

(M(z; x)− I) = 0

if (α, β) is a proper subinterval of (0, π) or (π, 2π).

The inverse scattering map I : r → q determined by Riemann-Hilbert
Problem 2.1 and the reconstruction formula (2.12).

Thus, to implement the solution formula

q(x, t) = I
(
e4i( · )2tR(q0)( · )

)
(x), (2.14)

we compute the scattering transform r0 = R(q0) and solve the following Riemann-
Hilbert problem (RHP).
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Riemann-Hilbert Problem 2.3 For given r0 and parameters x, t , find M(z; x, t)
so that

(i) M(z; x, t) is analytic in C \ R for each x, t ,
(ii) limz→∞ M(z; x, t) = I,

(iii) M(z; x, t) has continuous boundary values M±(λ; x, t) on R

(iv) The jump relation

M+(λ; x, t) = M−(λ; x, t)V(λ; x, t),

V(λ; x, t) =
(

1 − |r0(λ)|2 −r0(λ)e−2itθ

r0(λ)e
2itθ 1

)

holds, where

θ(λ; x, t) = 2λ2 + xλ/t. (2.15)

Given the solution of RHP 2.3, we can then compute

q(x, t) = lim
z→∞ 2izM12(z; x, t)

where the limit is meant in the sense of Remark 2.2.
Denote by S (R) the Schwartz class functions on R and let

S1(R) = {r ∈ S (R) : ‖r‖∞ < 1} .

Beals and Coifman [7] proved:

Theorem 2.4 Suppose that q0 ∈ S (R). Then r0 ∈ S1(R), RHP 2.3 has a unique
solution for each x, t ∈ R, and (2.14) defines a classical solution of the Cauchy
problem (2.4).

We will give a complete proof of Theorem 2.4 in Sect. 3.4.
The solution formula (2.14) defines a continuous solution map provided that its

component maps are continuous. To describe the mapping properties of R and I,
we define

H 1,1(R) :=
{
f ∈ L2(R) : f ′, xf ∈ L2(R)

}
(2.16)

and

H
1,1
1 (R) :=

{
f ∈ H 1,1(R) : ‖f ‖∞ < 1

}
.

Note that H 1,1
1 (R) is an open subset of H 1,1(R) since ‖f ‖∞ � c ‖f ‖H 1,1 (see

Exercise 3.2). The following result is proved by Deift and Zhou in [17, §3] and also
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follows from Zhou’s analysis [47] of Sobolev mapping properties of the scattering
transform.

Theorem 2.5 ([17]) The maps R : H 1,1(R) → H
1,1
1 (R) and I : H 1,1

1 (R) →
H 1,1(R) are Lipschitz continuous maps with R ◦ I = I ◦R = I .

A consequence of Theorems 2.4, 2.5, and local well-posedness theory for the
NLS is:

Theorem 2.6 The Cauchy problem 2.4 is globally well-posed in H 1,1(R) with
solution (2.14).

Theorem 2.6 is of interest not because of the global well-posedness result: far
superior results are available through PDE methods—see, for example, [34] and
[42] and references therein—and most recently through a very different approach to
complete integrability pioneered by Koch-Tataru [32], Killip-Visan-Zhang [30], and
Killip-Visan [31] which give conserved quantities and well-posedness results in the
presence of very rough initial data. Rather, Theorem 2.6 is of interest because the
solution map so constructed can be used to study large-time asymptotics of solutions
with initial data inH 1,1(R). Deift and Zhou [17] gave a rigorous proof of long-time
dispersive behavior for the solution of (2.4), motivated by formal results of Zakharov
and Manakov [45]. Their proof is an application of the Deift-Zhou steepest descent
method [15]. Dieng and McLaughlin [18] gave a different proof using the ‘∂-
steepest descent method’ and obtained a sharp remainder estimates. This result
is discussed in a companion paper by Dieng, McLaughlin and Miller in this
volume [19].

Theorem 2.7 ([19]) The unique solution to (2.4) with initial data q0 ∈ H 1,1(R)

has the asymptotic behavior

q(x, t) ∼ t−1/2α(z0)e
ix2/(4t)−iν(z0) log(2t) +O

(
t−3/4

)

where z0 = −x/(4t), ν(z) = − 1

2π
log
(
1 − |r(z)|2), |α(z)|2 = ν(z)/2, and

argα(z) = 1

π

∫ z
−∞

log(z− s) d
(

log
(

1 − |r(s)|2
))

+ π
4
+ arg(iν(z))+ arg r(z).

The remainder term is uniform in x ∈ R.

2.2 The Defocussing Davey-Stewartson II Equation

The Cauchy problem for the defocussing Davey-Stewartson II (DSII) equation is
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
iqt + 2(∂2

z + ∂2
z )q + (g + g)q = 0,

∂zg = −4∂z
(
|q|2
)
,

q(z, 0) = q0(z).

(2.17)

Here z = x1 + ix2 and

∂z = 1

2

(
∂

∂x1
+ i ∂
∂x2

)
, ∂z = 1

2

(
∂

∂x1
− i ∂
∂x2

)
.

Here and in what follows, the notation f (z) for a function of z = x1 + ix2 does not
imply that f is an analytic function of z.

Ablowitz and Segur [3, Chapter 2, §2.1.d] showed that the Davey-Stewartson
II equation is completely integrable. The solution of DS II by inverse scattering
was developed by Beals-Coifman [6, 8, 9] and Fokas-Ablowitz [21–23]. A rigorous
analysis of the scattering maps, including the case q0 ∈ S (R2) was carried out by
Sung in a series of three papers [39–41].

The DSII flow is linearized by a zero-energy spectral problem for the operator

L =
(
∂z 0
0 ∂z

)
− Q(z), Q(z) =

(
0 q(z)

q(z) 0

)
. (2.18)

To define the scattering transform for q ∈ S (R2), we look for solutions

(
ψ1(z, k)

ψ2(z, k)

)
=
(
m1(z, k)eikz

m2(k, z)eikz

)

of Lψ = 0, where kz denotes complex multiplication of k = k1 + ik2 by z = x1 +
ix2. We assume that m1(z, k)→ 1 and m2(z, k)→ 0 for each k ∈ C as |z| → ∞.
Such unbounded solutions ψ1, ψ2 are sometimes called complex geometric optics
(CGO) solutions and were introduced in scattering theory by Faddeev [20]. An easy
computation shows that

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂zm
1(z, k) = q(z)m2(z, k),

(∂z + ik)m2(z, k) = q(z)m1(z, k),

lim|z|→∞(m
1(z, k),m2(z, k)) = (1, 0).

(2.19)

The system (2.19) is formally equivalent2 to a system of integral equations:

2Convolution with (πz)−1 (resp. (πz)−1) is a formal inverse to ∂z (resp. ∂z). See Sect. 4.1,
Eqs. (4.7) and (4.8) and the accompanying discussion and references.
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⎧⎪⎪⎨
⎪⎪⎩
m1(z, k) = 1 + 1

π

∫
C

1

z− wq(w)m
2(w, k) dw

m2(z, k) = 1

π

∫
C

e−k(z− w)
z− w q(w)m1(z, k) dw

(2.20)

where

ek(z) = ei(kz+kz). (2.21)

For q ∈ S (R2), m1 and m2 admit large-z expansions of the form

m1(z, k) ∼ 1 +
∑
j�1

aj (k)

zj
,

m2(z, k) ∼ e−k(z)
∑
j�1

bj (k)

zj
.

The scattering transform Sq of q ∈ S (R2) is −ib1(k). From the integral
equations (2.20) we can see that

(Sq) (k) = − i
π

∫
C

ek(z)q(z)m
1(z, k) dz. (2.22)

This map is a perturbation of the antilinear ‘Fourier transform’

(Faq) = − i
π

∫
C

ek(z)q(z) dz

which satisfies Fa ◦Fa = I . We will see that, remarkably, the same holds for S . The
scattering transform S linearizes the DSII equation (2.17) in the following sense: if
q(z, t) solves (2.17) and q( · , t) ∈ S(R2) for each t , then

S(q( · , t))(k) = e2i(k2+k2)tS(q0))(k).

Thus, a putative solution by inverse scattering is given by

q(z, t) = S−1
(
e2i(( · )2+( · )2) (Sq0) (k)

)
(z). (2.23)

To implement the solution formula (2.23), we compute the scattering transform
s(k) = S(q0)(k) and, for each t , solve the system
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⎧⎨
⎩

∂kn
1(z, k, t) = s(k)e2i(k

2+k2)tn2(z, k, t)

(∂k + iz) n2(z, k, t) = s(k)e−2i(k2+k2)tn1(z, k, t).

(2.24)

The solution q(z, t) is given by

q(z, t) = − i
π

∫
C

eitϕs(k)n1(z, k, t) dk. (2.25)

where

ϕ(k; z, t) = 2
(
k2 + k2

)
− kz+ kz

t
.

The results of Beals-Coifman, Fokas-Ablowitz, and Sung imply the following
analogue of Theorem 2.4.

Theorem 2.8 Suppose that q0 ∈ S(R2). Then Sq0 ∈ S(R2). Moreover, the
system (2.24) has a unique solution for each (z, t), and (2.25) defines a classical
solution of the Cauchy problem 2.17.

Nachman et al. [36] proved the following remarkable result on the scattering
transform S . Recall that the Hardy-Littlewood maximal function of f ∈ Lp(Rn),
1 � p �∞, is given by

(Mf ) (x) = sup
r>0

1

|B(x, r)|
∫
B(x,r)

|f (y)| dy,

where B(x, r) denotes the ball of radius r about x ∈ R
n and |A| denotes the

Lebesgue measure of the measurable set A ⊂ R
n. For q ∈ L2(R2), set

q̂(k) = 1

π

∫
ek(z)q(z) dz.

Theorem 2.9 ([36]) The scattering transform S extends to a diffeomorphism from
L2(R2) onto itself with S ◦ S = I . Moreover, the following estimates hold:

(i) ‖Sq‖L2(R2) = ‖q‖L2(R2)

(ii) |(S(q)) (k)| � C (‖q‖L2

) |Mq̂(k)|
Theorem 2.9 considerably extends earlier work of Brown [11] and Perry [38],

who considered the scattering map respectively for small data in L2(R2) and data
in a weighted space H 1,1(R2) analogous to the space H 1,1(R) for the NLS. It also
illuminates other work of Astala et al. [4] and Brown et al. [12] on the Fourier-like
mapping properties of S . The maximal function estimate is particularly important
for the analysis of scattering since it implies that the solution of DSII by inverse
scattering is bounded pointwise by a maximal function for the solution of the linear
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problem. This means, for example, that Strichartz-type estimates for the linear
problem imply Strichartz-type estimates for the nonlinear problem.

As a consequence of Theorems 2.8 and 2.9, Nachman, Regev, and Tataru obtain a
complete characterization of the dynamics for DSII. Denote by U(t) the (nonlinear)
solution operator for (2.17), and by V (t) the solution operator for the linearization
of (2.17) at q = 0, i.e.,

⎧⎨
⎩
vt + 2

(
∂2
z + ∂2

z

)
v = 0,

v(z, 0) = v0(z).
(2.26)

Theorem 2.10 ([36]) The Cauchy problem for (2.17) is globally well-posed in
L2(R2) with

‖q(t)‖L2(R2) = ‖q(0)‖L2(R2)

for all t . Moreover, all solutions scatter in the sense that, for any q0 ∈ L2(R2), there
is a function v0 ∈ L2(R2) so that

lim
t→±∞‖U(t)q0 − V (t)v0‖L2 = 0.

The function v0 is given by

v0 = FaSq0.

Note that the scattering is trivial because the t → −∞ (past) and t → +∞
(future) asymptotes are the same.

Perry [38] obtained pointwise asymptotics under somewhat more restrictive
conditions on the initial data. Let

H 1,1(R2) =
{
q ∈ L2(R2) : ∇q, | · |q( · ) ∈ L2(R2)

}
. (2.27)

Theorem 2.11 Suppose that q0 ∈ L1(R2)∩H 1,1(R2) and that (Sq0) (0) �= 0. Then

q(x, t) ∼ v(z, t)+ o
(
t−1
)

where v(z, t) solves the linearized equation (2.26) with initial data v0 = FaSq0.

Exercises for Sect. 2 In the following exercises, the Fourier transforms F and F−1

are defined by

(Ff ) (ξ) =
∫
e−ixξ f (x) dx (2.28)
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(
F−1g

)
(x) = 1

2π

∫
eixξ g(ξ) dξ. (2.29)

Exercise 2.1 Show that, with the conventions (2.28) and (2.29),

F(f ∗ g)(ξ) = (Ff ) (ξ) (Fg) (ξ).

Exercise 2.2 Suppose that f (x) = e−zx2
for some z with Re z > 0. Show that

(Ff ) (ξ) =
√
π

z
e−ξ2/4z.

Use the formula ∫ ∞

−∞
e−zx2

dx =
√
π

z

and made a contour shift in the integration.

Exercise 2.3 The distribution inverse Fourier transform of e±itξ2
may be computed

as

F−1
(
e±itξ2

)
= lim
ε→0+

F−1
(
e±itξ2

e−εξ2
)
.

Using the result of Exercise 2.2, show that

F−1
(
e±itξ2

)
= 1√∓4πit

e∓ix2/(4t)

where we take the principal branch of the square root function.

Exercise 2.4 Use the result of Exercise 2.3 and the convolution theorem from
Exercise 2.1 to show from the solution formula (2.2) that

q(x, t) = 1√
4πit

∫ ∞

−∞
ei(x−y)2/(4t)q0(y) dy

for q0 ∈ S (R).

Exercise 2.5 Suppose that ψ is a twice continuously differentiable, N ×N matrix-
valued solution to the system

ψx = A(x, t)ψ
ψt = B(x, t)ψ
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where A(x, t) and B(x, t) are continuously differentiable N × N matrix-valued
functions of x, t . Suppose further that detψ(x, t) �= 0 for all (x, t). Show that

At − Bx + [A,B] = 0.

Hint: cross-differentiate the equations and use the equality ψtx = ψtx (Clairaut’s
Theorem).

Exercise 2.6 A fundamental solution of (2.5) is a twice-differentiable 2×2 matrix-
valued solution ψ(x, t) with detψ(x, t) �= 0 for all (x, t). Using the result of
Exercise 2.5, show that if (2.5) admits a fundamental solution for a given smooth
function q(x, t), then q(x, t) solves (2.4).

Exercise 2.7 Let L be the operator (2.6). Show that, for any smooth, compactly
supported, 2 × 2 matrix-valued functions ψ(x) and ϕ(x), the identity (ψ,Lϕ) =
(Lψ, ϕ) holds, where the inner product is defined by

(ψ, φ) =
∫
R

Tr
(
ψ∗(x)φ(x)

)
dx.

Exercise 2.8 Consider the alternative Lax representation (from the original paper
of Zakharov and Shabat [46])

L =
(
i∂x q

q −i∂x
)

B =
(

2i∂2
x − i|q|2 qx + 2q∂x
qx + 2q∂x −2i∂2

x + i|q|2
)

Show that (2.4) is equivalent to the operator identity

L̇ = [B,L].

Remark The operator L is formally self-adjoint and B is formally skew-adjoint.
This structure corresponds to the Lax representation for KdV.

Exercise 2.9 Suppose given a family of smooth solutions ψ1(z, k, t), ψ2(z, k, t)

of (4.3)–(4.4), indexed by k ∈ C, so that3

(i) limk→∞ e−ikz+ik
2tψ1(z, t, k) = 1,

(ii) limk→∞ e−ikz+ik
2tψ2(z, t, k) = 0,

(iii) for each (t, z), ψ2(z, k, t) �= 0 for at least one k.

3These conditions are motivated by what one can actually prove about the solutions m1(z, k, t) =
e−ikz+ik2tψ1(z, k, t) and m2(z, k, t) = e−ikz+ik2tm2(z, k, t)!



Inverse Scattering and Global Well-Posedness 175

Cross-differentiate the first equations of (4.3) and (4.4) and equate mixed partials to
show that

− 2iε (q∂zq) ψ1 + (q̇ − igq)ψ2 =

2i

(
2εq∂zq + iεq∂zq + 1

2
∂zg

)
ψ1 + 2i

(
∂2
z q + ∂2

z q +
1

2
gq

)
ψ2 (2.30)

Conclude that the compatibility condition (2.17) holds. To be really thorough (!),
you should check that cross-differentiating the second equations of (4.3)–(4.4) gives
the same relation.

Hint: Use both equations (4.3) to eliminate z-derivatives of ψ1 and z-derivatives of
ψ2. Expressions involving ‘irreducible’ derivatives such as ∂zψ1 and ∂zψ2 should
cancel, leading to (2.30). Then use the asymptotic conditions to argue that the
coefficients of ψ1 and ψ2 must both be zero.

3 The Defocussing Cubic Nonlinear Schrödinger Equation

This lecture largely follows the analysis of Deift-Zhou [17, esp. §3] with a few
inessential changes. We will analyze the direct and inverse scattering maps for
NLS and, for completeness, give a proof of Beals-Coifman’s result that the solution
formula via inverse scattering generates a classical solution of the defocussing NLS
equation (2.4) if q0 ∈ S (R).

We will solve the NLS equation in the sense that we find a solution of the integral
equation

q(t) = eit�q0 − i
∫ t

0
ei(t−s)�

(
2|q(s)|2q(s)

)
ds (3.1)

on H 1(R), where eit� is the solution operator (2.3) for the linear Schrödinger
equation. Here

H 1(R) =
{
u ∈ L2(R) : u′ ∈ L2(R)

}
. (3.2)

Although (3.1) can be solved in much weaker spaces (see, for example [34] or [42,
Chapter 3]), the space H 1(R) will serve our purpose of showing that the inverse
scattering method produces a continuous solution map on H 1,1(R). The following
lemma shows that, to show that (2.14) solves (3.1), it suffices to show that (2.14)
produces a classical solution of (2.4) for initial data in S (R).

Lemma 3.1 Let q0 ∈ H 1(R) and suppose that {qn} is a sequence from S (R) with
‖qn − q0‖H 1 → 0 as n→∞. Suppose that qn(z, t) solves (3.1) with initial data qn
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and that qn(z, t)→ q(z, t) in the sense that supt∈(0,T ) ‖qn( · , t)− q( · , t)‖H 1 → 0
as n→∞. Then q(z, t) solves (3.1) with initial data q0.

We leave the proof as Exercise 3.6.

3.1 The Direct Scattering Map

In this subsection we’ll construct the direct scattering map by studying solutions
"± of the problem Lψ = λψ . Here L is the ZS-AKNS operator (2.6), ψ is 2 × 2
matrix-valued, λ ∈ R, and "± satisfy the asymptotic conditions

lim
x→±∞"

±(x, λ)eiλxσ3 = I.

It is well-known that the Jost solutions exist and are unique for q ∈ L1(R), and that
det"±(x, λ) = 1.

We begin with some reductions. A straightforward computation shows that for
any z ∈ C, the solution space of Lψ = zψ is invariant under the mapping

ψ(x, z) �→ σ1ψ(x, z)σ
−1
1 , σ1 =

(
0 1
1 0

)
(3.3)

(Exercise 3.13). From this symmetry and the uniqueness of Jost solutions, it follows
that the matrix-valued Jost solutions take the form

"(x, λ) =
(
"11(x, λ) "21(x, λ)

"21(x, λ) "11(x, λ)

)
(3.4)

and that the matrix T (λ) defined in (2.8) takes the form (2.9). From the relation
|a(λ)|2 − |b(λ)|2 = 1 it follows that |a(λ)| � 1, and that

r(λ) = −b(λ)/a(λ)

is a well-defined function with |r(λ)| < 1. We will prove:

Theorem 3.2 The map q �→ r is locally Lipschitz continuous from H 1,1(R) to
H

1,1
1 (R).

The approach we’ll take here is inspired by the analysis of the scattering
transform by Muscalu et al. in [35], which also contains an interesting discussion of
the Fourier-like mapping properties of the scattering transform. In order to obtain
effective formulas for the scattering data a(λ) and b(λ), we make the change of
variables

"+(x, λ) = e−iλxσ3 N(x, λ). (3.5)
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It follows from the equation L"+ = λ"+ that

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

d

dx
N(x, λ) =

(
0 e2iλxq(x)

e−2iλxq(x) 0

)
N(x, λ)

lim
x→+∞N(x, λ) = I

(3.6)

while, by (2.8),

lim
x→−∞N(x, λ) = T (λ). (3.7)

By the symmetry (3.4), we have

N(x, λ) =
(
N11(x, λ) N21(x, λ)

N21(x, λ) N11(x, λ)

)

so it suffices to construct N11 and N21. Equation (3.6) is equivalent to the integral
equation

N(x, λ) = I−
∫ ∞

x

(
0 e2iλyq(y)

e−2iλyq(y) 0

)
N(y, λ) dy

which has a convergent Volterra series solution for q ∈ L1(R). Indeed, setting

N11(x, λ) = a(x, λ), N21(x, λ) = b(x, λ),

we have

a(x, λ) = 1 +
∞∑
n=1

A2n(x, λ), (3.8)

b(x, λ) = −
∞∑
n=0

A2n+1(x, λ). (3.9)

Here

An(x, λ) =
∫
x<y1<y2<...<yn

Qn(y1, . . . , yn)e
2iλφn(y) dyn . . . dy1

where
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Qn(y1, . . . , yn) =

⎧⎪⎪⎨
⎪⎪⎩
∏m
j=1 q(y2j−1)q(y2j ), n = 2m,

q(y1)
∏m
j=1 q(y2j )q(y2j+1), n = 2m+ 1

and (with the convention that φ0 = 0)

φ2m(y1, . . . , y2m) =
m∑
j=1

(
y2j−1 − y2j

)
,

φ2m+1(y1, . . . , y2m+1) = −y1 + φ2m(y2, . . . , y2m+1)

= −φ2m(y1, . . . , y2m)− y2m+1

The bound ∫
y1<y2...<yn

|Qn(y)| dyn dyn−1 . . . dy1 �
‖q‖n1
n!

shows that the Volterra series converge uniformly in x ∈ R and q in bounded
subsets of L1(R). By (3.7) and dominated convergence, we obtain the following
representations of the maps q �→ a and q �→ b:

a(λ) = 1 +
∞∑
n=1

A2n(λ) (3.10)

b(λ) = −
∞∑
n=0

A2n+1(λ) (3.11)

where

An(λ) =
∫
y1<y2<...<yn

Qn(y1, . . . , yn)e
2iλφn(y) dyn . . . dy1. (3.12)

From this representation we obtain an L1 → L∞ mapping property of the
scattering transform.

Proposition 3.3 The map q �→ r is locally Lipschitz continuous from L1(R) to
L∞(R).

Proof It suffices to show that q �→ a and q �→ b are locally Lipschitz continuous. If
so, this continuity and the lower bound |a(λ)| � 1 imply local Lipschitz continuity
of q �→ r . IfMn : (L1(R))n→ L∞(R) is a multilinear map and

Fn(q) = Mn(q, . . . q, q, . . . q)
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with m entries of q and n−m entries of q, then

Fn(q1)− Fn(q2) =
m∑
j=1

Mn(q2, . . . , q2, q1 − q2︸ ︷︷ ︸
j th entry

, , q1, . . . q1, q1, . . . q1)

+
n∑

j=m+1

Mn(q2, . . . , q2, q2, . . . , q2, q1 − q2︸ ︷︷ ︸
j th entry

, q1, . . . , q1)

so that, setting

γ = max
(‖q1‖L1 , ‖q2‖L1

)
,

we have

‖Fn(q1)− Fn(q2)‖L∞ � ‖Mn‖(L1)n→L∞ nγ n−1 ‖q1 − q2‖L1

Thus, referring to (3.12), we have

‖An(λ; q1)− An(λ; q2)‖L∞ � 1

(n− 1)!γ
n−1 ‖q1 − q2‖L1 .

We conclude that

‖a( · ; q1)− a( · , q2)‖L∞ � eγ ‖q1 − q2‖L1

‖b( · ; q1)− b( · , q2)‖L∞ � eγ ‖q1 − q2‖L1 .

� 
Remark 3.4 From the above analysis, it is easy to see that the Fréchét derivative of
R at q = 0 is the “antilinear Fourier transform”

(Faq) (λ) = −
∫
e−2ixλq(x) dx.

With a bit more work, we can prove:

Proposition 3.5 The map q �→ r is locally Lipschitz continuous from L1(R) ∩
L2(R) into L2(R).

Proof In what follows we use the fact that

‖f ‖L2(R) = sup
ϕ∈C∞0 (R)

∣∣∣∣
∫
ϕ(λ)f (λ) dλ

∣∣∣∣ .
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It follows from (3.12) and the trivial inequalities

∫
|ϕ̂(φ2n−1(y))q(y2n−1)| dy2n−1 � ‖ϕ‖2 ‖q‖2 ,∫

|ϕ̂(φ2n(y))q(y2n)| dy2n � ‖ϕ‖2 ‖q‖2 ,

that

‖An‖L2(R) �
‖q‖n−1
L1

(n− 1)! ‖q‖L2 .

Thus the power series representations for a − 1 and b converge for X = L1(R) ∩
L2(R), Y = L2(R), showing that q �→ a and q �→ b are locally Lipschitz
continuous as maps from L1(R)∩L2(R) into L2(R). It now follows that q �→ r has
the same continuity. � 

As in the theory of the Fourier transform, additional smoothness of q implies
additional decay of r .

Proposition 3.6 The map q �→ r is locally Lipschitz continuous from H 1,1(R) to
H 0,1(R).

Proof It suffices to exhibit an L2-convergent power series for λb(λ). We will
assume for the moment that q ∈ S (R) and begin with the formula

λb(λ) =
∞∑
n=1

λA2n−1(λ).

Using the integration by parts identity

∫ ∞

y2n−2

q(z)(2iλ)e2iλ(−φ2n−2(y)+z) dz =
[
q(z)e2iλ(−φ2n−2(y)+z)

]∣∣∣∞
y2n−2

−
∫ ∞

y2n−2

q ′(z)e2iλ(−φ2n−2(y)+z) dz

we conclude that

∫
λb(λ)ϕ(λ) dλ =

∫
ϕ(λ)̂q

′
(λ) dλ+

∞∑
n=2

(
I1,2n−1 + I2,2n

)
,

where, for n � 2,
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∣∣I1,2n−1
∣∣ �
∫
y1<...<y2n−2

(
2n−2∏
k=1

|q(yj )|
)
|ϕ̂(φ2n−3(y))| |q(y2n−2)| dy2n−2 . . . dy1

and

∣∣I2,2n−1
∣∣ �
∫
y1<...<y2n−1

(
2n−2∏
k=1

|q(yj )|
)
|ϕ̂(φ2n−1(y))| |q ′(y2n−1)| dy2n−1 . . . dy1.

It follows that

∣∣I1,2n−1
∣∣ � 1

(2n− 3)! ‖q‖
2n−3
L1 ‖q‖L∞ ‖q‖L2 ‖ϕ‖L2

∣∣I2,2n−1
∣∣ � 1

(2n− 2)! ‖q‖
2n−2
L1

∥∥q ′∥∥
L2 ‖ϕ‖L2

Taking suprema over ϕ with ‖ϕ‖L2 = 1 and recalling that ‖q‖L∞ � ‖q‖H 1

(Exercise 3.2), we recover the estimate

‖( · )b( · )‖L2 � ‖q‖H 1,0 +
∞∑
n=2

1

(2n− 3)! ‖q‖
2n−3
L1

(‖q‖L1 + ‖q‖L2

) ‖q‖H 1,0

which is finite because ‖q‖L1 � ‖q‖H 1,1 and the series

∞∑
n=2

x2n−3

(2n− 3)! = sinh(x)

converges for all x. The local Lipschitz continuity is proven by continuity of
multilinear functionals as in Proposition 3.3. � 

Finally:

Proposition 3.7 The map q �→ r ′ is locally Lipschitz continuous from H 0,1(R) to
L2(R).

Proof By the quotient rule and the lower bound on |a|, it suffices to show that the
map q �→ (a′, b′) is locally Lipschitz continuous from H 0,1(R) to L2(R)× L2(R)

From (3.10)–(3.11) we have
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−i ∂a
∂λ
(λ) =

∞∑
n=1

∫
y1<...<y2n

2Q2n(y)φ2n(y)e
2iλφ2n(y) dy

−i ∂b
∂λ
(λ) =

∞∑
n=1

∫
y1<...<y2n−1

2Q2n−1(y)φ2n−1(y)e
2iλφ2n−1(y) dy

so integrating against ϕ ∈ C∞0 (R) we obtain

∣∣∣∣
∫
ϕ
∂a

∂λ
dλ

∣∣∣∣ �
∞∑
n=1

∫
y1<...<y2n

|Q2n(y)| |φ2n(y)| |ϕ̂(φ2n(y))| dy (3.13)

�
∞∑
n=1

∫
y1<...<y2n

2n∑
j=1

|yj | |Q2n(y)| |ϕ̂(φ2n(y))| dy

∣∣∣∣
∫
ϕ
∂b

∂λ
dλ

∣∣∣∣ �
∞∑
n=1

∫
y1<...<y2n−1

|Q2n−1(y)| |φ2n−1(y)| |ϕ̂(φ2n−1(y))| dy
(3.14)

�
∞∑
n=1

∫
y1<...<y2n−1

2n−1∑
j=1

|yj | |Q2n−1(y)| |ϕ̂(φ2n−1(y))| dy

As before, we will bound the left-hand integrals in (3.13) and (3.14) by norms of q
times ‖ϕ‖L2 and take the supremum over ϕ with ‖ϕ‖L2 = 1.

To bound the right-hand side of (3.13), first note that the integrand is symmetric
under interchange of (n− 1) pairs of indices (the pair containing yj is excluded), so
we may write

∣∣∣∣
∫
ϕ
∂a

∂λ
dλ

∣∣∣∣ �
∞∑
n=1

1

(n− 1)!
2n∑
j=1

∫
R2n

⎛
⎝j−1∏
k=1

|q(yk)|
⎞
⎠ (|yjq(yj )|)

⎛
⎝ 2n∏
k=j+1

|q(yk)|
⎞
⎠ |ϕ̂(φ2n(y))| dy

Using Young’s inequality ‖f ∗ g‖2 � ‖f ‖1 ‖g‖2 repeatedly beginning with the y2n
integration, we have

∥∥∥∥∥∥
∫
R2n−j

|ϕ̂(φ2n(y))|
⎛
⎝ 2n∏
k=j+1

|q(yk)|
⎞
⎠ dy2n . . . dyj+1

∥∥∥∥∥∥
L2(dyj )

� ‖q‖2n−j
L1 ‖ϕ‖L2
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so that

∥∥∥∥∂a∂λ
∥∥∥∥
L2

�
∞∑
j=1

2n

(n− 1)! ‖q‖H 0,1 ‖q‖2n−1
L1

which is uniformly bounded for q in bounded subsets of H 0,1 since

∞∑
j=1

2n

(n− 1)!x
2n−1

converges for all x.
To bound the right hand side of (3.14), we first note that the n = 1 term is trivially

bounded by ‖q‖H 0,1 ‖ϕ‖L2 . For n � 2, the integrand is symmetric under (n − 2)!
interchanges of pairs so we may estimate the remaining terms on the right-hand side
of (3.14) by

∞∑
n=2

1

(n− 2)!
2n−1∑
j=1

∫
R2n−1

|yj | |Q2n−1(y)| |ϕ̂(φ2n−1(y))| dy

Writing

∫
R2n−1

|yj | |Q2n−1(y)| |ϕ̂(φ2n−1(y))| dy =
∫
R2n−1

⎛
⎝j−1∏
k=1

|q(yk)|
⎞
⎠(|yj ||q(yj )|)

⎛
⎝ 2n−1∏
k=j+1

|q(yk)|
⎞
⎠ |ϕ̂(φ2n−1(y))| dy

we may use the estimate

∥∥∥∥∥∥
∫
R2n−j−1

⎛
⎝ 2n−1∏
k=j+1

|q(yk)|
⎞
⎠ |ϕ̂(φ2n−1(y))| dy

∥∥∥∥∥∥
L2(dyj )

� ‖q‖2n−j−1
L1 ‖ϕ‖L2

(which again follows by repeated applications of Young’s inequality) to conclude
that

∥∥∥∥∂b∂λ
∥∥∥∥
L2

� ‖q‖H 1,0 +
∞∑
n=2

2n− 1

(n− 2)! ‖q‖
2n−2
L1 ‖q‖H 0,1 .

The right-hand side is again bounded uniformly for q in a bounded subset of
H 0,1(R) since the series
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∞∑
n=2

2n− 1

(n− 2)!x
2n−2

converges for all x.
We have shown that ∂a/∂λ and ∂b/∂λ have convergent series representations.

We can use multilinearity of the terms as in the proof of Proposition 3.3 to obtain
local Lipschitz continuity. � 

3.2 Beals-Coifman Solutions

Beals and Coifman [7] identified solutions of (2.11) which have piecewise analytic
continuations to C\R and solve a Riemann-Hilbert problem determined completely
by the scattering data. It follows from the definition of M that two nonsingular
solutions M1 and M2 of (2.11) are related by

M1(x, λ) = M2(x, λ)e
−ixλ ad σ3A (3.15)

where A is a constant matrix and

et ad σ3

(
a b

c d

)
=
(
a e2t b

e−2t c d

)
.

(see Exercises 3.7 and 3.12). We will use this fact repeatedly in what follows.
We now construct the Beals-Coifman solutions from solutions M± of (2.11) cor-

responding to the Jost solutions"±. By the factorizationψ(x, λ) = M(x, λ)e−iλxσ3

and the symmetry (3.4), solutions of (2.11) normalized by either of the two
conditions limx→±∞ M(x, z) = I take the form

M(x, λ) =
(
m11(x, λ) m21(x, λ)

m21(x, λ) m11(x, λ)

)

so we need only study m1 := m11 and m2 := m21. Moreover, it is clear from (2.11)
and (3.5) that

M(x, λ) = e−iλxσ3 N(x, λ)eiλxσ3 . (3.16)

Let "+(x, λ) = M+(x, λ)e−iλxσ3 . It follows from (3.16) that

m+1 (x, λ) := m+11(x, λ) = a(x, λ)
m+2 (x, λ) := m+21(x, λ) = e2iλxb(x, λ)
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It follows from (3.8)–(3.9) that

m+1 (x, λ) = 1 +
∞∑
n=1

∫
x<y1<...<y2n

Q2n(y)e
2iλφ2n(y1,...,y2n) dy (3.17)

m+2 (x, λ) = −
∞∑
n=1

∫
x<y1<...<y2n−1

Q2n+1(y)e
2iλ(φ2n(x,y1,...,y2n−1) dy (3.18)

Since the phase functions

φ2n(y) := φ2n(y1, . . . , y2n)

and

φ2n(x, y) := φ2n(x, y1, . . . , y2n−1)

are nonpositive over their respective domains of integration, m+1 and m+2 continue
to analytic functions m+1 (x, z) and m+2 (y, z) for Im z < 0 obeying the bounds

|m+1 (x, z)− 1| + |m+2 (x, z)| � γ+(x)eγ+(x)

where

γ+(x) =
∫ ∞

x

|q(y)| dy.

It follows that a(λ) also has a bounded analytic continuation to the lower half-plane
which we denote by a(z). Using (3.17) and (3.18) with λ replaced by z we can
deduce the large-x asymptotics

lim
x→−∞

(
m+1 (x, z)

m+2 (x, z)

)
=
(
a(z)

0

)
, lim
x→∞

(
m+1 (x, z)

m+2 (x, z)

)
=
(

1

0

)

for each fixed z with Im z < 0.
We can also use the Volterra series to analyze the large-z behavior of the

extensions m+1 (x, z) and m+2 (x, z) for fixed x. Observe that

∣∣∣e2izφ2n(y)
∣∣∣ � e−2 Im(z)φ2n(y)

and ∣∣∣e2iz(φ2n(x,y)
∣∣∣ � e−2 Im(z)φ2n(x,y).
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An argument using the dominated convergence theorem together with the absolute
and uniform convergence of the Volterra series for m1 and m2 shows that

lim
z→∞

(
m+1 (x, z)

m+2 (x, z)

)
=
(

1

0

)
(3.19)

and

lim
z→∞ a(z) = 1

where the limit is taken as |z| → ∞ in any proper subsector of the lower half-plane.
In a similar way, if "−(x, λ) = M−(x, λ)e−iλxσ3 , we can use the Volterra series

m−1 (x, λ) = 1 +
∞∑
n=1

∫
y2n<...<y1<x

Q2n(y)e
2iλφ2n(y) dy

m−2 (x, λ) = −
∞∑
n=1

∫
y2n−1<...<y1<x

Q2n+1(y)e
2iλφ2n(x,y) dy

and the fact that φ2n(y) and φ2n(x, y) are nonnegative on their respective domains
of integration to show that m−1 (x, λ) and m−2 (x, λ) continue to analytic functions
m−1 (x, z) and m−2 (x, z) for Im z > 0 with

|m−1 (x, z)− 1| + |m−2 (x, z)| � γ−(x)eγ−(x)

where

γ−(x) =
∫ x
−∞

|q(y)| dy.

We can deduce the asymptotics

lim
x→+∞

(
m−1 (x, z)

m−2 (x, z)

)
=
(
a(z)

0

)
, lim
x→−∞

(
m−1 (x, z)

m−2 (x, z)

)
=
(

1

0

)
. (3.20)

It will be important to know that a(z) has no zeros in Im z < 0. It follows
from (2.8) that

a(λ) =
∣∣∣∣∣
"+11(x, λ) "

−
12(x, λ)

"+21(x, λ) "
−
22(x, λ)

∣∣∣∣∣
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so the same holds true for λ replaced by z with Im z < 0 by analytic continuation.
Thus a(z) = 0 if and only if the columns are linearly dependent. Since ("+11, "

+
21)

decay exponentially as x →+∞ and ("−12, "
−
22) decay exponentially as x →−∞,

it is easy to show that this condition leads to a square-integrable solution of Lψ =
zψ with imaginary eigenvalue z, which is forbidden by the self-adjointness of the
operator L in (2.6) (see Exercise 2.7). Hence a(z) has no zeros in Im z < 0.

We can now construct piecewise analytic solutions of (2.11), normalized so that
Mr (x, z)→ I as x →+∞ (the “r” is for “right-normalized”), by the formulas

Mr (x, z) =
⎛
⎝m−1 (x, z) m+2 (x, z)
m−2 (x, z) m

+
1 (x, z)

⎞
⎠
(

1/a(z) 0

0 1

)
, Im z > 0 (3.21)

(recall the first asymptotic relation of (3.20)) and

Mr (x, z) = σ1Mr (x, z)σ1, Im z < 0 (3.22)

(recall (3.3)). The piecewise analytic function Mr (x, z) admits boundary values
Mr±(x, λ) as ± Im z→ 0 and Re z→ λ.

Since Mr±(x, λ) solve (3.6), it follows from (3.15) that there is a jump matrix
Vr (λ) with

Mr+(x, λ) = Mr−(x, λ)e−iλx ad σ3 Vr (λ).

To compute the jump matrix, first note that, from (2.8) and the definition of M±,

M+(x, λ) = M−(x, λ)e−ixλ ad σ3

(
a(λ) b(λ)

b(λ) a(λ)

)
(3.23)

Write

f (x) ∼
x→±∞ g(x)

if

lim
x→±∞ |f (x)− g(x)| = 0.

Since M±(x, λ)→ I as x →±∞, it follows from (3.23) that

(
m+1 (x, λ)

m+2 (x, λ)

)
∼

x→−∞

(
a(λ)

e2ixλb(λ)

)
,

(
m+1 (x, λ)

m+2 (x, λ)

)
∼

x→+∞

(
1

0

)
,
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(
m−1 (x, λ)

m−2 (x, λ)

)
∼

x→−∞

(
1

0

)
,

(
m−1 (x, λ)

m−2 (x, λ)

)
∼

x→+∞

(
a(λ)

−e2ixλb(λ)

)
.

From these asymptotic relations, (3.21) (for Mr−), and (3.22) (for Mr+), we conclude
that

Mr−(x, λ) ∼
x→∞ e

−iλx ad σ3

(
1 −b(λ)/a(λ)
0 1

)

Mr+(x, λ) ∼
x→−∞ e

−iλx ad σ3

(
1 0

−b(λ)/a(λ) 1

)
,

so that

Vr (λ) =
(

1 − |r(λ)|2 −r(λ)
r(λ) 1

)

where

r(λ) = −b(λ)/a(λ).

The Beals-Coifman solutions Mr (x, z) play a fundamental role in the inverse
problem. To describe their large-z asymptotic behavior, recall (cf. Remark 2.2) that
limz→∞ F(z) = A uniformly in proper subsectors of C \ R if

lim
R→∞ sup

|z|�R
arg(z)∈(α,β)

|F(z)− A| = 0

for any proper subinterval (α, β) of (0, π) or (π, 2π).

Theorem 3.8 (Right-Normalized Beals-Coifman Solutions) Suppose that q ∈
L1(R). For each z ∈ C \ R, there exists a unique solution to the problem

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

d

dx
M = −iz ad σ3(M)+ Q1(x)M,

lim
x→+∞M(x, z) = I,

M(x, z) is bounded as x →−∞.

(3.24)
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The unique solution Mr (x, z) has the asymptotic behavior

lim
z→∞Mr (x, z) = I

as z → ∞ in any proper subsector of the upper or lower half-planes. Moreover,
Mr (x, z) has continuous boundary values Mr± as ± Im z ↓ 0 and Re z → λ ∈ R

that satisfy the jump relation

Mr+(x, λ) = Mr−(x, λ)e−iλx ad σ3 Vr (λ) (3.25)

where

Vr (λ) =
(

1 − |r(λ)|2 −r(λ)
r(λ) 1

)
(3.26)

and r(λ) = −b(λ)/a(λ). If q ∈ L1(R) ∩ L2(R), then, for each x,

Mr±(x, λ)− I ∈ L2(R). (3.27)

Finally, if q ∈ L1(R) ∩ C(R),

q(x) = lim
z→∞ 2iz

(
Mr
)

12 (x, z) (3.28)

where the limit is taken as |z| → ∞ in any proper subsector of the upper or lower
half-plane.

Proof We have already computed the jump relation; the claimed large-z asymptotic
behavior follows from (3.19) and the analogous statement for m−1 and m−2 . It
remains to show that the Beals-Coifman solutions are unique, to show that (3.27)
holds, and to prove the reconstruction formula (3.28).

To prove uniqueness, suppose that, for given z, M and M# solve (3.24). We’ll
assume that Im z < 0 since the proof for Im z > 0 is similar.

Since M and M# both solve (2.11), there is a constant matrix

A =
(
a11 a12

a21 a22

)

so that

M(x, z) = M#(x, z)

(
a11 e−2ixza12

e2ixza21 a22

)
.
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Since
∣∣e−2ixz

∣∣→∞ as x → +∞ while both M, M# → I as x → +∞, it follows
that a12 = 0. Since

∣∣e2ixz∣∣→ ∞ as x → −∞ while both M and M# are bounded,
we conclude that a21 = 0. Using the normalization at +∞ again we conclude that
a11 = a22 = 1 and M = M#.

The property (3.27) follows from the series representations for m±1 and m±2 and
an argument similar to the proof of Proposition 3.7.

Finally, we consider the reconstruction formula (3.32). We give the proof for
Im z > 0 since the proof for Im z < 0 is similar. First, note that

(
Mr
)

12 (x, z) = m+2 (x, z),

it suffices to show that

q(x) = lim
z→∞ 2izm+2 (x, z).

To see this we use the absolutely and uniformly convergent Volterra series represen-
tation (3.18), the fact that

lim
z→∞ 2iz

∫ ∞

x

q(y)e2iz(x−y) dy = q(x),

and the fact that, for any n � 2,

lim
z→∞ 2iz

∫
x<y1<...<y2n−1

Q2n−1(y)e
2iz(x−φ2n−1(y)) dy = 0

by dominated convergence. � 
We can also construct “left” Beals-Coifman solutions normalized at −∞ as

follows:

M(x, z) =
⎛
⎝m+1 (x, z) m−2 (x, z)
m+2 (x, z) m

−
1 (x, z)

⎞
⎠(1/a(z) 0

0 1

)
, Im z < 0

and

M(x, z) = σ1M(x, z)σ1, Im z > 0.

Theorem 3.9 (Left-Normalized Beals-Coifman Solutions) Suppose that q ∈
L1(R). For each z ∈ C \ R, there exists a unique solution to the problem
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

d

dx
M = −iz ad σ3(M)+ Q1(x)M,

lim
x→−∞M(x, z) = I,

M(x, z) is bounded as x →+∞.

The unique solution M(x, z) has the asymptotic behavior

lim
z→∞M(x, z) = I

as z → ∞ in any proper subsector of the upper or lower half-plane. Moreover,
M(x, z) has continuous boundary values M± on R as ± Im z ↓ 0 and Re z→ λ ∈
R that satisfy the jump relation

M+(x, λ) = M−(x, λ)e−iλx ad σ3 V(z) (3.29)

where

V(z) =
(

1 −r̆(λ)
r̆(λ) 1 − |r̆(λ)|2

)
(3.30)

and r̆(λ) = −b(λ)/a(λ). If q ∈ L1(R) ∩ L2(R), then, for each x,

M±(x, λ)− I ∈ L2(R). (3.31)

Finally, if q ∈ L1(R) ∩ C(R),

q(x) = lim
z→∞ 2iz

(
M
)

12
(x, z) (3.32)

where the limit is taken as |z| → ∞ in any proper subsector of the upper or lower
half-plane.

We omit the proof.
The large-z asymptotics of Mr (x, z) (resp. M(x, z)) together with the jump

relation (3.25) (resp. the jump relation (3.29)) define a Riemann-Hilbert problem.
We will see that, properly formulated, these Riemann-Hilbert problems have unique
solutions given the data r and r̆ , offering a means of recovering q from r and r̆ .

In fact, r uniquely determines r̆ , a, and b, so that the Riemann-Hilbert problem
for Mr can be conjugated to the Riemann-Hilbert problem for M. To see this,
consider the analytic function F on C \ R defined by
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F(z) =

⎧⎪⎪⎨
⎪⎪⎩

1/a(z) Im(z) > 0,

a(z) Im(z) < 0.

(3.33)

From what has already been proved, F(z) is piecewise analytic in C \R, F(z)→ 1
as |z| → ∞ in any proper subsector of the upper or lower half-plane, and F(z) has
continuous boundary values F± on the real axis with

F+(λ) = F−(λ)(1 − |r(λ)|2)

as follows from the definitions of F and r together with the relation (2.9). Taking
logarithms we see that

logF+(λ)− logF−(λ) = log
(

1 − |r(λ)|2
)
.

Recall that, if f ∈ H 1(R), the function

W(z) = 1

2πi

∫ ∞

−∞
f (ζ )

ζ − z dζ (3.34)

is the unique function on C \ R with W(z) → 0 as z → ∞ and W+ −W− = f ,
whereW± are the boundary Motivated by this fact, we set

G(z) = exp

(
1

2πi

∫ ∞

−∞
1

s − z log
(

1 − |r(s)|2
)
ds

)
.

Note that, for r ∈ L∞ ∩ L2 with ‖r‖∞ < 1, we have

G(z) = 1 +O
(

1

z

)

as z → ∞. The function G satisfies the jump and boundary conditions and is
analytic in C \ R. Moreover, the function H(z) = F(z)/G(z) is analytic in the
same region, continuous across the real axis, and limz→∞H(z) = 1. It follows from
Liouville’s theorem that F(z) = G(z), which shows that a is uniquely determined
by r . Since r̆(λ) = r(λ)a(λ)/a(λ) we see that r determines r̆ .

In what follows, it will be important to note that the boundary values F±(λ)
satisfy the identity

F+(λ)F−(λ) = a(λ)/a(λ)

as follows easily from the definition.
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One can also conjugate the Riemann-Hilbert problem for Mr to that for M as
follows. Given a function Mr (x, z) solving the “right” Riemann-Hilbert problem
(i.e., the jump condition (3.25) and the normalization condition (3.27)), the function

M(x, z) = Mr (x, z)
(
F(z)−1 0

0 F(z)

)

is easily seen to solve the Riemann-Hilbert problem for M (i.e., the jump
condition (3.29) and the normalization condition (3.31)) since the additional factor
doesn’t change the large-z asymptotic behavior of the solution, while the jump
matrices Vr and V are related by the identity Vr = F−σ3− VF σ3+ .

3.3 The Inverse Scattering Map

To reconstruct q we will solve the following Riemann-Hilbert problem (compare
RHP 2.1).

Riemann-Hilbert Problem 3.10 Given r ∈ H 1,1
1 (R) and x ∈ R, find a function

M(x, z) : C \ R→ SL(2,C) so that:

(i) M(x, z) is analytic in C \ R for each x,
(ii) M(x, z) has continuous boundary values M±(x, λ) on R,

(iii) M±(x, λ)− I in L2(R), and
(iv) The jump relation

M+(x, λ) = M−(x, λ)e−iλx ad σ3 V(λ)

holds, where

V(λ) =
(

1 − |r(λ)|2 −r(λ)
r(λ) 1

)
.

We will recover q(x) from

q(x) = lim
z→∞ 2iz (M)12 (x, z).

Riemann-Hilbert problem 3.10 may usefully be thought of as an elliptic boundary
value problem (the analyticity condition means that ∂M = 0 on C \ R). For
this reason one should be able to reformulate RHP 3.10 as a boundary integral
equation, much as the Dirichlet problem on bounded domain may be reduced to
a boundary integral equation. We now describe such a formulation, due to Beals and
Coifman [7].
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First, observe that the jump matrix V(λ) admits a factorization of the form

V(λ) = (I − w−(λ))−1 (
I + w+(λ))

where

w+(λ) =
(

0 0
r(λ) 0

)
, w−(λ) =

(
0 −r(λ)
0 0

)
.

so that

e−iλx ad σ3 V(λ) = (I − w−x (λ))−1 (
I + w+x (λ)

)
where

w+x (λ) =
(

0 0
e2iλxr(λ) 0

)
, w−x (λ) =

(
0 −e−2iλxr(λ)

0 0

)
.

Note that, if r ∈ H 1,1
1 (R), then w± ∈ L∞(R) ∩ L2(R) with

∥∥w±∥∥∞ < 1.
Next, introduce the unknown matrix-valued function

μ(x, λ) = M+(x, λ)
(
I + w+x (λ)

)−1 = M−(x, λ)
(
I − w−x (λ)

)−1

and observe that

M+(x, λ)− M−(x, λ) = μ(x, λ)
(
w+x (λ)+ w−x (λ)

)
.

Recalling (3.34) and the asymptotic condition on M(x, z), we conclude that

M(x, z) = I+ 1

2πi

∫
μ(x, s)

(
w+x (λ)+ w−x (λ)

)
s − z ds. (3.35)

Using this representation, we can derive a boundary integral equation for the
unknown function μ(x, λ) which, if solvable, uniquely determines M(x, z) from
the Cauchy integral formula. For f ∈ H 1(R), define the Cauchy projectors C± by

(C±f ) (λ) = lim
ε↓0

1

2πi

∫
f (s)

s − (λ± iε) ds. (3.36)

The projectors C± extend to isometries of L2(R) with C+ − C− = I , the identity
operator on L2(R). Moreover, C± act in Fourier representation as multiplication by
the respective functions χ(0,∞) and −χ(−∞,0), where χA denotes the characteristic
function of the set A. Taking limits in (3.35) we recover

M+(x, z) = I+ C+
(
μw+x + μw−x

)
.
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Since

M+ = μ (I + w+x )
and

C+(μw+x ) = μw+x + C−
(
μw+x

)
we conclude that

μ = I+ Cw(μ) (3.37)

where for a matrix-valued function h and w = (w+, w−)

Cw(h) = C+(hw−x )+ C−(hw+x ). (3.38)

The integral operator Cw is called the Beals-Coifman integral operator, and
Eq. (3.37) is called the Beals-Coifman integral equation. For r ∈ L∞(R) ∩ L2(R),
the operator Cw is a bounded operator on matrix-valued L2(R) functions; moreover,
since the Beals-Coifman solutions are expected to have boundary values M± with
M±(x, · )− I belonging to L2(R) (see Theorem 3.9), it is reasonable to impose the
condition μ(x, · )− I ∈ L2(R).

Proposition 3.11 Suppose that x ∈ R and r ∈ H 1,1
1 (R). There exists a unique

solution μ of the Beals-Coifman integral equation (3.37) with μ(x, · )− I ∈ L2(R).
Moreover, μ(x, · )− I ∈ H 1(R) with∥∥∥∥∂μ∂λ (x, · )

∥∥∥∥
L2

� ‖r‖H 1,0

1 − ‖r‖L∞
‖μ− 1‖L2 . (3.39)

where the implied constant depends only on x.

Proof Norm the matrix-valued functions on L2(R) by

‖F‖2
L2 =

∫ (
|F11(λ)|2 + |F12(λ)|2 + |F21(λ)|2 + |F22(λ)|2

)
dλ

i.e., ‖F‖2
L2 = ∫ |F(λ)|2 dλ where |A| is the Frobenius norm on 2 × 2 matrices.

Since ‖C±‖L2→L2 = 1 and
∥∥w±x ∥∥L∞ = ‖r‖L∞ , it follows that

‖Cw‖L2→L2 = ‖r‖L∞ < 1.

Hence (I−Cw)−1 exists as a bounded operator on L2(R). Setting μ# = μ−I, (3.37)
becomes

μ# = Cw(I)+ Cw(μ#) (3.40)
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where Cw(I) ∈ L2 since r ∈ L2. Hence

μ# = (I − Cw)−1 CwI (3.41)

and μ = I + μ#. Any two solutions μ1 and μ2 with μ1 − I, μ2 − I ∈ L2 satisfy
(μ1 − μ2) = Cw(μ1 − μ2) so that μ1 = μ2.

Next, we show that, for each x, μ(x, · ) − I ∈ H 1(R), following closely the
argument in [17, §3]. First suppose that r ∈ C∞0 (R). In (3.40), the first right-hand
term is actually a smooth function since C± preserve Sobolev spaces. An argument
with difference quotients shows that the derivative of μ# with respect to λ exists as
a vector in L2 and

∂μ#

∂λ
= Cdw/dλI+ Cdw/dλμ# + Cw

(
∂μ#

∂λ

)
(3.42)

where

Cdw/dλh = C+
(
h
∂w+x
∂λ

)
+ C−

(
h
∂w−x
∂λ

)
.

To obtain an effective bound on ∂μ#/∂λ we first note that

∥∥∥∥∂w±x∂λ
∥∥∥∥
L2

� c ‖r‖H 1,0

where c depends linearly on x. Next, we recall that for any ε > 0,

‖f ‖L∞ � ε
∥∥f ′∥∥

L2 + ε−1 ‖f ‖L2 .

It now follows from (3.42) that

∥∥(μ#)′∥∥
L2 � c

∥∥μ#∥∥
L∞ ‖r‖H 1,0 + ‖r‖L∞

∥∥∥∥∂μ#∂λ
∥∥∥∥
L2

� cε
∥∥(μ#)′∥∥

L2 ‖r‖H 1,0 + cε−1
∥∥μ#∥∥

L2 ‖r‖H 1,0 + ‖r‖L∞
∥∥∥∥∂μ#∂λ

∥∥∥∥
L2

For ε with cε + ‖r‖L∞ < 1 we conclude that (3.39) holds if r ∈ C∞0 (R).
To complete the argument, suppose r ∈ H 1,0(R) and {rn} is a sequence from

C∞0 (R) with rn → r in H 1,0(R). Let μ#n correspond to rn. Using the second
resolvent formula, it is easy to see that (I − Cwn)−1 → (I − Cw)−1 as operators on
L2 so that μ#n → μ# as n→ ∞. It is now easy to see that μ# has a bounded weak
L2 derivative obeying (3.39). � 
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For subsequent use, we note a simple but very important consequence of the
proof of Proposition 3.11.

Proposition 3.12 (Vanishing Theorem for RHP 3.10) Suppose that r ∈ H 1,0(R)

with ‖r‖L∞ < 1 and x ∈ R. Suppose that n(x, z) : C \ R→ SL(2,C) so that

(i) n(x, z) is analytic in C \ R,
(ii) n(x, z) has continuous boundary values n±(x, λ) on R,

(iii) n±(x, · ) ∈ L2(R),
(iv) The jump relation

n+(x, λ) = n−(x, λ)e−iλx ad σ3 V(λ)

holds, with V(λ) as in RHP 3.10.

Then n(x, z) ≡ 0.

Proof Given such a function n(x, z), let

ν(x, λ) = n+(x, λ)
(
I + w+x (λ)

)−1 = n−(x, λ)
(
I − w−x (λ)

)−1
.

Mimicking the arguments that lead to the Beals-Coifman integral equation we
conclude that

ν = Cwν

which shows that ν ≡ 0 since ‖Cw‖L2→L2 < 1. It now follows from (3.35) with μ
replaced by ν that n(x, z) ≡ 0. � 

A piecewise analytic function n(x, z) satisfying (i)–(iv) above is called a null
vector for RHP 3.10. Proposition 3.12 asserts that RHP 3.10 has no nontrivial null
vectors.

Since the solution of RHP 3.10 is unique, any transformation of M that leaves
the solution space invariant is a symmetry of the solution. Since

σ1V(λ)σ1 = V(λ)−1,

it follows that the map

M(x, z) �→ σ1M(x, z)σ1

preserves the solution space. This symmetry implies that

μ(x, λ) = σ1μ(x, λ)σ1. (3.43)
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We now define

M+(x, λ) = μ(x, λ)
(
I + w+x (λ)

)
, M−(x, λ) = μ(x, λ)

(
I − w−x (λ)

)
.

The next proposition shows that M(x, z) are Beals-Coifman solutions for a potential
q determined by the asymptotics of M(x, z).

Proposition 3.13 Suppose that r ∈ H 1,1
1 (R), denote by M(x, z) the unique solution

of RHP 3.10, and by M±(x, λ) the boundary values of M(x, z). Then

d

dx
M(x, z) = −iz ad σ3 (M)+ Q1(x)M(x, z)

where

Q1(x) = 1

2π
ad σ3

(∫
μ(x, s)

(
w+x (s)+ w−x (s)

))
ds (3.44)

takes the form

Q1(x) =
(

0 q(x)

q(x) 0

)
.

Proof First, by differentiating the solution formula μ− I = (I −Cw)−1μ and using
the fact that r ∈ H 0,1(R), it is easy to see that (dμ/dx)(x, · ) ∈ L2(R). It follows
from the representation

M±(x, λ)− I = C±
(
μ(x, · ) (w+x ( · )+ w−x ( · ))) (λ)

the same is true for M±(x, λ)− I. We will differentiate the jump relation for M and
use Proposition 3.12. From the jump relation for M±, we have

(
dM+
dx

+ iλ ad σ3(M+)
)
=
(
dM−
dx

+ iλ ad σ3(M−)
)
e−ixλ ad σ3 V(λ) (3.45)

where we used V = M−1− M+ and the Leibniz rule for the derivationA �→ ad σ3(A).
Using the identity

iλ(C±f )(λ) = − 1

2π

∫
f (s) ds + C± (( · )f ( · )) (λ) (3.46)

and the fact that r ∈ H 1,1(R), we see that

iλ ad σ3(M±)+ Q1(x) ∈ L2(R)
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where Q1 is the bounded continuous function of x given by (3.44). We conclude
that

n(x, z) := d
dx

M(x, z)+ iλ ad σ3(M(x, z))− Q1(x)M(x, z)

is a null vector for RHP (3.10) for each x, hence identically zero by Proposition 3.12.
Finally, the diagonal components of Q1 are zero since Q1 lies in the range of
ad σ3( · ), and (Q1)21 = (Q1)12 owing to the symmetry (3.43). � 

Tracing through the definitions we obtain the reconstruction formula

q(x) = − 1

π

∫
r(s)e−2ixsμ11(x, s) ds (3.47)

which together with RHP 3.10 defines the inverse scattering map I : r → q.
Remark 3.14 The Fréchét derivative of the map I at r = 0 is clearly the map

q(x) = − 1

π

∫
e−2ixλr(λ) dλ.

This map is the inverse map for the Fréchét derivative of R (see Remark 3.4).

In the sequel, it will be important to know that

d

dx
μ = −iλ ad σ3(μ)+ Q1(x)μ. (3.48)

This is a simple consequence of Proposition 3.13 and the Leibniz rule for ad σ3 (see
Exercise 3.14).

We’ll first show that q ∈ H 1,1(R), and then show that the map r �→ q is a
locally Lipschitz continuous map from H 1,1

1 (R) to H 1,1(R). To aid the analysis,
note that (3.37) has 11 and 12 components

μ11(x, λ) = 1 + C−
(
μ12(x, · )e2i( · )xr( · )

)
(λ) (3.49)

μ12(x, λ) = −C+
(
μ11(x, · )e−2i( · )xr( · )

)
(3.50)

so that μ11−1 ∈ RanC−. The following lemma [17, Lemma 3.4] will play a critical
role.

Lemma 3.15 Suppose that r ∈ H 1,0(R). For any x > 0, the estimates

∥∥∥C+e−2ix( · )r( · )
∥∥∥
L2

� ‖r‖H 1,0 (1 + x2)−1/2,∥∥∥C−e2ix( · )r( · )∥∥∥
L2

� ‖r‖H 1,0 (1 + x2)−1/2
(3.51)

hold.
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Proof By Plancherel’s theorem and the fact that C+ acts in Fourier transform
representation as multiplication by χ+(ξ) := χ(0,∞)(ξ), we may estimate

∥∥∥C+e−2ix( · )r( · )
∥∥∥
L2
= ∥∥χ+r̂( · + x)∥∥L2

� (1 + |x|2)−1/2 ‖̂r‖H 0,1

where in the last step we used (1 + |x|2)1/2(1 + |ξ + x|2)−1/2 � 1 for x > 0 and
ξ > 0. The other proof is similar. � 

Using Lemma 3.15, we can obtain “one-sided” control over the inverse scattering
map.

Proposition 3.16 Suppose that r ∈ H 1,1
1 (R). Then q as defined by (3.47) belongs

to H 1,1(R+), and the map r �→ q is locally Lipschitz continuous from H 1,1
1 (R) to

H 1,1(R+).

Proof We write (3.47) as q(x) = q0(x)+ q1(x) where

q0(x) = − 1

π

∫
r(s)e−2isx ds

and

q1(x) = − 1

π

∫
r(s)e−2ixs (μ11(x, s)− 1) ds.

Clearly, q0 ∈ H 1,1(R) with the correct continuity so it suffices to study q1(x).
From (3.49) we may write

q1(x) = − 1

π

∫
C+
(
r( · )e−2ix( · )) (s) (μ11(x, s)− 1) ds

for x < 0, where we used the facts that μ11 − 1 ∈ RanC−, that

∫
(C−f )(s)(C−f (s)) ds = 0

and that C+ − C− = I . From the solution formula (3.41) we have the estimate

‖m11(x, · )− 1‖L2 � ‖ CwI ‖L2

1 − ‖r‖∞ � (1 + x2)−1/2 ‖r‖H 1,0

1 − ‖r‖∞
where in the last step we used (3.51). By this estimate, Lemma 3.15, and the
Schwartz inequality, we conclude that for x > 0,
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|q1(x)| � 1

(1 + x2)

‖r‖H 1,0

1 − ‖r‖∞
so that in particular q1 ∈ H 0,1(R+).

To show that q ′1 ∈ L2, we differentiate and use (3.48) to conclude that

q ′1(x) = −q(x)
(

1

π

∫
r(s)e−2isxμ21(x, s) ds

)
. (3.52)

Since r ∈ L2, μ21(x, λ) = μ12(x, λ), and μ12(x, · ) ∈ L2 with bounds uniform in
x, we can bound the integral uniformly in x by the Schwartz inequality and conclude
that q ′1 ∈ L2(R+) as required.

To obtain the local Lipschitz continuity, first note that r �→ q0 has the required
mapping properties, so it suffices to consider the map r �→ q1. To show that
r �→ q1 is locally Lipschitz continuous into H 0,1(R+), it suffices, by estimates
already given, to show that r �→ (1 + |x|2)1/2 (μ11(x, · )− 1) is locally Lipschitz
continuous. It follows from (3.49)–(3.50) that

μ11 = 1 − Arμ11

where

(Arh) (λ) = C−
(
C+
(
h(.)e2i(.)xr(.)

)
( · )e−2i( · )xr( · )

)
(λ)

Since r ∈ H 1,1
1 (R), Ar1 ∈ L2 and the operator Ar is bounded from L2 to itself with

norm ‖r‖2∞ < 1 so that μ11 is given by the L2 -convergent Neumann series

μ11 − 1 =
∞∑
n=1

Anr (1)

The map r �→ Anr (1) takes the form Fn(r, . . . , r, r, . . . , r) where Fn :(
H

1,1
1 (R)

)2n→ L2(R) is a multilinear function obeying the bound

‖Fn(r1, . . . , r2n)‖L2(R) � (1 + |x|2)−1/2

(
2n−1∏
i=1

‖ri‖L∞
)
‖r2n‖H 1,0 .

The required local Lipschitz continuity for μ11 − 1 now follows as in the proof of
Proposition 3.3.

To show that r �→ q1 is locally Lipschitz from H 1,1
1 (R) to H 0,1(R+), it suffices

by (3.52) to show that r �→ μ21(x, · ) is locally Lipschitz from H 1,1
1 (R) to L2(R)

with bounds uniform in x ∈ R
+. Since μ21 = μ12, we can use the continuity result

for μ11 and (3.50) to obtain the necessary result. � 
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The results obtained so far show that the map r �→ q is locally Lipschitz from
H

1,1
1 (R) to H 1,1(R+) and so gives “half” of the desired result. To obtain the full

local Lipschitz continuity result, first note that, by trivial modifications of the proofs,
we can show that r �→ q is locally Lipschitz continuity fromH 1,1

1 (R) toH 1,1(c,∞)
for any c ∈ R. To finish the analysis, we consider the Riemann-Hilbert problem
satisfied by the “left” Beals-Coifman solutions from Theorem 3.9.

Riemann-Hilbert Problem 3.17 Given r ∈ H 1,1
1 (R) and x ∈ R, find a function

M(x, z) : C \ R→ SL(2,C) so that:

(i) M(x, z) is analytic in C \ R for each x,
(ii) M(x, z) has continuous boundary values M±(x, λ) on R,

(iii) M±(x, λ)− I in L2(R), and
(iv) The jump relation

M+(x, λ) = M−(x, λ)e−iλx ad σ3 V(λ)

holds, where

V(λ) =
(

1 −r̆(λ)
r̆(λ) 1 − |r̆(λ)|2

)
.

The associated reconstruction formula is:

q̆(x) = lim
z→∞ 2iz (M)12 (x, z). (3.53)

We can analyze RHP 3.17 in much the same way as RHP 3.10 and prove:

Proposition 3.18 Suppose that r ∈ H 1,1
1 (R). Then the map r̆ �→ q̆ is locally

Lipschitz continuous from H 1,1
1 (R) to H 1,1(R−).

Indeed, the same result holds true of H 1,1(R−) is replaced by H 1,1((−∞, c)).
Since the map r �→ r̆ is locally Lipschitz continuous, it remains only to prove that
q = q̆. To do so we recall that the respective solutions Mr (x, z) and M(x, z) of
RHP’s 3.10 and 3.17 are related by

M(x, z) = Mr (x, z)
(
F(z) 0

0 F(z)−1

)

where F(z)was defined in (3.33) and show to satisfy F(z) = 1+O (1/z) as z→∞.
It follows that

lim
z→∞ 2iz

(
M
)

12
(x, z) = lim

z→∞ 2iz
(
Mr
)

12 (x, z)
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so that

q(x) = q̆(x).

Propositions 3.16, and 3.18, and these observations prove:

Proposition 3.19 The map r �→ q defined by RHP 3.17 and the reconstruction
formula (3.47) defines a locally Lipschitz continuous map fromH 1,1

1 (R) toH 1,1(R).

To finish the proof of Theorem 2.5, it remains to show that the maps R and I are
one-to-one and mutual inverses.

Let r ∈ H 1,1(R). By solving RHP 3.10 we construct the unique Beals-Coifman
solutions for the potential q = I(r). From the Riemann-Hilbert problem satisfied
by the solutions, we read off that q has scattering transform R(q) = r , showing that
R ◦ I is the identity map on H 1,1

1 (R).
Next, we claim that R is one-to-one. Suppose that q1, q2 ∈ H 1,1(R) and R(q1) =

R(q2) = r . If M(1)(x, z) and M(2)(x, z) are the respective Beals-Coifman solutions
for q1 and q2, each satisfies RHP 3.10 and so the difference satisfies a homogeneous
RHP as in Proposition 3.12. It now follows from Proposition 3.12 that M(1)(x, z) =
M(2)(x, z). Since q can be recovered from large-z asymptotics of M(x, z), it now
follows that q1 = q2.

3.4 Solving NLS for Schwartz Class Initial Data

In this subsection we prove Theorem 2.4. We will use the complete integrability of
NLS in the following form: a smooth function q(x, t) solves NLS if and only the
overdetermined system (2.5) admits a 2 × 2 matrix-valued fundamental solution
"(x, t, λ). Recall that a joint solution "(x, t, λ) is a fundamental solution if
det"(x, t, λ) > 0 for all (x, t). Given such a fundamental solution, one can cross-
differentiate the system (2.5) and equate coefficients of "xt and "tx to obtain (2.4).

We can also give a heuristic derivation of the evolution equations for the
scattering data a and b from (2.5), assuming that q(x, t) ∈ S (R) as a function
of x. Let "+(x, t, λ) denote the Jost solution for q(x, t). For each t ,

"+(x, t, λ) ∼
x→∞ e

−iλxσ3

and "t(x, t, λ)→ 0 as x →+∞. On the other hand,

"+(x, t, λ) ∼
x→−∞ e

−iλxσ3T (λ, t),

where T (λ) is given by (2.9) with a = a(λ, t) and b = b(λ, t). A joint solution
of (2.5) must take the form "(x, t, λ) = "+(x, t, λ)C(t) for a matrix-valued
function C(t). From the second equation of (2.5) we obtain

("+)tC(t)+"+C′(t) = −2iλ2σ3"
+C + o(1) (3.54)
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where o(1) denotes terms that vanish as x → ±∞ for each fixed t owing to the
decay of q and its derivatives. Taking x → +∞ in (3.54), we obtain C′(t) =
−2iλ2σ3C(t) so that, normalizing to C(0) = I, we have C(t) = e−2iλ2σ3t . Taking
x →−∞ in (3.54), we obtain

T ′(λ)e−iλxσ3C(t)+ T (λ)e−iλxσ3(−2iλ2σ3)C(t) = −2iλ2σ3e
iλxσ3T (λ)C(t)

or

T ′(λ) = −2iλ2 ad σ3T (λ)

which implies that

ȧ(λ, t) = 0, ḃ(λ, t) = 4iλ2b(λ).

We consider the solution M(z; x, t) of RHP 2.3 and the recovered potential

q(x, t) = − 1

π

∫
r0(s)e

−2itθμ11(s; x, t) ds (3.55)

where r0 is the scattering transform of the initial data q0 and θ is the phase
function (2.15). We denote by M±(z; x, t) the boundary values of the solution to
RHP 2.3. Note that, by construction, det M±(λ; x, t) = 1 for all (λ, x, t). To prove
that (3.55) solves the NLS equation, we will show that the functions

"±(λ; x, t) = M±(λ; x, t)e−i(λx+2λ2t)σ3,

which again have determinant one, solve the overdetermined system (2.5).
To do this, it suffices to show that M± solve

⎧⎨
⎩

Mx = (−iλ ad σ3 + Q1)M

Mt =
(
−2iλ2 ad σ3 + 2λQ1 + Q2

)
M

(3.56)

We will prove:

Theorem 3.20 Suppose that q0 ∈ S (R), let r = R(q), let M±(λ; x, t) be the
boundary values of the solution to RHP 2.3, and let q be given by (3.55). Then q is
a classical solution of the defocussing NLS equation (2.4) with q(x, 0) = q0(x).

Proof We have already shown that M± solves the first of equations (3.56) in
Proposition 3.13 by differentiating RHP 3.17 with respect to the parameter x and
using Proposition 3.12, the vanishing theorem for RHP 3.17. We will show that the
second equation in (3.56) holds by differentiating the time-dependent RHP 2.3 with
respect to t and using an analogous vanishing theorem.
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The jump matrix in RHP 2.3 may be written

V(λ; x, t) = e−itθ ad σ3 V(λ), V(λ) =
(

1 − |r0(λ)|2 −r0(λ)
r0(λ) 1

)

Differentiating the jump relation for M± and using the Leibniz rule for ad σ3( · ), we
obtain(

∂

∂t
+ 2iλ2 ad σ3

)
M+(λ; x, t) =

(
∂

∂t
+ 2iλ2 ad σ3

)
M−(λ; x, t)V(λ; x, t)

We will show that ∂M±/∂t and 2iλ2 ad σ3(M±) − 2λQ1M± − Q2M± are L2

boundary values of functions analytic in C \ R, so that

n±(λ; x, t) :=
(
∂

∂t
+ 2iλ2 ad σ3 − 2λQ1 − Q2

)
M±

satisfy the hypothesis of Proposition 3.12 for each t . It will then follow that the
functions M±(λ; x, t) satisfy the second of equations (3.56), showing that q(x, t) is
a classical solution of NLS. It follows from Theorem 2.5 that q(x, 0) = q0(x), so
that q(x, t) satisfies the initial value problem.

It remains to show that ∂M±/∂t and 2iλ2 ad σ3(M±)− 2λQ1M± −Q2M± have
the required properties. This is accomplished in Lemmas 3.21 and 3.22 below.

� 
In what follows we will write h± ∈ ∂C(L2) for a pair of L2 functions (h−, h+)

if h± are the boundary values of a function h analytic in C \ R. In this language,
conditions (i)–(iii) of Proposition 3.12 state that n± ∈ ∂C(L2).

Lemma 3.21 Suppose that r ∈ S1(R) and let M±(x, t, λ) be boundary values of
the unique solution of the RHP 2.3. Then ∂M±/∂t ∈ ∂C(L2).

Proof First we study ∂μ/∂t where μ solves the Beals-Coifman integral equation

μ = I+ Cwx,t μ (3.57)

where

w±x,t (λ) = e−itθ ad σ3w±(λ)

and

Cwx,t h = C−
(
hw+x,t

)+ C+ (hw−x,t) .
Differentiating (3.57) we see that
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∂μ

∂t
= C∂wx,t /∂t (μ)+

(
Cwx,t
∂μ

∂t

)
,

Since (I − Cwx,t ) is invertible, this equation can be solved to show that ∂μ/∂t ∈
L2(R) provided the inhomogeneous term

C∂wx,t /∂tμ = C+
(
μ
∂w−x,t
∂t

)
+ C−

(
μ
∂w+x,t
∂t

)

belongs toL2 as a function of λ. Sinceμ−I ∈ L2 it suffices to show that ∂w±x,t /∂t ∈
L∞∩L2. Since ∂w+x,t /∂t = iθreitθ and ∂w−x,t /∂t = −iθre−itθ and θ is a quadratic
polynomial in λ, this follows from the fact that r ∈ S (R).

Since M± − I = C±
(
μ(w+x,t + w−x,t

)
we have

∂M±
∂t

= C±
[
∂μ

∂t

(
w−x,t + w+x,t

)+ μ
(
∂w−x,t
∂t

+ ∂w
+
x,t

∂t

)]

It follows from the facts that ∂μ/∂t ∈ L2 and r ∈ S1(R) that the expression in
square brackets is an L2 function. This shows that ∂M±/∂t ∈ ∂C(L2).

� 
In the proof of the next lemma, we will make use of the following large-z

asymptotic expansion for the right-normalized Beals-Coifman solution for r ∈
S1(R). Since the Beals-Coifman solution solves the Riemann-Hilbert problem, we
have (compare (3.35))

M(z; x) = I+ 1

2πi

∫
1

s − zf (s; x) ds (3.58)

where

f (s; x) = μ(s; x) (w−x (s)+ w+x (s)) . (3.59)

If r ∈ S1(R) then, since μ( · ; x)− I ∈ L2(R) for each x, the asymptotic expansion

M(z; x, t) ∼ I+
∑
j�0

mj(x)

zj+1 (3.60)

holds. Substituting (3.60) into the differential equation (3.24) we obtain the relations

i ad σ3(m0(x)) = Q1(x)

m′j (x) = −i ad σ3(mj+1)+ Qmj(x), j � 0
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One can compute the coefficients mi(x) by deriving using these relations together
with the boundary condition

lim
x→+∞mi(x) = 0.

Given all coefficients up to mj−1, one first computes ad σ3(mj ) and then uses
ad σ3(mj ) to find the diagonal of mj . We will only need the following identities:

m0(x) =

⎛
⎜⎜⎝
i

2

∫ x
+∞

|q(s)|2 ds − i
2
q(x)

i

2
q(x) − i

2

∫ x
+∞

|q(s)|2 ds

⎞
⎟⎟⎠ , (3.61)

−i ad σ3(m1(x)) =

⎛
⎜⎜⎝

0
i

2
q(x)

∫ x
+∞

|q(s)|2 ds

− i
2
q(x)

∫ x
+∞

|q(s)|2 ds 0

⎞
⎟⎟⎠ (3.62)

+
⎛
⎜⎝ 0 − i

2
qx(x)

i

2
qx(x) 0

⎞
⎟⎠

We can identify

mj(x) = − 1

2πi

∫
sj−1f (s; x) ds,

where f is given by (3.59), using Eq. (3.58). In the application, μ, w±, f , mj and
fj also depend parametrically on t .

Lemma 3.22 Fix r ∈ S1(R), and let M±(x, t, λ) be boundary values of the unique
solution to RHP 2.3. Then

2iλ2 ad σ3(M±)− 2λQ1M± − Q2M± ∈ ∂C(L2).

Proof In what follows we write f±
.= g± if f± − g± ∈ ∂C(L2). In this notation,

we seek to prove that

2iλ2 ad σ3(M±)
.= 2λQ1M± + Q2M±.
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We compute

2iλ2 ad σ3(M±) = 2iλ2 ad σ3 (M± − I)

= ad σ3

(
2iλ2C±f

)

where f is given by (3.59) (but now μ and w±x also depend on t). Using the identity

λ2 (C±h) (λ) = C±
(
( · )2h( · )

)
(λ)− λ

2πi

∫
h(s) ds− 1

2πi

∫
sh(s) ds (3.63)

and identifying mj(x) with the moments of f , we conclude that

λ2C±f
.= λm0(x, t)+m1(x, t)

so that

2iλ2 ad σ3(M±)
.= 2λQ1 + 2i ad σ3(m

(1)) (3.64)
.= 2λQ1M± + 2λQ1(I− M±)+ 2i ad σ3(m1)M±

where we used the facts that I − M±
.= 0 and that Q1 is a bounded function of x.

We compute the second right-hand term in (3.64):

2λQ1 (I− M±)
.= −2Q1λC±f (3.65)
.= −2Q1m0

=
⎛
⎜⎝ −i|q|2 iq

∫ x
∞
|q|2

−iq
∫ x
∞
|q|2 i|q|2

⎞
⎟⎠

.=
⎛
⎜⎝ −i|q|2 iq

∫ x
∞
|q|2

−iq
∫ x
∞
|q|2 i|q|2

⎞
⎟⎠M±

Combining (3.62), (3.64), and (3.65), we conclude that

2iλ2 ad σ3(M±)
.= 2λQ1M± + Q2M±

as claimed. � 
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Exercises for Sect. 3

Exercise 3.1 Show that if f ∈ H 0,1(R), then f ∈ Lp(R) for 1 � p � 2 with

‖f ‖p �
(∫
(1 + x2)−p/(2−p) dx

)(2−p)/2p
‖f ‖H 0,1 .

Exercise 3.2 Recall the space H 1(R) defined in (3.2). Show that, if f ∈ H 1(R),
then f is bounded and Hölder continuous with ‖f ‖∞ � c ‖f ‖H 1 and |f (x) −
f (y)| � ‖f ‖H 1 |x−y|1/2. Show also thatH 1(R) is an algebra, i.e., if f, g ∈ H 1(R),
then fg ∈ H 1(R).

Exercise 3.3 Prove the identities (3.46) and (3.63). You can either use the definition
of C± as a limit of Cauchy integrals or use their definition as Fourier multipliers.

Exercises 3.4–3.5 outline a proof of local well-posedness for NLS viewed as the
integral equation (3.1).

Exercise 3.4 Let X = C((0, T );H 1(R)), the space of continuous H 1(R)-valued
functions on (0, T ). Fix q0 ∈ H 1(R) and define a mapping � : X→ X by

�(q) = eit�q0 − i
∫ t

0
ei(t−s)�

(
2|q(s)|2q(s)

)
ds.

Using the result of Exercise 3.2, show that the estimates

‖�(q)‖X � ‖q0‖H 1 + 2c2T ‖q‖3
X

‖�(q1)−�(q2)‖X � 2c2T
(‖q1‖X + ‖q2‖X

)2 ‖q1 − q2‖X
hold, where c is the constant in the inequality of Exercise 3.2.

Exercise 3.5 The solution of (3.1) is a fixed point for the map �(q). For α > 0,
denote by Bα the ball of radius α in X.

(i) Show that for ‖q0‖H 1 < α/2 and 2c2T < 1/(8α2) (i.e., T sufficiently small
depending on ‖q0‖H 1 ), � maps Bα into itself.

(ii) Show that, under the same conditions, � is a contraction on Bα .

Conclude that, for T sufficiently small, � is a contraction on the ball of radius α
and so has a unique fixed point.

Exercise 3.6 Prove Lemma 3.1. Hints: Note that eit� is an isometry ofH 1(R). Use
the fact thatH 1(R) is an algebra (see Exercise 3.2) to conclude that |qn(s)|2qn(s)→
|q(s)|2q(s) in H 1 uniformly in s ∈ [0, T ], and take limits in (3.1).
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Exercise 3.7 Show that

ad σ3

(
a b

c d

)
=
(

0 2b
−2c 0

)

and conclude that A �→ ad σ3(A) is a linear map on 2× 2 matrices with eigenvalues
2, 0, and −2. Find the eigenvectors and show that

exp(t ad σ3)

(
a b

c d

)
=
(
a e2t b

e−2t c d

)
.

Check that

exp(t ad σ3)(A) = etσ3Ae−tσ3 . (3.66)

Exercise 3.8 Show that ad σ3( · ) obeys the Leibniz rule

ad σ3(AB) = ad σ3(A)B + A ad σ3(B)

and use this to verify (3.45).

Exercise 3.9 Prove Jacobi’s formula for differentiation of determinants:

d

dx
det�(x) =

n∑
i=1

det

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�1,1(x) �1,2(x) . . . �1,n(x)

�2,1(x) �2,2(x) . . . �2,n(x)
...

...
...

�′i,1(x) �′i,2(x) . . . �′i,n(x)
...

...
...

�n,1(x) �n,2(x) . . . �n,n(x)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Show that if we define the adjugate matrix of a nonsingular matrix A by

A(adjA) = det(A)I

(where I is the n× n identity matrix), then Jacobi’s formula may be written

d

dx
det�(x) = tr

(
adj(�(x))

d�

dx
(x)

)
.

Exercise 3.10 Using Jacobi’s formula, show that if "(t) is a differentiable, N ×N
matrix-valued function and " ′(t) = B(t)"(t) for a traceless matrix B(t), then
det"(t) is independent of t . Hint: recall that Tr(AB) = Tr(BA) for any n × n
matrices A, B.
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Exercise 3.11 Show that, if "1 and "2 are 2 × 2 nonsingular matrix-valued
solutions of Lψ = zψ , then "−1

2 "1 is independent of x.

Exercise 3.12 Using the result of Exercise 3.11, show that (3.15) holds for any two
nonsingular solutions M1 and M2 of (2.11) (see (3.66)).

Exercise 3.13 Show that the map" �→ σ1"(x, z)σ
−1
1 preserves the solution space

of Lψ = zψ .

Exercise 3.14 Using the fact thatM± satisfy (2.11) for z = λ, show that the same
is true of μ. You will need to use the Leibniz rule from Exercise 3.8 together with
the fact that (d/dx)w+x = −iλ ad σ3(w

+
x ).

4 The Defocussing DS II Equation

In this lecture we will solve the defocussing Davey-Stewartson equation by inverse
scattering method. The original lecture in August 2017 was based on Perry’s
[38] earlier work, which solved the DS II equation for initial data in H 1,1(R2).
Subsequently, Nachman et al. [36] used the inverse scattering method to prove
global well-posedness inL2(R). In this lecture we will “compromise” by solving DS
II in the space H 1,1(R2) but use some of the tools introduced in [36] to simplify the
proof. In particular, we will avoid entirely the resolvent expansions and multilinear
estimates which make the proof in [38] somewhat complicated.

The DS II equation is the nonlinear dispersive equation4

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

i∂tq + 2
(
∂2
z + ∂2

z

)
q + (g + g)q = 0,

∂zg + 4ε∂z
(
|q|2
)
= 0,

q(z, 0) = q0(z)

(4.1)

where ε = +1 for the defocussing equation, and ε = −1 for the focusing equation,
and

∂z = 1

2

(
∂x1 + i∂x2

)
∂z = 1

2

(
∂x1 − i∂x2

)
. (4.2)

We will describe the formal inverse scattering theory for either sign of ε, but only
solve the defocussing case (ε = +1) for initial data inH 1,1(R2). The DSII equation
is the compatibility condition for the following system of equations:

4We have rescaled q to agree with the conventions of [36].
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{
∂zψ1 = qψ2

∂zψ2 = εqψ1
(4.3)

{
∂tψ1 = 2i∂2

z ψ1 + 2i (∂zq)− 2iq∂zψ2 + igψ1

∂tψ2 = −2i∂2
z ψ2 − 2iε (∂zq)ψ1 + 2iεq∂zψ1 − igψ2

(4.4)

Motivated by the Lax representation (4.3)–(4.4) for the defocussing (ε = 1) DS
II equation and the formal inverse scattering theory of Sect. 4.3, we will establish
the existence of a scattering transform S : H 1,1(R2)→ H 1,1(R2) associated to the
linear system (4.3) which linearizes the defocussing DS II equation. Using (4.4), we
will see that if s(t) = Sq(t) for a solution q(t) of the defocussing DS II equation,
then s(t) obeys the linear evolution equation

ṡ(k, t) = 2i(k2 + k2
)s(k, t).

We will show that the scattering transform S satisfies S−1 = S so that a putative
solution to the defocussing DS II equation is given by

qinv(z, t) = S
(
e

(
2it
(
( · )2+( · )2

))
(Sq0) ( · )

)
(z) (4.5)

The mapping properties of S established in Sect. 4.4 imply that qinv(z, 0) = q0
and that (t, q0) �→ qinv( · , t; q0) is a continuous map from (−T , T ) × H 1,1(R2) to
H 1,1(R2) for any T > 0, Lipschitz continuous in q0. We will then show that qinv
solves the DS II equation for initial data q0 ∈ S (R2) by constructing solutions of
the system (4.3)–(4.4), where q = qinv, with prescribed asymptotic behavior. It will
follow from Exercise 2.9 that qinv solves the DS II equation for q0 ∈ S (R2). The
Lipschitz continuity of S and local well-posedness theory for the DS II equation
then imply that qinv solves the integral equation form (4.24) of DS II for initial data
q0 ∈ H 1,1(R2).

To keep the exposition of reasonable length, we will take as given the results
of Beals-Coifman [8–10] and Sung [39–41] that the scattering transform S maps
S (R2) into itself. Our emphasis is on the estimates that extend the map S to
H 1,1(R2)which enable us to apply the formula (4.5) to initial data in this space. One
can use the techniques developed in these lectures to give a simpler proof Sung’s
results, but we will not carry this out here.

4.1 Preliminaries

As already outlined in the first lecture, both the direct and inverse scattering
transforms are defined via a system of ∂ equations. In this subsection we collect
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some useful estimates on the solid Cauchy transform (see (4.7)), the Beurling
transform (see (4.19)), and other useful integral operators.

The Hardy-Littlewood-Sobolev inequality plays a fundamental role in the anal-
ysis of ∂ problems and also in the proof of dispersive estimates in the local
well-posedness theory for the DS II equation. For a proof, see for example [34,
Section 2.2]. A sharp constant for the Hardy-Littlewood-Sobolev inequality together
with an explicit maximizer is given in [33]; see [24] for a simplified proof of the
optimal inequality.

Theorem 4.1 (Hardy-Littlewood-Sobolev Inequality) Suppose that 0 < α < n,
1 < p < q <∞, and

1

q
= 1

p
− α
n
.

If f ∈ Lp(Rn), the integral

(Iαf ) (x) =
∫

f (y)

|x − y|n−α dy

converges absolutely for a.e. x, and the estimate

‖Iα(f )‖Lq � n,p,α ‖f ‖Lp (4.6)

holds.

The solid Cauchy transform is the integral operator

(
∂−1
z f

)
(z) = 1

π

∫
1

z− wf (w) dw (4.7)

initially defined on C∞0 (R2) and extended by density to Lp(R2) for p ∈ (1, 2)
by (4.9). Proofs of the following fundamental estimates may be found, for instance,
in [44, Chapter I.6] or [5, section 4.3]. Some are exercises at the end of this section.
We leave the formulation of similar results for the conjugate solid Cauchy transform

(
∂−1
z f

)
(z) = 1

π

∫
1

z− wf (w) dw (4.8)

to the reader.

1. Fractional integration andL∞ estimates. Let p ∈ (1, 2) and let p∗ be the Sobolev
conjugate exponent (p∗)−1 = p−1 − 1/2 for n = 2. Then, as a consequence of
the Hardy-Littlewood-Sobolev inequality (4.6),

∥∥∥∂−1
z f

∥∥∥
Lp

∗ �p ‖f ‖Lp . (4.9)
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On the other hand, an easy argument with Hölder’s inequality (Exercise 4.3)
shows that for 1 < p < 2 < r <∞,

∥∥∥∂−1
z f

∥∥∥
L∞

� q,r ‖f ‖Lp(R2)∩Lr(R2) . (4.10)

2. Hölder continuity and asymptotic behavior. If p ∈ (2,∞), if p′ is the Hölder
conjugate of p and if f ∈ Lp ∩ Lp′ , then ∂−1

z f is continuous and

∣∣∣(∂−1
z f

)
(z)−

(
∂−1
z f

)
(z′)
∣∣∣ �p ‖f ‖Lp ∣∣z− z′∣∣1−2/p

. (4.11)

Again assuming f ∈ Lp ∩ Lp′ ,

lim|z|→∞

(
∂−1
z f

)
(z) = 0.

Next, we consider the model operator

S : f → ∂−1
z (qf ) (4.12)

which occurs in the analysis of the scattering transform. An important consequence
of (4.9) is that for any q ∈ L2 and any p > 2, the operator S is a bounded operator
from Lp to itself with operator bound

‖S‖Lp→Lp �p ‖q‖L2 , (4.13)

so that kerLp(I − S) is trivial for ‖q‖L2 sufficiently small.
The operator S is also a compact operator. Recall that a subset V of a metric space

is called precompact if the closure of V is compact, and that a bounded operator A
on a Banach space X is compact if A maps bounded subsets of X into precompact
subsets of X. To prove that S is compact, we first discuss the Kolmogorov-Riesz
theorem that characterizes compact subsets of Lp(Rn). Our discussion draws on
[28, 29] which provides a very readable exposition of the history and proof of this
theorem.

Recall that a metric space (X, d) is said to be totally bounded if, for any ε > 0,
X admits a finite cover by ε-balls. A metric space is compact if and only if it is
complete and totally bounded, and a subset of a metric space is precompact if and
only if it is totally bounded.

Theorem 4.2 (Kolmogorov-Riesz) A subset F of Lp(Rn) is totally bounded if,
and only if:

(i) F is bounded,
(ii) (uniform decay) For every ε > 0 there is an R > 0 so that
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∫
|x|�R

|f (x)|p dx < εp for all f ∈ F,

and
(iii) (Lp-equicontinuity) For every ε > 0 there is a δ > 0 so that for every f ∈ F

and every h ∈ R
n with |h| < δ,

∫
Rn

|f (x + h)− f (x)|p dx < εp.

Lemma 4.3 The operator S : Lp(R2)→ Lp(R2) is compact for any q ∈ L2(R2)

and any p > 2.

Proof We need to show that, for any p > 2 and any bounded subset B of Lp(R2),
the set

{Sf : f ∈ B}

is totally bounded. Since S is a bounded operator by (4.13), (i) of Theorem 4.2 is
obvious. To prove (ii), let χR denote the characteristic function of the set {x : |x| �
R}. Then

(1 − χ4R)(x)(Sf )(x) =

(1 − χ4R)
1

π

∫
1

x − y (χR(y)+ (1 − χR(y))) q(y)f (y) dy (4.14)

The first right-hand term of (4.14) is bounded by a constant times R2/p−1 ‖f ‖Lp
where we used Hölder’s inequality and the estimate

(1 − χ4R)|x − y|−1χR(y) � R−1.

The second right-hand term is bounded by a constant times ‖(1 − χR)q‖L2 ‖f ‖Lp .
This shows that (ii) holds.

Finally, to show (iii), let ε > 0 be given. By Exercise 4.12 we may write q =
qn+qs where qn is a smooth function of compact support and ‖qs‖L2 < ε. We may
write

(Sf )(x) = 1

π

∫
1

x − y (qn(y)+ qs(y)) f (y) dy = (Snf )(x)+ (Ssf )(x)

and estimate ‖Ssf ‖Lp �p ε ‖f ‖Lp by (4.13). On the other hand, we may compute

(Snf )(x + h)− (Snf )(x) = h
∫

1

x + h− y
1

x − y qn(y)f (y) dy.
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It follows from Young’s inequality that

‖(Snf )( · + h)− (Snf )( · )‖Lp � |h|
∥∥∥(x + h)−1x−1

∥∥∥
Lp

′ ‖qn‖Lp ‖f ‖Lp
� |h|1−2/p ‖qn‖Lp ‖f ‖Lp .

Hence

‖(Sf )( · + h)− (Sf )( · )‖Lp �p
(

2ε + |h|1−2/p ‖qn‖Lp
)
‖f ‖Lp

which implies the required bound. � 
Next, we will discuss an estimate on fractional integrals due to Nachman, Regev,

and Tataru. Our Theorem 4.4 is a special case of [36, Theorem 2.3]; as we will
see, this estimate plays a critical role in the analysis of the scattering transform. We
will give a simple direct proof of Theorem 4.4 suggested by Adrian Nachman; in
Exercise 4.4, we outline a complete proof of [36, Theorem 2.3] by the same method.

To state the estimate and introduce some key ingredients of Nachman’s proof,
we first recall that the Hardy-Littlewood maximal function for a locally integrable
function f on R

n is given by

Mf (x) = sup
r>0

(
1

|B(x, r)|
∫
B(x,r)

|f (y)| dy
)

where B(x, r) is the ball of radius r about x ∈ R
n, and | · | denotes Lebesgue

measure. The maximal function is a bounded sublinear operator from Lp(Rn) to
itself for p ∈ (1,∞] so that

‖Mf ‖Lp �p ‖f ‖Lp , p ∈ (1,∞]. (4.15)

In particular, if f ∈ Lp for p ∈ (1,∞], then (Mf )(x) is finite for almost every x.
Next, recall that an approximate identity is a family of nonnegative functions

Kt ∈ L1(Rn), indexed by t ∈ (0,∞), with

(i)
∫
Kt(x) dx = 1,

(ii) |Kt(x)| � t−n, and
(iii) |Kt(x)| � At |x|−(n+1).

It is not difficult to see that the estimate

|(Kt ∗ f ) (x)| � Mf (x)

holds, where the implied constant is independent of t . One example of an approxi-
mate identity is the Poisson kernel
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Pt(x) = cn t(|x|2 + t2)(n+1)/2

where cn is chosen to normalize the integral of Kt to 1.
The action of the Poisson kernel by convolution may be viewed as the action of

a Fourier multiplier with symbol e−t |ξ |. That is, denoting by F the transform

(Ff ) (ξ) =
∫
e−ix·ξ f (x) dx,

we have

F [(Pt ∗ f )] (ξ) = e−t |ξ |f̂ (ξ). (4.16)

Denote by |D|−1 the Fourier multiplier with symbol |ξ |−1. By the identity

|ξ |−1 =
∫ ∞

0
e−t |ξ | dt

it follows that

|D|−1f =
∫ ∞

0
(Pt ∗ f ) (x) dt.

We can now state and prove:

Theorem 4.4 ([36]) Suppose that p ∈ (1, 2] and f ∈ Lp(R2). The estimate

∣∣∣(∂−1
z f

)
(x)

∣∣∣ � (Mf (x))1/2 (Mf̂ (0))1/2 (4.17)

holds, where f̂ denotes the Fourier transform of f .

Proof (Suggested by Adrian Nachman) The Poisson kernel is an approximate
identity so by standard theory

|(Pt ∗ f ) (x)| � Mf (x)

with the implied constant independent of t > 0. We now write

|D|−1f (x) =
∫ R

0
(Pt ∗ f ) (x) dt + 1

(2π)

∫ ∞

R

eiξ ·xe−t |ξ |f̂ (ξ) dξ

= I1(x)+ I2(x)

where in the second term we used (4.16). We may estimate
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|I1(x)| � RMf (x)

|I2(x)| �
∫

1

|ξ |e
−R|ξ | ∣∣f̂ (ξ)∣∣ dξ

�
∞∑

j=−∞
2j e−R2j 2−2j

∫
2j−1<|ξ |<2j

∣∣f̂ (ξ)∣∣ dξ

�

⎛
⎝ ∞∑
j=−∞

2j e−R2j

⎞
⎠Mf̂ (0)

� R−1Mf̂ (0).

where we introduced a dyadic decomposition in the ξ variable. Thus

∣∣∣|D|−1f (x)

∣∣∣ � RMf (x)+ R−1Mf̂ (0).

Optimizing in R, we obtain the desired bound (4.17). � 
We will usually use this estimate in the form

∣∣∣(∂−1
z ekf

)
(x)

∣∣∣ � (Mf (x))1/2 (Mf̂ (k))1/2 (4.18)

where

f̂ (k) = 1

π

∫
ek(z)f (z) dz

is the natural Fourier transform in this setting.
This estimate is of particular importance because it captures, in a quantitatively

precise way, the effect of the oscillatory factor ek on the behavior of the fractional
integral (In this context, see in particular Lemma 4.13 and the subsequent analysis
of the scattering transform in Sect. 4.4; in [36], see particularly section 4). It replaces
less precise estimates, based on integration by parts, that were used in [38] to capture
the behavior of solutions as a function of k.

The Beurling operator is defined on C∞0 (R2) as the principal value integral

(Sf )(z) = − 1

π
lim
ε↓0

∫
|z−w|>ε

f (w)

(z− w)2 dw (4.19)

and extends to bounded operator on Lp(R2) for all p ∈ (1,∞). It is an isometry on
L2. We define

Sf = Sf . (4.20)
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The Beurling operator has the property that

S(∂zf ) = ∂zf (4.21)

for functions f ∈ C∞0 (R2). By density this extends property to functions f ∈
W 1,p(R2) for p ∈ (1,∞). For a full discussion, see for example, [5, Chapter 4].

4.2 Local Well-Posedness

Next, we review the local well-posedness theory for the DS II equation due to
Ghidaglia and Saut [26]. The results in this subsection hold for either sign of ε.
We first recast (4.1) as an integral equation using the solution operator V (t) for the
linear problem

i∂t v + 2
(
∂2
z + ∂2

z

)
v = 0 (4.22)

which is a linear dispersive equation. To formulate the integral equation, observe
that (4.1) may be reformulated as a nonlinear Schrödinger-type equation with
nonlocal nonlinearity:

⎧⎨
⎩
i∂tq + 2

(
∂2
z + ∂2

z

)
q + 4ε

(
S
(
|q|2
)
+ S

(
|q|2
))
q = 0,

q(z, 0) = q0(z)

(4.23)

where S is the Beurling operator (4.19) and S is the conjugate Beurling opera-
tor (4.20).

We will say that a function q ∈ C([0, T ], L2
z(R

2)) ∩ L4(R2
z × [0, T ]) solves the

Cauchy problem (4.1) if q solves the integral equation

q(t) = V (t)q0 + 4iε
∫ t

0
V (t − s)

[
q(s)

(
S(|q|2)(s)+ S(|q|2)(s)

)]
ds (4.24)

as an integral equation in the space

X = C((0, T ), L2(R2)) ∩ L4(R2 × (0, T )). (4.25)

This integral equation is motivated by Duhamel’s formula (see Exercise 4.5) and
makes sense in this space because of the Strichartz estimates discussed below.
Ghidaglia and Saut [26, Theorem 2.1] prove:

Theorem 4.5 For any q0 ∈ L2(R2), there is a T ∗ > 0 and a unique solution q(t)
to (4.24) belonging to C((0, T ∗), L2(R2))∩L4(R2×(0, T ∗)) with q(t) = q(0) and
‖q(t)‖L2 = ‖q0‖L2 .
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Note that the proof of Theorem 4.5 is insensitive to the sign of ε, but does not
guarantee global existence. This is to be expected since there are solutions of the
focussing (ε = −1) DS II equation whose L2-mass concentrates to a point in finite
time [37].

The idea of the proof is to show that the mapping

�(u) = V (t)q0 + 4iε
∫ t

0
V (t − s)

[
q(s)

(
S(|q|2)(s)+ S(|q|2)(s)

)]
ds (4.26)

is a contraction on the space X for some T > 0 depending on the initial data q0.
One can reconstruct a complete proof by tracing through standard arguments used
to show that the L2-critical nonlinear Schrödinger equation

iut +�u− |u|2u = 0

in two space dimensions is locally well-posed (see for example the text of Ponce
and Linares [34, Section 5.1] or the original paper of Cazenave and Weissler [14]);
dispersive estimates for V (t) are essentially the same as those for the unitary group
exp(it�), while the nonlinear term in (4.23) is “morally cubic” owing to the fact
that S preserves Lp(R2) for any p ∈ (1,∞). We will give an outline based on [34,
Section 5.1].

To carry out the proof of Theorem 4.5, we will need the following Strichartz
estimates on V (t).

Proposition 4.6 Let V (t) be the solution operator for the linear equation (4.22).
The following estimates hold.

‖V (t)f ‖L4
z,t

� ‖f ‖L2 (4.27)∥∥∥∥
∫ ∞

−∞
V (t − s)g(s) ds

∥∥∥∥
L4
z,t

� ‖g‖
L

4/3
z,t

(4.28)

∥∥∥∥
∫ ∞

−∞
V (t)g(t) dt

∥∥∥∥
L2
z

� ‖g‖
L

4/3
z,t

(4.29)

These estimates are consequences of the basic dispersive estimate

‖V (t)f ‖L∞ � t−1 ‖f ‖L1 (4.30)

which follows from the representation of V (t)f as a Fourier integral (Exercise 4.6).
One can prove (4.27)–(4.29) for V (t) by mimicking the proof of the analogous
estimates for V (t) replaced by eit�, the solution semigroup for the Schrödinger
equation in two space dimensions, given in [34, Section 4.2]. The proofs are
essentially identical since exp(it�) and V (t) both obey the basic dispersive
estimate (4.30). The reader is asked to prove (4.28) in Exercise 4.7.
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The first step in the proof of Theorem 4.5 is to show that the mapping (4.26)
preserves a ball in X. Suppose that ‖q‖X < α. Using the Strichartz estimate (4.29)
on the second right-hand term of (4.26) and the fact that V (t) is unitary on L2 on
the first right-hand term, we may estimate

sup
t∈(0,T )

‖�(q(t))‖L2 � ‖q0‖L2 + T 1/4 ‖q‖3
L4(R2×(0,T ))

� ‖q0‖L2 + T 1/4α3

where in the first step we used (4.29) and then used Hölder’s inequality in the
integration over t . Similarly, using (4.27) and (4.28) respectively on the first and
second right-hand terms of (4.26), we obtain an estimate of the same form for
‖�(q)‖L4(R2×(0,T ). Hence, for any q with ‖q‖X < α,

‖�(q)‖X � ‖q0‖L2 + T 1/4α3.

Choosing α � ‖q0‖L2 and T 1/4 � α−2, we obtain that ‖�(q)‖X � α/2. Note that
the ‘guaranteed’ time of existence decreases with the L2 norm of the initial data.

The next step is to show that � is a contraction in the sense that

‖�(q1)−�(q2)‖X � 1

2
‖q1 − q2‖X

for T sufficiently small. Using the Strichartz estimates and the multilinearity of the
map

(q1, q2, q3) �→ q1S (q2q3)

we have

‖�(q1)−�(q2)‖X � T 1/4α2 ‖q1 − q2‖X
for any q1, q2 with ‖q1‖X , ‖q2‖X < α. By shrinking T if necessary we can assure
that � is a contraction, and hence (4.24) has a unique solution.

4.3 Complete Integrability

In this subsection we will sketch the formal inverse scattering theory for the DS II
equations, tacitly assuming that q( · , t) ∈ S (R2) and that the scattering transform
s ∈ S (R2), so that various asymptotic expansions make sense. Sung [39–41]
proved rigorously that the scattering transform q �→ s maps S (R2) to itself. It
follows from these mapping properties that the putative solution qinv defined by (4.5)
belongs to C((−T , T );S (R2)) for any T > 0. These facts imply that the functions
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m1(z, t, k) and m2(z, t, k) which we will construct below are bounded smooth
functions with asymptotic expansions separately in z for fixed k or in k for fixed z.

Equation (4.1) is the compatibility condition for the following system of
equations for unknowns ψ1(z, t, k) and ψ2(z, t, k):

∂zψ1 = qψ2 (4.31a)

∂zψ2 = εqψ1 (4.31b)

∂tψ1 = 2i∂2
z ψ1 + 2i(∂zq)ψ2 − 2iq∂zψ2 + igψ1 (4.32a)

∂tψ2 = −2i∂2
z ψ2 − 2iε(∂zq)ψ1 + 2iεq∂zψ1 − igψ2 (4.32b)

Cross-differentiating (4.31a) and (4.32a), assuming (ψ1, ψ2) is a joint solution and
that ψ1 and ψ2 are linearly independent, one finds that the DSII equation

⎧⎪⎨
⎪⎩
iqt + 2

(
∂2
z + ∂2

z

)
q + (g + g)q = 0

∂zg + 4ε∂z
(
|q|2
)
= 0

(4.33)

emerges as a compatibility condition (see Exercise 2.9).
To define and implement the scattering transform, we’ll consider solutions

of (4.31a)–(4.31b) with asymptotics specified by a complex parameter k: we seek
solutions of the form5

ψ1 = C1(k, t)e
ikzm1, ψ2 = C2(k, t)e

ikzm2

where for each fixed t and k,(
m1(z, k, t),m2(z, k, t)

)
→ (1, 0) as |z| → ∞. (4.34)

A calculation similar to the one carried out in Sect. 3.4 shows that

C1(k, t) = C2(k, t) = e−2ik2t .

We outline the computation in Exercise 4.8. In the new variables, we find

∂zm
1 = qm2 (4.35a)

(∂z + ik)m2 = εqm1 (4.35b)

5We follow the conventions of Nachman et al. [36] and denote the renormalized forms of ψ1 and
ψ2 respectively by m1 and m2; the superscripts are not exponents!
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∂tm
1 = 2i

(
∂2
z + 2ik∂z

)
m1 + 2i (∂zq)m

2 − 2iq∂zm
2 + igm1 (4.35c)

∂tm
2 = −2i∂2

z m
2 + 2ik2m2 − 2iε (∂zq)m

1 + 2iεq(∂z + ik)m1 (4.35d)

− igm2

As we will show (see Lemma 4.19), for each fixed time t and position z, the
solutions of (4.35a)–(4.35b) obeying the asymptotic condition (4.34) also obey the
dual equations

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂km
1 = e−ksm2

∂km
2 = e−ksm1(

m1(z, k, t),m2(z, k, t)
)
→ (1, 0) as |k| → ∞.

(4.36)

where

ek(z) = ei
(
kz+kz)

and the scattering transform s(k, t) of q(z, t) is defined by

m2(z, k, t) = e−k i
z

s(k, t)+O
(
|z|−2

)
. (4.37)

Assuming that s( · , t) ∈ S (R2) and that m1 and m2 are bounded, it follows
from (4.36) that m1 and m2 have large-k asymptotic expansions of the form (see
Exercise 4.2) ⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

m1(z, k, t) ∼ 1 +
∑
j�1

αj (z, t)

kj

m2(z, k, t) ∼
∑
j�1

βj (z, t)

kj

for each fixed z, t . Substituting these expansions into (4.35a)–(4.35b) shows that

q(z, t) = −iεβ1(z, t) (4.38)

(see Exercise 4.9).
Thus, to recover q(z, t), we need (i) an equation of motion for the scattering

transform s(k, t) and (ii) a way of reconstructing m1(z, k, t) and m2(z, k, t) from
the scattering transform s(k, t).
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We can derive an equation of motion for s formally as follows. If we assume that
q(·, t) ∈ S(R2), we expect m1 and m2 to have large-z (differentiable) asymptotic
expansions of the form

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
m1(z, k, t) ∼ 1 + a(k, t)

z
+O

(
|z|−2

)

m2(z, k, t) ∼ e−k(z)b(k, t)
z

+O
(
|z|−2

) (4.39)

Note that, comparing the second equation of (4.39) with (4.37), we have b(k, t) =
is(k, t). Substituting these expansions into (4.35c)–(4.35d) and taking |z| → ∞, we
see that

ȧ(k, t) = 0, ḃ(k, t) = 2i
(
k2 + k2

)
b(k, t).

Thus, formally, the map q �→ (a, b) gives action-angle variables for the flow (4.33).
In particular, if q(z, t) solves the DSII equation, then the scattering data obeys the
linear evolution

s(k, t) = e2it
(
k2+k2

)
s(k, 0).

It remains to show how q(z, t), the solution of the DSII equation, may be
recovered from s(k, t). Here we use the fact that m1 and m2, now regarded also
as functions of time, obey the equations

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂km
1 = eitϕsm2

∂km
2 = eitϕsm1

m1(z, k)− 1,m2(z, k)→ 0 as |k| → ∞
(4.40)

where s(k) is the scattering transform of the initial data q(z, 0), and

ϕ(z, k, t) = 2
(
k2 + k2

)
− kz+ kz

t
(4.41)

is a phase function formed from e−k and the evolution for s. We can then reconstruct
q(z, t) from the asymptotics of m2(z, k, t) using (4.38).

The proof that q(z, t) so defined in fact solves (4.1) uses the Lax representa-
tion (4.35a)–(4.35d). In the case ε = 1, we will show thatm1(z, k, t) andm2(z, k, t)

defined by (4.40) generate a solution of the Lax equations (4.31a)–(4.32b) where
q( · , t) is the scattering transform of s( · , t). It will then follow that q(z, t), defined
as S (s( · , t)), solving the DSII equation.
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In what follows, we will study the scattering transform S in depth to obtain the
Lipschitz mapping property (Sect. 4.4). In order to prove the solution formula (2.23),
it suffices to check initial data q0 ∈ S (R2). In Sect. 4.5, we use the Lax represen-
tation (4.3)–(4.4) to show that (2.23) does indeed generate a solution to (2.17).

4.4 The Scattering Map

We now define the scattering transform S : q → s more precisely. Given q ∈
H 1,1(R2) and k ∈ C, one first solves the linear system

⎧⎪⎪⎨
⎪⎪⎩

∂zm
1(z, k) = q(z)m2(z, k)

(∂z + ik)m2(z, k) = q(z)m1(z, k)

m1( · , k)− 1, m2( · , k) ∈ L4(R2).

(4.42)

One then computes the scattering transform from the integral representation

s(k) = (Sq) (k) := − i
π

∫
R2
ek(z)q(z)m

1(z, k) dz. (4.43)

This definition accords with the definition (4.37) given by asymptotic expansion
of m2(z, k, t) if q ∈ S (R2) because one can compute the first term in the
large-z asymptotic expansion for m2(z, k, t) explicitly (Exercise 4.10; in keeping
with the emphasis of this section, t-dependence is suppressed). Note that, in this
normalization, S is an antilinear map. Its linearization at q = 0 is an “antilinear
Fourier transform”

f̂ (k) = (Faf ) (k) := − i
π

∫
R2
ek(z)f (z) dz. (4.44)

It is easy to check, using standard Fourier theory, that Fa = F−1
a defines an isometry

from L2(R2) onto itself and a Lipschitz continuous map from H 1,1(R2) onto itself
(Exercise 4.11). Thus,

(Sq) (k) = (Faq) (k)− i
π

∫
ek(z)q(z)

(
m1(z, k)− 1

)
dz. (4.45)

Equation (4.45) provides a useful way to understand the scattering transform:
it is a perturbation of the linear Fourier transform in which the integral transform
also depends on q. In [36], the authors exploit the fact that the second term may be
viewed as a pseudodifferential operator whose mapping properties can be controlled
by estimates on the ‘symbol’ a(x, ξ) = m1(ξ, x) − 1 (the reversal of arguments
(x, ξ) in m1 is deliberate!).
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We will prove:

Theorem 4.7 The scattering transform S is a locally Lipschitz continuous map
from H 1,1(R2) onto itself. Moreover, S = S−1

Proof We begin with a reduction. Suppose we can prove that ‖Sq1 − Sq2‖H 1,1 �
‖q1 − q2‖H 1,1 for q1, q2 ∈ S (R2) with constants uniform in q1, q2 ∈ S (R2)

having H 1,1(R2) norm bounded by a fixed constant, We can then extend the map S
by density to a nonlinear mapping onH 1,1(R2) with the same continuity properties.
Similarly, if S = S−1 on S (R2), this identity extends by density to H 1,1(R2).

The claimed mapping properties of S for q1, q2 ∈ S (R2) are proved in
Propositions 4.14, 4.17, and 4.18 of what follows. The property S = S−1 on S (R2)

is proved in Proposition 4.20. � 
The proofs of Propositions 4.14, 4.17, 4.18, and 4.20 rest on a careful analysis of

the solutions to (4.42). Some of the results along the way are proved for q ∈ L2(R2)

or q ∈ H 1,1(R2). Although we follow the outline of [38], we use ideas of [36] at a
number of points to simplify the proofs.

4.4.1 Existence and Uniqueness of Solutions

First, we will show that (4.42) has a unique solution for each q ∈ H 1,1(R2) and
k ∈ C. The following “vanishing theorem” for ∂-problems is originally due to Vekua
[44], was used by Beals-Coifman [8], and was improved to the form stated here by
Brown and Uhlmann [13]. The short and elegant proof we give here is taken from
the paper of Nachman et al. [36, proof of Lemma 3.2].

Theorem 4.8 Suppose that a ∈ L2(R2), u ∈ Lp(R2) for some p > 2, and ∂zu =
au in distribution sense. Then u = 0.

Proof ([36]) Define

an(x) =
⎧⎨
⎩
a(x), |x| < n and |a(x)| < n

0, otherwise

and as = a − an. We then have a = an + as where an ∈ Lp1 ∩ Lp2 for some
1 < p1 < 2 < p2 and ‖as‖L2 is small for n large. Let

ν(z) =

⎧⎪⎪⎨
⎪⎪⎩

exp

(
−∂−1
z an

u

u

)
(z), u(z) �= 0

1, u(z) = 0
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The function uν obeys

∂z(uν) = as(uν)

so that, choosing n large enough, we may conclude that uν = 0, by the remarks
following (4.12). On the other hand, ν and ν−1 belong to L∞ by (4.10). Hence,
u = 0. � 

A short computation using the operator identity

(∂z + ik) = e−k∂zek (4.46)

shows that the functions

m±(z, k) = m1(z, k)± e−km2(z, k) (4.47)

solve the system

{
∂zm

±(z, k) = ±e−kq(z)m±(z, k),
m± − 1 ∈ L4(R2)

(4.48)

Proposition 4.9 There exists a unique solution of (4.42) for any k ∈ C and q ∈
L2(Rn).

Proof We prove uniqueness first. Suppose that (m1,m2) and (n1, n2) solve (4.42)
for q ∈ L2. We claim that m1 = n1 and m2 = n2. Setting

w1 = m1 − n1, w2 = m2 − n2,

we obtain a solution (w1, w2) of (4.42) with w1( · , k) and w2( · , k) in L4(R2), so
that the same is true of w± under the change of variable (4.47). By Theorem 4.8,
w± = 0, so (w1, w2) = 0.

In order to prove existence of solutions to (4.42), it suffices to solve (4.48). To
this end, consider the equation

∂zw + e−kuw = −e−ku (4.49)

where one should think of w as m± − 1 and u as ∓q. This equation is equivalent to
the integral equation

w − Tw = ∂−1
z (e−ku)

where

Tf = ∂−1
z

(
e−kuf

)
.
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The operator T is the composition of the operator S with complex conjugation (the
factor e−k can be absorbed into the definition of q in (4.12)). Hence, by Lemma 4.3,
T is a compact operator. Since T is compact, (I − T ) is a Fredholm operator.

We claim that, by Theorem 4.8, kerL4(I − T ) is trivial. If so, it follows from the
Fredholm alternative that (I − T )−1 is a bounded operator on L4 and that

w = (I − T )−1
(
∂−1
z (e−ku)

)
(4.50)

solves (4.49). Suppose then that f ∈ kerL4(I − T ), i.e., Tf = f . Then f is a weak
solution of the equation ∂zf = e−kqf and hence, by Theorem 4.8, f = 0. This
finishes the proof. � 

We end this subsection with a resolvent estimate on (I −T )−1. This is one of the
key points where we use the smoothness of q ∈ H 1,1(R2). Very different techniques
are used in [36, §3] to control the resolvent assuming only that q ∈ L2(R2).

We will exploit the integration by parts formula

1

π

∫
1

z− we−kf (w) dw = −e−k(z)f (z)
ik

+ 1

ik

∫
1

z− we−k(w)(∂zf )(w) dw
(4.51)

(see Exercise 4.13).
From this identity it follows that

(Tf )(z) = − 1

ik
e−k(z)q(z)f (z)+ 1

ik

∫
1

z− we−k(w)∂z(qf )(w) dw. (4.52)

Using the estimate (4.9) and (4.52), we see that

‖Tf ‖L4 � 1

|k|
(∥∥qf ∥∥

L4 +
∥∥∂z (qf )∥∥L4/3

)
so that

∥∥∥T 2f

∥∥∥
L4

� 1

|k|
(‖qTf ‖L4 + ‖∂z (qTf )‖L4/3

)

� 1

|k|
(
‖q‖L8 ‖Tf ‖L8 + ‖∂zq‖L2 ‖Tf ‖L4 + ‖q‖2

L4 ‖f ‖L4

)

� 1

|k|
(
‖q‖L8 ‖q‖L8/3 + ‖∂zq‖L2 ‖q‖L2 + ‖q‖2

L4

)
‖f ‖L4

Since H 1(R2) is continuously embedded in Lp(R2) for all p � 2 (see Exer-
cise 4.15), it follows that

∥∥∥T 2
∥∥∥
L4→L2

� 1

|k| ‖q‖
2
H 1 (4.53)
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From (4.53) and the identity (I − T ) = (I − T 2)−1(I + T ), we immediately
obtain the following large-k resolvent estimate.

Lemma 4.10 Fix R > 0. There is an N = N(R) so that for all k ∈ C with |k| � N
and all q ∈ H 1(R2) with ‖q‖H 1 � R, the estimate

∥∥(I − T )−1
∥∥
L4→L4 � 2 holds.

To obtain uniform resolvent estimates (i.e., estimates valid for all k ∈ C and q in
a bounded subset of H 1,1(R2)), we now follow the ideas of [38]. Using a different
approach, Nachman, Regev, and Tataru obtain similarly uniform estimates for q in
a bounded subset of L2 (see [36, Section 3]).

In our case, Lemma 4.10 gives uniform control for q in a bounded subset of
H 1,1(R2) and sufficiently large |k|. It remains to control the resolvent for (k, q)
with k in a bounded subset of C and q in a bounded subset of H 1,1(R2).

Lemma 4.11 Let B be a bounded subset of H 1,1(R2)× C. Then

sup
(q,k)∈B

∥∥∥(I − T )−1
∥∥∥
L4→L4

<∞.

Proof Write T as T (q, k) to show the dependence of the operator on q ∈ L2(R2)

and k ∈ C. We prove the required estimate in two steps. First, we show that the
mapping

L2(R2)× C / (q, k) �→ (I − T (q, k))−1 ∈ B(L4) (4.54)

is continuous. Second, we show that if B is a bounded subset ofH 1,1(R2)×C, then
B is a pre-compact subset in L2(R2)×C. Thus the resolvents {(I −T )−1 : (q, k) ∈
B}, as the image of a pre-compact set under a continuous map, form a bounded
subset of B(L4).

First we consider continuity of the map (4.54). By the second resolvent formula,
it suffices to show that the map (q, k) �→ T (k, q) is continuous from L2(R2) × C

to B(L4). But

∥∥T (k, q)− T (k′, q ′)∥∥
L4→L4 �

∥∥T (k, q)− T (k′, q)∥∥
L4→L4 (4.55)

+ ∥∥T (k′, q)− T (k′, q ′)∥∥
L4→L4

� ‖(ek − ek′)q‖L2 + ∥∥q − q ′∥∥
L2

where in the second step we used (4.13) (where q now includes the factor ek) and
the linearity of S in q. The continuity is immediate.

Pre-compactness of B as a subset of L2(R2)×C follows from the Kolmogorov-
Riesz Theorem and is left as Exercise 4.16. � 

We can also prove Lipschitz continuity of the resolvent as a function of q.
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Lemma 4.12 Fix R > 0 and q1, q2 ∈ H 1,1(R2) with ‖qi‖H 1,1 � R, i = 1, 2. Then

sup
k∈C

∥∥∥(I − T (q1, k))
−1 − (I − T (q2, k))

−1
∥∥∥
L4→L4

�R ‖q1 − q2‖L2 .

Proof This is a consequence of Lemma 4.11, the estimate (4.55), and the second
resolvent formula. � 

4.4.2 Estimates on the Scattering Transform

In order to analyze the scattering transform, we need estimates on the regularity
in k and large-k behavior of the scattering solutions m1(z, k) and m2(z, k). In
essence, this entails understanding the joint (z, k) behavior of solutions to the model
equation (4.49).

In order to do this, we need (1) estimates on the resolvent (I −T )−1 uniform in k
and (2) estimates on the joint (z, k) behavior of the function ∂−1

z (e−kq). In [38] both
of these steps were accomplished using the smoothness and decay of q (i.e., using
q ∈ H 1,1(R2)). In [36], the authors need only assume that q ∈ L2: they use ideas of
concentration compactness [25] to obtain the required control of the resolvent, and
use the fractional integral estimates from Theorem 4.4 to control ∂−1

z (e−kq).
In these notes, we will take an intermediate route and borrow insights from

[36] to provide a cleaner and more concise proof of the main results in [38]. In
particular, by exploiting Theorem 4.4, we will avoid the multilinear estimates and
resolvent expansions used in [38]. A number of calculations below also exploit the
ideas behind [36, Theorem 2.3], a sharp L2 boundedness theorem for non-smooth
pseudodifferential operators.

We begin with a mixed-Lp estimate which actually holds for q ∈ L2 (see [36,
Lemma 4.1]). The technique of proof is borrowed from [36, Lemma 4.1], with
our weaker resolvent estimate from Lemma 4.11 used instead of their stronger L2

estimate [36, Theorem 1.1].

Lemma 4.13 Suppose that q ∈ H 1,1(R2) and that (Mq̂)(k) is finite. Let m1 and
m2 be the unique solutions of (4.42). Then

∥∥∥m1( · , k)− 1
∥∥∥
L4
+
∥∥∥m2( · , k)

∥∥∥
L4

� C
(‖q‖H 1

)
(Mq̂ )(k)1/2 (4.56)

Moreover, the maps q �→ m1 and q �→ m2 are locally Lipschitz continuous as maps
from H 1,1(R2) to L4(R2

z × R
2
k).

Proof By the definition (4.47) of m± and Eq. (4.48) obeyed by m±, it suffices to
prove the estimate

‖w‖L4 � C
(‖q‖H 1,1

)
(Mq̂) (k)1/2

for solutions w of the model equation (4.49).
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From the solution formula (4.50), we estimate

‖w‖L4 �
∥∥∥(I − T )−1

∥∥∥
L4→L4

‖∂z (e−ku)‖L4

� C
(‖q‖H 1,1

) ‖u‖1/2
L2 (Mû) (k)1/2

where we used Lemma 4.11 and the fractional integral estimate (4.18). This estimate
now implies (4.56).

An immediate consequence of (4.56) is the estimate

∥∥∥m1 − 1
∥∥∥
L4(R2

z×R2
k )
+
∥∥∥m2

∥∥∥
L4(R2

z×R
2
k)
� C

(‖q‖H 1,1

) ‖q‖1/2
L2 . (4.57)

The Lipschitz continuity follows from Lemma 4.12, the solution formula (4.50),
and (4.15). � 

We can now prove:

Proposition 4.14 The scattering transform S is bounded and Lipschitz continuous
from H 1,1(R2) to L2(R2).

Proof As already discussed, it suffices to prove the Lipschitz continuity estimates
for q ∈ S (R2). We use the fact that q ∈ S (R2) in the computations leading
to (4.59).

By Eq. (4.45), it suffices to show that the integral

I (k) = − i
π

∫
ek(z)q(z)

(
m1(z, k)− 1

)
dz (4.58)

defines an L2 function of k, locally Lipschitz as a function of q. From (4.42), we
may write m1(z, k) − 1 = ∂−1

z

(
q( · )m2( · , k)) and change orders of integration to

obtain

I (k) = − i
π

∫ [
∂−1
z (ekq) (z)

]
q(z)m2(z, k) dz (4.59)

and conclude from the estimate (4.17) and Lemma 4.13 that

|I (k)| � C (‖q‖H 1

)
(Mq̂(k))1/2

∫
(Mq(z))1/2 |q(z)| |m2(z, k)| dz

� C
(‖q‖H 1

)
(Mq̂(k))1/2 ‖q‖3/2

L2

∥∥∥m2( · , k)
∥∥∥
L4

where in the second line we used (4.15). Using (4.57) and Hölder’s inequality, we
conclude that I ∈ L2 with

‖I‖L2 � C
(‖q‖H 1

) ‖q‖2
L2 .
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To show Lipschitz continuity, we note that, by (4.59),

I (k; q1)− I (k; q2) = (4.60)

i

π

∫ [
q1(z)∂

−1
z (ekq1)(z)− q2(z)∂

−1
z (ekq2)(z)

]
m2(z, k; q1) dz

+ i
π

∫ [
q2(z)∂

−1
z (ekq2)(z)

] (
m2(z, k; q1)−m2(z, k; q2)

)
dz

The map q �→ q ∂−1
z (ekq) is Lipschitz continuous from L2(R2) into

L4(R2
k;L4/3(R2

z))) by multilinearity, (4.15), and (4.18) (see Exercise 4.17). The
map q �→ m2(z, k; q) is Lipschitz continuous from H 1,1(R2) into L4(R2

z × R
2
k) by

Lemma 4.13. � 
Remark 4.15 The “integration by parts” that transforms (4.58)–(4.59) is also one of
the key ideas behind the proof of theL2 boundedness theorem for pseudodifferential
operators with non-smooth symbols, Theorem 2.3, in [36]. Tracing through the
argument used to estimate I (k), it is easy to see that the same argument proves
that

I (f, k) = − i
π

∫
ek(z)f (z)

(
m1(z, k)− 1

)
dz

satisfies the estimate

|I (k, f )| � C (‖q‖H 1

) (
(Mf̂ (k)

)1/2 ‖f ‖L2

∥∥∥m2( · , k)
∥∥∥
L4

so that

‖I ( · , f )‖L2 � C
(‖q‖H 1

) ‖q‖L2 ‖f ‖L2 . (4.61)

To prove Theorem 4.7, it remains to show that, for q ∈ H 1,1(R2), Sq ∈
H 1(R2) and Sq ∈ L2,1(R2), and that the corresponding maps are locally Lipschitz
continuous. As a first step, we show that, if q ∈ H 1,1(R2), then Sq ∈ Lp(R2) for
all p ∈ [2,∞).
Proposition 4.16 For any p ∈ [2,∞), the scattering transform S is locally
Lipschitz continuous from H 1,1(R2) to Lp(R2).

Proof The Fourier transform has this mapping property by the Hausdorff-Young
inequality and the fact that H 1,1 ↪→ Lq for q ∈ (1, 2] (see Exercise 4.14). Hence,
owing to (4.45), it suffices to prove that the map q �→ I (k) defined by (4.58) has
the required continuity.

Using (4.59), the fractional integral estimate (4.18), and the a priori esti-
mate (4.56) on m2, we may estimate
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|I (k)| �
∫ ∣∣∣∂−1

z (ekq)(z)

∣∣∣ |q(z)| ∣∣∣m2(z, k)

∣∣∣ dz
� C

(‖q‖H 1,1

) [
(Mq̂)(k)1/2(Mq)(z)1/2

]2 |q(z)| dz
� C

(‖q‖H 1,1

) ‖q‖2
L2 (Mq̂)(k)

which shows that I ∈ Lp(R2) for any p > 2 by the Hausdorff-Young inequality
again. The proof of Lipschitz continuity uses (4.60) and analogous estimates. � 

Proposition 4.16 allows us to prove:

Proposition 4.17 The map S is locally Lipschitz continuous from H 1,1(R2) to
H 1(R2).

Proof It suffices to prove the Lipschitz estimate for q ∈ S (R2). In view of
Proposition 4.14, property (4.21) of the Beurling transform, and the boundedness of
the Beurling transform on Lp, it suffices to show that the map q �→ ∂zI (where the
differentiation is with respect to k) is locally Lipschitz continuous from H 1,1(R2)

into L2(R2). In Lemma 4.19, we will show that, for q ∈ S (R2), m1 and m2 also
solve the ∂k-problem (4.62). Thus, for q ∈ S (R2) we may compute

∂ks(k) =
1

π

∫
ek(z)zq(z)m

1(x, k) dz− i
π

s(k)
∫
q(z)m2(z, k) dz

= I1 + I2
Tracing through the proof of Proposition 4.14 with q replaced by zq, we conclude
that I1 defines an L2 function of k, Lipschitz continuous in q. It remains to
estimate I2.

By Proposition 4.16, s ∈ L4(R2), so it suffices to show that the integral defines
a Lipschitz map from q ∈ H 1,1(R2) to L4(R2

k). Since m2 ∈ L4(R2
z × R

2
k) and

q ∈ H 1,1(R2) ⊂ L4/3(R2
z), this is a consequence of Hölder’s inequality and

Lemma 4.13. � 
To complete the proof of Theorem 4.7, we show that Sq ∈ L2,1(R2) with

appropriate Lipschitz continuity.

Proposition 4.18 The map S is locally Lipschitz continuous from H 1,1(R2) to
L2,1(R2).

Proof We need only show that q �→ I (k) has the above property, where I (k) is
defined by (4.58). We begin with a computation for q ∈ S (R2), using the trivial
identity ∂zek = ikek and integration by parts:

kI (k) = − 1

π

∫
ek(z)∂z

(
q(z)

(
m1(z, k)− 1

))
dz

= I1 + I2
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where

I1 = − 1

π

∫
ek(z) (∂zq) (z)m

1(z, k) dz,

I2 = − 1

π

∫
ek(z)|q(z)|2m2(z, k) dz,

and we used the first equation in (4.42) to simplify I2.
The integral I1 defines an L2 function of k since ∂zq ∈ L2(R2) by an argument

similar to the proof of Proposition 4.14. To analyze I2, we use the second equation
in (4.42) to write

I2 =
∫
|q(z)|2∂−1

z

(
ek( · )q( · )m1( · , k)

)
(z) dz

= I21 + I22

where

I21 =
∫
|q(z)|2∂−1

z (ekq) (z) dz,

I22 =
∫
|q(z)|2∂−1

z

(
ekq( · )

(
m1( · , k)− 1

))
(z) dz.

By “integration by parts” we have

I21 = −
∫
ek(z)q(z)∂

−1
z

(
|q|2
)
(z) dz

which exhibits I21 as the Fourier transform of an L2 function since |q|2 in L4/3(R2).
On the other hand

I22 = −
∫
ek(z)q(z)

[
∂−1
z

(
|q( · )|2

)]
(z)
(
m1(z, k)− 1

)
dz

which exhibits I22 in the form I (k, f ) (see Remark 4.15) where f is the L2 function
q∂−1|q|2. The needed L2 bound is a direct consequence of (4.61).

As usual, the proof of Lipschitz continuity rests on the multilinearity of explicit
expressions involving q and the Lipschitz continuity of m1 and m2 viewed as
functions of q. To prove that I1 is locally Lipschitz continuous, one mimics the proof
that I is Lipschitz beginning with (4.60) in the proof of Proposition 4.14. To show
that I2 is Lipschitz continuous, one notes that I21 is an explicit multilinear function
of q, while I22 can be controlled by the same method used to prove Lipschitz
continuity of I on the proof of Proposition 4.14. � 
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It now follows that S , initially defined on S (R2), extends to a locally Lipschitz
continuous map from H 1,1(R2) to itself. It remains to prove that S−1 = S .

By the Lipschitz continuity of S on H 1,1(R2), it suffices to prove that S = S−1

on the dense subset S (R2). The idea of the proof is to use uniqueness of solutions to
the system (4.42) together with the fact that, for q ∈ S (R2), the functions (m1,m2)

satisfy both the system (4.42) and the following system of ∂k-equations.

Lemma 4.19 Suppose that q ∈ S (R2) and let (m1,m2) be the unique solutions
to (4.42). Then, for each z ∈ C,

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂km
1(z, k) = e−ks(k)m2(z, k)

∂km
2(z, k) = e−ks(k)m1(z, k)

m1(z, k)− 1, m2(z, k) = O
(
|k|−1

) (4.62)

where s(k) is given by (4.43)

Proof For q ∈ S (R2), the solutions (m1,m2) of (4.42) have the large-z asymptotic
(differentiable) expansions

m1(z, k) = 1 +O
(
|z|−1

)

m2(z, k) = e−k(z) is(k)
z

+O
(
|z|−2

)

where s is given by (4.43) (see Exercise 4.10 and the comments after (4.43)). If
v1 = ∂km1 and v2 = ∂km2 then, differentiating (4.42) with respect to k we recover

∂zv
1 = qv2

(∂z + ik) v2 = qv1

It follows from the asymptotic expansions form1 andm2 above that v1 = O
(|z|−1

)
but v2 = e−ks(k) + O

(|z|−1
)
. Hence, in order to use the uniqueness theorem for

solutions of (4.42), we need to make a subtraction to remove the constant term in
v2. Setting

w1(z, k) = ∂km1 − e−ksm2, w2 = ∂km2 − e−ksm1,

and using (4.42), we conclude that

∂zw
1 = qw2

(∂z + ik) w2 = qw1
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where w1 and w2 are O
(|z|−1

)
as |z| → ∞. Hence by Proposition 4.9, w1 = w2 =

0. Since w1 and w2 are smooth functions of z and k, it follows that the first two of
equations (4.62) hold for each z.

It remains to show that, for each fixed z,m1(z, k)− 1 andm2(z, k) are O
(|k|−1

)
as |k| → ∞. For q ∈ S (R2), the functionsm1 andm2 are smooth functions of z and
k with bounded derivatives (see Sung [39, section 2]). From the integral formulas

m1(z, k) = 1 + 1

π

∫
1

z− ζ q(ζ )m
2(ζ, k) dζ (4.63)

ek(z)m
2(z, k) = 1

π

∫
1

z− ζ ek(ζ )q(ζ )m
1(ζ, k) dζ (4.64)

we first note that it is enough to prove thatm2(z, k) = O
(|k|−1

)
uniformly in z since

it will then follow from (4.63) that m1(z, k) − 1 = O
(|k|−1

)
. We can integrate by

parts in (4.64) to see that

ek(z)m
2(z, k) = 1

ik
ek(z)q(z)m

1(z, k)− 1

πik

∫
1

z− ζ ek(ζ )∂ζ
(
q(ζ )m1(ζ, k)

)
dζ

which shows that m2(z, k) = O
(|k|−1

)
. � 

Given s(k) ∈ S (R2), the inverse scattering transform Ss is computed by solving
the system

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂kn
1(k, z) = s(k)n2(k, z)

(∂k + iz) n2(k, z) = s(k)n1(k, z)

n1(k, z)− 1, n2(k, z) = O
(
|k|−1

) (4.65)

and extracting Ss from the asymptotic expansion

n2(k, z) = e−z(k) i
k
(Ss) (z)+O

(
|k|−2

)
.

The system (4.65) is uniquely solvable by Proposition 4.9. On the other hand, if
m1 and m2 solve (4.42) for given q ∈ S (R2) and s = Sq, these functions also
solve (4.36). A short computation shows that n1(k, z) = m1(z, k), n2(k, z) =
e−z(k)m2(z, k) solve the system (4.65). Since this solution is unique, we may
compute Ss using the large-k expansion of m2(z, k) (see Exercise 4.9):

n2(k, z) = e−z(k)m2(z, k)

= e−z(k)
(
iq(z)

k
+O

(
|k|−2

))
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= e−z(k) iq(z)
k

+O
(
|k|−2

)

to conclude that Ss = q. We have proved:

Proposition 4.20 Suppose that q ∈ S (R2). Then S(S(q)) = q.

4.5 Solving the DSII Equation

In this subsection we use the scattering transform to solve (4.33) with initial data
q0 ∈ H 1,1(R2). The putative solution qinv is given by (4.5); note that qinv(z, 0; q0) =
q0 by Proposition 4.20. We will prove:

Theorem 4.21 The function (4.5) is the unique global solution of (4.1) for any
q0 ∈ H 1,1(R2).

We begin with an important reduction.

Proposition 4.22 Suppose that, for each q0 ∈ S (R2), qinv(z, t; q0) solves the
integral equation (4.24). Then qinv(z, t; q0) solves (4.24) for any q0 ∈ H 1,1(R2).

Proof Observe that the map q0 �→ qinv( · , · ; q0) is a continuous map from
H 1,1(R2) to C((0, T );H 1,1(R2)) for any T > 0, and recall from Exercise 4.15 that
H 1,1(R2) is continuously embedded in L4(R2). It follows that r �→ qinv( · , t; r) is
a continuous map from H 1,1(R2) into the space X (see (4.25)) for any T > 0.

Let q0 ∈ H 1,1(R2) and let {q0,n} be a sequence from S (R2) with q0,n → q0 ∈
H 1,1(R2). Then qinv( · , · ; qn) → qinv( · , · ; q) in X as n → ∞. The result now
follows from the fact that (4.24) takes the form q = �(q) where � is continuous
on X. � 

Given this reduction, it suffices to prove that qinv(z, t; q0) solves (4.24) for
any q0 ∈ S (R2). Recall that, by Sung’s work [39–41], the map S restricts to a
continuous map from S (R2) to itself, s = Sq0 is also a Schwartz class function,
and the function t �→ qinv(z, t; q0) is continuously differentiable as a map from R

to S (R2). It then suffices to show that qinv(z, t; q0) is a classical solution to (4.33).
In the remainder of this section, we will use the complete integrability of (4.33)
to prove this fact by showing that the solution (m1(z, t, q0),m

2(z, t, q0) of the ∂k-
problem (4.40) generates a joint classical solution of Eqs. (4.35a)–(4.35d). We will
then show that, as a consequence, q is a classical solution of (4.33).

Consider the ∂-problem

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(
∂km

1
)
(z, k, t) = e−k(z)s(k, t)m2(z, k, t),(

∂km
2
)
(z, k, t) = e−k(z)s(k, t)m1(z, k, t),

m1(z, · , t)− 1, m2(z, · , t) = O
(
|k|−1

)
(4.66)
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where

s(k, t) = e2i(k2+k2)t s(k). (4.67)

Note that theL4 condition on (m1,m2) is replaced by an asymptotic condition since,
for s ∈ S (R2), the solutions are bounded smooth functions and have complete
asymptotic expansions in k (see Exercise 4.1).

We will show that (m1,m2) is a joint solution of Eqs. (4.35a)–(4.35d) where
q(z, t) = qinv(z, t; q0) and that, moreover,

lim|k|→∞m
1(z, k, t) = 1

for all (z, t) and m2(z, k, t) �= 0 for all (z, t) and some k ∈ C. These facts, together
with the identity (2.30) from Exercise 2.9 can then be used to show that q(z, t) so
defined solves the DS II equation.

In analogy to the Riemann-Hilbert problem for defocussing NLS, we will base
our proof that the solutions of (4.66) furnish solutions of the Lax equations (4.35a)–
(4.35d) on a vanishing lemma, this time for the ∂-system. We state it in greater
generality than is needed here.

Lemma 4.23 Suppose that w1, w2 are solutions of the system

{ (
∂kw1

)
(z, k) = e−ks(k)w2(z, k),(

∂kw2
)
(z, k) = e−ks(k)w1(z, k)

for s ∈ L2 and w1, w2 ∈ L4
k(R

2). Then w1 = w2 = 0.

This lemma is an easy consequence of Theorem 4.8 if one considers the functions
w± = w1 ± w2.

First, we’ll show that a solution of (4.66) also solves (4.35a)–(4.35b) with

m1( · , k)− 1, m2( · , k) ∈ L4
z(R

2)

for each k. For notational convenience we suppress dependence on t .

Proposition 4.24 Suppose that m1(z, k),m2(z, k) solve (4.36) for each z ∈ C.
Thenm1( · , k)−1, m2( · , k) ∈ L4

z(R
2) for each k ∈ C, and (m1,m2) solve (4.35a)–

(4.35b) for each z, where q(z) is defined by

q(z) = − i
π

∫
ek(z)s(k)m1(z, k) dk. (4.68)

Proof Differentiating (4.36) we compute (see Exercise 4.18)
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⎧⎪⎨
⎪⎩

∂k

(
∂zm

1
)
= e−ks (∂z + ik)m2

∂k

(
(∂z + ik)m2

)
= e−ks ∂zm1

(4.69)

(the pointwise differentiation makes sense because, for s ∈ S (R2), the functions
m1 andm2 are smooth functions of both variables). From the large-k asymptotics of
m1, we see that ∂zm1 = O

(|k|−1
)
, so that ∂zm1 ∈ L4(R2). On the other hand,

(∂z + ik)m2 − c(z) ∈ L4
k(R

2)

where

c(z) = lim|k|→∞ ikm
2(z, k) = i

π

∫
e−k(z)s(k)m1(z, k) dk

Making a subtraction in (4.69) we have

{
∂kw1 = e−ks(k)w2

∂kw2 = e−ks(k)w1
(4.70)

where

w1 = ∂zm1 − c(z)m2, w2 = (∂z + ik)m2 − c(z)m1

(see Exercise 4.18). We can now apply Lemma 4.23 to conclude that m1 and m2

satisfy (4.35a)–(4.35b) with q as defined in (4.68). � 
Remark 4.25 Since q ∈ S (R2), it follows that m1 and m2 have complete large-z
asymptotic expansions for each fixed k.

Next, we show that m1 and m2 satisfy (4.35c)–(4.35d) by a similar technique,
now tracking the dependence of m1 and m2 on time.

Proposition 4.26 Suppose that m1(z, k, t) and m2(z, k, t) solve (4.66). Then m1

and m2 solve (4.35c)–(4.35d) where q is defined by (4.68) and g is given by g =
−4∂−1

z

(
∂z|q|2

)
.

Proof At top order the Lax equations (4.35c)–(4.35d) (taking ε = +1 here and in
what follows) imply that

v1 :=
(
∂t − 2i∂2

z + 4k∂z
)
m1 ∼ 0, v2 :=

(
∂t + 2i∂2

z − 2ik2
)
m2 ∼ 0

where the corrections vanish as |z| → ∞. Motivated by this observation, we
differentiate (4.66) and compute
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∂kv1 = eitϕsv2 (4.71)

∂kv2 = eitϕsv1 (4.72)

(see Exercise 4.19) where ϕ is given by (4.41). If v1 and v2 were decreasing at
infinity as functions of k, Lemma 4.23 would allow us to conclude that v1 = v2 = 0.
This is not the case since k2m2 is of order k as k → ∞ and 4k∂zm1 is of order
1 as k → ∞. For this reason we must make a subtraction using the asymptotic
expansions of m1 and m2 which will lead to the remaining, lower-order terms
in (4.35c)–(4.35d). From Exercise 4.9, we have

m1(z, k) = 1 − i∂
−1
z

(|q|2)
k

+O(k−1) (4.73)

m2(z, k) = −iq
k

+ −q∂−1
z

(|q|2)+ ∂zq
k2 +O(k−3) (4.74)

so that

v1 = −4i∂z∂
−1
z (|q|2)+O(k−1), (4.75)

v2 = −2qk − 2i
(
−q∂−1

z (|q|2)+ ∂zq
)
+O(k−1). (4.76)

Thus if

w1 = v1 − 2i(∂zq)m
2 + 2iq∂zm

2 − igm1, (4.77)

w2 = v2 + 2i(∂zq)m
1 − 2iq(∂z + ik)m1 + igm2, (4.78)

it follows from the asymptotic expansions (4.73)–(4.74) and (4.75)–(4.76) that
w1 = O

(
k−1
)

and w2 = O
(
k−1
)

(see Exercise 4.20), while a straightforward
computation (Exercise 4.21) shows that

{
∂kw1 = eitϕsw2

∂kw2 = eitϕsw1

(4.79)

We can now use Lemma 4.23 to conclude that w1 = w2 = 0 and (4.35c)–(4.35d)
hold. � 
Proof of Theorem 4.21 It follows from Proposition 4.20 that qinv(z, 0; q0) = q0(z),
so it suffices to show that qinv is a classical solution of (4.1). By Proposition 4.22 it
suffices to prove that this is the case for q0 ∈ S (R2). By Propositions 4.24–4.26,
the functionsm1 andm2 solve (4.35a)–(4.35d). If we now setψ1 = ei(kz−k2t)m1 and
ψ2 = ei(kz−k2t)m2, it will follow from the computations in Exercise 2.9 that (2.30)
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holds with q = qinv provided we can show that ψ1 and ψ2 satisfy conditions (i)–(iii)
given there.

Conditions (i) and (ii) are proved in Proposition 4.24. Condition (iii) is equivalent
to the statement that, for each (t, z), m2(z, k, t) �= 0 for at least one k. If not, it
follows from Lemma 4.19 that ∂km

1(z, k) ≡ 0 so m1(z, k, t) ≡ 1 and m2(z, k, t) ≡
0 for this fixed (z, t) and all k. It then follows from the ∂k equation for m2 that
s(k, t) ≡ 0 for this fixed t . But then, since s evolves linearly, we get s(k, t) ≡ 0,
hence q(z, t) ≡ 0 by the invertibility of S . Hence, m2(z, k, t) �= 0 for some k, and
conditions (i)–(iii) hold. � 

4.6 L2 Global Well-Posedness and Scattering: The Work
of Nachman, Regev, and Tataru

In this section we discuss briefly the results of Nachman et al. [36]. Their first result
is a remarkable strengthening of Theorem 4.7.

Theorem 4.27 ([36, Theorem 1.2]) The scattering transform S is a diffeomor-
phism from L2(R2) onto itself with S−1 = S . Moreover, ‖Sq‖L2 = ‖q‖L2 , and
the pointwise bound

|(Sq) (k)| � C (‖q‖L2

)
Mq̂(k) (4.80)

holds.

Theorem 4.27 rests on the following resolvent estimate which is proven using
concentration compactness methods. Denote by Ḣ 1/2(R2) the homogeneous
Sobolev space of order 1/2, which embeds continuously into L4(R2), and denote
by Ḣ−1/2(R2) its topological dual. The authors consider the model equation

Lqu = f, Lqu = ∂zu+ qu

(compare (4.49)) for u ∈ Ḣ 1/2(R2), where f ∈ Ḣ−1/2(R2).

Theorem 4.28 ([36, Theorem 1.1]) The estimate∥∥∥L−1
q

∥∥∥
Ḣ−1/2(R2)→H 1/2(R2)

� C
(‖q‖L2

)
where t → C(t) is an increasing, locally bounded function on [0,∞).

As an immediate consequence of Theorem 4.27, we have:

Theorem 4.29 ([36, Theorem 1.4]) For any Cauchy data a0 ∈ L2(R2), the
defocussing DS II equation has a unique global solution in C(R, L2(R2) ∩ L4

(R2 × R).
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The authors’ Theorem 2.4 also includes stability estimates, pointwise bounds,
and a global bound on the L4 norm of the solution in space and time.

The pointwise bound (4.80) plays a crucial role in the authors’ analysis of
scattering for the DS II equation. Applied to the solution qinv(z, t) given by (2.23)
it implies that

|qinv(z, t)| � C
(‖Sq0‖L2

)
Mqlin(z, t)

where

qlin(z, t) = Fa
(
eit
(
( · )2+( · )2)(Sq0)

)
(z).

which is exactly the solution to the linear problem (4.22) with initial data

v0 = (Fa ◦ S) (q0).

Since the maximal function is bounded between Lp-spaces for p ∈ (1,∞), this
implies immediately that Lp estimates in space or mixed Lp−Lq estimates in space
and time which hold for the linear problem, automatically hold for the nonlinear
problem for q0 on bounded subsets of L2(R2). In particular, it follows that q ∈
L4(R2 × R).

Using these estimates, Nachman, Regev and Tataru show that all solutions scatter
in L2(R2) and that, indeed the scattering is trivial in the sense that past and future
asymptotics are equal. Denote by U(t) the nonlinear evolution

U(t)f (z) = S−1
(
eit
(
( · )2+( · )2) (Sf )) (z).

and by V (t) the linear evolution

V (t)f (z) = F−1
a

(
eit
(
( · )2+( · )2) (Faf )

)
(z).

In scattering theory we seek initial data v± for the linear equation so that

lim
t→±∞‖U(t)q0 − V (t)v±‖L2 = 0

as vectors in L2(R2). Formally we have

v±(t) = lim
t→±∞V (−t)U(t)q0

if the limit exists. The limiting maps, if they exist, are the nonlinear wave operators
W±.
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To show the convergence, it suffices to show that

d

dt
V (−t)U(t)q0 = V (−t)N(q(t))

is integrable as an L2-valued function of t , where N(q) = q(g+ g) is the nonlinear
term in the DS II equation. Since q(z, t) ∈ L4(R2 × R

2), it follows that N(q(t)) ∈
L4/3(R2 × R

2), since the Beurling operator ∂
−1
∂ is bounded from Lp to itself for

any p ∈ (1,∞). From the Strichartz estimate (4.29), it follows that V (−t)N(q(t))
is integrable as an L2-valued function of t , so that the asymptotes v± exist. Hence:

Theorem 4.30 ([36, Lemma 5.5]) The nonlinear wave operatorsW± exist and are
Lipschitz continuous maps on L2(R2).

It can be shown that v+ = v− so that the scattering is trivial.

Exercises for Sect. 4

Exercise 4.1 Using integration by parts, show that for any f ∈ C∞0 (R2),

1

π

∫
1

z− w (∂wf ) (w) dw = f (z).

Hint: Develop a Green’s formula for the ∂ operator analogous to the corresponding
formula for the Laplacian, and use the fact that

∫
1

z− wf (w) dw = lim
ε↓0

∫
R2\B(z,ε)

1

z− wf (w) dw.

Exercise 4.2 Suppose that f is a measurable function with
∫ |x|N |f (x)| dx < ∞

for all nonnegative integers N . Show that u(z) =
(
∂−1
z f

)
(z) has a large-z

asymptotic expansion of the form

u(z) ∼
∑
j�1

aj

zj

and give an explicit remainder estimate for u−∑Nj=1 aj z
−j .

Remark The equation ∂zu = f ∈ S (R2) implies that u is ‘almost’ analytic near
infinity; the expansion above shows that f ‘almost’ has a Taylor series near the point
at infinity.
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Exercise 4.3 Prove (4.10) by writing

∫
1

z− wf (z) dz =
(∫

|z−w|�1
+
∫
|z−w|>1

)
1

z− wf (w) dw

and using Hölder’s inequality.

Exercise 4.4 (Proof Suggested by Adrian Nachman) The purpose of this exer-
cise is to prove Theorem 2.3 of [36], which asserts the following. For 0 < α < n
and f ∈ Lp(Rn), 1 < p � 2, the estimate

∣∣|D|−αf (x)∣∣ � (λn−αMf̂ (0)+ λαMf (0)) . (4.81)

holds for any λ > 0, where |D|−α is the Fourier multiplier with symbol |ξ |−α .

(a) Prove that

(|D|−αf ) (x) = cα
∫ ∞

0
tα−1 (Pt ∗ f ) (x) dx.

(b) Prove estimate (4.81) by splitting
∫ ∞

0
=
(∫ λ

0
+
∫ ∞

λ

)
and mimicking the

proof of Theorem 4.4.
(c) Optimize in λ to show that

∣∣(|D|−αf ) (x)∣∣ � (Mf̂ (0))α/n (Mf (x))1−α/n .
Exercise 4.5 (Duhamel’s Formula) Suppose that f ∈ S (R2) and F ∈
C(R;S (R2)). Show that the initial value problem

ivt + 2(∂2
z + ∂2

z )v = F, v(0) = f

is solved by v ∈ C(R;S (R2)) given by

v(t) = V (t)f − i
∫ t

0
V (t − s)F (s) ds.

Exercise 4.6 The purpose of this exercise is to prove the basic dispersive esti-
mate (4.30). In this exercise we define

f̂ (ξ1, ξ2) =
∫
f (x1, x2)e

−i(ξ1x1+ξ2x2) dx1 dx2

so that the inverse Fourier transform is
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qg(x1, x2) = 1

(2π)2

∫
g(ξ1, ξ2)e

i(ξ1x1+ξ2x2) dξ1 dξ2.

(a) Let h(ξ) = 1
2

(
ξ2

2 − ξ2
1

)
, and let

f̂ (ξ1, ξ2) =
∫
R2
e−ix·ξ f (x) dx

be the usual (unitary) Fourier transform on L2(R2). Show that, if f ∈ S (R2),
then the unique solution to (4.22) with v(x, 0) = f (x) is given by

v(x, t) = 1

(2π)2

∫
eix·ξ eith(ξ)f̂ (ξ) dξ

(b) Compute the distribution Fourier transform of eith(ξ) using the result of
Exercise 2.3 and separation of variables.

(c) Conclude that

v(x, t) =
∫
K(t, x − y)f (y) dy

where

|K(t, x)| � t−1.

Exercise 4.7 The purpose of this exercise is to prove the Strichartz esti-
mate (4.28).

(a) Using the dispersive estimate ‖V (t)f ‖L∞ � t−1 ‖f ‖L1 , the trivial estimate
‖V (t)(f )‖L2 , and real interpolation, prove that for any p > 2,

‖V (t)f ‖Lp �p t2/p−1 ‖f ‖
Lp

′ .

(b) Regarding
∫ ∞

−∞
V (t − s)g(s) ds as a joint convolution in s, z, use part (a) with

p = 4 and the Hardy-Littlewood-Sobolev inequality (4.6) with n = 1 and
α = 1/2 to prove (4.28).

Exercise 4.8 The purpose of this exercise is to find the correct normalization for
time-dependent joint solutions of (4.31a)–(4.32b). Suppose that

"1(z, k, t) = m1(z, k, t)e
ikz, "2(z, k, t) = m2(z, k, t)e

ikz

solves (4.31a)–(4.31b) with
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(
m1(z, k, t),m2(z, k, t)

)
→ (1, 0) as |z| → ∞.

Let

ψ1(z, k, t) = C1(k, t)"1(z, k, t), ψ2(z, k, t) = C2(k, t)"2(z, k, t)

be a joint solution of (4.31a)–(4.32b). Assuming that

∂m1(z, k, t)/∂t, ∂m2(z, k, t)/∂t → 0 as |z| → ∞

and that q(z, t), g(z, t)→ 0 as |z| → ∞, show that C1(k, t) = C2(k, t) = e−2ik2t .

Exercise 4.9 Suppose that the solutions m1 and m2 of (4.35a)–(4.35b) admit
(differentiable) asymptotic expansions of the form

m1(z, k, t) ∼ 1 +
∑
j�1

αj (z, t)

kj
,

m2(z, k, t) ∼
∑
j�1

βj (z, t)

kj

for each (z, t). Use (4.35a)–(4.35b) to show that

iβ1(z, t) = εq(z, t),(
∂zαj

)
(z, t) = q(z, t)βj (z, t),(

∂zβj
)
(z, t)+ iβj+1(z, t) = εq(z, t)αj (z, t)

and compute β1, α1, and β2.

Exercise 4.10 The conjugate Solid Cauchy transform is the integral operator

(
∂−1
z f

)
(z) = 1

π

∫
1

z− ζ f (ζ ) dζ

and is a solution operator for the equation ∂u = f . Suppose that q ∈ S (R2)

and that Eq. (4.42) admit bounded solutions m1,m2. Show that, in the large-z
asymptotic expansion (4.37), the function s(k) is given by (4.43). Hint: Remember
the identity (4.46).

Exercise 4.11 The unitary normalization for the Fourier transform on R
2 is given

by

(F0f )(ξ) = 1

2π

∫
R2
e−ix·ξ f (x) dx
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so that

(
F−1

0 g
)
(x) = 1

2π

∫
R2
eix·ξ g(ξ) dξ.

With this normalization, F0 is a unitary map from L2(R2) to itself. Show that if
k = k1 + ik2,

(Faf ) (k) = 2
(
F0f

)
(2k1,−2k2)

so that Fa is also an isometry of L2(R2). Show also that F−1
a = Fa .

Exercise 4.12 Show that, given q ∈ L2(R2) and any ε > 0, we may write

q = qn + qs
where qn is a smooth function of compact support, and ‖qs‖L2 < ε. Hint: mollify q
and truncate to a large ball using a smooth cutoff function.

Exercise 4.13 Prove (4.51) for f ∈ C∞0 (R2) using the result of Exercise 4.1 and
the identity

(ik)∂z(ek)(z) = ek(z).

By a density argument and (4.9), show that the same identity holds true as functions
in Lp(R2) provided f ∈ Lp(R2) ∩ L2p/(p+2)(R2) and ∂zf ∈ L2p/(2p+2)(R2).

Exercise 4.14 Denote by L2,1(R2) the space of measurable complex-valued func-
tions with

‖f ‖L2,1 :=
(∫
(1 + |x|2)|f (x)|2 dx

)1/2

<∞.

Show that for any f ∈ L2,1(R2) and any p ∈ (1, 2], ‖f ‖Lp � ‖f ‖L2,1 .

Exercise 4.15 Show that for any f ∈ H 1(R2) and any p ∈ [2,∞), ‖f ‖Lp �p
‖f ‖H 1 . Hint: By the Hausdorff-Young inequality, it suffices to show that ‖f ‖Lp �p
‖f ‖L2,1 for p ∈ (1, 2] (why?). Then, use the result of Exercise 4.14.

Exercise 4.16 Using Theorem 4.2, show that H 1,1(R2) is compactly embedded in
L2(R2). That is, show that bounded subsets of H 1,1(R2) are identified with subsets
of L2(R2) having compact closure.

Exercise 4.17 Show that the map q �→ q ∂−1
z (ekq) is Lipschitz continuous from

L2(R2) into L4(R2
k, L

4/3(R2
z)). Hint: Use (4.18), bilinearity in q, and Hölder’s

inequality.
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Exercise 4.18 Using the commutation relation

∂ze−k = e−k
(
∂z − ik

)
show that (4.69) and (4.70) hold.

Exercise 4.19 Recall that

ϕ(z, k, t) = 2
(
k2 + k2

)
t + kz+ kz

t
.

Using the commutation relations

∂ze
itϕ = eitϕ (∂z − ik) , ∂zeitϕ = eitϕ

(
∂z − ik

)
,

∂t e
itϕ = eitϕ

(
∂t + 2i(k2 + k2

)
)
,

derive (4.71)–(4.72) from the ∂k equations (4.66) and the time evolution (4.67).

Exercise 4.20 Use the asymptotic expansions (4.73)–(4.74) to show that w1 and
w2 as defined in (4.77)–(4.78) are of order k−1 as k→∞.

Exercise 4.21 Show that (4.79) holds using (4.71)–(4.72) and the fact that (4.66)
holds. Note that e−ks(k, t) = eitϕs.
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Notation Index

ad σ3 Operator A �→ [σ3, A] on 2 × 2 matrices
ek(z) Unimodular phase function (see (2.21), p. 170) where k, z ∈ C

eit� Solution operator for linear Schrödinger equation (2.1)
m1, m2 Solutions to (4.35a)–(4.35b) obeying the asymptotic condi-

tion (4.34)
n(x, z) Null vector for a Riemann-Hilbert problem (see Proposition 3.12)
p∗ Sobolev conjugate exponent (2 − p)/2p
qinv Solution of DS II by inverse scattering (see (4.5), p. 212)
qlin Solution of linearized DS II equation (see (4.22), p. 219)
r “Right” reflection coefficient for NLS r(λ) = −b(λ)/a(λ)

(see (3.29), p. 191)
r̆ “Left” reflection coefficient for NLS r̆(λ) = −b(λ)/a(λ)

(see (3.25), p. 189)
s Scattering transform s = Sq for DSII equation (see (4.43), p. 225)
B(Y ) The Banach algebra of bounded operators on a Banach space Y
C± Cauchy projectors for L2(R) (see (3.36), p. 194)
Cw Beals-Coifman integral operator (see (3.38), p. 195) with weights

w = (w+, w−)
F Fourier transform (2.28) (lectures 1 and 2)
Fa Antilinear Fourier transform (see (4.44), p. 225)
H 1(R) Sobolev space (see (3.2), p. 175)
H 1,1(R) Weighted Sobolev space (see (2.16), p. 167)
H

1,1
1 (R) Open subset of H 1,1(R) consisting of those r ∈ H 1,1(R) with

‖r‖∞ < 1.
H 1,1(R2) Weighted Sobolev space (see (2.27), p. 172)
I The 2 × 2 identity matrix
I Inverse scattering map for NLS (see RHP 2.1 and (2.12))
L Linear operator for NLS spectral problem (see (2.6), p. 164) or

DS II spectral problem (see (2.18), p. 169)
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M Normalized solution M(x, z) = ψ(x, z)e−ixzσ3 (see (2.11),
p. 165)

M± Normalized Jost solution defined by "± = M±e−ixλσ3

M, Mr Left and right Beals-Coifman solutions (see Theorems 3.9
and 3.8)

M± Boundary values of a Beals-Coifman solution
Mf Hardy-Littlewood maximal function of f ∈ Lp(Rn)
N Normalized Jost solution (see (3.5), p. 176)
Q Potential matrix in L (see (2.6), p. 164) (NLS) or ((2.18), p. 169)

(DS II)
Q1,Q2 Matrices in Lax representation for NLS (see (2.5), p. 164)
R Direct scattering map for NLS (see (2.10), p. 165)
S (R),S (R2) Schwartz class of C∞ functions of rapid decrease on R, R2

S1(R) Functions r ∈ S (R) with ‖r‖∞ < 1
S Model compact operator (see (4.12), p. 214)
S Scattering map for DS II equation (see (2.22), p. 170)
S Beurling transform (see (4.19), p. 218)
S Conjugate Beurling transform (see (4.20), p. 218)
T (λ) Transition matrix (see (2.9), p. 165)
V (t) Solution operator for linearized DS II equation (4.22)
V,Vr Jump matrices for Riemann-Hilbert problems satisfied by left and

right Beals-Coifman solutions (see respectively (3.30) and (3.26))
θ Phase function for the RHP that solves NLS (see (2.15), p. 167)
ϕ Phase function for the ∂-problem that solves DS II (see (4.41),

p. 224)
"± Jost solutions to Lψ = λψ (see (2.7), p. 164)
ψ Generic solution to Lψ = zψ
μ Solution to Beals-Coifman integral equation (see (3.37), p. 195)
μ# μ− I

σ1, σ2, σ3 Pauli matrices

(
0 1
1 0

)
,

(
0 −i
i 0

)
,

(
1 0
0 −1

)
∂z−1 Solid Cauchy transform (see (4.7), p. 213)
∂−1
z Conjugate solid Cauchy transform (see (4.8), p. 213)
∂C(L2) The linear space of pairs (h+, h−) with h± = C±h for some

h ∈ L2(R)

∂z, ∂z Wirtinger (z and z) derivatives (see (4.2), p. 211)



Dispersive Asymptotics for Linear and
Integrable Equations by the ∂ Steepest
Descent Method

Momar Dieng, Kenneth D. T.-R. McLaughlin, and Peter D. Miller

1 Introduction

The long time behavior of solutions q(x, t) of the Cauchy initial-value problem for
the defocusing nonlinear Schrödinger (NLS) equation

i
∂q

∂t
+ ∂

2q

∂x2 − 2|q|2q = 0, (1)

with initial data decaying for large x:

q(x, 0) = q0(x)→ 0, |x| → ∞, (2)

has been studied extensively, under various assumptions on the smoothness and
decay properties of the initial data q0 [3, 5, 6, 8, 10, 19, 20]. The asymptotic behavior
takes the following form: as t →+∞, one has

q(x, t) = t−1/2α(z0)e
ix2/(4t)−iν(z0) ln(8t) + E(x, t), (3)
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where E(x, t) is an error term and for z ∈ R, ν(z) and α(z) are defined by

ν(z) := − 1

2π
ln(1 − |r(z)|2), |α(z)|2 = 1

2
ν(z), (4)

and

arg(α(z)) = 1

π

∫ z
−∞

ln(z− s) d ln(1 − |r(s)|2)+ π
4
+ arg(�(iν(z)))− arg(r(z)).

(5)
Here z0 = −x/(4t), � is the gamma function, and r(z) is the so-called reflection
coefficient associated to the initial data q0. The connection between the initial data
q0(x) and the reflection coefficient r(z) is achieved through the spectral theory of
the associated self-adjoint Zakharov-Shabat differential operator

L := iσ3
d

dx
+ Q(x), σ3 :=

(
1 0
0 −1

)
, Q(x) :=

(
0 −iq0(x)

iq0(x) 0

)
,

acting in L2(R;C2) as described, for example, in [6]. See also the contribution of
Perry in this volume: [17, Section 2].

The modulus |α(z0)| of the complex amplitude α(z0) as written in (4) was first
obtained by Segur and Ablowitz [19] from trace formulæ under the assumption that
q(x, t) has the form (3) where E(x, t) is small for large t . Zakharov and Manakov
[20] took the form (3) as an ansatz to motivate a kind of WKB analysis of the
reflection coefficient r(z) and as a consequence were able to also calculate the
phase of α(z0), obtaining for the first time the phase as written in (5). Its [10]
was the first to observe the key role played in the large-time behavior of q(x, t)
by an “isomonodromy” problem for parabolic cylinder functions; this problem has
been an essential ingredient in all subsequent studies of the large-t limit and as we
shall see it is a non-commutative analogue of the Gaussian integral that produces
the familiar factors of

√
2π in the stationary phase approximation of integrals. The

first time that the form (3) itself was rigorously deduced from first principles (rather
than assumed) and proven to be accurate for large t (incidentally reproducing the
formulæ (4)–(5) in an ansatz-free fashion) was in the work of Deift and Zhou [3]
(see [6] for a pedagogic description) who brought the recently introduced nonlinear
steepest descent method [4] to bear on this problem. Indeed, under the assumption
of high orders of smoothness and decay on the initial data q0, the authors of [3]
proved that E(x, t) satisfies

sup
x∈R

|E(x, t)| = O
(

ln(t)

t

)
, t →+∞. (6)

It is reasonable to expect that any estimate of the error term E(x, t)would depend
on the smoothness and decay assumptions made on q0, and so it is natural to ask
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what happens to the estimate (6) if the assumptions on q0 are weakened. Early
in this millennium, Deift and Zhou developed some new tools for the analysis of
Riemann-Hilbert problems, originally aimed at studying the long time behavior of
perturbations of the NLS equation [7]. Their methods allowed them to establish
long time asymptotics for the Cauchy problem (1)–(2) with essentially minimal
assumptions on the initial data [8]. Indeed, they assumed the initial data q0 to lie
in the weighted Sobolev space

H 1,1(R) :=
{
f ∈ L2(R) : xf, f ′ ∈ L2(R)

}
. (7)

It is well known that if q0 ∈ H 1,1(R), then the associated reflection coefficient1

satisfies r ∈ H 1,1
1 (R), where

H
1,1
1 (R) :=

{
f ∈ H 1,1(R) : sup

z∈R

|f (z)| < 1

}
, (8)

and more generally the spectral transform R associated with the Zakharov-Shabat
operator L (6) is a map R : H 1,1(R) → H

1,1
1 (R), q0 �→ r = Rq0 that is a bi-

Lipschitz bijection [21]. The result of [8] is then that the Cauchy problem (1)–(2)
for q0 ∈ H 1,1(R) has a unique weak solution for which (3) holds with an error term
E (x, t) that satisfies, for any fixed κ in the indicated range,

sup
x∈R

|E(x, t)| = O
(
t
−
(

1
2+κ

))
, t →+∞, 0 < κ <

1

4
. (9)

Subsequently, McLaughlin and Miller [13, 14] developed a method for the
asymptotic analysis of Riemann-Hilbert problems in which jumps across contours
are “smeared out” over a two-dimensional region in the complex plane, resulting in
an equivalent ∂ problem that is more easily analyzed. In this paper we adapt and
extend this method to the Riemann-Hilbert problem of inverse-scattering associated
to the Cauchy problem (1)–(2). The main point of our work is this: by using the
∂ approach, we avoid all delicate estimates involving Cauchy projection operators
in Lp spaces (which are central to the work in [8]). Instead it is only necessary to
estimate certain double integrals, an exercise involving nothing more than calculus.
Remarkably, this elementary approach also sharpens the result obtained in [8]. Our
result is as follows.

1Since q0 ∈ H 1,1(R) implies that (1 + |x|)q0(x) is square-integrable, it follows by Cauchy-
Schwarz that H 1,1(R) ⊂ L1(R), which in turn implies that the reflection coefficient r(z) is
well-defined for each z ∈ R.
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Theorem 1.1 The Cauchy problem (1)–(2) with initial data q0 in the weighted
Sobolev space H 1,1(R) defined by (7) has a unique weak solution having the
form (3)–(5) in which r(z) is the reflection coefficient associated with q0 and where
the error term satisfies

sup
x∈R

|E(x, t)| = O
(
t
− 3

4

)
, t →+∞. (10)

The main features of this result are as follows.

• The error estimate is an improvement over the one reported in [8], i.e., we prove
that the endpoint case κ = 1

4 holds in (9). Our methods also suggest that the
improved estimate (10) on the error is sharp.

• As with the result (9) obtained in [8], the improved estimate (10) only requires
the condition r ∈ H 1,0

1 (R), i.e., it is not necessary that zr(z) ∈ L2(R), but only
that r lies in the classical Sobolev space H 1(R) and satisfies |r(z)| ≤ ρ for
some ρ < 1. Dropping the weighted L2 condition on r corresponds to admitting
rougher initial data q0. For such data, the solution of the Cauchy problem is of a
weaker nature, as discussed at the end of [8].

• The new ∂ method which is used to derive the estimate (10) affords a consider-
ably less technical proof than previous results.

• The method used to establish the estimate (10) is readily extended to derive a
more detailed asymptotic expansion, beyond the leading term (see the remark at
the end of the paper).

Given the reflection coefficient r ∈ H 1,1
1 (R) associated with initial data q0 ∈

H 1,1(R) via the spectral transform R for the Zakharov-Shabat operator L, the
solution of the Cauchy problem for the nonlinear Schrödinger equation (1) may
be described as follows. For full details, we again refer the reader to [17, Section 2].
Consider the following Riemann-Hilbert problem:

Riemann-Hilbert Problem 1 Given parameters (x, t) ∈ R2, find M = M(z) =
M(z; x, t), a 2 × 2 matrix, satisfying the following conditions:

Analyticity M is an analytic function of z in the domain C \ R. Moreover, M has
a continuous extension to the real axis from the upper (lower) half-plane denoted
M+(z) (M−(z)) for z ∈ R.

Jump Condition The boundary values satisfy the jump condition

M+(z) = M−(z)VM(z), z ∈ R, (11)

where the jump matrix VM(z) is defined by
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VM(z) :=
(

1 − |r(z)|2 −r(z)e−2itθ(z;z0)
r(z)e2itθ(z;z0) 1

)
, z ∈ R, θ(z; z0) := 2z2 − 4z0z,

z0 := − x
4t
. (12)

Normalization There is a matrix M1(x, t) such that

M(z) = I + z−1M1(x, t)+ o(z−1), z→∞. (13)

From the solution of this Riemann-Hilbert problem, one defines a function q(x, t),
(x, t) ∈ R2, by

q(x, t) := 2iM1,12(x, t). (14)

The fact of the matter is then that q(x, t) is the solution of the Cauchy
problem (1)–(2).

Recent studies of the long-time behavior of the solution of the NLS initial-value
problem (1)–(2) have involved the detailed analysis of the solution M to Riemann-
Hilbert Problem 1. As regularity assumptions on the initial data q0 are relaxed, this
analysis becomes more involved, technically. The purpose of this manuscript is to
carry out a complete analysis of the long-time asymptotic behavior of M under
the assumption that r ∈ H 1,1

1 (R) (or really, r ∈ H 1,0
1 (R)), as in [6], but via a ∂

approach which replaces technical harmonic analysis estimates involving Cauchy
projection operators with very straightforward estimates involving some explicit
double integrals.

The proof of Theorem 1.1 using the methodology of [13, 14] was originally
obtained by the first two authors in 2008 [9]. Since then the technique has been
used successfully to study many other related problems of large-time behavior for
various integrable equations. In [2], the authors used the methods of [9] to analyze
the stability of multi-dark-soliton solutions of (1). In [1], the method of [9] was
used to confirm the soliton resolution conjecture for the focusing version of the
NLS equation under generic conditions on the discrete spectrum. In [12], the large-
time behavior of solutions of the derivative NLS equation was studied using ∂
methods, and in [11] the same techniques were used to establish a form of the
soliton resolution conjecture for this equation. Similar ∂ methods more based on
the original approach of [13, 14] have also been useful in studying some problems
of nonlinear wave theory not necessarily in the realm of large time asymptotics, for
instance [15], which deals with boundary-value problems for (1) in the semiclassical
limit. Based on this continued interest in ∂ methods, we decided to write this review
paper containing all of the results and arguments of [9], some in a new form, as
well as some additional expository material which we hope the reader might find
helpful.
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2 An Unorthodox Approach to the Corresponding Linear
Problem

In order to motivate the ∂ steepest descent method, we first consider the Cauchy
problem for the linear equation corresponding to (1), namely

i
∂q

∂t
+ ∂

2q

∂x2 = 0, (15)

with initial condition (2) for which q0 ∈ H 1,1(R). By Fourier transform theory, if

q̂0(z) :=
∫

R

q0(x)e
2izx dx, z ∈ R (16)

is the Fourier transform of the initial data, then q̂0 as a function of z ∈ R also lies
in the weighted Sobolev space H 1,1(R), and the solution of the Cauchy problem is
given in terms of q̂0 by the integral

q(x, t) = 1

π

∫
R

q̂0(z)e
−2itθ(z;z0) dz, (17)

where θ(z; z0) and z0 are as defined in (12). It is worth noticing that this formula
is exactly what arises from Riemann-Hilbert Problem 1 via the formula (14) if only
the jump matrix VM(z) in (12) is replaced with the triangular form

VM(z) :=
(

1 −q̂0(z)e−2itθ(z;z0)
0 1

)
, z ∈ R (18)

in which case the solution of Riemann-Hilbert Problem 1 is explicitly given by

M(z; x, t) = I − 1

2π i

∫
R

q̂0(ζ )e−2itθ(ζ ;z0)

ζ − z dζ

(
0 1
0 0

)
. (19)

This shows that the reflection coefficient r(z) is a nonlinear analogue of (the
complex conjugate of) the Fourier transform q̂0(z).

Assuming that z0 ∈ R is fixed, the method of stationary phase applies to deduce
an asymptotic expansion of the integral in (17). The only point of stationary phase
is z = z0, and the classical formula of Stokes and Kelvin yields

q(x, t) = 1

π

√
2π

t | − 2θ ′′(z0; z0)| q̂0(z0)e
−2itθ(z0;z0)−iπ/4 + E(x, t)

= t−1/2 q̂0(z0)e−iπ/4

2
√
π

eix2/(4t) + E(x, t), (20)
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where the error term E(x, t) is of order t−3/2 as t → +∞ under the best assump-
tions on q̂0, assumptions that guarantee that the error has a complete asymptotic
expansion in terms proportional via explicit oscillatory factors to descending half-
integer powers of t . To derive this expansion from first principles consists of several
steps as follows.

• One introduces a smooth partition of unity to separate contributions to the
integral from points z close to z0 and far from z0.

• One uses integration by parts to estimate the contributions from points z far
from z0. This requires having sufficiently many derivatives of q̂0(z), which
corresponds to having sufficient decay of q0(x).

• One approximates q̂0(z) locally near z0 by an analytic function with an accuracy
related to the size of t and the number of terms of the expansion that are desired.

• One uses Cauchy’s theorem to deform the path of integration for the approximat-
ing integrand to a diagonal path over the stationary phase point. The slope of the
diagonal path produces the phase factor of e−iπ/4, and the path integral of the
leading term q̂0(z0)e−2itθ(z;z0) in the local approximation of q̂0(z)e−2itθ(z;z0) is a
Gaussian integral that produces the factor of

√
π .

It is possible to implement all steps of this method assuming, say, that q0 (and hence
also q̂0) is a Schwartz-class function. However, as one reduces the regularity of
q0 it becomes impossible to obtain an expansion to all orders. More to the point,
even in the presence of Schwartz-class regularity, the proof of the stationary phase
expansion by the traditional methods outlined above is complicated, perhaps more
so than necessary as we hope to convince the reader.

To explain an alternative approach that bears fruit in the case q0 ∈ H 1,1(R) that
is of interest here, let � denote a simply-connected region in the complex plane
with counter-clockwise oriented piecewise-smooth boundary ∂�. If f : �→ C is
differentiable (as a function of two real variables u = Re(z) and v = Im(z)) and
extends continuously to ∂�, then it follows from Stokes’ theorem that

∮
∂�

f (u, v) dz =
∫∫
�

2i∂f (u, v) dA(u, v) (21)

where dA(u, v) denotes area measure in the plane and where ∂ is the Cauchy-
Riemann operator:

∂ := 1

2

(
∂

∂u
+ i
∂

∂v

)
, z = u+ iv, (22)

which annihilates all analytic functions of z = u + iv. Now consider the diagram
shown in Fig. 1. We define a function E(u, v) on �+ ∪�− as follows:

E(u, v) := cos(2 arg(u+ iv − z0))q̂0(u)+ (1 − cos(2 arg(u+ iv − z0))) q̂0(z0),

u+ iv ∈ �+ ∪�−. (23)
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Fig. 1 The integration contour R in (17) and the unbounded domains�+ and�− in the z = u+iv
plane

Observe that:

• On the boundary v = 0 (i.e., z ∈ R), we have cos(2 arg(u + iv − z0)) ≡ 1, so
E(u, 0) = q̂0(u).

• On the boundary v = z0 − u, we have cos(2 arg(u+ iv− z0)) ≡ 0, so E(u, z0 −
u) = q̂0(z0) which is independent of u.

The first point shows that E(u, v) is an extension of the function q̂0(z) from the
real z-axis into the domain �+ ∪ �−. The second point shows that the extension
evaluates to a constant on the diagonal part of the boundary of �+ ∪ �−. In
the interior of �+ ∪ �−, E(u, v) inherits smoothness properties from q̂0(u). In
particular, under the assumption q̂0 ∈ H 1,1(R), we may apply Stokes’ theorem in
the form (21) to the functions ±E(u, v)e−2itθ(u+iv;z0) on the domains �± and add
up the results to obtain the formula

q(x, t) = 1

π

∫ z0+∞e−iπ/4

z0+∞e3π i/4
q̂0(z0)e

−2itθ(z;z0) dz

+ 1

π

∫∫
�+−�−

2i∂
(
E(u, v)e−2itθ(u+iv;z0)

)
dA(u, v). (24)

The first term on the right-hand side originates from the diagonal boundary of�+∪
�− and because E is constant there it is an exact Gaussian integral evaluating to the
explicit leading term on the right-hand side of (20). Therefore, the remaining term
on the right-hand side of (24) is an exact double-integral representation of the error
term E(x, t) in the formula (20). Since q0 ∈ H 1,1(R) implies q̂0 ∈ H 1,1(R) which
in turn implies that q̂0(z) is defined for all z ∈ R, the leading term in (20) certainly
makes sense.

To estimate the error term we will only use the fact that q̂ ′0 ∈ L2(R), i.e., that
q̂0 lies in the (classical, unweighted) Sobolev space H 1(R). First note that since
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e−2itθ(z;z0) is an entire function of z, ∂e−2itθ(z;z0) ≡ 0, so by the product rule it
suffices to have suitable estimates of ∂E(u, v) for u+ iv ∈ �±. Indeed,

∣∣∣∣
∫∫
�±

2i∂
(
E(u, v)e−2itθ(u+iv;z0)

)
dA(u, v)

∣∣∣∣
≤ 2

∫∫
�±

|∂E(u, v)|e2t Im(θ(u+iv;z0)) dA(u, v)

= 2
∫∫
�±

|∂E(u, v)|e8t (u−z0)v dA(u, v).

(25)

A direct computation using (22) gives

∂E(u, v) = ∂ [q̂0(z0)+ cos(2 arg(u+ iv − z0))
(
q̂0(u)− q̂0(z0)

)]
= cos(2 arg(u+ iv − z0))∂q̂0(u)

+ (q̂0(u)− q̂0(z0)
)
∂ cos(2 arg(u+ iv − z0))

= 1

2
cos(2 arg(u+ iv − z0))q̂ ′0(u)

+ (q̂0(u)− q̂0(z0)
)
∂ cos(2 arg(u+ iv − z0)).

(26)

In polar coordinates (ρ, φ) centered at the point z0 ∈ R and defined by u = z0 +
ρ cos(φ) and v = ρ sin(φ), the Cauchy-Riemann operator (22) takes the equivalent
form

∂ = eiφ

2

(
∂

∂ρ
+ i

ρ

∂

∂φ

)
, (27)

so as arg(u+ iv − z0) = φ we have

∂ cos(2 arg(u+ iv − z0)) = ieiφ

2ρ

d

dφ
cos(2φ) = − ieiφ

ρ
sin(2φ). (28)

Therefore we easily obtain the inequality

|∂E(u, v)| ≤ 1

2
|q̂ ′0(u)| +

|q̂0(u)− q̂0(z0)|√
(u− z0)2 + v2

, u+ iv ∈ �+ ∪�−. (29)

Note that by the fundamental theorem of calculus and the Cauchy-Schwarz
inequality,
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|q̂0(u)− q̂0(z0)| ≤
∫ u
z0

|q̂ ′0(w)| |dw| ≤
√∫ u
z0

|dw|
√∫ u
z0

|q̂ ′0(w)|2 |dw|

≤ ‖q̂ ′0‖L2(R)

√|u− z0| ≤ ‖q̂ ′0‖L2(R)

[
(u− z0)2 + v2

]1/4
,

(30)
so (29) implies that also

|∂E(u, v)| ≤ 1

2
|q̂ ′0(u)| +

‖q̂ ′0‖L2(R)

[(u− z0)2 + v2]1/4 , u+ iv ∈ �+ ∪�−. (31)

Therefore, using (31) in (25) gives

∣∣∣∣
∫∫
�±

2i∂
(
E(u, v)e−2itθ(u+iv,z0)

)
dA(u, v)

∣∣∣∣ ≤ I±(x, t)+ 2‖q̂ ′0‖L2(R)J
±(x, t),

(32)
where

I±(x, t) :=
∫∫
�±

|q̂ ′0(u)|e8t (u−z0)v dA(u, v) and

J±(x, t) :=
∫∫
�±

e8t (u−z0)v

[(u− z0)2 + v2]1/4 dA(u, v). (33)

The key point is that for t > 0, the exponential factors are bounded by 1 and
decaying at infinity in �±. So, by iterated integration, Cauchy-Schwarz, and the
change of variable w = t1/2(u− z0),

I+(x, t) =
∫ z0
−∞

du
∫ z0−u

0
dv |q̂ ′0(u)|e8t (u−z0)v

=
∫ z0
−∞

du|q̂ ′0(u)|
1 − e−8t (u−z0)2

8t (z0 − u)

≤ ‖q̂ ′0‖L2(R)

√√√√∫ z0
−∞

[
1 − e−8t (u−z0)2

8t (z0 − u)

]2

du

= K‖q̂ ′0‖L2(R)t
−3/4, K :=

√√√√∫ 0

−∞

[
1 − e−8w2

8w

]2

dw <∞.

(34)

In exactly the same way, we also get I−(x, t) ≤ K‖q̂ ′0‖L2(R)t
−3/4. Note that

K is an absolute constant. The integrals J±(x, t) are independent of q0 and by
translation of z0 to the origin and reflection through the origin, the integrals are also
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independent of x and are obviously equal. To calculate them we introduce rescaled
polar coordinates by u = z0 + t−1/2ρ cos(φ) and v = t−1/2ρ sin(φ) to get

J±(x, t) = Lt−3/4, L :=
∫ ∞

0
ρdρ

∫ π
3π/4

dφ ρ−1/2e8ρ2 sin(φ) cos(φ) (35)

It is a calculus exercise to show that the above double integral is convergent and
hence defines L as a second absolute constant.

It follows from these elementary calculations that if only q̂ ′0 ∈ L2(R), then the
error term E(x, t) in (20) obeys the estimate

sup
x∈R

|E(x, t)| ≤ 2

π
(K + 2L)‖q̂ ′0‖L2(R)t

−3/4 (36)

which decays as t → +∞ at exactly the same rate as in the claimed result for the
nonlinear problem as formulated in Theorem 1.1. The same method can be used
to obtain higher-order corrections under additional hypotheses of smoothness for
the Fourier transform q̂0. One simply needs to integrate by parts with respect to
u = Re(z) in the double integral on the right-hand side of (24).

In the rest of the paper we will show that almost exactly the same elementary
estimates suffice to prove the nonlinear analogue of this result, namely Theorem 1.1.

3 Proof of Theorem 1.1

We will prove Theorem 1.1 in several systematic steps. After some preliminary
observations involving the jump matrix VM(z) in Riemann-Hilbert Problem 1 in
Sects. 3.1 and 3.2, we shall see that the subsequent analysis of Riemann-Hilbert
Problem 1 parallels our study of the associated linear problem detailed in Sect. 2. In
particular we find natural analogues of the nonanalytic extension method (Sect. 3.3),
of the Gaussian integral giving the leading term in the stationary phase formula
(Sect. 3.4), and of the simple double integral estimates leading to the proof of its
accuracy (Sect. 3.5). Finally, in Sect. 3.6 we assemble the ingredients to arrive at the
formula (3) with the improved error estimate, completing the proof of Theorem 1.1.

3.1 Jump Matrix Factorization

The jump matrix VM(z) of Riemann-Hilbert Problem 1 defined in (12) can be
factored in two different ways that are useful in different intervals of the jump
contour R as indicated:

VM(z) =
(

1 −r(z)e−2itθ(z;z0)
0 1

)(
1 0

r(z)e2itθ(z;z0) 1

)
, z > z0, (37)
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and

VM(z) =
⎛
⎝ 1 0
r(z)e2itθ(z;z0)

1 − |r(z)|2 1

⎞
⎠ (1 − |r(z)|2)σ3

⎛
⎝1 − r(z)e

−2itθ(z;z0)

1 − |r(z)|2
0 1

⎞
⎠ , z < z0.

(38)
The importance of these factorizations is that they provide an algebraic separation
of the oscillatory exponential factors e±2itθ(z;z0). Indeed, if the reflection coefficient
r(z) is an analytic function of z ∈ R, then in each case the left-most (right-
most) factor has an analytic continuation into the lower (upper) half-plane near the
indicated half-line that is exponentially decaying to the identity matrix as t →+∞
due to z0 being a simple critical point of θ(z; z0). This observation is the basis for
the steepest descent method for Riemann-Hilbert problems as first formulated in [4].
In the more realistic case that r(z) is nowhere analytic, this analytic continuation
method must be supplemented with careful approximation arguments that are quite
detailed [8]. We will proceed differently in Sect. 3.3 below. But first we need to deal
with the central diagonal factor in the factorization (38) to be used for z < z0.

3.2 Modification of the Diagonal Jump

We now show how the diagonal factor (1 − |r(z)|2)σ3 in the jump matrix factor-
ization (38) can be replaced with a constant diagonal matrix. Consider the complex
scalar function defined by the formula

δ(z; z0) := exp

(
1

2π i

∫ z0
−∞

ln(1 − |r(s)|2)
s − z ds

)
, z ∈ C \ (−∞, z0]. (39)

This function is important because according to the Plemelj formula, it satisfies
the scalar jump conditions δ+(z; z0) = δ−(z; z0)(1 − |r(z)|2) for z < z0 and
δ+(z; z0) = δ−(z; z0) for z > z0. Hence the diagonal matrix δ(z; z0)σ3 is typically
used in steepest descent theory to deal with the diagonal factor in (38). However,
δ(z; z0) has a mild singularity at z = z0:

δ(z; z0) = K(z−z0)iν(z0)(1+o(1)), z→ z0, K = K(z0) = constant, (40)

where ν(z0) is defined in (4) and the power function is interpreted as the principal
branch. The use of δ(z; z0) introduces this singularity unnecessarily into the
Riemann-Hilbert analysis. In our approach we will therefore use a related function:

f (z; z0) := c(z0)δ(z; z0)(z− z0)−iν(z0), (41)

where the constant c(z0) is defined by
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c(z0) := exp

(
− 1

2π i

[∫ z0−1

−∞
ln(1 − |r(s)|2)
s − z0 ds

+
∫ z0
z0−1

ln(1 − |r(s)|2)− ln(1 − |r(z0)|2)
s − z0 ds

])

= exp

(
1

2π i

∫ z0
−∞

ln(z0 − s) d ln(1 − |r(s)|2)
)
.

(42)

The function f (z; z0) has numerous useful properties that we summarize here.

Lemma 3.1 (Properties of f (z; z0)) Suppose that r ∈ H 1(R) and there exists
ρ < 1 such that |r(z)| ≤ ρ holds for all z ∈ R (as is implied by r ∈ H 1,1

1 (R) which
follows from q0 ∈ H 1,1(R)). Then

• The functions f (z; z0)±1 are well-defined and analytic in z for arg(z − z0) ∈
(−π, π).

• The functions f (z; z0)±1 are uniformly bounded independently of z0 ∈ R:

sup
z0∈R

arg(z−z0)∈(−π,π)

|f (z; z0)|±1 ≤ 1

1 − ρ2 . (43)

• The function f (z; z0) satisfies the following asymptotic condition:

lim
z→∞

−π<arg(z−z0)<π
f (z; z0)(z− z0)iν(z0) = c(z0). (44)

• The functions f (z; z0)±2 are Hölder continuous with exponent 1/2. In particular,
f (z; z0)±2 → 1 as z → z0 and there is a constant K = K(ρ) > 0 such that
|f (z; z0)±2 − 1| ≤ K|z− z0|1/2 holds whenever arg(z− z0) ∈ (−π, π).

• The continuous boundary values f±(z; z0) taken by f (z; z0) on R for z < z0
from ±Im(z) > 0 satisfy the jump condition

f+(z; z0) = f−(z; z0) 1 − |r(z)|2
1 − |r(z0)|2 , z < z0. (45)

Proof The assumptions imply in particular that ln(1−|r(·)|2) ∈ L1(R), so for z in a
small neighborhood of each point disjoint from the integration contour, the integral
in (39) is absolutely convergent and so δ(z; z0) and δ(z; z0)−1 are analytic functions
of z on that neighborhood. The same argument shows that the first integral in the
exponent of the expression (42) for c(z0) is convergent. Since r ∈ H 1(R) implies
that r(·) is Hölder continuous with exponent 1/2, the condition |r(·)| ≤ ρ < 1
further implies that ln(1−|r(s)|2) is also Hölder continuous with exponent 1/2, from
which it follows that the second integral in the exponent of the expression (42) is
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also convergent. Therefore c(z0) exists, and clearly |c(z0)| = 1. Since the principal
branch of (z − z0)∓iν(z0) is analytic for arg(z − z0) ∈ (−π, π), the analyticity of
f (z; z0)±1 in the same domain follows. This proves the first statement.

In [8, Proposition 2.12] it is asserted that under the hypothesis |r(z)| ≤ ρ < 1,
the function δ(z; z0) defined by (39) satisfies the uniform estimates (1 − ρ2)1/2 ≤
|δ(z; z0)|±1 ≤ (1−ρ2)−1/2 whenever arg(z−z0) ∈ (−π, π). If arg(z−z0) = 0, then
obviously |δ(z; z0)| = 1, so it remains to prove the estimates hold for Im(z) �= 0.
Following [12], since ln(1−ρ2) ≤ ln(1−|r(s)|2) ≤ 0, if u = Re(z) and v = Im(z)
we have Im((s − z)−1) = v/((s − u)2 + v2), so assuming v > 0,

exp

(
v ln(1 − ρ2)

2π

∫ z0
−∞

ds

(s − u)2 + v2

)
≤ |δ(u+ iv; z0)|. (46)

Bounding the left-hand side below by extending the integration to R (using
v ln(1 − ρ2) < 0) gives the lower bound (1 − ρ2)1/2 ≤ |δ(z; z0)|, and by taking
reciprocals, the upper bound |δ(z; z0)|−1 ≤ (1 − ρ2)−1/2 for Im(z) > 0. The
corresponding result for Im(z) < 0 follows by the exact symmetry δ(z̄; z0)−1 =
δ(z; z0). Combining these bounds with |c(z0)| = 1 and the elementary inequalities
(1 − ρ2)1/2 ≤ (1 − |r(z0)|2)1/2 = e−πν(z0) ≤ |(z − z0)iν(z0)| ≤ eπν(z0) =
(1 − |r(z0)|2)−1/2 ≤ (1 − ρ2)−1/2 holding for arg(z − z0) ∈ (−π, π) then proves
the second statement.

Since ln(1 − |r(·)|2) ∈ L1(R), from (39) a dominated convergence argument
shows that δ(z; z0) → 1 as z → ∞ provided only that the limit is taken in such a
way that for some given ε > 0, dist(z, [−∞, z0)) ≥ ε. Combining this fact with (41)
proves the third statement.

Analyticity implies Hölder continuity, so provided z is bounded away from
the half-line (−∞, z0], Hölder-1/2 continuity of f (z; z0)±2 is obvious. But, since
ln(1−|r(·)|2) is Hölder continuous on R with exponent 1/2, by the Plemelj-Privalov
theorem [16, §19] and a related classical result [16, §22], the functions δ(z; z0)±1

are uniformly Hölder continuous with exponent 1/2 in any neighborhood of the
integration contour except for the endpoint z = z0, and hence the same is true
for the functions f (z; z0)±2. However, the latter functions are better-behaved near
z = z0. To see this, note that since

(z− z0)∓iν(z0) = (z− (z0 − 1))∓iν(z0)
[
z− z0

z− (z0 − 1)

]∓iν(z0)

= (z− (z0 − 1))∓iν(z0) exp

(
∓ 1

2π i

∫ z0
z0−1

ln(1 − |r(z0)|2)
s − z ds

)
,

z ∈ C \ (−∞, z0],
(47)
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we have from (39) and (41) that

f (z; z0)±2 = c(z0)±2(z− (z0 − 1))∓2iν(z0) exp

(
± 1

π i

∫ z0−1

−∞
ln(1 − |r(s)|2)
s − z ds

)

· exp

(
± 1

π i

∫ +∞

z0−1

h(s) ds

s − z
)

(48)

where h(s) := ln(1−|r(s)|2)− ln(1− r(z0)|2) for s < z0 and h(s) := 0 for s ≥ z0.
As the first three factors are analytic at z = z0 while h(s) is Hölder continuous with
exponent 1/2 in a neighborhood of s = z0, the same arguments cited above apply
and yield the desired Hölder continuity of f (z; z0)±2 near z = z0. It only remains
to show that f (z0; z0)±2 = 1, but this follows immediately from (42) and (48). This
proves the fourth statement.

Finally, the fifth statement follows from the definition (41) of f (z; z0) and the
jump condition δ+(z; z0) = δ−(z; z0)(1 − |r(z)|2) for z < z0. � 

Using the diagonal matrix f (z; z0)σ3 to conjugate the unknown M(z) of
Riemann-Hilbert Problem 1 by introducing

(49)

where

ω(z0) := arg(r(z0)), (50)

it is easy to check that N(z) satisfies several conditions explicitly related to those of
M(z) according to Riemann-Hilbert Problem 1. Indeed, N(z) must be a solution of
the following equivalent problem.

Riemann-Hilbert Problem 2 Given parameters (x, t) ∈ R2, find N = N(z) =
N(z; x, t), a 2 × 2 matrix, satisfying the following conditions:

Analyticity N is an analytic function of z in the domain C \ R. Moreover, N has
a continuous extension to the real axis from the upper (lower) half-plane denoted
N+(z) (N−(z)) for z ∈ R.

Jump Condition The boundary values satisfy the jump condition

N+(z) = N−(z)VN(z), z ∈ R, (51)

where the jump matrix VN(z) may be written in the alternate forms

N(z) = N(z; x, t) := eiω(z0)σ3/2eitθ(z0;z0)σ3 · c(z0)
σ3 M(z; x, t)f (z; z0)

−σ3

· e−itθ(z0;z0)σ3 e−iω(z0)σ3/2, z ∈ C \ R,
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VN(z) =
(

1 −f (z; z0)2r(z)eiω(z0)e−2it[θ(z;z0)−θ(z0;z0)]
0 1

)

·
(

1 0
f (z; z0)−2r(z)e−iω(z0)e2it[θ(z;z0)−θ(z0;z0)] 1

)
, z > z0, (52)

VN(z) :=
⎛
⎝ 1 0
f−(z; z0)−2r(z)e−iω(z0)e2it[θ(z;z0)−θ(z0;z0)]

1 − |r(z)|2 1

⎞
⎠

· (1−|r(z0)|2)σ3

⎛
⎝1 −f+(z; z0)

2r(z)eiω(z0)e−2it[θ(z;z0)−θ(z0;z0)]

1 − |r(z)|2
0 1

⎞
⎠ , z < z0,

(53)

where f+(z; z0) (f−(z; z0)) is the boundary value taken by f (z; z0) from the upper
(lower) half-plane.

Normalization There is a matrix N1(x, t) such that

N(z)(z− z0)−iν(z0)σ3 = I + z−1N1(x, t)+ o(z−1), z→∞. (54)

Note that the matrix coefficient N1(x, t) is necessarily related to the coefficient
M1(x, t) in Riemann-Hilbert Problem 1 by a diagonal conjugation:

M1(x, t) = e−iω(z0)σ3/2e−itθ(z0;z0)σ3c(z0)
−σ3 N1(x, t)c(z0)

σ3 eitθ(z0;z0)σ3 eiω(z0)σ3/2.

(55)
Therefore, the reconstruction formula (14) can be written in terms of N1(x, t) as

q(x, t) := 2ie−iω(z0)e−2itθ(z0;z0)c(z0)−2N1,12(x, t). (56)

The net effect of this step is therefore to replace the non-constant diagonal central
factor in (38) with its constant value at z = z0 and to introduce power-law asymp-
totics at z = ∞ at the cost of slight modifications of the left-most and right-most fac-
tors in (37)–(38). In the formula (49) we have also taken the opportunity to conjugate
off the constant value of θ(z; z0) and the phase of r(z) at the critical point z = z0.

3.3 Nonanalaytic Extensions and ∂ Steepest Descent

The key to the steepest descent method, both in its classical analytic framework and
in the ∂ setting, is to get the oscillatory factors e±2itθ(z;z0) off the real axis and into
appropriate sectors of the complex z-plane where they decay as t → +∞. We will
accomplish this by exactly the same means as in the linear case, namely by defining
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Fig. 2 The jump contour R in Riemann-Hilbert Problem 2 and the sectors �j , j = 1, . . . , 6 in
the z = u+ iv plane

non-analytic extensions of the non-oscillatory coefficients of e±2itθ(z;z0) in the left-
most and right-most jump matrix factors in (37)–(38) by a slight generalization of
the formula (23). In reference to the diagram in Fig. 2, we define sectors

�1 : 0 < arg(z− z0) < 1

4
π

�2 : 1

4
π < arg(z− z0) < 3

4
π

�3 : 3

4
π < arg(z− z0) < π

�4 : − π < arg(z− z0) < −3

4
π

�5 : − 3

4
π < arg(z− z0) < −1

4
π

�6 : − 1

4
π < arg(z− z0) < 0.

(57)

Note that �3 = �+ and �6 = �− in reference to Fig. 1. Now we define extensions
on the domains shaded in Fig. 2 by following a very similar approach as in Sect. 2:

E1(u, v) := cos(2 arg(u+ iv − z0))f (u+ iv; z0)−2r(u)e−iω(z0)

+ (1 − cos(2 arg(u+ iv − z0)))|r(z0)|, z = u+ iv ∈ �1

E3(u, v) := −
[

cos(2 arg(u+ iv − z0))f (u+ iv; z0)2 r(u)e
iω(z0)

1 − |r(u)|2

+ (1 − cos(2 arg(u+ iv − z0))) |r(z0)|
1 − |r(z0)|2

]
, z = u+ iv ∈ �3
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E4(u, v) := cos(2 arg(u+ iv − z0))f (u+ iv; z0)−2 r(u)e
−iω(z0)

1 − |r(u)|2

+ (1 − cos(2 arg(u+ iv − z0))) |r(z0)|
1 − |r(z0)|2 , z = u+ iv ∈ �4

E6(u, v) := −
[
cos(2 arg(u+ iv − z0))f (u+ iv; z0)2r(u)eiω(z0)

+ (1 − cos(2 arg(u+ iv − z0)))|r(z0)|
]
, z = u+ iv ∈ �6.

(58)
It is easy to check that:

• E1(u, v) evaluates to f (z; z0)−2r(z)e−iω(z0) for z ∈ R on the boundary of �1.
• E3(u, v) evaluates to −f+(z; z0)2r(z)eiω(z0)/(1 − |r(z)|2) for z ∈ R on the

boundary of �3.
• E4(u, v) evaluates to f−(z; z0)−2r(z)e−iω(z0)/(1 − |r(z)|2) for z ∈ R on the

boundary of �4.
• E6(u, v) evaluates to −f (z; z0)2r(z)eiω(z0) for z ∈ R on the boundary of �6.

Thus exactly as in Sect. 2 these formulæ represent extensions of their values on the
real sector boundaries into the complex plane that become constant on the diagonal
sector boundaries (see (60) below), with the constant chosen in each case to ensure
continuity of the extension along the interior boundary of each sector. The only
essential difference between the extension formulæ (58) and the formula (23) from
Sect. 2 is the way that the factors f (z; z0)±2 are treated differently from the factors
involving r(z); the reason for using f (u + iv; z0)±2 in (58) rather than f (u; z0)±2

will become clearer in Sect. 3.5 when we compute ∂Ej (u, v), j = 1, 3, 4, 6, and
take advantage of the fact (see Lemma 3.1) that ∂f (u+ iv; z0)±2 ≡ 0 in the interior
of each sector.

We use the extensions to “open lenses” about the intervals z < z0 and z > z0 by
making another substitution:

O(u, v; x, t) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

N(z; x, t)
(

1 0

E1(u, v)e2it[θ(u+iv;z0)−θ(z0;z0)] 1

)−1

, z = u+ iv ∈ �1

N(z; x, t), z = u+ iv ∈ �2

N(z; x, t)
(

1 E3(u, v)e−2it[θ(u+iv;z0)−θ(z0;z0)]

0 1

)−1

, z = u+ iv ∈ �3

N(z; x, t)
(

1 0

E4(u, v)e2it[θ(u+iv;z0)−θ(z0;z0)] 1

)
, z = u+ iv ∈ �4

N(z; x, t), z = u+ iv ∈ �5

N(z; x, t)
(

1 E6(u, v)e−2it[θ(u+iv;z0)−θ(z0;z0)]

0 1

)
, z = u+ iv ∈ �6.

(59)
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Our notation O(u, v; x, t) reflects the viewpoint that unlike N(z; x, t), z = u + iv,
O(u, v; x, t) is not a piecewise-analytic function in the complex plane due to the
non-analytic extensions Ej(u, v), j = 1, 3, 4, 6. The exponential factors in (59) all
have modulus less than 1 and decay exponentially to zero as t →+∞ pointwise in
the interior of each of the indicated sectors, a fact that suggests that (59) is a near-
identity transformation in the limit t →+∞. We also have the following property.

Lemma 3.2 (Relation Between N and O for Large z ∈ C) Let z0 ∈ R be fixed,
and suppose that r ∈ H 1(R) and that there exists a constant ρ < 1 such that
|r(z)| ≤ ρ holds for all z ∈ R (conditions that are true for r ∈ H 1,1

1 (R) as follows
from q0 ∈ H 1,1(R)). Then O(u, v; x, t) = N(u + iv; x, t)(I + o(1)) holds as z =
u+ iv →∞ where the decay of the error term is uniform with respect to direction
in each sector �j , j = 1, . . . , 6.

Proof The exponential factors in (59) also decay as z = u+ iv→∞ provided that
v→∞. Since r, r ′ ∈ L2(R) means that (1 + | · |)r̂(·) is square-integrable where r̂
denotes the Fourier transform of r , the Cauchy-Schwarz inequality implies that also
r̂ ∈ L1(R). Hence by the Riemann-Lebesgue Lemma, r(u) is bounded, continuous,
and tends to zero as u → ∞. As 1 − |r(u)|2 ≥ 1 − ρ2 > 0, the same properties
hold for r(u)/(1 − |r(u)|2). Since the hypotheses of Lemma 3.1 hold, f (u +
iv; z0)±2 are bounded functions, so the desired result follows from using extension
formulæ (58) in (59). � 
Despite the non-analyticity of the extensions, the above proof shows also that each
of the extensions Ej(u, v), j = 1, 3, 4, 6, is continuous on the relevant sector and
therefore O(u, v; x, t) is a piecewise-continuous function of (u, v) ∈ R2 with jump
discontinuities across the sector boundaries. We address these jump discontinuities
next.

3.4 The Isomonodromy Problem of Its

Although O(u, v; x, t) is not analytic in the sectors shaded in Fig. 2 for essentially
the same reason that the double integral error term in (24) does not vanish
identically, the fact that the extensionsEj(u, v), j = 1, 3, 4, 6, evaluate to constants
on the diagonals:

E1(u− z0, u) = |r(z0)| and E6(u− z0,−u) = −|r(z0)|, u > z0,

E3(u− z0,−u) = − |r(z0)|
1 − |r(z0)|2 and E4(u− z0, u) = |r(z0)|

1 − |r(z0)|2 , u < z0,
(60)

implies that if we introduce the recentered and rescaled independent variable
ζ := 2t1/2(z − z0), the jump conditions satisfied by O(u, v; x, t) across the
sector boundaries are exactly the same as those satisfied by the matrix function
P(ζ ; |r(z0)|) solving the following Riemann-Hilbert problem.
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Fig. 3 The jump contour �P and jump matrix VP(ζ ;m) for Riemann-Hilbert Problem 3

Riemann-Hilbert Problem 3 Let m ∈ [0, 1) be a parameter, and seek a 2 × 2
matrix function P = P(ζ ) = P(ζ ;m) with the following properties:

Analyticity P(ζ ) is an analytic function of ζ in the sectors | arg(ζ )| < 1
4π , 1

4π <

± arg(ζ ) < 3
4π , and 3

4π < ± arg(ζ ) < π . It admits a continuous extension from
each of these five sectors to its boundary.
Jump Conditions Denoting by P+(ζ ) (resp., P−(ζ )) the boundary value taken on
any one of the rays of the jump contour �P from the left (resp., right) according
to the orientation shown in Fig. 3, the boundary values are related by P+(ζ ;m) =
P−(ζ ;m)VP(ζ ;m), where the jump matrix VP(ζ ;m) is defined on the five rays of
�P by

VP(ζ ;m) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
1 0

meiζ 2
1

)
, arg(ζ ) = 1

4π(
1 −me−iζ 2

0 1

)
, arg(ζ ) = − 1

4π⎛
⎜⎝1 −me−iζ 2

1 −m2

0 1

⎞
⎟⎠ , arg(ζ ) = 3

4π

⎛
⎜⎝ 1 0

meiζ 2

1 −m2 1

⎞
⎟⎠ , arg(ζ ) = − 3

4π

(1 −m2)σ3 , arg(−ζ ) = 0.

(61)

Normalization P(ζ ;m)ζ− ln(1−m2)σ3/(2π i)→ I as ζ →∞.

This Riemann-Hilbert problem is essentially the isomonodromy problem identified
by Its [10], and it is the analogue in the nonlinear setting of the Gaussian
integral that is the leading term of the stationary phase expansion (24) in the
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linear case. Although the jump conditions for O(u, v; x, t) correspond exactly to
those of P(ζ ; |r(z0)|), the scaling z �→ ζ = 2t1/2(z − z0) introduces an extra
factor into the asymptotics as z → ∞; the fact of the matter is that the matrix
(2t1/2)iν(z0)σ3O(u, v; x, t) satisfies the normalization condition of P(ζ ; |r(z0)|), and
the constant pre-factor has no effect on the jump conditions. Hence in Sect. 3.5
below we shall use the latter as a parametrix for the former.

However, we first develop the explicit solution of Riemann-Hilbert Problem 3.
The first step is to consider the related unknown U(ζ ;m) := P(ζ ;m)e−iζ 2σ3/2 and
observe that from the conditions of Riemann-Hilbert Problem 3 that U(ζ ;m) is ana-
lytic exactly in the same five sectors where P(ζ ;m) is, and that it satisfies jump con-
ditions of exactly the form (61) except that the factors e±iζ 2

are everywhere replaced
by 1; in other words, the jump matrix for U(ζ ;m) on each jump ray is constant
along the ray. It follows that the ζ -derivative U′(ζ ;m) satisfies the same “raywise
constant” jump conditions as does U(ζ ;m) itself. Then, since it is easy to prove
by Liouville’s theorem that any solution P(ζ ;m) of Riemann-Hilbert Problem 3
has unit determinant, it follows that U(ζ ;m) is invertible and a calculation shows
that the function U′(ζ ;m)U(ζ ;m)−1 is continuous and hence by Morera’s theorem
analytic in the whole ζ -plane possibly excepting ζ = 0. We will assume analyticity
at the origin as well and show later that this is consistent. As an entire function of ζ ,
the product U′(ζ ;m)U(ζ ;m)−1 is potentially determined by its asymptotic behavior
as ζ → ∞. Assuming further that the normalization condition in Riemann-Hilbert
Problem 3 means both that for some matrix coefficient P1(m) to be determined,

P(ζ ;m) =
(

I + ζ−1P1(m)+O(ζ−2)
)
ζ ln(1−m2)σ3/(2π i) and

P′(ζ ;m) =
(

ln(1 −m2)

2π i
ζ−1σ3 +O(ζ−2)

)
ζ ln(1−m2)σ3/(2π i)

(62)

hold as ζ → ∞, such as would arise from term-by-term differentiation, it follows
also that

U(ζ ;m) =
(

I + ζ−1P1(m)+O(ζ−2)
)
ζ ln(1−m2)σ3/(2π i)e−iζ 2σ3/2 and

U′(ζ ;m) =
(
−iζσ3 − iP1(m)σ3 +O(ζ−1)

)
ζ ln(1−m2)σ3/(2π i)e−iζ 2σ3/2

(63)

as ζ → ∞. Therefore the entire function is determined by Liouville’s theorem to
be a linear polynomial:

U′(ζ ;m)U(ζ ;m)−1 = −iζσ3 + i[σ3,P1(m)], (64)

where [A,B] := AB − BA is the matrix commutator. In other words, U(ζ ;m)
satisfies the first-order system of linear differential equations:

dU
dζ
(ζ ;m) =

( −iζ 2iP1,12(m)

−2iP1,21(m) iζ

)
U(ζ ;m). (65)
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Now, another easy consequence of Liouville’s theorem is that there is at most one
solution of Riemann-Hilbert Problem 3. Using the fact that m ∈ [0, 1), it is not dif-
ficult to show that if P(ζ ;m) is a solution of Riemann-Hilbert Problem 3, then so is

σ1P(ζ ;m)σ1, where σ1 :=
(

0 1
1 0

)
, (66)

so by uniqueness it follows that P(ζ ;m) = σ1P(ζ ;m)σ1. Combining this symmetry
with the first expansion in (62) shows that P1,21(m) = P1,12(m), so the differential
equations can be written in the form

dU
dζ
(ζ ;m) =

(−iζ β
β iζ

)
U(ζ ;m), β = β(m) := 2iP1,12(m). (67)

The constant β ∈ C is unknown, but if it is considered as a parameter, then
eliminating the second row shows that the elements U1j , j = 1, 2, of the first row
satisfy Weber’s equation for parabolic cylinder functions in the form:

d2U1j

dy2 −
(

1

4
y2 + a

)
U1j = 0, a := 1

2
(1+i|β|2), y := √

2e−iπ/4ζ, j = 1, 2.

(68)
The solutions of this equation are well-documented in the Digital Library of
Mathematical Functions [18, §12]. Equation (68) has particular solutions denoted
U(a,±y) and U(−a,±iy), where U(·, ·) is a special function2 with well-known
integral representations, asymptotic expansions, and connection formulæ.

The second step is to represent the elements U1j as linear combinations of a
fundamental pair of so-called numerically satisfactory solutions specially adapted
to each of the five sectors of analyticity for Riemann-Hilbert Problem 3. Thus, we
write

U1j (ζ ;m)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

βA
(0)
j U(a, y)+ βB(0)j U(−a, iy), | arg(ζ )| < 1

4π,

βA
(1)
j U(a, y)+ βB(1)j U(−a,−iy), 1

4π < arg(ζ ) < 3
4π,

βA
(−1)
j U(a,−y)+ βB(−1)

j U(−a, iy), − 3
4π < arg(ζ ) < − 1

4π,

βA
(2)
j U(a,−y)+ βB(2)j U(−a,−iy), 3

4π < arg(ζ ) < π,

βA
(−2)
j U(a,−y)+ βB(−2)

j U(−a,−iy), −π < arg(ζ ) < − 3
4π,

(69)

2In many works on long-time asymptotics for the Cauchy problem (1)–(2) written before the
Digital Library of Mathematical Functions was freely available (e.g., [8, 9]), the solution of
Riemann-Hilbert Problem 3 was developed in terms of the related function Dν(y) := U(− 1

2 −
ν, y). Since most formulæ in [18, §12] are phrased in terms of U(·, ·), we favor the latter.
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and then using the first row of (67) along with identities allowing the elimination of
derivatives of U [18, Eqs. 12.8.2–12.8.3] we get the following representation of the
elements of the second row of U(ζ ;m):
U2j (ζ ;m)

= √
2e−iπ/4

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

−A(0)j U(a−1, y)+i(a− 1
2 )B

(0)
j U(1−a, iy), | arg(ζ )|< 1

4π,

−A(1)j U(a−1, y)−i(a− 1
2 )B

(1)
j U(1−a,−iy), 1

4π< arg(ζ )< 3
4π,

A
(−1)
j U(a−1,−y)+i(a− 1

2 )B
(−1)
j U(1−a, iy), − 3

4π< arg(ζ )<− 1
4π,

A
(2)
j U(a−1,−y)−i(a− 1

2 )B
(2)
j U(1−a,−iy), 3

4π< arg(ζ )<π,

A
(−2)
j U(a−1,−y)−i(a− 1

2 )B
(−2)
j U(1−a,−iy), −π< arg(ζ )<− 3

4π.

(70)

Finally, we determine the coefficients A(i)j and B(i)j for j = 1, 2 and i =
0,±1,±2, as well as the value of β = β(m) so that all of the conditions of Riemann-
Hilbert Problem 3 are satisfied by P(ζ ;m) = U(ζ ;m)eiζσ3/2. The advantage of
using numerically satisfactory fundamental pairs is that the asymptotic expansion
[18, Eq. 12.9.1]

U(a, y) ∼ e−
1
4 y

2
y
−a− 1

2

∞∑
k=0

(−1)k

(
1
2 + a

)
2k

k!(2y2)k
, y →∞, | arg(y)| < 3

4
π

(71)

can be used to determine from (69)–(70) the asymptotic behavior of U(ζ ;m) in
each sector for the purposes of comparison with the first formula in (63). This
immediately shows that for consistency it is necessary to takeA(i)1 = 0 and B(i)2 = 0
for i = 0,±1,±2. Next, it is useful to consider the trivial jump conditions for the
first column of U(ζ ;m) (across arg(ζ ) = − 1

4π and arg(ζ ) = 3
4π ) and for the

second column of U(ζ ;m) (across arg(ζ ) = 1
4π and arg(ζ ) = − 3

4π ). These imply

the identities B(0)1 = B(−1)
1 , B(1)1 = B(2)1 (from matching the first column) and

A
(0)
2 = A(1)2 , A(−2)

2 = A(−1)
2 (from matching the second column). The diagonal

jump condition satisfied by U(ζ ;m) across the negative real axis then yields the
additional identities B(−2)

1 = (1 − m2)−1B
(2)
1 and A(2)2 = (1 − m2)−1A

(−2)
2 . With

this information, we have found that U(ζ ;m) necessarily has the form

U(ζ ;m) =
(

βB
(0)
1 U(−a, iy) βA

(0)
2 U(a, y)√

2eiπ/4(a − 1
2 )B

(0)
1 U(1 − a, iy)

√
2e3π i/4A

(0)
2 U(a − 1, y)

)
,

| arg(ζ )| < 1

4
π, (72)

U(ζ ;m) =
(

βB
(1)
1 U(−a,−iy) βA

(0)
2 U(a, y)√

2e−3π i/4(a − 1
2 )B

(1)
1 U(1 − a,−iy)

√
2e3π i/4A

(0)
2 U(a − 1, y)

)
,

1

4
π < arg(ζ ) <

3

4
π, (73)
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U(ζ ;m) =
(

βB
(0)
1 U(−a, iy) βA

(−1)
2 U(a,−y)√

2eiπ/4(a − 1
2 )B

(0)
1 U(1 − a, iy)

√
2e−iπ/4A

(−1)
2 U(a − 1,−y)

)
,

− 3

4
π < arg(ζ ) < −1

4
π, (74)

U(ζ ;m)

=
(

βB
(1)
1 U(−a,−iy) β(1−m2)−1A

(−1)
2 U(a,−y)√

2e−3π i/4(a− 1
2 )B

(1)
1 U(1−a,−iy)

√
2e−iπ/4(1−m2)−1A

(−1)
2 U(a−1,−y)

)
,

3

4
π < arg(ζ ) < π, (75)

and

U(ζ ;m)

=
(

β(1−m2)−1B
(1)
1 U(−a,−iy) βA

(−1)
2 U(a,−y)√

2e−3π i/4(a− 1
2 )(1−m2)−1B

(1)
1 U(1−a,−iy)

√
2e−iπ/4A

(−1)
2 U(a−1,−y)

)
,

− π < arg(ζ ) < −3

4
π. (76)

Appealing again to (71) now shows that U(ζ ;m) agrees with the first formula in (63)
up to the leading term only if the parameter a in Weber’s equation (68) satisfies

a − 1

2
= 1

2π i
ln(1 −m2) �⇒ |β|2 = − 1

π
ln(1 −m2) > 0, (77)

and the remaining constants A(0)2 , A(−1)
2 , B(0)1 , and B(1)1 , are given in terms of β by

B
(0)
1 = β−1(1 −m2)−1/8 exp

(
i

1

4π
ln(2) ln(1 −m2)

)

A
(0)
2 = 1√

2
(1 −m2)−1/8e−3π i/4 exp

(
−i

1

4π
ln(2) ln(1 −m2)

)

B
(1)
1 = β−1(1 −m2)3/8 exp

(
i

1

4π
ln(2) ln(1 −m2)

)

A
(−1)
2 = 1√

2
(1 −m2)3/8eiπ/4 exp

(
−i

1

4π
ln(2) ln(1 −m2)

)
. (78)

Only arg(β) remains to be determined, and for this we recall the nontrivial jump
conditions for the first (second) column of U(ζ ;m) across the rays arg(ζ ) =
1
4π,− 3

4π (the rays arg(ζ ) = − 1
4π,

3
4π ). Actually all four of these jump conditions

contain equivalent information due to the fact that the cyclic product of the jump
matrices in Riemann-Hilbert Problem 3 about the origin is the identity, so we just
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examine the transition of the first column across the ray arg(ζ ) = 1
4π implied by

the jump conditions in Riemann-Hilbert Problem 3. Using all available information,
the jump condition matches the connection formula [18, Eq. 12.2.18] if and only if

arg(β) = π
4
+ 1

2π
ln(2) ln(1 −m2)− arg

(
�

(
i

1

2π
ln(1 −m2)

))
. (79)

Combining this with (77) determines β=β(m) and then using (78) in (72)–(76) fully
determines U(ζ ;m) and hence also P(ζ ;m) = U(ζ ;m)eiζ 2σ3/2. This completes
the construction of the necessarily unique solution of Riemann-Hilbert Problem 3.
One can easily check directly that U′(ζ ;m)U(ζ ;m)−1 is analytic at ζ = 0, and
using (71) (which is known to be a formally differentiable expansion) one confirms
the asymptotic expansions (62)–(63), justifying after the fact all assumptions made
to arrive at the explicit solution.

We note that for each m ∈ [0, 1), P(ζ ;m) is uniformly bounded with respect to
ζ ∈ C, since it is locally bounded and the normalization factor in the asymptotics
as ζ →∞ satisfies

(1 −m2)1/2 < |ζ− ln(1−m2)/(2π i)| < (1 −m2)−1/2, arg(ζ ) ∈ (−π, π). (80)

Since det(P(ζ ;m)) = 1, the same holds for P(ζ ;m)−1. Moreover, it is not difficult
to see that if ‖ · ‖ is a matrix norm, then supζ∈C\�P

‖P(ζ ;m)‖ is a continuous
function of m ∈ [0, 1). Therefore the estimates on P(ζ ;m) and P(ζ ;m)−1 hold
uniformly with respect to m ∈ [0, ρ] for any ρ < 1.

3.5 The Equivalent ∂ Problem and Its Solution for Large t

The next part of the proof of Theorem 1.1 is the nonlinear analogue of the
estimation of the error E(x, t) in the stationary phase formula (20) by double
integrals in the z-plane. Here instead of a double integral we will have a double-
integral equation arising from a ∂-problem. To arrive at this problem, we simply
define a matrix function E(u, v; x, t) by comparing the “open lenses” matrix
(2t1/2)iν(z0)σ3O(u, v; x, t) with its parametrix P(2t1/2(z− z0); |r(z0)|):

E(u, v; x, t) := (2t1/2)iν(z0)σ3 O(u, v; x, t)P(2t1/2(u+iv−z0); |r(z0)|)−1. (81)

We claim that E(u, v; x, t) satisfies the following problem.

∂ Problem 1 Let (x, t) ∈ R2 be parameters. Find a 2 × 2 matrix function E =
E(u, v) = E(u, v; x, t), (u, v) ∈ R2 with the following properties:

Continuity E is a continuous function of (u, v) ∈ R2.
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Nonanalyticity E is a (weak) solution of the partial differential equation
∂E(u, v) = E(u, v)W(u, v), where W(u, v) = W(u, v; x, t) is defined by

W(u, v; x, t) := P(2t1/2(u+ iv − z0); |r(z0)|)�(u, v; x, t)
·P(2t1/2(u+ iv − z0); |r(z0)|)−1, (82)

and

�(u, v; x, t) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
0 0

−∂E1(u, v)e2it (θ(u+iv;z0)−θ(z0;z0)) 0

)
, u+ iv ∈ �1

0, u+ iv ∈ �2(
0 −∂E3(u, v)e−2it (θ(u+iv;z0)−θ(z0;z0))

0 0

)
, u+ iv ∈ �3(

0 0

∂E4(u, v)e2it (θ(u+iv;z0)−θ(z0;z0)) 0

)
, u+ iv ∈ �4

0, u+ iv ∈ �5(
0 ∂E6(u, v)e−2it (θ(u+iv;z0)−θ(z0;z0))

0 0

)
, u+ iv ∈ �6.

(83)
Note that W(u, v; x, t) has jump discontinuities across the sector boundaries in
general.
Normalization E(u, v)→ I as (u, v)→∞.

To show the continuity, first note that in each of the six sectors �j , j = 1, . . . , 6,
E(u, v; x, t) is continuous as a function of (u, v) up to the sector boundary. Indeed,
the first factor in (81) is independent of (u, v), and the second factor in (81) has
the claimed continuity because this is a property of the solution N(u + iv; x, t) of
Riemann-Hilbert Problem 2 and of the change-of-variables formula (59). Finally,
P(ζ ;m) has unit determinant and its explicit formula in terms of parabolic cylinder
functions shows that its restriction to each sector is an entire function of ζ , which
guarantees the asserted continuity of the third factor in (81). Moreover, the matrices
(2t1/2)iν(z0)σ3O(u, v; x, t) and P(2t1/2(u+iv−z0); |r(z0)|) satisfy exactly the same
jump conditions across the six rays that form the common boundaries of neighboring
sectors, from which it follows that E+(u, v; x, t) = E−(u, v; x, t) holds across each
of these rays and therefore E(u, v; x, t) may be regarded as a continuous function
of (u, v) ∈ R2.

To show that ∂E = EW holds, one simply differentiates E(u, v; x, t) in each
of the six sectors, using the fact that O(u, v; x, t) is related to N(u + iv; x, t)
explicitly by (59) and that both N(u + iv; x, t) and the unit-determinant matrix
function P(2t1/2(u+ iv−z0); |r(z0)|) are analytic functions of u+ iv in each sector,
and hence are annihilated by ∂ . The region of non-analyticity of E is therefore the
union of shaded sectors shown in Fig. 2.
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Finally to show the normalization condition, we recall Lemma 3.2.
Therefore, comparing the normalization conditions of Riemann-Hilbert Problem 2
for N(z; x, t) and of Riemann-Hilbert Problem 3 for P(ζ ;m) shows that
E(u, v; x, t)→ I as (u, v)→∞ in R2.

The rest of this section is devoted to the proof of the following result.

Proposition 3.3 Suppose that r ∈ H 1(R) with |r(z)| ≤ ρ for some ρ < 1. If t > 0
is sufficiently large, then for all x ∈ R there exists a unique solution E(·, ·; x, t) ∈
L∞(R2) of ∂-Problem 1 with the property that

E1(x, t) := lim
(u,v)→∞
u=0

(u+ iv) [E(u, v; x, t)− I] (84)

exists and satisfies

sup
x∈R

‖E1(x, t)‖ = O(t−3/4), t →+∞. (85)

Proof To show that ∂-Problem 1 has a unique solution for t > 0 sufficiently large,
and simultaneously obtain estimates for the solution E(u, v; x, t), we formulate a
weakly-singular integral equation whose solution is that of ∂-Problem 1:

E(u, v; x, t) = I + JE(u, v; x, t),

J F(u, v) := − 1

π

∫∫
R2

F(U, V )W(U, V ; x, t)
(U − u)+ i(V − v) dA(U, V ), (86)

in which the identity matrix I is viewed as a constant function on R2. Indeed, this is
a consequence of the distributional identity ∂z−1 = −πδ where δ denotes the Dirac
mass at the origin. We will solve the integral equation (86) in the space L∞(R2),
by computing the corresponding operator norm3 of J : L∞(R2) → L∞(R2) and
showing that for large t > 0 it is less than 1. Thus, we begin with the elementary
estimate

‖J F(u, v)‖ ≤ 1

π
‖F‖L∞(R2)

∫∫
R2

‖W(U, V ; x, t)‖ dA(U, V )√
(U − u)2 + (V − v)2 . (87)

Using the uniform boundedness of P(ζ ;m) and its inverse with respect to ζ i.e.,
there exists C > 0 such that ‖P(ζ ;m)‖ ≤ C and ‖P(ζ ;m)−1‖ ≤ C for all ζ ∈
C \�P and all m ∈ [0, ρ] with ρ < 1, the assumption |r(z)| ≤ ρ < 1 gives that

3All Lp norms of matrix-valued functions in this section depend on the choice of matrix norm,
which we always take to be induced by a norm on C2.
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‖W(u, v; x, t)‖ ≤ C2

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

e−8t (u−z0)v|∂E1(u, v)|, z = u+ iv ∈ �1

e8t (u−z0)v|∂E3(u, v)|, z = u+ iv ∈ �3

e−8t (u−z0)v|∂E4(u, v)|, z = u+ iv ∈ �4

e8t (u−z0)v|∂E6(u, v)|, z = u+ iv ∈ �6,

(88)

and of course W(u, v; x, t) ≡ 0 on �2 ∪ �5. By direct computation using (58)
along with the analyticity of f (z; z0)±2 provided by Lemma 3.1 and straightforward
estimates of cos(2 arg(u + iv − z0)) and its ∂-derivative as in Sect. 2, we have the
following analogues of (29):

|∂E1(u, v)| ≤ 1

2
|f (u+ iv; z0)−2||r ′(u)| + |f (u+ iv; z0)−2r(u)− r(z0)|√

(u− z0)2 + v2
,

z = u+ iv ∈ �1, (89)

|∂E3(u, v)| ≤ 1

2
|f (u+ iv; z0)2|

∣∣∣∣∣ d

du

r(u)

1 − |r(u)|2
∣∣∣∣∣

+
∣∣∣∣∣f (u+ iv; z0)2r(u)

1 − |r(u)|2 − r(z0)

1 − |r(z0)|2
∣∣∣∣∣ 1√
(u− z0)2 + v2

, z = u+ iv ∈ �3,

(90)

|∂E4(u, v)| ≤ 1

2
|f (u+ iv; z0)−2|

∣∣∣∣ d

du

r(u)

1 − |r(u)|2
∣∣∣∣

+
∣∣∣∣f (u+ iv; z0)−2r(u)

1 − |r(u)|2 − r(z0)

1 − |r(z0)|2
∣∣∣∣ 1√
(u− z0)2 + v2

, z = u+ iv ∈ �4,

(91)

and

|∂E6(u, v)| ≤ 1

2
|f (u+ iv; z0)2||r ′(u)| + |f (u+ iv; z0)2r(u)− r(z0)|√

(u− z0)2 + v2
,

z = u+ iv ∈ �6. (92)

Note that ∣∣∣∣∣ d

du

r(u)

1 − |r(u)|2
∣∣∣∣∣ =

∣∣∣∣ d

du

r(u)

1 − |r(u)|2
∣∣∣∣ ≤ 1 + ρ2

(1 − ρ2)2
|r ′(u)| (93)
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holds under the condition |r(u)| ≤ ρ < 1. Also, under the same condition,

|f (u+ iv; z0)−2r(u)− r(z0)| = |(f (u+ iv; z0)−2 − 1)r(u)+ r(u)− r(z0)|
≤ ρ|f (u+ iv; z0)−2 − 1| + |r(u)− r(z0)|
≤ (Kρ + ‖r ′‖L2(R)

) [(u− z0)2 + v2]1/4, (94)

where we used Lemma 3.1 and (30), andK > 0 depends on ρ but not on z0. Exactly
the same estimate holds for |f (u+ iv; z0)2r(u)− r(z0)|. In the same way, but also
using (93),

∣∣∣∣∣f (u+ iv; z0)2r(u)
1 − |r(u)|2 − r(z0)

1 − |r(z0)|2
∣∣∣∣∣ ≤

(
Kρ

1 − ρ2 +
1 + ρ2

(1 − ρ2)2
‖r ′‖L2(R)

)
[(u− z0)2 + v2]1/4

∣∣∣∣f (u+ iv; z0)−2r(u)

1 − |r(u)|2 − r(z0)

1 − |r(z0)|2
∣∣∣∣ ≤

(
Kρ

1 − ρ2 +
1 + ρ2

(1 − ρ2)2
‖r ′‖L2(R)

)
[(u− z0)2 + v2]1/4.

(95)

Therefore again using Lemma 3.1, we see that there are constants L and M
depending only on the upper bound ρ < 1 for ‖r‖L∞(R), on ‖r‖L2(R), and on
‖r ′‖L2(R) such that

|∂Ej (u, v)| ≤ L|r ′(u)| + M

[(u− z0)2 + v2]1/4 , z = u+ iv ∈ �j , j = 1, 3, 4, 6.

(96)

Note that (96) is the nonlinear analogue of the estimate (31).
Combining (96) with (87)–(88) shows that for some constant D independent of

(x, t) ∈ R2,

‖J F(u, v; x, t)‖ ≤ D [I [1,4](u, v; x, t)+ J [1,4](u, v; x, t)+ I [3,6](u, v; x, t)
+J [3,6](u, v; x, t)] ‖F‖L∞(R2), (97)

where the four terms are analogues in the nonlinear case of the double integrals
defined in (33) for the linear case:

I [1,4](u, v; x, t) :=
∫∫
�1∪�4

|r ′(U)|e−8t (U−z0)V dA(U, V )√
(U − u)2 + (V − v)2 ,

I [3,6](u, v; x, t) :=
∫∫
�3∪�6

|r ′(U)|e8t (U−z0)V dA(U, V )√
(U − u)2 + (V − v)2 ,
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J [1,4](u, v; x, t) :=
∫∫
�1∪�4

e−8t (U−z0)V dA(U, V )

[(U − z0)2 + V 2]1/4√(U − u)2 + (V − v)2 , and

J [3,6](u, v; x, t) :=
∫∫
�3∪�6

e8t (U−z0)V dA(U, V )

[(U − z0)2 + V 2]1/4√(U − u)2 + (V − v)2 .
(98)

Estimation of the integrals I [1,4](u, v; x, t) and J [1,4](u, v; x, t) requires nearly
identical steps as estimation of I [3,6](u, v; x, t) and J [3,6](u, v; x, t) (just note that
the sign of the exponent always corresponds to decay in the sectors of integration).
So for brevity we just deal with I [3,6](u, v; x, t) and J [3,6](u, v; x, t).

To estimate I [3,6](u, v; x, t), by iterated integration we have

I [3,6](u, v; x, t)

=
[∫ +∞

0
dV
∫ z0−V
−∞

dU +
∫ 0

−∞
dV
∫ +∞

z0−V
dU

] |r ′(U)|e8t (U−z0)V√
(U − u)2 + (V − v)2

≤
[∫ +∞

0
dV
∫ z0−V
−∞

dU +
∫ 0

−∞
dV
∫ +∞

z0−V
dU

] |r ′(U)|e−8tV 2√
(U − u)2 + (V − v)2 .

(99)

The inner integrals can be estimated by Cauchy-Schwarz, using the fact that
r ′ ∈ L2(R):

±
∫ z0−V
∓∞

|r ′(U)| dU√
(U − u)2 + (V − v)2 ≤

∫
R

|r ′(U)| dU√
(U − u)2 + (V − v)2

≤ ‖r ′‖L2(R)

√∫
R

dU

(U − u)2 + (V − v)2 = ‖r ′‖L2(R)

√
π√|V − v| . (100)

Thus,

I [3,6](u, v; x, t) ≤ ‖r ′‖L2(R)

√
π

∫
R

e−8tV 2
dV√|V − v| . (101)

Without loss of generality, suppose that v > 0. Then

∫
R

e−8tV 2
dV√|V − v| =

∫ 0

−∞
e−8tV 2

dV√
v − V +

∫ v
0

e−8tV 2
dV√

v − V +
∫ +∞

v

e−8tV 2
dV√

V − v . (102)
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Using monotonicity of
√
v − V on V < 0 and the rescaling V = t−1/2w, we get

for the first term:

∫ 0

−∞
e−8tV 2

dV√
v − V ≤

∫ 0

−∞
e−8tV 2

dV√−V = t−1/4
∫ 0

−∞
e−8w2

dw√−w = O(t−1/4).

(103)

For the second term, we use the inequality e−b ≤ Cb−1/4 for b > 0 and the rescaling
V = vw to get

∫ v
0

e−8tV 2
dV√

v−V ≤ C(8t)−1/4
∫ v

0

dV√
V (v−V ) = C(8t)

−1/4
∫ 1

0

dw√
w(1−w)=O(t−1/4).

(104)

Using monotonicity of e−8tV 2
on V > v and the change of variable V −v = t−1/2w

we get for the third term:

∫ +∞

v

e−8tV 2
dV√

V − v ≤
∫ +∞

v

e−8t (V−v)2 dV√
V − v = t−1/4

∫ +∞

0

e−8w2
dw√
w

= O(t−1/4).

(105)

The upper bounds in (103)–(104) are all independent of v (and u), so combining
them with (101)–(102) gives

sup
(u,v)∈R2

I [3,6](u, v; x, t) ≤ C‖r ′‖L2(R)t
−1/4, (106)

where C denotes an absolute constant.
To estimate J [3,6](u, v; x, t) we again introduce iterated integrals in the same

way as in (99) to obtain the inequality

J [3,6](u, v; x, t) ≤
[∫ +∞

0
dV
∫ z0−V
−∞

dU +
∫ 0

−∞
dV
∫ +∞

z0−V
dU

]

· e−8tV 2

[(U − z0)2 + V 2]1/4√(U − u)2 + (V − v)2 . (107)

Now, to estimate the inner U -integrals we will use Hölder’s inequality with
conjugate exponents p > 2 and q < 2. Thus,

±
∫ z0−V
∓∞

dU

[(U − z0)2 + V 2]1/4√(U − u)2 + (V − v)2
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≤
(
±
∫ z0−V
∓∞

dU

[(U−z0)2 + V 2]p/4
)1/p (

±
∫ z0−V
∓∞

dU

[(U−u)2 + (V−v)2]q/2
)1/q

≤
(∫

R

dU

[(U − z0)2 + V 2]p/4
)1/p (∫

R

dU

[(U − u)2 + (V − v)2]q/2
)1/q

.

(108)

Now, by the change of variable U − z0 = |V |w,

(∫
R

dU

[(U − z0)2 + V 2]p/4
)1/p

= |V |1/p−1/2
(∫

R

dw

[w2 + 1]p/4
)1/p

, (109)

where the integral on the right-hand side is convergent as long as p > 2. Similarly,
by the change of variable U − u = |V − v|w,

(∫
R

dU

[(U − u)2 + (V − v)2]q/2
)1/q

= |V − v|1/q−1
(∫

R

dw

[w2 + 1]q/2
)1/q

,

(110)
where the integral on the right-hand side is convergent as long as q > 1. Hence for
any conjugate exponents 1 < q < 2 < p < ∞ with p−1 + q−1 = 1, we have for
some constant C = C(p, q),

J [3,6](u, v; x, t) ≤ C
∫

R

e−8tV 2 |V |1/p−1/2|V − v|1/q−1 dV. (111)

As before, assume without loss of generality that v > 0. Then

∫
R

e−8tV 2 |V |1/p−1/2|V−v|1/q−1 dV =
∫ 0

−∞
e−8tV 2

(−V )1/p−1/2(v−V )1/q−1 dV

+
∫ v

0
e−8tV 2

V 1/p−1/2(v−V )1/q−1 dV +
∫ +∞

v

e−8tV 2
V 1/p−1/2(V −v)1/q−1 dV.

(112)

Using q > 1 and monotonicity of (v−V )1/q−1 on V < 0 along with 1/p+1/q = 1
and the rescaling V = t−1/2w gives for the first integral∫ 0

−∞
e−8tV 2

(−V )1/p−1/2(v − V )1/q−1 dV ≤
∫ 0

−∞
e−8tV 2

(−V )1/p−1/2+1/q−1 dV

=
∫ 0

−∞
e−8tV 2

(−V )−1/2 dV

= t−1/4
∫ 0

−∞
e−8w2

(−w)−1/2 dw = O(t−1/4).

(113)
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For the second integral, we again recall e−b ≤ Cb−1/4 for b > 0 and rescale by
V = vw to get

∫ v
0

e−8tV 2
V 1/p−1/2(v − V )1/q−1 dV ≤ C(8t)−1/4

∫ v
0
V 1/p−1(v − V )1/q−1 dV

= C(8t)−1/4
∫ 1

0
w1/p−1(1 − w)1/q−1 dw

= O(t−1/4), (114)

using also q, p <∞. Finally, for the third integral, we use monotonicity of e−8tV 2

and V 1/p−1/2 (for p > 2) on V > v and make the substitution V − v = t−1/2w to
get

∫ +∞

v

e−8tV 2
V 1/p−1/2(V − v)1/q−1 dV ≤

∫ +∞

v

e−8t (V−v)2(V − v)1/p−1/2

· (V − v)1/q−1 dV

=
∫ +∞

v

e−8t (V−v)2(V − v)−1/2 dV

= t−1/4
∫ +∞

0
e−8w2

w−1/2 dw = O(t−1/4).

(115)
Since the upper bounds in (113)–(115) are all independent of (u, v) ∈ R2,
combining them with (111)–(112) gives

sup
(u,v)∈R2

J [3,6](u, v; x, t) ≤ Ct−1/4, (116)

where C denotes an absolute constant.
Returning to (97) and taking a supremum over (u, v) ∈ R2, we see that

‖J F‖L∞(R2) ≤ Dt−1/4‖F‖L∞(R2), i.e., ‖J ‖L∞(R2)� ≤ Dt−1/4 (117)

holds whereD is a constant depending only on the upper bound ρ < 1 for ‖r‖L∞(R),
on ‖r‖L2(R), and on ‖r ′‖L2(R), and where ‖J ‖L∞(R2)� denotes the norm of the

weakly-singular integral operator J acting in L∞(R2). It is a consequence of (117)
that the integral equation (86) is uniquely solvable in L∞(R2) by convergent
Neumann series for sufficiently large t > 0:

E(u, v; x, t) = (I −J )−1I = I+J I+J 2I+J 3I+ · · · , t > D−4, (118)
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where I denotes the identity operator and I the constant function on R2, and that
the solution satisfies

‖E − I‖L∞(R2) ≤
Dt−1/4

1 −Dt−1/4 = O(t−1/4), t →+∞, (119)

an estimate that is uniform with respect to x ∈ R. This proves the first assertion in
Proposition 3.3.

To prove the existence of the limit E1(x, t) in (84), note that from the integral
equation (86) we have

(u+ iv) [E(u, v; x, t)− I]

= 1

π

∫∫
R2

E(U, V ; x, t)W(U, V ; x, t) dA(U, V )

− 1

π

∫∫
R2

U + iV

(U − u)+ i(V − v)E(U, V ; x, t)W(U, V ; x, t) dA(U, V ).
(120)

The second term satisfies

∥∥∥∥
∫∫

R2

U + iV

(U − u)+ i(V − v)E(U, V ; x, t)W(U, V ; x, t) dA(U, V )
∥∥∥∥

≤ ‖E‖L∞(R2)

∫∫
R2

√
U2 + V 2

(U − u)2 + (V − v)2 ‖W(U, V ; x, t)‖ dA(U, V ).

(121)

Now, following [12], let us examine the resulting double integral for u = 0, i.e., for
z = u+ iv restricted to the imaginary axis. Some simple trigonometry shows that

sup
(U,V )∈supp(W(·,·;x,t))

√
U2 + V 2

U2 + (V − v)2 = 1+√2
|v|

|v| − |z0| , |v| > |z0|. (122)

Therefore, if u = 0, the double integral on the right-hand side of (121) will tend to
zero as |v| → ∞ by the Lebesgue dominated convergence theorem provided that
W(·, ·; x, t) ∈ L1(R2). Using (88) and (96), we have

∫∫
R2
‖W(U, V ; x, t)‖ dA(U, V )

≤ D
[
Ĩ [1,4](x, t)+ J̃ [1,4](x, t)+ Ĩ [3,6](x, t)+ J̃ [3,6](x, t)

]
, (123)
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where (compare with (98), or better yet, (33))

Ĩ [1,4](x, t) :=
∫∫
�1∪�4

|r ′(U)|e−8t (U−z0)V dA(U, V ),

Ĩ [3,6](x, t) :=
∫∫
�3∪�6

|r ′(U)|e8t (U−z0)V dA(U, V ),

J̃ [1,4](x, t) :=
∫∫
�1∪�4

e−8t (U−z0)V dA(U, V )

[(U − z0)2 + V 2]1/4 , and

J̃ [3,6](x, t) :=
∫∫
�3∪�6

e8t (U−z0)V dA(U, V )

[(U − z0)2 + V 2]1/4 .

(124)

Noting the resemblance with the double integrals (33) analyzed in Sect. 2, we can
immediately obtain the estimate

∫∫
R2
‖W(U, V ; x, t)‖ dA(U, V ) ≤ Ct−3/4 <∞ (125)

for some constant C independent of x. Therefore, the second term on the right-hand
side of (120) tends to zero as v → ∞ if u = 0 (the limit is not uniform with
respect to x since v is compared with z0 in (122)). Comparing with (84), we obtain
from (120) the formula

E1(x, t) := 1

π

∫∫
R2

E(U, V ; x, t)W(U, V ; x, t) dA(U, V ), (126)

and exactly the same argument shows that E1(x, t) is finite and uniformly decaying
as t →+∞:

‖E1(x, t)‖ ≤ 1

π
‖E‖L∞(R2)‖W‖L1(R2)

≤ 1

π

(
‖I‖L∞(R2) + ‖E − I‖L∞(R2)

)
‖W‖L1(R2)

≤ C
π

(
1 + Dt−1/4

1 −Dt−1/4

)
t−3/4 = O(t−3/4), (127)

where we have used (119) and (125) and noted that the constants C and D are
independent of x. This proves the second assertion in Proposition 3.3. � 
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3.6 The Solution of the Cauchy Problem (1)–(2) for t > 0
Large

Now we complete the proof of Theorem 1.1 by combining our previous results.
The matrix function N(u + iv; x, t) agrees with O(u, v; x, t) for u = 0 and |v|
sufficiently large given z0 = −x/(4t). Since according to (81),

O(u, v; x, t) = (2t1/2)−iν(z0)σ3 E(u, v; x, t)P(2t1/2(u+iv−z0); |r(z0)|), (128)

we compute the matrix coefficient N1(x, t) appearing in (56) by taking
a limit along the imaginary axis in (54). Thus, we obtain N1(x, t) =
(2t1/2)−iν(z0)σ3 Q(x, t)(2t1/2)iν(z0)σ3 , where (using z = u+ iv)

Q(x, t) = (2t1/2)iν(z0)σ3

⎧⎪⎨
⎪⎩ lim
(u,v)→∞
u=0

z
[
N(z; x, t)(z− z0)−iν(z0)σ3 − I

]⎫⎪⎬
⎪⎭ (2t)−iν(z0)σ3

= lim
(u,v)→∞
u=0

z

·
[
E(u, v; x, t)P(2t1/2(z− z0); |r(z0)|)(2t1/2(z− z0))−iν(z0)σ3 − I

]
.

(129)
Using (62) and Proposition 3.3 yields

Q(x, t) = E1(x, t)+ 1

2
t−1/2P1(|r(z0)|). (130)

Therefore, using (56) gives the following formula for the solution of the Cauchy
problem (1)–(2):

q(x, t) = 2ie−iω(z0)e−2itθ(z0;z0)c(z0)−2(2t1/2)−2iν(z0)Q12(x, t)

= e−iω(z0)e−2itθ(z0;z0)c(z0)−2(2t1/2)−2iν(z0)
[

2iE1,12(x, t)+ 1

2
t−1/22iP1,12(|r(z0)|)

]

= e−iω(z0)e−2itθ(z0;z0)c(z0)−2(2t1/2)−2iν(z0)
[

2iE1,12(x, t)+ 1

2
t−1/2β(|r(z0)|)

]
,

(131)
where we recall ω(z0) = arg(r(z0)), θ(z0; z0) = −2z20, the definition (4) of ν(z0),
the definition (42) of c(z0), and the definitions (77) and (79) of |β(m = |r(z0)|)|2
and arg(β(m = |r(z0)|)) respectively. Since the factors to the left of the square
brackets have unit modulus, from Proposition 3.3 it follows that q(x, t) has exactly
the representation (3) in which |E(x, t)| = |E1,12(x, t)| = O(t−3/4) as t → +∞,
uniformly with respect to x. This completes the proof of Theorem 1.1.
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Remark The use of truncations of the Neumann series (118) for E(u, v; x, t) yields
a corresponding asymptotic expansion of q(x, t) as t → +∞. In other words, it is
straightforward (but tedious) to compute explicit corrections to the leading term in
the asymptotic formula (3) by expanding E(x, t). For instance, the formula (126)
gives

E1(x, t) = 1

π

∫∫
R2

W(U, V ; x, t) dA(U, V )

+ 1

π

∫∫
R2
(E(U, V ; x, t)− I)W(U, V ; x, t) dA(U, V ), (132)

i.e., an explicit double integral plus a remainder. Using the estimates (119) and (125)
we find that the remainder term satisfies

sup
x∈R

∥∥∥∥ 1

π

∫∫
R2
(E(U, V ; x, t)− I)W(U, V ; x, t) dA

∥∥∥∥
≤ 1

π
sup
x∈R

‖E(·, ·; x, t)‖L∞(R2)‖W(·, ·; x, t)‖L1(R)

= O(t−1/4t−3/4) = O(t−1), t →+∞.

(133)

Using this result in (131) gives in place of (3) the corrected asymptotic formula

q(x, t) = q(0)(x, t)+ q(1)(x, t)+ E (1)(x, t) (134)

where

q(0)(x, t) := t−1/2α(z0)e
ix2/(4t)−iν(z0) ln(8t) (135)

is the leading term in (3),

q(1)(x, t) := 2i

π
e−iω(z0)e−2itθ(z0;z0)c(z0)−2(2t1/2)−2iν(z0)

·
∫∫

R2
W12(U, V ; x, t) dA(U, V ) (136)

is an explicit correction (see (82)–(83)), and where E (1)(x, t) is error term satisfying
E (1)(x, t) = O(t−1) as t → +∞ uniformly with respect to x ∈ R. Theorem 1.1
implies that the correction satisfies ‖q(1)(·, t)‖L∞(R) = O(t−3/4) as t → +∞,
but the explicit formula (136) allows for a complete analysis of the correction. For
instance, we are in a position to seek reflection coefficients r(z) in the Sobolev
space H 1(R) with |r(z)| ≤ ρ < 1 for which the correction saturates the upper
bound of O(t−3/4), or to determine under which conditions on r(z) the correction
term can be smaller. Under additional hypotheses the expansion (134) can be carried
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out to higher order, with subsequent corrections involving iterated double integrals
of W, which in turn involve ∂-derivatives of the extensions Ej , j = 1, 3, 4, 6, and
the parabolic cylinder functions contained in the matrix P(ζ ;m) solving Riemann-
Hilbert Problem 3.
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1 Introduction

In this paper we consider the generalized Zakharov-Kuznetsov equation:

(gZK) ut + ∂x1
(
�u+ up) = 0, x = (x1, . . . , xN) ∈ R

N, t ∈ R,

(1.1)

in two dimensions (N = 2) and with a specific power of nonlinearity p = 3. This
equation is the higher-dimensional extension of the well-studied model describing,
for example, the weakly nonlinear waves in shallow water, the Korteweg-de Vries
(KdV) equation:
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(KdV) ut + uxxx + (up)x = 0, p = 2, x ∈ R, t ∈ R.

(1.2)

When other integer powers p �= 2 are considered, it is referred to as the generalized
KdV (gKdV) equation, possibly with one exception of p = 3, which is also referred
to as the modified KdV (mKdV) equation. Despite its apparent universality, the
gKdV equation is limited as a spatially one-dimensional model. While there are
several higher dimensional generalizations of it, in this paper we are interested
in the gZK equation (1.1). In the three dimensional setting and quadratic power
(N = 3 and p = 2), Eq. (1.1) was originally derived by Zakharov and Kuznetsov
to describe weakly magnetized ion-acoustic waves in a strongly magnetized plasma
[33], thus, the name of the equation. In two dimensions, it is also physically relevant;
for example, with p = 2, it governs the behavior of weakly nonlinear ion-acoustic
waves in a plasma comprising cold ions and hot isothermal electrons in the presence
of a uniform magnetic field [28, 29]. Melkonian and Maslowe [25] showed that
Eq. (1.1) is the amplitude equation for two-dimensional long waves on the free
surface of a thin film flowing down a vertical plane with moderate values of the
surface fluid tension and large viscosity. Lannes et al. in [19] made the first rigorous
derivation of Eq. (1.1) from the Euler-Poisson system with magnetic field in the
long wave limit. Yet another derivation was carried by Han-Kwan in [16] from the
Vlasov-Poisson system in a combined cold ions and long wave limit.

In this paper we consider the Cauchy problem of the 2d cubic ZK equation
(sometimes it is referred as the modified ZK, mZK, or the generalized ZK, gZK)
with initial data u0:⎧⎨

⎩ut + ∂x1
(
�(x1,x2)u+ u3

)
= 0, (x1, x2) ∈ R

2, t > 0,

u(0, x1, x2) = u0(x1, x2) ∈ H 1(R2).
(1.3)

During their lifespan, the solutions u(t, x1, x2) to (1.3) conserve the mass and
energy:

M[u(t)] =
∫
R2

[u(t, x1, x2)]
2 dx1dx2 = M[u(0)] (1.4)

and

E[u(t)] = 1

2

∫
R2
|∇u(t, x1, x2)|2 dx1dx2−1

4

∫
R2

[u(t, x1, x2)]
4 dx1dx2 = E[u(0)].

(1.5)
There is one more conserved quantity of L1-type, which we omit as it is not needed
in this paper. We also mention that unlike the KdV and mKdV, which are completely
integrable, the gZK equations do not exhibit complete integrability for any p.

One of the useful symmetries in the evolution equations is the scaling invariance,
which states that an appropriately rescaled version of the original solution is also a
solution of the equation. For Eq. (1.1) the rescaled solution is
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uλ(t, x1, x2) = λ
2
p−1 u(λ3t, λx1, λx2).

This scaling makes a specific Sobolev Ḣ s-norm invariant, i.e.,

‖u(0, ·, ·)‖Ḣ s (RN) = λ
2
p−1+s−N2 ‖u0‖Ḣ s (RN),

and the index s gives rise to the critical-type classification of equations. For the
gKdV equation (1.2) the critical index is s = 1

2 − 2
p−1 , and for the two dimensional

ZK equation (1.1) the index is s = 1 − 2
p−1 . When s = 0 (this corresponds to

p = 3), Eq. (1.3) is referred to as the L2-critical equation. The gZK equation has
other invariances such as translation and dilation.

The generalized Zakharov-Kuznetsov equation has a family of travelling waves
(or solitary waves, which sometimes are referred to as solitons), and observe that
they travel only in x1 direction

u(t, x1, x2) = Qc(x1 − ct, x2) (1.6)

withQc(x1, x2)→ 0 as |x| → +∞. Here,Qc is the dilation of the ground stateQ:

Qc(0x) = c1/p−1Q(c1/20x), 0x = (x1, x2),

with Q being a radial positive solution in H 1(R2) of the well-known nonlinear
elliptic equation −�Q + Q − Qp = 0. Note that Q ∈ C∞(R2), ∂rQ(r) < 0 for
any r = |x| > 0, and for any multi-index α

|∂αQ(0x)| ≤ c(α)e−|0x| for any 0x ∈ R
2. (1.7)

In this work, we are interested in stability properties of traveling waves in the
critical gZK equation (1.3), i.e., in the behavior of solutions close to the ground
state Q (perhaps, up to translations). We begin with the precise concept of stability
and instability used in this paper. For α > 0, the neighborhood (or “tube”) of radius
α aroundQ (modulo translations) is defined by

Uα =
{
u ∈ H 1(R2) : inf

0y∈R2
‖u(·)−Q(· + 0y)‖H 1 ≤ α

}
. (1.8)

Definition 1.1 (Stability ofQ) We say thatQ is stable if for all α > 0, there exists
δ > 0 such that if u0 ∈ Uδ , then the corresponding solution u(t) is defined for all
t ≥ 0 and u(t) ∈ Uα for all t ≥ 0.

Definition 1.2 (Instability of Q) We say that Q is unstable if Q is not stable, in
other words, there exists α > 0 such that for all δ > 0 the following holds: if
u0 ∈ Uδ , then there exists t0 = t0(u0) such that u(t0) /∈ Uα .
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The main goal of this paper is to show that in the two dimensional case p = 3,
the traveling waves are unstable. This result is also a necessary first step towards
understanding whether the generalized ZK equation exhibits any blow-up behavior.
We recall that unlike other dispersive models (such as the nonlinear Schrödinger or
wave equations), the gKdV equation does not have a suitable virial quantity which
would imply existence of blow-up via convexity-type arguments. Hence, proving
the existence of blow-up must be done differently; for example, constructing explicit
blow-up solutions. In the one-dimensional gKdV case the blow up behavior in the
critical case was constructed by Merle [26] and Martel and Merle [24] via first
obtaining the instability of solitary waves in [23]. We will address this question in
the gZK context in a subsequent paper (see [11]).

In her study of dispersive solitary waves in higher dimensions, de Bouard [6]
showed (her result holds in dimensions 2 and 3) that the traveling waves of the
form (1.6) are stable for p < pc and unstable for p > pc, where pc = 3 in 2d.
She followed the ideas developed for the gKdV equation by Bona et al. [2] for the
instability, and Grillakis et al. [14] for the stability arguments. Here, we prove the
instability of the traveling wave solutions of the form (1.6) for the p = 3 case
in a spirit of Martel and Merle [23], thus, completing the stability picture for the
two-dimensional ZK equation. We also note that the more delicate questions about
different types of stability have been previously studied; in particular, Côte, Muñoz,
Pilod and Simpson in [5] obtained the asymptotic stability of solitary waves in 2d
for1 2 ≤ p < p∗ < 3 by methods of Martel and Merle for the gKdV equation.
The upper bound p∗ in their restriction of nonlinearity comes from having a certain
bilinear form positive-definite, which is needed for the linear Liouville property,
see [5, Theorem 1.3], and numerically they show that the proper sign holds only
for powers p up to p∗ ≈ 2.15. It would be interesting to investigate if asymptotic
stability holds for all p < 3.

In this paper we prove the instability of the soliton u(t, x1, x2) = Q(x1 − t, x2).
Our main result reads as follows.

Theorem 1.3 (H 1-instability of Q in the 2d Critical ZK Equation) There exists
α0 > 0 such that for any δ > 0 there exists u0 ∈ H 1(R2) satisfying

‖u0 −Q‖H 1 ≤ δ and u0 −Q ⊥ {Qx1,Qx2 , χ0}, (1.9)

there exists a time t0 = t0(u0) <∞ with u(t0) /∈ Uα0 , or equivalently,

inf
0x∈R2

‖u(t0, ·)−Q(· − 0x)‖H 1 ≥ α0.

Here, χ0 is the eigenfunction corresponding to the (unique) negative eigenvalue
of the linearized operator L, for details see Theorem 3.1.

1The nonlinearity in such gZK equation should be understood as ∂x1 (|u|p−1u).
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Remark 1.4 It suffices to prove Theorem 1.3 for the following initial data: define

a = −
∫
χ0Q

‖χ0‖2
L2

and let δ > 0. Fix n0 =
(

1 + ‖χ0‖H1

‖χ0‖L2

)
‖Q‖H 1 · δ−1. For any n ≥ n0

define

ε0 = 1

n
(Q+ aχ0) .

Then u0 = Q+ ε0 satisfies the hypotheses of the theorem, i.e., the conditions (1.9).

The main strategy follows the approach introduced by Martel and Merle [23] in
their study of the same question in the critical gKdV model. For that they worked
out pointwise decay estimates on the shifted linear equation and applied them to
the nonlinear equation (bootstraping twice in time). In [9] we revisited that proof
and showed that instead of pointwise decay estimates, it is possible to consider
monotonicity properties of the solution, then apply them to the decomposition
around the soliton and conclude the instability in the critical gKdV equation. In our
two dimensional case of the critical ZK equation, we cannot obtain the instability
result just relying on monotonicity (and truncation when needed), because there is
a new term appearing in the virial-type quantity which is truly two-dimensional,
see Lemma 6.1 and the last term in (6.51). We are forced to consider something
else besides the monotonicity (since it would only give the boundedness of the new
term, not the smallness), and thus, we develop new 2d pointwise decay estimates,
see Sects. 8–12. These estimates by themselves are important results for the two-
dimensional Airy-type kernel with the applications to the shifted linear equation as
well as to the nonlinear equation. This part is a completely new development in the
higher dimensional setting, and we believe that it will be useful in other contexts as
well.

We note that we could prove the conditional instability with α being a multiple
of δ in Definition 1.2, i.e., there exists a universal constant c > 0 such that for any
δ > 0 if u0 ∈ Uδ , then there exists t0 = t0(u0) such that u(t0) /∈ Uc δ , using only
monotonicity. However, we emphasize that in order to show the instability with α
independent of δ, we need to use the pointwise decay estimates.

The paper is organized as follows. In Sect. 2 we provide the background infor-
mation on the well-posedness of the generalized ZK equation in two dimensions.
In Sect. 3 we discuss the properties of the linearized operator L around the ground
stateQ and exhibit the three sets of orthogonality conditions which make it positive-
definite; the last one, which involves χ0, is the one we use in the sequel to control
various parameters in modulation theory and smallness of ε. Section 4 contains
the canonical decomposition of a solution u around Q (thus, introducing ε and the
equation for it), then the modulation theory and control of parameters coming from
such a decomposition are described in Sect. 5. In Sect. 6 we introduce the key player,
the virial-type functional, and make the first attempt to estimate it. Truncation helps
us to obtain an upper bound, however, to proceed with the time derivative estimates,
we need to develop more machinery, which we do in subsequent sections. In Sect. 7
we discuss the concept of monotonicity, which allows us to control several terms in
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the virial functional, but as mentioned above, not all terms. The next few sections,
starting from Sect. 8 contain the new pointwise decay estimates. We state the main
result in Sect. 8 and also re-examineH 1 well-posedness in the same section, then we
develop the pointwise decay estimates on the 2d Airy-type kernel and its derivative
in Sect. 9, after that we proceed with the application of them to the linear equation
in Sect. 10, then for the Duhamel term in Sect. 11, and finally, for the nonlinear
equation in Sect. 12. After all the tools are developed, we return to the virial-type
functional estimates and obtain the lower bound on its time derivative, which allows
us to conclude the instability result in Sect. 13.

2 Background on the Generalized ZK Equation

In this section we review the known results on the local and global well-posedness of
the generalized ZK equation. To follow the notation in the literature, in this section
we denote the power of nonlinearity as uk+1 (instead of up) and consider the Cauchy
problem for the generalized ZK equation as follows:

{
ut + ∂x1�u+ ∂x1(uk+1) = 0, (x1, x2) ∈ R

2, t > 0,

u(0, x1, x2) = u0(x1, x2) ∈ Hs(R2).
(2.10)

Faminskii [8] showed the local well-posedness of the Cauchy problem (2.10) for the
k = 1 case consideringH 1 data (to be precise, he obtained the local well-posedness
in Hm, for any integer m ≥ 1). The current results on the local well-posedness are
gathered in the following statement.

Theorem 2.1 The local well-posedness in (2.10) holds in the following cases:

• k = 1: for s > 1
2 , see Grünrock and Herr [15] and Molinet and Pilod [27],

• k = 2: for s > 1
4 , see Ribaud and Vento [30],

• k = 3: for s > 5
12 , see Ribaud and Vento [30],

• k = 4, 5, 6, 7: for s > 1 − 2
k

, see Ribaud and Vento [30],
• k = 8, s > 3

4 , see Linares and Pastor [21]
• k > 8, s > sk = 1 − 2/k, see Farah et al. [12].

Note that in the last three cases (i.e., for k ≥ 4), the bound on s > sk is optimal
from the scaling conjecture. For previous results on the local well-posedness for
2 ≤ k ≤ 8 for s > 3/4 see [20] and [21].

Following the approach of Holmer and Roudenko for the L2-supercritical
nonlinear Schrödinger (NLS) equation, see [17] and [7], the first author together
with F. Linares and A. Pastor obtained the global well-posedness result for the
nonlinearities k ≥ 3 and under a certain mass-energy threshold, see [12].

Theorem 2.2 ([12]) Let k ≥ 3 and sk = 1 − 2/k. Assume u0 ∈ H 1(R2) and
suppose that
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E(u0)
skM(u0)

1−sk < E(Q)skM(Q)1−sk , E(u0) ≥ 0. (2.11)

If

‖∇u0‖skL2‖u0‖1−sk
L2 < ‖∇Q‖sk

L2‖Q‖1−sk
L2 , (2.12)

then for any t from the maximal interval of existence

‖∇u(t)‖sk
L2‖u0‖1−sk

L2 = ‖∇u(t)‖sk
L2‖u(t)‖1−sk

L2 < ‖∇Q‖sk
L2‖Q‖1−sk

L2 ,

whereQ is the unique positive radial solution of

�Q−Q+Qk+1 = 0.

In particular, this implies that H 1 solutions, satisfying (2.11) and (2.12) exist
globally in time.

Remark 2.3 In the limit case k = 2 (or p = 3, the modified ZK equation),
conditions (2.11) and (2.12) reduce to one condition, which is

‖u0‖L2 < ‖Q‖L2 .

Such a condition was already used in [20] and [21] to show the existence of global
solutions, respectively, inH 1(R2) andHs(R2), s > 53/63, see also [13] for another
approach. Recently in [1] the global well-posedness was extended to s > 3/4.

We conclude this section with a note that while it would be important to obtain
the local well-posedness down to the scaling index in the gZK equation for 1 ≤ k ≤
3, and the global well-posedness in the subcritical cases for s < 3/4 (ideally, all the
way down to the L2 level), for the purpose of this paper, it is sufficient to have the
well-posedness theory in H 1(R2).

3 The Linearized Operator L

The operator L, which is obtained by linearizing around the ground state Q, is
defined by

L := −�+ 1 − pQp−1. (3.13)

We first state the properties of this operator L (see Kwong [18] for all dimensions,
Weinstein [32] for dimension 1 and 3, also Maris [22] and Chang et al. [3]).

Theorem 3.1 (Properties of L) The following holds for an operator L defined
in (3.13)
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• L is a self-adjoint operator and σess(L) = [λess,+∞) for some λess > 0
• kerL = span{Qx1,Qx2}
• L has a unique single negative eigenvalue −λ0 (with λ0 > 0) associated to a

positive radially symmetric eigenfunction χ0. Moreover, there exists δ > 0 such
that

|χ0(x)| � e−δ|x| for all x ∈ R
2. (3.14)

We also define the generator % of the scaling symmetry as

%f = 2

p − 1
f + 0x · ∇f, (x1, x2) ∈ R

2. (3.15)

The following identities are useful to have

Lemma 3.2 The following identities hold

(1) L(%Q) = −2Q
(2)

∫
Q%Q = 0 if p = 3 and

∫
Q%Q = 3−p

p−1

∫
Q2 for p �= 3.

The proof is a direct simple computation and can be found in [10].
In general, the operator L is not positive-definite, however, on certain subspaces

one can expect some positivity properties. We now consider only theL2-critical case
and power p = 3. First, we summarize known positivity estimates for the operator
L (see Chang et al. [3] and Weinstein [32]):

Lemma 3.3 The following conditions hold for L:

(i) (LQ,Q) = −2
∫
Q4 < 0,

(ii) L|{Q3}⊥ ≥ 0,
(iii) L|{Q}⊥ ≥ 0,
(iv) L|{Q,xQ,|x|2Q}⊥ > 0.

The last property provides us with the orthogonality conditions that keep the
quadratic form, generated by L, positive-definite (see Weinstein [32, Prop. 2.9]):

Lemma 3.4 For any f ∈ H 1(R2) such that

(f,Q) = (f, xj Q) = (f, |x|2Q) = 0, j = 1, 2, (3.16)

there exists a positive constant C > 0 such that

(Lf, f ) ≥ C (f, f ).

While it shows that eliminating directions from (3.16) would make the bilinear
form (Lf, f ) positive, these directions are not quite suitable for our case. An
alternative for the orthogonality conditions (3.16) would be to consider the kernel
of L from Theorem 3.1 and Lemma 3.3(ii), which we do next.
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Lemma 3.5 For any f ∈ H 1(R2) such that

(f,Q3) = (f,Qxj ) = 0, j = 1, 2, (3.17)

there exists a positive constant C > 0 such that

(Lf, f ) ≥ C (f, f ).

Proof From Chang et al. [3] (Lemma 2.2 (2.7)) we have

inf
(f,Q3)=0

(Lf, f ) ≥ 0. (3.18)

Let C1 = {(Lε, ε) : ‖ε‖L2 = 1, (f,Q3) = (f,Qxj ) = 0, j = 1, 2.}, then
C1 ≥ 0 by (3.18). Assume, by contradiction, that C1 = 0. In this case, as in [32,
Proposition 2.9], we can find a function ε∗ ∈ H 1 satisfying

(i) (Lε∗, ε∗) = 0
(ii) (L− α)ε∗ = βQ3 + γQx1 + δQx2

(iii) ‖ε∗‖L2 = 1 and (ε∗,Q3) = (ε∗,Qxj ) = 0, j = 1, 2.

Taking the scalar product of (ii) with ε∗, we deduce from (iii) that (Lε∗, ε∗) =
α, and thus, α = 0 by (i). Now, taking the scalar product with Qx1 , integrating by
parts and recalling Theorem 3.1, we have

0 = (ε∗, LQx1) = (Lε∗,Qx1) = γ
∫
Q2
x1
+ δ

∫
Qx1Qx2 .

Since Qx1 ⊥ Qx2 , we deduce γ = 0. In a similar way (taking the scalar product
withQx2 ), we also have δ = 0. Therefore, Lε∗ = βQ3, which implies

ε∗ = −β
2
Q+ θ1Qx1 + θ2Qx2, (3.19)

where we have used Theorem 3.1 and Lemma 3.2. Taking the scalar product
of (3.19) withQ3, from (iii) and integration by parts, we get

0 = (ε∗,Q3) = −β
2

∫
Q4,

which implies β = 0.
Finally, using Qxj , j = 1, 2, we obtain θ1 = θ2 = 0. Thus, ε∗ = 0, which is a

contradiction with (iii). � 
We deduce yet another set of orthogonality conditions, see (3.20), to keep the

quadratic form, generated by L, positive-definite. This is the set, which we will use
in this paper.
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Lemma 3.6 Let χ0 be the positive radially symmetric eigenfunction associated to
the unique single negative eigenvalue −λ0 (with λ0 > 0). Then, there exists σ0 > 0
such that for any f ∈ H 1(R2) satisfying

(f, χ0) = (f,Qxj ) = 0, j = 1, 2, (3.20)

one has

(Lf, f ) ≥ σ0 (f, f ).

Proof The result follows directly from Schechter [31, Chapter 8, Lemma 7.10] (see
also [31, Chapter 1, Lemma 7.17]) � 

In a sense, the last lemma shows that if we exclude the zero eigenvalue and
negative eigenvalue directions, then only the “positive” directions are left, and thus,
the positivity property of L must hold.

4 The Linearized Equation Around Q

In this section we decompose our solutions u(t, 0x) around the soliton Q. Since we
consider the L2-critical problem, we must also incorporate the scaling parameter
(besides the translation as we did in the supercritical case in [10]). We use the
following canonical decomposition of u aroundQ:

v(t, y1, y2) = λ(t) u(t, λ(t)y1 + x1(t), λ(t)y2 + x2(t)). (4.21)

Our next task is to examine the difference ε = v −Q, more precisely,

ε(t, 0y) = v(t, 0y)−Q(0y), 0y = (y1, y2). (4.22)

4.1 Equation for ε

After we rescale time t �→ s by ds
dt
= 1
λ3 , we obtain the equation for ε.

Lemma 4.1 For all s ≥ 0, we have

εs = (Lε)y1 +
λs

λ
%Q+

(
(x1)s

λ
− 1

)
Qy1 +

(x2)s

λ
Qy2

+ λs
λ
%ε +

(
(x1)s

λ
− 1

)
εy1 +

(x2)s

λ
εy2

− 3(Qε2)y1 − (ε3)y1, (4.23)
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where %f = f + 0y · ∇f and L is the linearized operator aroundQ:

Lε = −�ε + ε − 3Q2ε.

Proof Using (4.21), we obtain

vt = λtu+ λut + λux1 (λty1 + (x1)t )+ λux2 (λty2 + (x2)t ) ,

and for i = 1, 2

vyi = λ2uxi , vyiyi = λ3uxixi .

Substituting the above into ut + ∂x1(�u+ u3) = 0, we obtain

vt = λ−1λtv + λ−1λt (0y · ∇v)+ λ−1 (vy1(x1)t + vy2(x2)t
)− λ−3∂y1

(
�v + v3

)
.

Recalling that ds
dt
= 1
λ3 , we change the time variable t �→ s

λ−3vs = λ−4λsv+λ−4λs(0y ·∇v)+λ−4 (vy1(x1)s + vy2(x2)s
)−λ−3∂y1

(
�v + v3

)
,

Simplifying, we get

vs = λs
λ
(v + 0y · ∇v)+ ((x1)s, (x2)s)

λ
· ∇v − ∂y1

(
�v + v3

)
.

Next, we use (4.22) and the fact that �Q = Q−Q3 to obtain the equation for ε:

εs = λs
λ
(%Q+%ε)+ ((x1)s, (x2)s)

λ
· (∇Q+∇ε)− ∂y1(

Q+�ε + 3Q2ε + 3Qε2 + ε3
)
.

Simplifying, we get Eq. (4.23). � 

4.2 Mass and Energy Relations

Our next task is to derive the basic mass and energy conservations for ε. First, denote

M0 = 2
∫
R2
Q(0y)ε(0, 0y) d 0y +

∫
R2
ε2(0, 0y) d 0y. (4.24)

For any s ≥ 0 by the L2 scaling invariance and mass conservation, we have
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∫
R2
v2(s, 0y) d 0y =

∫
R2
λ2(t) u2(t, λ0y+0x(t)) d 0y =

∫
R2
u2(t) d 0x = M[u(t)] ≡ M[u(0)].

On the other hand,∫
R2
v2(s, 0y) d 0y =

∫
R2
(Q(0y)+ ε(s, 0y))2 d 0y

=
∫
R2
Q2(0y) d 0y + 2

∫
R2
Q(0y) ε(s, 0y) d 0y +

∫
R2
ε2(s, 0y) d 0y

=
∫
R2
u2

0(0x) d 0x =
∫
R2
Q2(0y) d 0y + 2

∫
R2
Q(0y) ε(0, 0y) d 0y

+
∫
R2
ε2(0, 0y) d 0y,

and thus,

M[ε(s)] := 2
∫
R2
Q(0y) ε(s, 0y) d 0y +

∫
R2
ε2(s, 0y) d 0y = M0. (4.25)

Next, we examine the energy conservation for v, where a straightforward calculation
gives

E[v(s)] = λ2(s) E[u(t)] = λ2(s) E[u0]. (4.26)

Since v = Q+ ε, we also obtain

E[Q+ ε] = 1

2

∫
|∇(Q+ ε)|2 − 1

4

∫
(Q+ ε)4

= 1

2

(∫
|∇ε|2 + ε2 − 3Q2ε2

)
+
∫ (

∇Q∇ε −Q3ε
)

− 1

2

∫
ε2 −

∫
Qε3 − 1

4

∫
ε4

= 1

2
(Lε, ε)−

(∫
Qε + 1

2

∫
ε2
)
− 1

4

[
4
∫
Qε3 +

∫
ε4
]
,

(4.27)

where in the second line the integration by parts is used as well as 2‖∇Q‖2
L2 =

‖Q‖4
L4 (sinceQ is a solution of�Q+Q3 = Q). By Gagliardo-Nirenberg inequality,

we can bound the last term as

4
∫
Qε3 +

∫
ε4 ≤ c1‖∇ε‖L2‖ε‖2

L2 + c2‖∇ε‖2
L2‖ε‖2

L2 , (4.28)
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and if ‖ε‖H 1 ≤ 1, we get

∣∣∣∣E[Q+ ε] +
(∫
Qε + 1

2

∫
ε2
)
− 1

2
(Lε, ε)

∣∣∣∣ ≤ c0 ‖∇ε‖L2‖ε‖2
L2 .

Putting together (4.25), (4.26) and (4.28), we have the following

Lemma 4.2 For any s ≥ 0 we have mass and energy conservations for ε

M[ε(s)] = M0, and E[Q+ ε(s)] = λ2(s) E[u0]. (4.29)

Moreover, the energy linearization is

E[Q+ ε] +
(∫
Qε + 1

2

∫
ε2
)
= 1

2
(Lε, ε)− 1

4

(
4
∫
Qε3 +

∫
ε4
)
, (4.30)

and if ‖ε‖H 1 ≤ 1, then there exists a c0 > 0 such that

∣∣∣∣E[Q+ ε] +
(∫
Qε + 1

2

∫
ε2
)
− 1

2
(Lε, ε)

∣∣∣∣ ≤ c0 ‖∇ε‖L2‖ε‖2
L2 . (4.31)

5 Modulation Theory and Parameter Estimates

In this section, recalling the definition (1.8), we show that it is possible to choose
parameters λ(s) ∈ R and 0x(s) = (x1(s), x2(s)) ∈ R

2 such that ε(s) ⊥ χ0 and
ε(s) ⊥ Qxj , j = 1, 2. Moreover, assuming an additional symmetry, we can assume
x2(s) = 0.

Proposition 5.1 (Modulation Theory I) There exists α, λ > 0 and a unique C1

map

(λ1, 0x1) : Uα → (1 − λ, 1 + λ)× R
2

such that if u ∈ Uα and ελ1,0x1 is given by

ελ1,0x1(y1, y2) = λ1 u (λ1y1 + (x1)1, λ1y2 + (x1)2)−Q(y1, y2), (5.32)

then

ελ1,0x1 ⊥ χ0 and ελ1,0x1 ⊥ Qyj , j = 1, 2. (5.33)

Moreover, there exists a constant C1 > 0, such that if u ∈ Uα , with 0 < α < α, then

‖ελ1,0x1‖H 1 ≤ C1α and |λ1 − 1| ≤ C1α. (5.34)
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Proof Let ελ1,0x1 be defined as in (5.32). Differentiating and recalling the defini-
tion (3.15), we have

∂ελ1,0x1
∂(x1)j

∣∣∣
λ1=1,0x1=0

= uyj , j = 1, 2 (5.35)

and

∂ελ1,0x1
∂λ1

∣∣∣
λ1=1,0x1=0

= %u. (5.36)

Next, consider the following functionals

ρ
j

λ1,0x1(u) =
∫
ελ1,0x1Qyj , j = 1, 2, and ρ3

λ1,0x1(u) =
∫
ελ1,0x1χ0,

and define the function S : R3 ×H 1 → R
3 such that

S(λ1, 0x1, u) = (ρ1
λ1,0x1(u), ρ

2
λ1,0x1(u), ρ

3
λ1,0x1(u)).

From (5.35) and (5.36), we deduce

∂ρ
j

λ1,0x1(u)
∂λ1

∣∣∣
λ1=1,0x1=0,u=Q =

∫
%QQyj ;

∂ρ1
λ1,0x1(u)
∂(x1)1

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy1Qy1 =

∫
Q2
y1
> 0;

∂ρ2
λ1,0x1(u)
∂(x1)1

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy1Qy2 = 0;

∂ρ1
λ1,0x1(u)
∂(x1)2

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy2Qy1 = 0;

∂ρ2
λ1,0x1(u)
∂(x1)2

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy2Qy2 =

∫
Q2
y2
> 0.

Moreover, since L(χ0) = −λ0χ0 (with λ0 > 0), L(%Q) = −2Q, χ0 and Q are
positive functions and χ0 ⊥ span{Qy1,Qy2}, we also have

∂ρ3
λ1,0x1(u)
∂λ1

∣∣∣
λ1=1,0x1=0,u=Q =

∫
%Qχ0 = − 1

λ0

∫
%QL(χ0) = 2

λ0

∫
Qχ0 > 0;
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∂ρ3
λ1,0x1(u)
∂(x1)1

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy1χ0 = 0;

∂ρ3
λ1,0x1(u)
∂(x1)2

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy2χ0 = 0.

Noting that S(1, 0, 0,Q) = (0, 0, 0), we can apply the Implicit Function Theorem
to obtain the existence of β > 0, a neighborhood V of (1, 0, 0) in R

3 and a unique
C1 map

(λ1, 0x1) :
{
u ∈ H 1(R2) : ‖u−Q‖H1 < β

}
→ V

such that S((λ1, 0x1)(u), u) = 0, in other words, the orthogonality conditions (5.33)
are satisfied.

Also note that there exists C > 0 such that if ‖u − Q‖H1 < α ≤ β then
|λ1−1|+ |0x1| ≤ Cα. Moreover, by (4.22) we also have ‖ελ1,0x1‖H 1 ≤ Cα, for some
C > 0.

It is straightforward to extend the map (λ1, 0x1) to the regionUα . Indeed, applying
again the Implicit Function Theorem, there exists α < β and a unique C1 map
r : Uα → R

2, such that

‖u(·)−Q(· − r)‖H 1 = inf
r∈R2

‖u(·)−Q(· − r)‖H 1 < α < β,

for all u ∈ Uα .
Finally, defining λ1 = λ1(u(·+ r(u))) and 0x1 = 0x1(u(·+ r(u)))+ r(u), we have

that (5.33) and (5.34) are satisfied. � 
Note that solitary waves (1.6) are traveling only in the x1-direction, so it should

be reasonable to consider a path 0x(t) = (x1(t), x2(t)) so that x1(t) ≈ c t and
x2(t) ≈ 0. Inspired by the work of de Bouard [6], if we assume an additional
symmetry, we can consider exactly that, and thus, simplify the choice of parameters:

Proposition 5.2 (Modulation Theory II) If we assume that u from Proposition 5.1
is cylindrically symmetric (i.e., u(x1, x2) = u(x1, |x2|)), then, reducing α > 0 if
necessary, we have (x1)2 ≡ 0.

Proof We first define ελ1,x1 by

ελ1,x1(y1, y2) = λ1 u(λ1y1 + x1, λ1y2)−Q(y1, y2), (5.37)

and then the functionals

ρ1
λ1,x1
(u) =

∫
ελ1,x1Qyj , j = 1, 2, and ρ3

λ1,x1
(u) =

∫
ελ1,x1χ0,
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and the function S : R2 ×H 1 → R
2 such that

S(λ1, x1, u) = (ρ1
λ1,0x1(u), ρ

3
λ1,0x1(u)).

Arguing as in the proof of Proposition 5.1, we have

∂ρ1
λ1,x1
(u)

∂λ1

∣∣∣
λ1=1,x1=0,u=Q =

∫
%QQyj ;

∂ρ3
λ1,x1
(u)

∂λ1

∣∣∣
λ1=1,x1=0,u=Q =

∫
%Qχ0 = − 1

λ0

∫
%QL(χ0) = 2

λ0

∫
Qχ0 > 0;

∂ρ1
λ1,x1
(u)

∂x1

∣∣∣
λ1=1,x1=0,u=Q =

∫
Qy1Qy1 =

∫
Q2
y1
> 0;

∂ρ3
λ1,x1
(u)

∂x1

∣∣∣
λ1=1,0x1=0,u=Q =

∫
Qy1χ0 = 0.

Since S(1, 0,Q) = (0, 0), we again apply the Implicit Function Theorem to
obtain the existence of α1 > 0, a neighborhood V of (1, 0) in R

2 and a unique C1

map

(λ1, x1) :
{
u ∈ H 1(R2) : ‖u−Q‖H1 < α1

}
→ V

such that ελ1,x1 ⊥ χ0 and ελ1,0x1 ⊥ Qy1 .
Now, using the expression for ελ1,x1 in (5.37), we also deduce

∫
ελ1,x1Qy2 =

∫
λ1 u(λ1y1 + x1, λ1y2)Qy2(y1, y2) dy1dy2 = 0,

if u(x1, x2) = u(x1, |x2|), sinceQy2 = ∂rQ · y2
r

.
Finally, the uniqueness, which follows from the Implicit Function Theorem,

yields (taking a smaller α1 if necessary) 0x1 = (x1, 0) in Proposition 5.1, hence,
completing the proof. � 

Now, assume that u(t) ∈ Uα for all t ≥ 0. We define the functions λ(t) and x(t)
as follows.

Definition 5.3 For all t ≥ 0, let λ(t) and x(t) be such that ελ(t),x(t), defined
according to Eq. (5.37), satisfy

ελ(t),x(t) ⊥ χ0 and ελ(t),x(t) ⊥ Qyj , j = 1, 2. (5.38)

In this case we also define
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ε(t) = ελ(t),x(t) = λ(t) u(t, λ(t)y1 + x(t), λ(t)y2)−Q(y1, y2). (5.39)

We rescale time t �→ s by ds
dt
= 1
λ3 to better understand these parameters, which

are now λ(s) and x(s). Indeed, the next proposition provides us with the equations

and estimates for
λs

λ
and

(xs
λ
− 1
)

.

Lemma 5.4 (Modulation Parameters) There exists 0 < α1 < α such that if for
all t ≥ 0, u(t) ∈ Uα1 , then λ and x are C1 functions of s and they satisfy the
following equations:

− λs
λ

∫
(0y · ∇Qy1)ε +

(xs
λ
− 1
)(∫

|Qy1 |2 −
∫
Qy1y1ε

)

= 6
∫
QQ2

y1
ε − 3

∫
Qy1y1ε

2Q−
∫
Qy1y1ε

3, (5.40)

and

λs

λ

(
2

λ0

∫
χ0Q−

∫
(0y · ∇χ0)ε

)
−
(xs
λ
− 1
) ∫
(χ0)y1ε

=
∫
L((χ0)y1)ε − 3

∫
(χ0)y1Qε

2 −
∫
(χ0)y1ε

3. (5.41)

Moreover, there exists a universal constant C2 > 0 such that if ‖ε(s)‖2 ≤ α, for all
s ≥ 0, where α < α1, then∣∣∣∣λsλ

∣∣∣∣+ ∣∣∣xsλ − 1
∣∣∣ ≤ C2‖ε(s)‖2. (5.42)

Proof Let χ be a smooth function with an exponential decay. We want to calculate
d

ds

∫
χε(s). Indeed, we have

d

ds

∫
χu(s) = λ3 d

dt

∫
χu(t) = −λ3

∫
χ(∂x�u+ ∂x(u3))

= λ3
[∫
∂x�χu+

∫
χxu

3
]
.

Therefore, recalling the definition of v in (4.21), we get

d

ds

∫
χv(s) = d

ds

∫
χ(0y)λu(s, λ0y + 0x(s))d 0y

= d
ds

(
λ−1

∫
χ(λ−1(0x − 0x(s)))u(s, 0x)d 0x

)
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=− λ−2λs

∫
χ(λ−1(0x − 0x(s)))u(s, 0x)d 0x

+ λ−1
∫ (

d

ds
χ(λ−1(0x − 0x(s)))

)
u(s, 0x)d 0x

+ λ−1λ3
∫
χ(λ−1(0x − 0x(s)))(∂x�u+ ∂x(u3))d 0x

≡ (A)+ (B)+ (C),

where

(A) =− λs
λ

∫
χvd 0y,

(B) = λ−1
∫
∇χ · d

ds
(λ−1(0x − 0x(s)))u(s, 0x)d 0x

= − λs
λ

∫
(∇χ · 0y)vd 0y −

∫ (
∇χ · 0xs

λ

)
vd 0y,

(C) = λ−1
∫
(∂x1�χ)(λ

−1(0x − 0x(s)))ud 0x + λ
∫
χx1(λ

−1(0x − 0x(s)))ud 0x

=
∫
(∂y1�χ)vd 0y +

∫
χy1v

3d 0y.

Next, using v = Q+ ε and the definition of % in (3.15), we obtain

d

ds

∫
χv(s) =− λs

λ

∫
(%χ)(Q+ ε)−

(
(x1)s

λ
− 1

)∫
χy1 (Q+ ε)− (x2)s

λ

∫
χy2 (Q+ ε)

−
∫
χy1 (Q+ ε)+

∫
(∂y1�χ)(Q+ ε)+

∫
χy1 (Q+ ε)3.

Recalling Lχy1 = −∂y1�χ + χy1 − 3Q2χy1 and −�Q+Q−Q3 = 0, we deduce

d

ds

∫
χv(s) =− λs

λ

(∫
(%χ)Q+

∫
(%χ)ε

)

−
(
(x1)s

λ
− 1

)(∫
χy1Q+

∫
χy1ε

)

− (x2)s

λ

(∫
χy2Q+

∫
χy2ε

)

−
∫
(Lχy1)ε + 3

∫
χy1Qε

2 +
∫
χy1ε

3.
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Recall that we can assume x2 ≡ 0 in view of Proposition 5.2. Now, setting x1 = x
and taking χ = Qy1 and using that

∫
(%Qy1)Q = 0,

∫
Qy1y2Q = ∫ Qy1Qy2 = 0,

L(Qy1y1) = 6QQ2
y1

and
∫
Qy1ε = 0, we obtain (5.40).

Finally, fix χ = χ0 and observe that

∫
(%χ0)Q =

∫
χ0Q+

∫
y1(χ0)y1Q+

∫
y2(χ0)y2Q

= −
∫
χ0(%Q) = 1

λ0

∫
(Lχ0)(%Q)

= − 2

λ0

∫
χ0Q �= 0.

Since
∫
χ0ε = 0 and

∫
(χ0)y1Q = − ∫ χ0Qy1 = 0, we have (5.41).

Observe that there exists α1 > 0 such that(
2

λ0

∫
χ0Q−

∫
(0y · ∇χ0)ε

)(∫
|Qy1 |2 −

∫
Qy1y1ε

)

−
(∫
(0y · ∇Qy1)ε

)(∫
(χ0)y1ε

)

≥ 1

λ0

(∫
χ0Q

)(∫
|Qy1 |2

)
,

if ‖ε(s)‖ ≤ α < α1, for all s ≥ 0. Also, without loss of generality, we can assume
α1 < 1.

Hence, we can solve the system of equations given by (5.40) and (5.41)
and obtain a universal constant (depending only on powers of Q and its partial
derivatives) C2 > 0 such that (5.42) holds. In particular, if α < 1

C2
, we have

∣∣∣∣λsλ
∣∣∣∣+
∣∣∣xs
λ
− 1
∣∣∣ ≤ 1. (5.43)

� 

6 Virial-Type Estimates
Our next step is to produce a virial-type functional which will help us to study the
stability properties of the solutions close toQ. We first define a quantity depending
on the ε variable, which incorporates the scaling generator%. This can be compared
with the functional we created for the supercritical case, see [10, Section 5], where
the eigenfunction χ0 of L for the negative eigenvalue was also used (with the
coefficient β), and it was possible to find β �= 0. However, such a functional does
not work in the critical case, since β becomes zero (due to

∫
Q%Q = 0).
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We first start with defining a truncation function: let ϕ ∈ C∞0 (R) be a function
with

ϕ(y1) =
{

1, if y1 ≤ 1

0, if y1 ≥ 2.

For A ≥ 1 we also define

ϕA(y1) = ϕ
(y1

A

)
.

Note that

ϕA(y1) =
{

1, if y1 ≤ A
0, if y1 ≥ 2A.

(6.44)

Moreover

ϕ
′
A(y1) = 1

A
ϕ
′ (y1

A

)
.

We next define the function (note that we are integrating only in the first variable)

F(y1, y2) =
∫ y1
−∞
%Q(z, y2) dz. (6.45)

From the properties ofQ, see (1.7), there exists a constant c > 0 such that

|F(y1, y2)| ≤ c e− 1
2 |y2|

∫ y1
−∞
e−

1
2 |z|dz,

which implies boundedness in y1 and exponential decay in y2:

sup
y1∈R

|F(y1, y2)| ≤ c e− 1
2 |y2| for all y2 ∈ R (6.46)

as well as

|F(y1, y2)| ≤ c e− 1
2 |y2|e

1
2 y1 for all y1 < 0. (6.47)

Hence, F is a bounded function on R
2, i.e., F ∈ L∞(R2). We also note that y2 Fy2 ∈

L∞(R2).
We next define the virial-type functional

JA(s) =
∫
R2
ε(s, y1, y2)F (y1, y2)ϕA(y1) dy1dy2. (6.48)
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It is clear that JA(s) is well-defined if ε(s) ∈ L2(R2). Indeed, since ‖ϕA‖∞ = 1,
we can use the relation (6.44) and the properties of F to deduce

|JA(s)| ≤
∫
R

∫
y1<0

|ε(s)F (y1, y2)| dy1dy2 +
∫
R

∫ 2A

0
|ε(s)F (y1, y2)| dy1dy2

≤ c‖ε(s)‖2

(∫
R

∫
y1<0
e−|y2|ey1dy1dy2

)1/2

+ cA1/2
∫
R

sup
y1

|F(y1, y2)|
(∫ 2A

0
|ε(s)|2 dy1

)1/2

dy2

≤ c
(∫

R

e−|y2|dy2

)1/2 (∫
y1<0
ey1dy1

)1/2

‖ε(s)‖2 + cA1/2
(∫

R

e−|y2|dy2

)1/2

‖ε(s)‖2.

Therefore, we obtain the boundedness of JA from above

|JA(s)| ≤ c(1 + A1/2)‖ε(s)‖2. (6.49)

Next, we compute the derivative of JA(s).

Lemma 6.1 Suppose that ε(s) ∈ H 1(R2) for all s ≥ 0. Then the function s �→
JA(s) is C1 and

d

ds
JA = −λs

λ
(JA − κ)+ 2

(
1 − 1

2

(xs
λ
− 1
))∫

εQ+ R(ε,A),

where

κ = 1

2

∫
y2

2

(∫
Qy2(y1, y2)dy1

)2

dy2, (6.50)

and, there exists a universal constant C3 > 0 such that, for A ≥ 1, we have

|R(ε,A)| ≤C3

(
‖ε‖2

2 + ‖ε‖2
2‖ε‖H 1 + A−1/2‖ε‖2

+
∣∣∣xs
λ
− 1
∣∣∣ (A−1 + ‖ε‖2)

+
∣∣∣∣λsλ
∣∣∣∣
(
A−1 + ‖ε‖2 + A1/2‖ε‖L2(y1≥A) +

∣∣∣∣
∫
R2
y2Fy2εϕA

∣∣∣∣
))
.

(6.51)
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Remark 6.2 Note that by the decay properties ofQ, see (1.7), the value of κ , defined
in (6.50), is a finite number.

Proof First, arguing as in the proof of Lemma 4.1, we have that the function ε(s),
defined in (5.39), satisfy the following equation

εs = (Lε)y1+
λs

λ
(%Q+%ε)+

(xs
λ
− 1
)
(Qy1+εy1)−3(Qε2)y1−(ε3)y1 . (6.52)

Then, setting R(ε) = 3Qε2 + ε3, we have

d

ds
JA =

∫
εsFϕA

=
∫ (
(Lε)y1 +

λs

λ
%ε +

(xs
λ
− 1
)
εy1

)
FϕA

+
∫ (
λs

λ
%Q+

(xs
λ
− 1
)
Qy1

)
FϕA

−
∫
R(ε)y1FϕA

≡ (I )+ (II )+ (III ).

Now, since ‖ϕA‖∞ ≤ 1 and ϕy1 ∈ L∞, we have

(III ) =
∫
R(ε)%QϕA +

∫
R(ε)F

1

A
ϕ
′ (y1

A

)

≤‖%Q‖∞
∫
|R(ε)| + ‖F‖∞‖ϕ ′ ‖∞

A

∫
|R(ε)|

≤ c0
(
‖%Q‖∞ + ‖F‖∞‖ϕ ′ ‖∞

A

)(
‖ε‖2

2 + ‖ε‖2
2‖ε‖H 1

)
, (6.53)

by Gagliardo-Nirenberg inequality with

c0 = ‖3Q‖∞ + CGN,

here, CGN is the best constant for the cubic Gagliardo-Nirenberg inequality.
Furthermore,

(II ) = λs
λ

∫
%QFϕA +

(xs
λ
− 1
) ∫
Qy1FϕA

≡ λs
λ
(II.1)+

(xs
λ
− 1
)
(II.2),
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where, since Fy1 = %Q

(II.1) = 1

2

∫
(F 2)y1ϕA

= 1

2

∫
(F 2)y1 +

1

2

∫
(F 2)y1(ϕA − 1)

≡ 1

2

∫ (∫
%Q(y1, y2)dy1

)2

dy2 + R1(A),

where in the last line we used (6.45).
Now, integration by parts yields

∫
%Qdy1 =

∫
Qdy1 +

∫
y1Qy1dy1 +

∫
y2Qy2dy1

=
∫
y2Qy2dy1,

and thus,

∫ (∫
%Q(y1, y2)dy1

)2

dy2 =
∫
y2

2

(∫
Qy2(y1, y2)dy1

)2

dy2 < +∞.

Moreover, the error term can be estimated as follows

|R1(A)| =
∣∣∣∣
∫
R2
%QF(ϕA − 1)

∣∣∣∣ (6.54)

≤
∫
R

sup
y1

|F(y1, y2)|
(∫

R

|%Q(ϕA − 1)|dy1

)
dy2 (6.55)

≤ 2
∫
R

sup
y1

|F(y1, y2)|
(∫
y1≥A

|%Q||y1|
|y1| dy1

)
dy2 (6.56)

≤ 2‖F‖∞‖y1%Q‖1

A
. (6.57)

On the other hand, since %Q ⊥ Q

(II.2) =−
∫
Q%QϕA −

∫
QF

1

A
ϕ
′ (y1

A

)

=−
∫
Q%Q(ϕA − 1)−

∫
QF

1

A
ϕ
′ (y1

A

)
≡R2(A),
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where, using again the definition of ϕA, we have

|R2(A)| ≤ 2
∫
R

∫
y1≥A

|Q%Q| |y1|
|y1| +

‖F‖∞‖ϕ ′ ‖∞‖Q‖1

A

≤ 1

A

(
2‖%Q‖2‖y1Q‖2 + ‖F‖∞‖ϕ ′ ‖∞‖Q‖1

)
. (6.58)

Next we estimate the term (I ). Applying integration by parts, we get

(I ) =−
∫
(Lε)%QϕA −

∫
(Lε)F

1

A
ϕ
′ (y1

A

)

+ λs
λ

∫
%εFϕA

−
(xs
λ
− 1
)(∫

ε%QϕA +
∫
εF

1

A
ϕ
′ (y1

A

))

≡ (I.1)+ λs
λ
(I.2)−

(xs
λ
− 1
)
(I.3).

Let us first consider the term (I.3). Using the definition (3.15), we have

(I.3) =
∫
εQ+

∫
εQ(ϕA − 1)+

∫
εy1Qy1ϕA +

∫
εy2Qy2ϕA +

1

A

∫
εFϕ

′ (y1

A

)

≡
∫
εQ+ R3(ε, A).

Next, it is easy to see that

∫
εQ(ϕA − 1) ≤ 2

∫
R

∫
y1≥A

|εQ| |y1|
|y1| ≤

2

A
‖ε‖2‖Q‖2,

and, for j = 1, 2, we get

∫
εyjQyj ϕA ≤ ‖ε‖2‖yjQyj ‖2.

Moreover,

∫
εFϕ

′ (y1

A

)
≤‖ϕ ′ ‖∞

∫
R

(
sup
y1

|F(y1, y2)|
∫ 2A

A

|ε|dy1

)
dy2

≤A1/2‖ϕ ′ ‖∞
(∫

R

sup
y1

|F(y1, y2)|2dy2

)1/2

‖ε‖2.
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Collecting the last three inequalities and using (6.46), we deduce

|R3(ε, A)| ≤ c
(

1 + 1

A
+ 1

A1/2

)
‖ε‖2, (6.59)

where the constant c > 0 is independent of ε and A.
Next, we turn to the term (I.2). Integration by parts yields

(I.2) =
∫
εFϕA +

∫
y1εy1FϕA +

∫
y2εy2FϕA

=−
∫
y1ε%QϕA −

∫
y1εF

1

A
ϕ′
(y1

A

)

−
∫
εFϕA −

∫
y2εFy2ϕA

≡− JA + R4(ε, A),

where in the last line we used definition (6.48). Let us first estimate the terms in
R4(ε, A). Indeed, it is clear that∫

y1ε%QϕA ≤ ‖y1%Q‖2‖ε‖2.

Furthermore,

∫
y1εF

1

A
ϕ′
(y1

A

)
≤ 1

A
‖ϕ′‖∞

∫
R

(
sup
y1

|F(y1, y2)|
∫ 2A

A

|y1ε|dy1

)
dy2

≤ 2‖ϕ′‖∞
∫
R

(
sup
y1

|F(y1, y2)|
∫ 2A

A

|ε|dy1

)
dy2

≤ 2A1/2‖ϕ ′ ‖∞
(∫

R

sup
y1

|F(y1, y2)|2dy2

)1/2

‖ε‖L2(y1≥A)

≤ cA1/2‖ϕ ′ ‖∞‖ε‖L2(y1≥A),

where in the last line we used the inequality (6.46).
Collecting the last two estimates, we obtain

|R4(ε, A)| ≤ c(‖ε‖2 + A1/2‖ε‖L2(y1≥A))+
∣∣∣∣
∫
y2εFy2ϕA

∣∣∣∣ , (6.60)

where c > 0 is again independent of ε and A.
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To estimate (I.1), we recall the definition of the operator L to get

L(fg) =− (�f )g − f (�g)− 2fy1gy1 − 2fy2gy2 + fg − 3Q2fg

= (Lf )g − 2fy1gy1 − 2fy2gy2 − f (�g).

Hence,

L(%QϕA) = (L%Q)ϕA − 2(%Q)y1
1

A
ϕ′
(y1

A

)
−%Q 1

A2
ϕ
′′ (y1

A

)
≡ L(%Q)ϕA +GA,

and

L

(
F

1

A
ϕ′
(y1

A

))
= 1

A

[
L
(
ϕ′
(y1

A

))
F − 2%Q

1

A2 ϕ
′′ (y1

A

)

−ϕ′
(y1

A

)
((%Q)y1 + Fy2y2)

]

≡ 1

A
HA.

Using the fact that L is a self-adjoint operator and L(%Q) = −2Q, we get

(I.1) =−
∫
εL(%QϕA)−

∫
εL

(
F

1

A
ϕ′
(y1

A

))

= 2
∫
εQϕA −

∫
ε

(
GA + 1

A
HA

)

= 2
∫
εQ+ 2

∫
εQ(ϕA − 1)−

∫
ε

(
GA + 1

A
HA

)

≡ 2
∫
εQ+ R5(ε, A).

Again, we estimate the terms in R5(ε, A) separately. First, we observe that

∫
εQ(ϕA − 1) ≤

∫
R

∫ +∞

A

|εQ| |y1|
|y1|dy1dy2 ≤ 1

A
‖y1Q‖2‖ε‖2.

Moreover,∫
εGA ≤ 2

A
‖ϕ′‖∞‖(%Q)y1‖2‖ε‖2 + 1

A2 ‖ϕ
′′ ‖∞‖%Q‖2‖ε‖2.

Now, note that ‖HA‖∞ ≤ c (independent of A ≥ 1) and
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supp(HA) ⊂ {A ≤ y1 ≤ 2A} .

Then, it is easy to see that (using that Fy2y2 also satisfies similar estimates as the
ones in (6.46) and (6.47))

1

A

∫
εHA ≤ c

A1/2 ‖ε‖2.

Finally, for A ≥ 1, we obtain

|R5(ε, A)| ≤ c

A1/2
‖ε‖2, (6.61)

where, once again, c > 0 is independent of ε and A.
Collecting all the above estimates, we finally obtain

d

ds
JA = 2

∫
εQ+ R5(ε, A)+ λs

λ
(−JA + R4(ε, A))

−
(xs
λ
− 1
)(∫

εQ+ R3(ε, A)

)

+ λs
λ
(κ + R1(A))+

(xs
λ
− 1
)
R2(A)

− (III )

=− λs
λ
(JA − κ)+ 2

(
1 − 1

2

(xs
λ
− 1
))∫

εQ+ R(ε,A),

where κ is given by (6.50) and

R(ε,A) = (III )+R5(ε, A)+
(xs
λ
− 1
)
(R2(A)− R3(ε, A))+λs

λ
(R1(A)+ R4(ε, A)) .

Furthermore, there exists a universal constant C3 > 0 (independent of ε andA) such
that, in view of (6.53), (6.54), and (6.58)–(6.61), for A ≥ 1 the inequality (6.51)
holds. � 

6.1 Control of Parameters

Before we proceed with examining further properties of JA, we need to understand
how various parameters are interconnected and controlled by the initial time values,
especially ε(s). We proceed with the following two lemmas.

Lemma 6.3 (Comparison Between M0, ε0 and
∫
ε0Q) There exists a universal

constant C4 > 0 such that, if ‖ε0‖H 1 ≤ 1, then
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∣∣∣∣M0 − 2
∫
ε0Q

∣∣∣∣+
∣∣∣∣E0 +

∫
ε0Q

∣∣∣∣+
∣∣∣∣E0 + 1

2
M0

∣∣∣∣ ≤ C4‖ε0‖2
H 1 .

Proof First, observe that from the definition (4.24), we have

M0 − 2
∫
ε0Q =

∫
ε20,

and thus,
∣∣M0 − 2

∫
ε0Q

∣∣ = ‖ε0‖2
2. Next, from (4.27), we obtain

E0 = E[Q+ ε0] = 1

2
(Lε0, ε0)− 1

2
M0 − 1

4

[
4
∫
Qε30 +

∫
ε40

]
,

which implies, for some universal constant c > 0, that

∣∣∣∣E0 + 1

2
M0

∣∣∣∣ ≤ c‖ε0‖2
H 1 ,

by the definition of L, the Gagliardo-Nirenberg inequality (4.28) and the fact that
‖ε0‖H 1 ≤ 1. Finally,

∣∣∣∣E0 +
∫
ε0Q

∣∣∣∣ ≤
∣∣∣∣E0 + 1

2
M0

∣∣∣∣+ 1

2

∣∣∣∣M0 − 2
∫
ε0Q

∣∣∣∣ ≤
(
c + 1

2

)
‖ε0‖2

H 1 ,

and setting C4 = c + 1
2 , we conclude the proof. � 

Lemma 6.4 (Control of ‖ε(s)‖H 1 ) There exists α2 > 0 such that, if ‖ε(s)‖H 1 < α,
|λ(s) − 1| < α and ε(s) ⊥ {Qy1,Qy2 , χ0} for all s ≥ 0, where α < α2, then there
exists a universal constant C5 > 0 such that

(Lε(s), ε(s)) ≤ ‖ε(s)‖2
H 1 ≤ C5

(
α

∣∣∣∣
∫
ε0Q

∣∣∣∣+ ‖ε0‖2
H 1

)
.

Proof From (4.27) we have

(Lε(s), ε(s)) = 2E[Q+ ε(s)] +M0 + 1

4

[
4
∫
Qε3(s)+

∫
ε4(s)

]
. (6.62)

Therefore, from the Gagliardo-Nirenberg inequality (4.28), there exists a universal
constant c > 0 such that if ‖ε(s)‖H 1 ≤ 1

(Lε(s), ε(s)) ≤ 2E[Q+ ε(s)] +M0 + c‖ε(s)‖H 1‖ε(s)‖2
2

≤ 2E[Q+ ε(s)] +M0 + c
σ0
‖ε(s)‖H 1 (Lε(s), ε(s)) , (6.63)
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where in the last line we used the coercivity of the quadratic form (L·, ·), provided
ε(s) ⊥ {Qy1,Qy2 , χ0}, which was obtained in Lemma 3.6.

Now, there exists α2 > 0 such that if ‖ε(s)‖H 1 < α for all s ≥ 0, where α < α2,
then

c

σ0
‖ε(s)‖H 1 ≤ 1

2
.

Therefore, the last term in the RHS of (6.63) may be absorbed by the left-hand term,
and we get

(Lε(s), ε(s)) ≤ 4E[Q+ ε(s)] + 2M0

≤ 4λ2(s)E0 + 2M0,

where in the last line we have used relation (4.26).
Next, we use the last estimate to control the H 1-norm of ε(s) as well. Indeed,

from the definition of L we have

‖ε(s)‖2
H 1 =

∫
ε2(s)+

∫
|∇ε(s)|2 = (Lε(s), ε(s))+ 3

∫
Q2ε2(s)

≤ (Lε(s), ε(s))+ ‖3Q2‖∞‖ε(s)‖2
2

≤
(

1 + ‖3Q2‖∞
σ0

)
(Lε(s), ε(s))

≤
(

1 + ‖3Q2‖∞
σ0

)
(4λ2(s)E0 + 2M0)

≤ 4

(
1 + ‖3Q2‖∞

σ0

)(
(λ(s)− 1)(λ(s)+ 1)|E0| +

∣∣∣∣E0 + 1

2
M0

∣∣∣∣
)
.

Finally, since |λ(s)− 1| < α, choosing α < 1, we get |λ(s)+ 1| ≤ 3, and applying
Lemma 6.3, we deduce

(λ(s)− 1)(λ(s)+ 1)|E0| +
∣∣∣∣E0 + 1

2
M0

∣∣∣∣ ≤ 3α

(∣∣∣∣E0 +
∫
ε0Q

∣∣∣∣+
∣∣∣∣
∫
ε0Q

∣∣∣∣
)
+ C4‖ε0‖2

H 1

≤ 3α

(
C4‖ε0‖2

H 1 +
∣∣∣∣
∫
ε0Q

∣∣∣∣
)
+ C4‖ε0‖2

H 1

≤ 4C4‖ε0‖2
H 1 + 3α

∣∣∣∣
∫
ε0Q

∣∣∣∣ ,
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which implies the existence of a universal constant C5 > 0 such that

(Lε(s), ε(s)) ≤ ‖ε(s)‖2
H 1 ≤ C5

(
α

∣∣∣∣
∫
ε0Q

∣∣∣∣+ ‖ε0‖2
H 1

)
.

� 
Our next task is to bound the time derivative of JA that we obtained in

Lemma 6.1 from below. The main concern is to estimate the remainder R(ε,A)
from Lemma 6.1, and in particular, the last line (6.51). Via truncation we can always
choose A to be large, so that the terms, which involve negative powers of A, would
be controlled, however, the third term in (6.51) involves a positive power of A and
the tail of the L2 norm of ε, and hence, needs a delicate estimate. This can be done
via monotonicity property, which we discuss in the next section. This is similar to
our analysis of the supercritical gZK, see [10]. However, together with truncation
and monotonicity the last term in (6.51) is still troublesome, and it is possible to
bound it, but more is needed, namely, the smallness of that term. Thus, we need to
develop another tool, the pointwise decay estimates, which we do in Sects. 8–12.

7 Monotonicity

ForM ≥ 4, define

ψ(x1) = 2

π
arctan (e

x1
M ).

The following properties hold for ψ :

1. ψ(0) = 1

2
,

2. lim
x1→−∞ψ(x1) = 0 and lim

x1→+∞ψ(x1) = 1,

3. 1 − ψ(x1) = ψ(−x1),

4. ψ ′(x1) =
(
πM cosh

(x1

M

))−1
,

5.
∣∣ψ ′′′(x1)

∣∣ ≤ 1

M2
ψ ′(x1) ≤ 1

16
ψ ′(x1).

Let (x1(t), x2(t)) ∈ C1(R,R2) and for x0, t0 > 0 and t ∈ [0, t0] define

Ix0,t0(t) =
∫
u2(t, x1, x2)ψ(x1 − x1(t0)+ 1

2
(t0 − t)− x0)dx1dx2, (7.64)

where u ∈ C(R,H 1(R2)) is a solution of the gZK equation (1.1), satisfying

‖u(t, x1+x1(t), x2+x2(t))−Q(x1, x2)‖H 1 ≤ α, for some α > 0. (7.65)
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While the functional Ix0,t0(t), which localizes the mass of the solution respectively
to the moving soliton, is a concept similar to the one originated in works of Martel
and Merle, and is used to study the decay of the mass of the solution to the right of
the soliton, and can be applied to a variety of questions for the gKdV equations (see
also our review of the instability of the critical gKdV case via monotonicity [9]),
we note that the integration in the definition (7.64) is two dimensional. Note that the
function ψ is defined only in one variable x1, this is similar to [5]. We next study
the behavior of Ix0,t0 in time and we have the following monotonicity-type result.

Lemma 7.1 (Almost Monotonicity) LetM ≥ 4 fixed and assume that x1(t) is an
increasing function satisfying x1(t0)− x1(t) ≥ 3

4 (t0 − t) for every t0, t ≥ 0 with t ∈
[0, t0]. Then there exist α0 > 0 and θ = θ(M) > 0 such that, if u ∈ C(R,H 1(R2))

verify (7.65) with α < α0, then for all x0 > 0, t0, t ≥ 0 with t ∈ [0, t0], we have

Ix0,t0(t0)− Ix0,t0(t) ≤ θe−
x0
M .

Proof Using the equation and the fact that
∣∣ψ ′′′(x)∣∣ ≤ 1

M2ψ
′(x) ≤ 1

16ψ
′(x), we

deduce

d

dt
Ix0,t0(t) = 2

∫
uutψ − 1

2

∫
u2ψ ′

= −
∫ (

3u2
x1
+ u2
x2
− 3

2
u4
)
ψ ′ +

∫
u2ψ ′′′ − 1

2

∫
u2ψ ′

≤ −
∫ (

3u2
x1
+ u2
x2
+ 1

4
u2
)
ψ ′ + 3

2

∫
u4ψ ′. (7.66)

We start with the estimate of the last term in (7.66), by using its closeness toQ,

∫
u4ψ ′ =

∫
Q(· − 0x(t))u3ψ ′ +

∫
(u−Q(· − 0x(t)))u3ψ ′, (7.67)

where 0x(t) = (x1(t), x2(t)). To estimate the second term, we use the Sobolev
embedding H 1(R2) ↪→ Lq(R2), for all 2 ≤ q < +∞, to obtain

∫
(u−Q(· − 0x(t)))u3ψ ′ ≤ ‖(u−Q(· − 0x(t)))u‖4/3‖u2ψ ′‖4

≤ c ‖u−Q(· − 0x(t))‖2‖u‖4‖u
√
ψ ′‖2

8

≤ c α‖Q‖H 1

∫
(|∇u|2 + |u|2)ψ ′. (7.68)

For the first term on the right hand side of (7.67), we divide the integration into two
regions |0x − 0x(t)| > R0 and |0x − 0x(t)| ≤ R0, where R0 is a positive number to be
chosen later. Since |Q(0x)| ≤ c e−|0x|, we obtain
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∫
|0x−0x(t)|>R0

Q(· − 0x(t))u3ψ ′ ≤ c e−R0‖u‖3‖u
√
ψ ′‖2

3

≤ c e−R0‖Q‖H 1

∫
(|∇u|2 + |u|2)ψ ′. (7.69)

Next, when |0x − 0x(t)| ≤ R0, we have∣∣∣∣x1 − x1(t0)+ 1

2
(t0 − t)− x0

∣∣∣∣ ≥ (x1(t0)− x1(t)+ x0)− 1

2
(t0 − t)− |x1 − x1(t)|

≥ 1

4
(t0 − t)+ x0 − R0,

where in the first inequality we used that x1(t) is increasing, t0 ≥ t and x0 > 0 to
compute the modulus of the first term, and in the second line we used the assumption
x1(t0)− x1(t) ≥ 3

4 (t0 − t).
Since ψ ′(z) ≤ 2

Mπ
e−

|z|
M , we can use again the Sobolev embedding H 1(R2) ↪→

Lq(R2), for all 2 ≤ q < +∞, to deduce that

∫
|0x−0x(t)|≤R0

Q(· − 0x(t))u3ψ ′ ≤ 2

Mπ
‖Q‖∞e

R0
M e−

(
1
4 (t0−t)+x0

)
M ‖u‖3

H 1

≤ 2

Mπ
‖Q‖∞‖Q‖3

H 1e
R0
M e−

(
1
4 (t0−t)+x0

)
M . (7.70)

Therefore, choosing α > 0 such that c α‖Q‖H 1 < 2
3 · 1

16 and R0 such that
c e−R0‖Q‖H 1 < 2

3 · 1
16 , collecting (7.68)–(7.70) together, we have

3

2

∫
u4ψ ′ ≤ 1

8

∫
(|∇u|2 + |u|2)ψ ′ + 3

Mπ
‖Q‖∞‖Q‖3

H 1e
R0
M e−

(
1
4 (t0−t)+x0

)
M .

Inserting the previous estimate in (7.66), we get that there exists a universal constant
c > 0 such that

d

dt
Ix0,t0(t) ≤ −

∫ (
3

2
u2
x1
+ 1

2
u2
x2
+ 1

8
u2
)
ψ ′ + c

M
‖Q‖∞‖Q‖3

H 1e
R0
M e−

x0
M · e− 1

4M (t0−t)

≤ c
M
‖Q‖∞‖Q‖3

H 1e
R0−x0
M · e− 1

4M (t0−t).

Finally, integrating in time on [t, t0], we obtain the desired inequality for

θ = θ(M) = 4 c ‖Q‖∞‖Q‖3
H 1e

c
M > 0.

� 
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The next lemma will be used to control several terms in the virial-type functional
from Sect. 6 (see also Combet [4] for a similar result for the gKdV equation).

Lemma 7.2 Let x1(t) satisfying the assumptions of Lemma 7.1. Also assume that
x1(t) ≥ 1

2 t and x2(t) = 0 for all t ≥ 0. Moreover, let u ∈ C(R,H 1(R2)) be a
solution of the gZK equation (1.3) satisfying (7.65) with α < α0 (where α0 is given
in Lemma 7.1) and with the initial data u0 verifying

∫ |u0(x1, x2)|2 dx2 ≤ c e−δ|x1|
for some c > 0 and δ > 0. FixM ≥ max{4, 2

δ
}, then there exists C = C(M, δ) > 0

such that for all t ≥ 0 and x0 > 0

∫
R

∫
x1>x0

u2(t, x1 + x1(t), x2) dx1dx2 ≤ C e−
x0
M . (7.71)

Proof From Lemma 7.1 with t = 0 and replacing t0 by t , we deduce that for all
t ≥ 0

Ix0,t (t)− Ix0,t (0) ≤ θe−
x0
M .

This is equivalent to

∫
u2(t, x1, x2)ψ(x1 − x1(t)− x0) dx1dx2

≤
∫
u2

0(x1, x2)ψ(x1 − x1(t)+ 1

2
t − x0) dx1dx2 + θ e−

x0
M .

On the other hand,

∫
u2(t, x1, x2)ψ(x1 − x1(t)− x0) dx1dx2 =

∫
u2(t, x1 + x1(t), x2)ψ(x1−x0) dx1dx2

≥ 1

2

∫
R

∫
x1>x0

u2(t, x1 + x1(t), x2) dx1dx2,

where in the last inequality we used the fact that ψ is increasing and ψ(0) = 1/2.
Now, since −x1(t)+ 1

2 t ≤ 0 and ψ is increasing, we get

∫
u2

0(x1, x2)ψ(x1 − x1(t)+ 1

2
t − x0) dx1dx2 ≤

∫
u2

0(x1, x2)ψ(x1 − x0) dx1dx2.

Moreover, the assumption
∫ |u0(x1, x2)|2 dx2 ≤ c e−δ|x1| and the fact that ψ(x1) ≤

c e
x1
M for all x1 ∈ R, yield
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∫
u2

0(x1, x2)ψ(x1 − x0) dx1dx2 ≤ c
∫
e−δ|x1|e

x1−x0
M dx1

≤ ce− x0M
∫
e
−
(
δ− 1
M

)
|x1|
dx1

≤ ce− x0M
∫
e−
δ
2 |x1|dx1,

where in the last inequality we have used the fact that

δ − 1

M
≥ δ

2
⇐⇒ M ≥ 2

δ
.

Therefore, the desired inequality (7.71) holds by taking

C = 4c δ−1e
δ|x0|

2 .

� 

8 Pointwise Decay for ε and Review of the H 1

Well-Posedness Theory

We start this section with the main statement on the pointwise decay of ε(x, y) for
x > 0.

Lemma 8.1 (Pointwise Decay) There exists σ0 > 0 (large), δ0 > 0 (small) and
K > 0 (large) such that the following holds for any 0 < δ ≤ δ0 and σ ≥ σ0.

Recall ε(s, x, y) solving Eq. (4.23) (with y = 0), i.e.,

∂sε = (Lε)x + λs
λ
(%Q+%ε)+ (xs

λ
− 1)(Qx + εx)− 3(Qε2)x − (ε3)x, (8.72)

and suppose there exists δ > 0 such that

‖ε(s)‖H 1
x y
+
∣∣∣∣λs(s)λ(s)

∣∣∣∣+ |λ(s)− 1| +
∣∣∣∣xs(s)λ(s) − 1

∣∣∣∣ � δ (8.73)

for all times s ≥ 0.
Moreover, assume that for x > K and y ∈ R,

|ε(0, x, y)| � δ〈x〉−σ . (8.74)

Then for x > K and y ∈ R, we have
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|ε(s, x, y)| � δ
{
s−7/12〈x〉−σ+ 7

4 if 0 ≤ s ≤ 1

〈x〉− 2
3σ+ 3

4 if s ≥ 1.
(8.75)

Remark 8.2 Note that we can fix K in Lemma 8.1 so that

〈K〉−1 ≤ δ0, (8.76)

which also implies that e−K/2 ≤ δ0.

Remark 8.3 Rescale the time s back to t via
ds

dt
= λ−3, and define

η(t, x, y) = λ−1ε(s(t), λ−1(x +K), λ−1y),

where xt = d
dt
x(t) with x(t) being the spatial shift. Then η solves

∂tη − ∂x[(−�+ xt )η] = F , F = f1 + ∂xf2, (8.77)

where

f1 = −(λ−1)t ∂λ−1Q̃,

f2 = +(xt − 1)Q̃− 3Q̃2η − 3Q̃η2 − η3.
(8.78)

Here, Q̃(x, y) = λ−1Q(λ−1(x + K), λ−1y). Note that since |Q(y1, y2)| �
〈0y〉−1/2e−|0y|, we have |Q̃(x, y)| ≤ δ0 for x > 0 by (8.76). Also for x > 0 and
y ∈ R, we have

|η(0, x, y)| � δ〈x〉−σ .

To show (8.75), it suffices to prove, for x > 0 and y ∈ R,

|η(t, x, y)| � δ
{
t−7/12〈x〉−σ+ 7

4 if 0 ≤ t ≤ 1

〈x〉− 2
3σ+ 3

4 if t ≥ 1.
(8.79)

Let S(t, t0)φ be the solution ρ(t, x, y) to the homogeneous problem

{
∂tρ − ∂x(−�+ xt )ρ = 0

ρ(t0, x, y) = φ(x, y).

Then

η(t, x, y) = [S(t, 0)φ](x, y, t)+
∫ t

0
S(t, t ′)F (•, •, t ′)(x, y) dt ′.
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Moreover,

S(t, t0)φ(x, y) =
∫
A(x′, y′, t − t0)φ(x + x(t)− x′, y − y′) dx′ dy′, (8.80)

where

A(x, y, t) =
∫∫

R2
ei(tξ

3+tξη2+xξ+yη) dξdη.

We use the notation LpT as shorthand for Lp[0,T ].

Theorem 8.4 (Following Faminskii [8], Linares-Pastor [20]) For given functions
x(t), λ(t), initial data η0(x, y) ∈ H 1

xy and T > 0, there exists a unique solution η

to (8.77), (8.78) such that η ∈ C([0, T ];H 1
xy) and η(x + x(t), y, t) ∈ L4

xL
∞
yT .

This type of uniqueness is called conditional, since it is only known to hold with
the auxiliary condition η(x + x(t), y, t) ∈ L4

xL
∞
yT .

Let u(t, x, y) = η(t, x + x(t), y)+ Q̃(x, y). Then u solves

∂tu+ ∂x(�u+ u3) = 0. (8.81)

For existence of η, it suffices to prove the existence of u solving (8.81) such that
u ∈ C([0, T ];H 1

xy) ∩ L4
xL

∞
yT . Moreover, given two solutions η1 and η2, we can

define corresponding u1 and u2 as above. Provided we have proved the uniqueness
of solutions u to (8.81), we have u1 = u2, which implies η1 = η2. The existence and
uniqueness of solutions u to (8.81) in the function class C([0, T ];H 1

xy) ∩ L4
xL

∞
yT

was established by Linares-Pastor [20]. It is proved by a contraction argument using
the following estimates. Let U(t)φ denote the solution to the linear homogenous
problem

{
∂tρ + ∂x�ρ = 0

ρ(t0, x, y) = φ(x, y).

Then

u(t) = U(t)φ +
∫ t

0
U(t − t ′)∂x[u(t ′)3] dt ′.

Lemma 8.5 (Linear Homogeneous Estimates) We have

(1) ‖U(t)φ‖L∞T H 1
xy

� ‖φ‖H 1
xy
,

(2) ‖∂xU(t)φ‖L∞x L2
yT

� ‖φ‖L2
xy
.

For 0 < T ≤ 1,

(3) ‖U(t)φ‖L4
xL

∞
yT

� ‖φ‖H 1
xy
.
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Proof The first estimate is a standard consequence of Plancherel and Fourier
representation of the solution. The second estimate (local smoothing) is Faminskii
[8, Theorem 2.2 on p. 1004]. The third estimate (maximal function estimate) is a
special case (s = 1) of Faminskii [8, Theorem 2.4 on p. 1007]. All of these estimates
are used by Linares-Pastor [20], and quoted as Lemma 2.7 on p. 1326 of that paper.

� 
Lemma 8.6 (Linear Inhomogeneous Estimates) For 0 < T ≤ 1,

(1)

∥∥∥∥
∫ t

0
U(t − t ′)∂xf (t ′) dt ′

∥∥∥∥
L∞T H 1

xy∩L4
xL

∞
yT

� ‖∂xf ‖L1
xL

2
yT
+ ‖∂yf ‖L1

xL
2
yT
,

(2)

∥∥∥∥
∫ t

0
U(t − t ′)f (t ′) dt ′

∥∥∥∥
L∞T H 1

xy∩L4
xL

∞
yT

� ‖f ‖L1
T H

1
xy
.

Proof These follow from Lemma 8.5 by duality, T ∗T , and the Christ-Kiselev
lemma. � 

Let us now summarize the proof of H 1
xy local well-posedness following from

these estimates. We note that Linares-Pastor [20], in fact, achieved local well-
posedness in Hsxy for s > 3

4 , although we only need the s = 1 case. Let X be

the R-ball in the Banach space C([0, T ];H 1
xy) ∩ L4

xL
∞
yT , for T and R yet to be

chosen. Consider the mapping % defined for u ∈ X by

%u = U(t)φ +
∫ t

0
U(t − t ′)∂x[u(t ′)3] dt ′.

Then we claim that for suitably chosen R > 0 and T > 0, we have% : X→ X and
% is a contraction. Indeed, by the estimates in Lemmas 8.5 and 8.6, we have

‖%u‖X � ‖φ‖H 1
xy
+ ‖∂x(u3)‖L1

xL
2
yT
+ ‖∂y(u3)‖L1

xL
2
yT
.

We estimate

‖uxu2‖L1
xL

2
yT

� ‖ux‖L2
xL

2
yT
‖u‖2
L4
xL

∞
yT
≤ T 1/2‖ux‖L∞T L2

xy
‖u‖2
L4
xL

∞
yT
,

and similarly, for the x derivative replaced by the y-derivative. Consequently,

‖%u‖X ≤ C‖φ‖H 1
xy
+ CT 1/2‖u‖3

X

for some constant C > 0. By similar estimates,

‖%u2 −%u1‖X ≤ CT 1/2‖u2 − u1‖X max(‖u1‖X, ‖u2‖X)2.

We can thus take R = 2C‖φ‖H 1
xy

and T > 0 such that CR2T 1/2 = 1
2 to obtain that

% : X→ X and is a contraction. The fixed point is the desired solution.
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For the uniqueness statement, we can take R ≥ 2C‖φ‖H 1
xy

large enough so that

the two given solutions u1, u2 lie in X, and then take T so that CR2T 1/2 = 1
2 . Then

u1 and u2 are both fixed points of% inX, and since fixed points of a contraction are
unique, u1 = u2.

This gives the local well-posedness in H 1
xy . Global well-posedness follows from

the energy conservation.

9 Fundamental Solution Estimates

Recall the solution (8.80) and its kernel A. The first basic step is to get the estimates
on this kernel, which is given in the following statement.

Proposition 9.1 (Fundamental Solution Estimate) Let t > 0 and consider

A(x, y, t) =
∫∫

R2
ei(tξ

3+tξη2+xξ+yη) dξdη.

Let λ = |x|3/2t−1/2 > 0 and z = y|x|−1. Then for x > 0

|A(x, y, t)| �α,β t−2/3

{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.

If x < 0, then

|A(x, y, t)| �β t−2/3

{
〈λ〉−1/6 if |z| ≤ 4

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.

We give a proof of Proposition 9.1 based on factoring of A into the product of
two Airy functions, which is possible in two dimensions. It is a short proof and
gives estimates actually sharper than those claimed in the proposition statement.
We remark that it is possible to obtain Proposition 9.1 by direct oscillatory
integral methods (non-stationary and stationary phase), although it involves tedious
calculations. The advantage of the oscillatory integral approach would be that such
a proof could be generalized to higher dimensions.

Proof of Proposition 9.1 Making the change of variable ξ �→ |x|1/2
t1/2
ξ and η �→

|x|1/2
t1/2
η, we obtain

A(x, y, t) = |x|t−1
∫∫
ξ,η

eiλ(ξ
3+ξη2+(sgn x)ξ+zη) dξ dη,
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where λ = |x|3/2t−1/2 > 0 and z = y|x|−1 ∈ R, as given in the proposition
statement. Rewriting |x|t−1 = λ2/3t−2/3, this becomes

A(x, y, t) = t−2/3λ2/3Bsgn x(λ, z),

where

B±(λ, z) =
∫∫
ξ,η

eiλ(ξ
3+ξη2±ξ+zη) dξ dη.

To obtain symmetric conditions in the estimates, it is convenient to change variable
ξ �→ ξ√

3
, and make the inconsequential replacements λ√

3
�→ λ and

√
3z �→ z. This

gives

B±(λ, z) =
∫∫
ξ,η

eiλφ(ξ,η;z) dξ dη,

where

φ(ξ, η; z) = 1
3ξ

3 + ξη2 ± ξ + zη.

Now the goal is to prove the estimates

|B+(λ, z)| �α,β λ−2/3

{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0
(9.82)

and

|B−(λ, z)| �β λ−2/3

{
〈λ〉−1/6 if |z| ≤ 4

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.
(9.83)

Next, make the change of variable ξ �→ 1
2 (ξ + η), η �→ 1

2 (ξ − η), and replace
λ
2 �→ λ, which factors the exponential to obtain the splitting

B±(λ, z) =
∫
ξ

eiλ(
1
3 ξ

3+(z±1)ξ) dξ

∫
η

eiλ(
1
3 η

3+(−z±1)η) dη.

In terms of the Airy function A(x) = ∫ ei( 1
3 ξ

3+xξ) dξ , this is

B±(λ, z) = λ−2/3A(λ2/3(z± 1))A(λ2/3(−z± 1)). (9.84)
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We note that in either + or − case, if |z| > 2, then either (z ± 1) ≥ 1
2 |z| or

(−z ± 1) ≥ 1
2 |z|. Hence, by the strong decay of the Airy function on the right, we

obtain

|B±(λ, z)| � λ−2/3〈λ2/3|z|〉−k

for any k ≥ 0. This gives the second half of the estimates (9.82) and (9.83).
For |z| < 4, first consider the + case. If 0 ≤ z < 4, then z + 1 > 1, so we can

use |A(λ2/3(z + 1))| � 〈λ2/3〉−k for any k ≥ 0, together with the simple estimate
|A(λ2/3(−z + 1))| � 1, to achieve the first part of (9.82). If −4 < z ≤ 0, then
−z + 1 > 1, so we can use |A(λ2/3(−z + 1))| � 〈λ2/3〉−k for any k ≥ 0, together
with the simple estimate |A(λ2/3(z+ 1))| � 1, to achieve the first part of (9.82).

For |z| < 4, now consider the − case. When −1 ≤ z ≤ 1, both z − 1 ≤ 0
and −z − 1 ≤ 0, so the amount of decay we can obtain from the Airy functions
is limited. The worst situation is when z = ±1. For example, when z = 1, we
have A(λ2/3(z − 1)) = A(0) and |A(λ2/3(−z − 1))| � 〈λ2/3〉−1/4. When applied
in (9.84), this gives the bound |B−(λ, z)| � λ−5/6 for λ > 1. � 

Because of the form of the equation, we also need the x-derivative estimate.

Proposition 9.2 (x-Derivative Fundamental Solution Estimate) Let t > 0 and
consider

Ax(x, y, t) =
∫∫

R2
iξei(tξ

3+tξη2+xξ+yη) dξdη.

Let λ = |x|3/2t−1/2 > 0 and z = y|x|−1. Then for x > 0

|Ax(x, y, t)| �α,β t−1

{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.

If x < 0, then

|Ax(x, y, t)| �β t−1

{
〈λ〉1/6 if |z| ≤ 4

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.

Proof Rescale ξ �→ |x|1/2
(3t)1/2

ξ , η �→ |x|1/2
t1/2
η to obtain

Ax(x, y, t) = λt−1B±(λ, z),

where λ = |x|3/2(3t)−1/2 and z = √
3y|x|−1, and

B±(λ, z) =
∫∫
iξeiλφ±(ξ,η,z) dη dη , φ±(ξ, η; z) = 1

3ξ
3 + ξη2 ± ξ + zη.
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It suffices to prove

|B+(λ, z)| �α,β λ−1

{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0
(9.85)

and

|B−(λ, z)| �β λ−1

{
〈λ〉1/6 if |z| ≤ 4

〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.
(9.86)

Changing variables again as

ξ �→ 1
2 (ξ + η) , η �→ 1

2 (ξ − η)

and replacing 1
2λ by λ (thus, redefining λ = 1

2 |x|3/2(3t)−1/2), we obtain the
factorization

8B±(λ, z) =
∫∫
i(ξ + η)eiλ( 1

3 ξ
3+(±1+z)ξ)eiλ(

1
3 η

3+(±1−z)η)dξ dη

=
∫
iξeiλ(

1
3 ξ

3+(±1+z)ξ) dξ
∫
eiλ(

1
3 η

3+(±1−z)η)dη

+
∫
eiλ(

1
3 ξ

3+(±1+z)ξ) dξ
∫
iηeiλ(

1
3 η

3+(±1−z)η)dη.

Change variables ξ �→ λ−1/3ξ , η �→ λ−1/3η to obtain

8B±(λ, z) = λ−1A′(λ2/3(±1 + z))A(λ2/3(±1 − z))
+ λ−1A(λ2/3(±1 + z))A′(λ2/3(±1 − z)),

where A(x) = ∫ ei( 1
3 ξ

3+xξ) dξ is the Airy function.
If z > 2, then (±1+ z) > 1

2 |z| and if z < −2, then (±1− z) > 1
2 |z|, so in either

case, the strong rightward decay of A and A′ gives |B±(λ, z)| � λ−1〈λ2/3|z|〉−k for
all k ≥ 0. Thus, the second parts of the claimed estimates in (9.85) and (9.86) hold.

In the + case, if 0 ≤ z < 2, then (1+ z) ≥ 1, so we use that |A′(λ2/3(1+ z))| �
〈λ2/3〉−k , |A(λ2/3(1 − z))| � 1, |A(λ2/3(1 + z))| � 〈λ2/3〉−k , and |A′(λ2/3(1 −
z))| � 1 to achieve |B+(λ, z)| � λ−1〈λ2/3〉−k for any k ≥ 0. On the other hand, if
−2 < z ≤ 0, then 1 − z ≥ 1, so we use that |A′(λ2/3(1 + z))| � 1, |A(λ2/3(1 −
z))| � 〈λ2/3〉−k , |A(λ2/3(1+ z))| � 1, and |A′(λ2/3(1− z))| � 〈λ2/3〉−k to achieve
|B+(λ, z)| � λ−1〈λ2/3〉−k for any k ≥ 0. Thus, the first part of the estimate (9.85)
holds.

In the − case, if −1 ≤ z ≤ 1, then both −1+z ≤ 0 and −1−z ≤ 0, and we only
have access to the weaker leftward decay estimates for the Airy function. The worst
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case arises when z = ±1. For example, if z = 1, then−1+z = 0 and−1−z = −2,
so |A′(λ2/3(−1+z))| � 1, |A(λ2/3(−1−z))| � 〈λ2/3〉−1/4, |A(λ2/3(−1+z))| � 1,
and |A′(λ2/3(−1 − z))| � 〈λ2/3〉1/4, which gives |B−(λ, z)| � 〈λ2/3〉1/4 ∼ 〈λ〉1/6.
The case of z = −1 is similar. � 

10 Linear Solution Decay Estimates

For this section, we will need the following estimates. Let

[μ] =

⎧⎪⎪⎨
⎪⎪⎩
μ if μ > 0

0+ if μ = 0

0 if μ < 0.

We shall employ the two basic integral estimates (10.87), (10.88) below. Note
that (10.87) requires x > 0 and restricts the integration to x′ < 0, but then yields a
stronger bound than (10.88) when σ $ μ. In fact, (10.87) even allows μ < 0.

For any σ ∈ R, μ ∈ R, 1 − σ < μ and x > 0

∫ 0

x′=−∞
〈x − x′〉−σ 〈x′〉−μ dx′ � 〈x〉−σ+[1−μ]. (10.87)

For any σ > 1, μ ≥ 0, and x ∈ R,

∫ +∞

x′=−∞
〈x − x′〉−σ 〈x′〉−μ dx′ � 〈x〉−min(σ−[1−μ],μ). (10.88)

Let

�(x, y, t) =
∫
A(x′, y′, t)φ(x + t − x′, y − y′) dx′ dy′ = (S(t)φ)(x, y),

(10.89)
i.e., the unique solution to ∂t� + ∂x(1 − �xy)� = 0 with initial condition
�(x, y, 0) = φ(x, y). For simplicity we have taken x(t) = t .

The proposition below gives rightward x-decay estimates for this linear solution.

Proposition 10.1 (Linear Solution Estimates) Let σ > 9
4 , and suppose that

for x > 0, |φ(x, y)| ≤ C1〈x〉−σ (10.90)

and

‖〈x〉−1φ(x, y)‖L2
y∈R,x<0

≤ C1. (10.91)
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Then for t > 0,

for x > 0, |�(x, y, t)| � C1

{
t−7/12〈x〉−σ+ 7

4 if t < 1

t−13/12〈x〉−σ̃ if t > 1,

where σ̃ = min( 23σ − 3
4 , σ − 9

4 ).

Note that for σ > 9
2 , we have σ− 9

4 >
2
3σ− 3

4 , and thus, for σ̃ = 2
3σ− 3

4 . We also
remark that the time decay factor t−13/12 for t > 1 can be replaced by any negative
power of t , provided the definition of σ̃ is suitably altered. We chose t−13/12, since
it is < −1, thus, integrable (over t ≥ 1), and this integrability is needed in the
Duhamel estimates.

Proof By linearity, it suffices to assume that C1 ≤ 1. Recall that we are assuming
x > 0 and t > 0. From Proposition 9.1, we have

|A(x′, y′, t)| � t−2/3λ−α(λ|z|3/2)−β = t− 2
3+ 1

2α+ 1
2β |x′|− 3

2α|y′|− 3
2β (10.92)

with different constraints on the allowed values (and optimal values) of α and β
depending upon whether

• |z| < 4 or |z| > 4,
• λ < 1 or λ > 1,
• x′ < 0 or x′ > 0

This is summarized in the following two tables:

x′ > 0 λ < 1 λ > 1

|z| < 4 α = 0, β = 0 α ≥ 0, β = 0

|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0

x′ < 0 λ < 1 λ > 1

|z| < 4 α = 0, β = 0 α = 1
6 , β = 0

|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0

From (10.89), we see that we need to further subdivide according to −∞ < x′ <
x + t and x′ > x + t . When −∞ < x′ < x + t , we have x + t − x′ > 0, and we
can use (10.90), and when x′ > x + t , we have x + t − x′ < 0, and we can only use
that φ ∈ L2

xy .
Below our decomposition of the (x′, y′) integration space is given as 9 different

regions. Each of the regions can be further divided according to whether |x′| and
|y′| are < 1 or > 1. We label the corresponding subregions as −−, −+, +−, and
++, as follows:

• −− corresponds to |x′| < 1 and |y′| < 1
• −+ corresponds to |x′| < 1 and |y′| > 1
• +− corresponds to |x′| > 1 and |y′| < 1
• ++ corresponds to |x′| > 1 and |y′| > 1.
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Thus,

� = �1 + · · · +�9,

where �j denotes the convolution integral in (10.89) restricted to the region under
consideration. We further use the decompositions

�j = �j−− +�j−+ +�j+− +�j++
as needed.

In Regions 1–5, we begin as follows: From (10.89), (10.90), and (10.92)

|�j(x, y, t)| � t− 2
3+ 1

2α+ 1
2β

∫∫
(x′,y′)∈R

|x′|− 3
2α〈x + t − x′〉−σ |y′|− 3

2β dx′ dy′,

(10.93)
where R denotes the subregion of (x′, y′) space under consideration.

In Regions 6–9, the decay hypothesis (10.90) is not available, so we start
from (10.89) with Cauchy-Schwarz in (x′, y′)

|�j(x, y, t)| ≤
(∫∫

(x′,y′)∈R
|A(x′, y′, t)|2〈x + t − x′〉2 dx′ dy′

)1/2

‖〈x〉−1φ(x, y)‖L2
y∈R,x<0

.

Since ‖〈x〉−1φ‖L2
y∈R,x<0

≤ 1, this term can be dropped above and (10.92) yields

|�j(x, y, t)| ≤ t− 2
3+ 1

2α+ 1
2β

(∫∫
(x′,y′)∈R

|x′|−3α|y′|−3β〈x + t − x′〉2 dx′ dy′
)1/2

.

(10.94)
An argument used repeatedly below is

|x′| < t1/3 �⇒ 〈x + t − x′〉 ∼ 〈x + t〉. (10.95)

Indeed, if t < 8, then |x′| < t1/3 < 2, so 〈x + t − x′〉 ∼ 〈x + t〉. On the other hand,
if t > 8, then |x′| < t1/3 & t ≤ x + t , so again 〈x + t − x′〉 ∼ 〈x + t〉.

Finally, we remark that it is Region 2 below that seems to limit t−7/12 as the least
singular power of t for 0 < t < 1.

1. Region x′ < x+t , |x′| < t1/3, |y′| < 4|x′|. Here, λ < 1, |z| < 4. We take α = 0,
β = 0. From (10.95), we have 〈x + t − x′〉 ∼ 〈x + t〉. Starting with (10.93), we
get

|�1(x, y, t)| � t−2/3〈x + t〉−σ
∫
x′ ,|x′|<t1/3

∫
y′ ,|y′|<4|x′|

dy′ dx′ � 〈x + t〉−σ .

2. Region x′ < 0, |x′| > t1/3, |y′| < 4|x′|. Here, x′ < 0, λ > 1, |z| < 4. We take
β = 0, and are limited to α = 1

6 . Starting with (10.93),
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|�2(x, y, t)| � t−7/12
∫
x′ ,−∞<x′<0

〈x + t − x′〉−σ |x′|−1/4
∫
y′ ,|y′|<4|x′|

dy′ dx′

� t−7/12
∫
x′ ,−∞<x′<0

〈x + t − x′〉−σ |x′|3/4 dx′.

By (10.87) with μ = − 3
4 , provided σ > 7

4 , we have

� t−7/12〈x + t〉−σ+ 7
4 .

For t ≥ 1, we note that t−7/12〈x + t〉−σ+ 7
4 ≤ t−13/12〈x〉−σ+ 9

4 .
3. Region 0 < x′ < x + t , |x′| > t1/3, |y′| < 4|x′|. Here, x′ > 0, λ > 1, |z| < 4.

We take β = 0. For |x′| < 1 (the −∗ subregion), we take α = 0, but for |x′| > 1
(the +∗ subregion), we take α $ 1.

For |x′| < 1, we take α = 1
6 and use that 〈x + t − x′〉 ∼ 〈x + t〉 to obtain,

starting with (10.93),

|�3−∗(x, y, t)| � t− 7
12 〈x + t〉−σ

∫
x′,|x′|<1

|x′|−1/4
∫
y′, |y′|<4|x′ |

dy′ dx′ ∼ t−7/12〈x + t〉−σ .

In the case t ≥ 1, we note that t−7/12〈x + t〉−σ ≤ t−13/12〈x〉−σ+ 1
2 .

For |x′| > 1, we take α $ 1, starting with (10.93),

|�3+∗(x, y, t)| � t− 2
3+ 1

2α

∫
x′, |x′|>1

|x′|− 3
2α〈x + t − x′〉−σ

∫
y′, |y′|<4|x′|

dy′ dx′

� t− 2
3+ 1

2α

∫
x′, |x′|>1

|x′|1− 3
2α〈x + t − x′〉−σ dx′.

For σ > 1, taking α = 2
3 (σ + 1) gives by (10.88)

� t− 1
3+ 1

3σ 〈x + t〉−σ .

For t ≥ 1, we decompose the exponent as 〈x + t〉−σ = 〈x + t〉 1
3− 1

3σ− 13
12 〈x +

t〉 3
4− 2

3σ , and use t ≥ 1 and x ≥ 0 to obtain the bound by t−13/12〈x〉 3
4− 2

3σ .
4. Region −∞ < x′ < x + t , |x′| < t1/3, and |y′| > 4|x′|. Here, |z| > 4 and
λ < 1. By (10.95), we have 〈x + t − x′〉 ∼ 〈x + t〉. We take α = 0 and any
2
3 < β <

4
3 (so that −2 < − 3

2β < −1) and starting from (10.93), we have

|�4(x, y, t)| � t− 2
3+ 1

2β〈x + t〉−σ
∫
x′, |x′|<t1/3

∫
y′, |y′|>|x′|

|y′|− 3
2β dy′ dx′
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� t− 2
3+ 1

2β〈x + t〉−σ
∫
x′, |x′|<t1/3

|x′|− 3
2β+1 dx′ � 〈x + t〉−σ ,

where, in the last step, we used that − 3
2β + 1 > −1.

5. Region −∞ < x′ < x + t , |x′| > t1/3, and |y′| > 4|x′|. Here, |z| > 4 and
λ > 1. Any choice of α, β ≥ 0 is permitted in (10.92).

For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 1
6 and β = 0.

Since |x′| < 1, we have 〈x + t − x′〉 ∼ 〈x + t〉. Starting from (10.93), we get

|�5−−(x, y, t)| � t− 7
12 〈x + t〉−σ

∫
x′, |x′ |<1

|x′|−1/4
∫
y′, |y′|<1

dy′ dx′ � t−7/12〈x + t〉−σ .

For |x′| < 1 and |y′| > 1 (the −+ subregion), we take α = 0 and β = 2
3+.

Since |x′| < 1, we have 〈x + t − x′〉 ∼ 〈x + t〉. Starting from (10.93),

|�5−+(x, y, t)| � t− 2
3+ 1

2 β 〈x+ t〉−σ
∫
x′ ,|x′ |<1

dx′
∫
y′ ,|y′ |>1

|y′|− 3
2 β dy′ � t− 1

3+〈x+ t〉−σ .

For |x′| > 1 and |y′| < 1 (the +− subregion), we take α $ 1 and β = 0.
Starting from (10.93),

|�5+−(x, y, t)| � t− 2
3+ 1

2α

∫
x′ ,|x′|>1

|x′|− 3
2α〈x + t − x′〉−σ dx′

∫
y′, |y′|<1

dy′.

For σ > 1, take α = 2
3σ and apply (10.88) to obtain

� t− 2
3+ 1

3σ 〈x + t〉−σ .

For t ≥ 1, we decompose as 〈x + t〉−σ = 〈x + t〉 2
3− 1

3σ− 13
12 〈x + t〉 5

12− 2
3σ , and

using x ≥ 0, we obtain the bound t−13/12〈x〉 5
12− 2

3σ .
For |x′| > 1 and |y′| > 1 (the ++ subregion), we take α $ 1 and any

2
3 < β <

4
3 (so that −2 < − 3

2β < −1 and −1 < − 3
2β + 1 < 0). Starting

from (10.93), we obtain

|�5++(x, y, t)| � t− 2
3+ 1

2α+ 1
2β

∫
x′, |x′|>1

|x′|− 3
2α〈x + t − x′〉−σ

∫
y′, |y′|>max(1,|x′|)

|y′|− 3
2β dy′ dx′

� t− 2
3+ 1

2α+ 1
2β

∫
x′, |x′|>1

|x′|1− 3
2α− 3

2β〈x + t − x′〉−σ dx′.
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Take α so that α+β = 2
3 (σ+1) (and hence 1− 3

2α− 3
2β = −σ ) and apply (10.88)

to obtain

� t− 1
3+ 1

3σ 〈x + t〉−σ .

For t ≥ 1, decompose 〈x + t〉−σ = 〈x + t〉 1
3− 1

3σ− 13
12 〈x + t〉 3

4− 2
3σ to obtain the

bound t−13/12〈x〉 3
4− 2

3σ .
Recall that for Regions 6–9 below, we must use (10.94). Thus, we need to

recover the 〈x + t〉−σ decay factor from the constraint x′ > x + t and the decay
on A(x′, y′, t).

6. Region x′ > x + t , |x′| < t1/3, and |y′| < 4|x′|. Here, |z| < 4 and λ < 1,
so α = 0 and β = 0. Note that the constraints imply that x + t < t1/3. Since
x + t < t1/3, it follows that t < t1/3, from which we conclude that t < 1. Also
from x + t < t1/3, we conclude that x < t1/3, and since t < 1, this implies
x < 1. Consequently, 〈x + t − x′〉 ∼ 1.

Starting from (10.94), we obtain

|�6(x, y, t)| � t−2/3
(∫
x′, |x′|<t1/3

∫
y′, |y′|<4|x′|

dy′ dx′
)1/2

� t−1/3.

7. Region x′ > x + t , |x′| > t1/3, and |y′| < 4|x′|. Here, |z| < 4 and λ > 1, so we
take β = 0, and we are allowed any α ≥ 0.

If |x′| < 1, we take α = 1
6 . Since |x′| < 1, we have x+t < 1, so 〈x+t−x′〉 ∼

1, x ≤ 1, and t ≤ 1. By (10.94),

|�7−∗(x, y, t)| � t− 7
12

(∫
x′, |x′|<1

|x′|−1/2
∫
y′, |y′|<4|x′|

dy′ dx′
)1/2

� t−7/12

If |x′| > 1, we take α $ 1. Starting from (10.94), we get

|�7+∗(x, y, t)| � t− 2
3+ 1

2 α

(∫
x′, x′>max(1,x+t)

|x′|−3α〈x + t − x′〉2
∫
y′, |y′ |<4|x′ |

dy′ dx′
)1/2

By changing variable x̃ = x + t − x′,

� t− 2
3+ 1

2α

(∫
x̃<0

〈x + t − x̃〉−3α+1〈x̃〉2 dx̃
)1/2

By (10.87),

� t− 2
3+ 1

2α〈x + t〉− 3
2α+2.

With α = 2
3σ + 4

3 , this becomes
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� t 1
3σ 〈x + t〉−σ ,

which is suitable for t < 1. For t > 1, first decompose 〈x + t〉− 3
2α+2 = 〈x +

t〉 2
3− 1

2α− 13
12 〈x+t〉2+ 5

12−α , which gives a bound by t−13/12〈x〉2+ 5
12−α . We can then

take α = σ + 2 + 5
12 .

8. Region x′ > x + t , |x′| < t1/3, and |y′| > 4|x′|. Here, |z| > 4 and λ < 1, so we
take α = 0. Note that the constraints imply that x+t < t1/3. Since x+t < t1/3, it
follows that t < t1/3, from which we conclude that t < 1. Also from x+t < t1/3,
we conclude that x < t1/3 and since t < 1, this implies x < 1. Consequently,
〈x + t − x′〉 ∼ 1.

For |y′| < 1 we take β = 0. From (10.94), we have

|�8∗−(x, y, t)| � t− 2
3

(∫
x′, |x′|<t1/3

∫
y′, |y′|<1

dy′ dx′
)1/2

� t−1/2.

For |y′| > 1, we take any 1
3 < β <

2
3 (so that −3β < −1 and −1 < −3β + 1).

From (10.94), we have

|�8∗+(x, y, t)| � t− 2
3+ 1

2β

(∫
x′, |x′|<t1/3

∫
y′, |y′|>max(1,|x′|)

|y′|−3β dy′ dx′
)1/2

� t− 2
3+ 1

2β

(∫
x′, |x′|<t1/3

|x′|−3β+1 dx′
)1/2

� t− 1
3 .

9. Region x′ > x + t , |x′| > t1/3, and |y′| > 4|x′|. Here, |z| > 4 and λ > 1.
For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 1

6 and β = 0.
Since |x′| < 1, it follows that x+ t ≤ 1, and thus, 〈x+ t−x′〉 ∼ 1. From (10.94),
we have

|�9++(x, y, t)| � t−7/12
(∫
x′, |x′|<1

|x′|−1/2 dx′
∫
y′, |y′|<1

dy′
)1/2

� t−7/12.

For |x′| < 1 and |y′| > 1 (the −+ subregion), we take α = 0 and β = 1
3+.

Since |x′| < 1, it follows that x+t ≤ 1 and hence 〈x+t−x′〉 ∼ 1. From (10.94),
we have

|�9−+(x, y, t)| � t− 2
3+ 1

2 β

(∫
x′, |x′|<1

dx′
∫
y′, |y′|>1

|y′|−3β dy′
)1/2

� t− 2
3+ 1

2 β = t− 1
2+.

For |x′| > 1 and |y′| < 1 (the +− subregion) , we take α $ 1 and β = 0.
From (10.94), we have
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|�9+−(x, y, t)| � t− 2
3+ 1

2 α

(∫
x′, x′>max(x+t,1)

|x′|−3α〈x + t − x′〉2 dx′
∫
y′, |y′ |<1

dy′
)1/2

By the change of variable x̃ = x + t − x′,

� t− 2
3+ 1

2α

(∫
x̃<0

〈x + t − x̃〉−3α〈x̃〉2 dx̃
)1/2

By (10.87),

� t− 2
3+ 1

2α〈x + t〉− 3
2α+ 3

2 .

For t ≤ 1, we take α = 2
3σ + 1 to obtain

� t− 1
6+ 1

3σ 〈x + t〉−σ .

For t > 1, we decompose the exponent− 3
2α+ 3

2 = (− 1
2α+ 2

3− 13
12 )+(−α+ 23

12 )

and use x ≥ 0 to obtain the bound t−13/12〈x〉−α+ 23
12 . Then set α = σ + 23

12 to
obtain the bound t−13/12〈x〉−σ .

For |x′| > 1 and |y′| > 1 (the ++ subregion) , we take α $ 1 and β = 1
3+.

From (10.94), we have

|�9++(x, y, t)| � t− 2
3+ 1

2α+ 1
2β

(∫
x′, x′>max(x+t,1)

|x′|−3α〈x + t − x′〉2

∫
y′, |y′|>max(1,|x′|)

|y′|−3β dy′ dx′
)1/2

� t− 2
3+ 1

2α+ 1
2β

(∫
x′, x′>max(x+t,1)

|x′|−3α−3β+1〈x + t − x′〉2 dx′
)1/2

By changing variable x̃ = x + t − x′,

� t− 2
3+ 1

2α+ 1
2β

(∫
x̃<0

〈x + t − x̃〉−3α−3β+1〈x̃〉2 dx̃
)1/2

By (10.87),

� t− 2
3+ 1

2α+ 1
2β〈x + t〉− 3

2α− 3
2β+2.

For t < 1, take α such that 3
2α + 3

2β − 2 = σ , which gives

� t 1
3σ 〈x + t〉−σ .
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For t > 1, we first decompose the exponent as − 3
2α− 3

2β+2 = ( 23 − 1
2α− 1

2β−
13
12 ) + (−α − β + 29

12 ), and use x ≥ 0 to obtain the bound t−13/12〈x〉−α−β+ 29
12 .

Then select α so that α + β − 29
12 = σ to obtain the bound by t−13/12〈x〉−σ .

� 
Now we consider

�x(x, y, t) =
∫
Ax(x

′, y′, t)φ(x + t − x′, y − y′) dx′ dy′ = (∂xS(t)φ)(x, y),
(10.96)

i.e., the x-derivative of the unique solution to ∂t�+ ∂x(1−�xy)� = 0 with initial
condition �(x, y, 0) = φ(x, y).
Proposition 10.2 (Derivative Linear Solution Estimates) Let σ > 9

4 , and sup-
pose that

for x > 0, |φ(x, y)| ≤ C1〈x〉−σ (10.97)

and

‖〈x〉−1φ(x, y)‖L2
y∈R,x<0

≤ C1.

Then for t > 0,

for x > 0, |�x(x, y, t)| � C1t
−13/12

{
〈x〉−σ+ 9

4 if t < 1

〈x〉−σ̃ if t > 1

Here, σ̃ = min(σ − 9
4 ,

2
3σ − 5

12 ). Note that if σ > 11
2 , then σ − 9

4 > σ̃ .

Proof By linearity, it suffices to assume that C1 ≤ 1 and ‖φ‖L2
xy
≤ 1. Recall that

we are assuming x > 0 and t > 0. From Proposition 9.2, we have

|Ax(x′, y′, t)| � t−1λ−α(λ|z|3/2)−β = t−1+ 1
2α+ 1

2β |x′|− 3
2α|y′|− 3

2β (10.98)

with different constraints on the allowed values (and optimal values) of α and β
depending upon whether

• |z| < 4 or |z| > 4,
• λ < 1 or λ > 1,
• x′ < 0 or x′ > 0.

This is summarized in the following two tables:
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x′ > 0 λ < 1 λ > 1

|z| < 4 α = 0, β = 0 α ≥ 0, β = 0

|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0

x′ < 0 λ < 1 λ > 1

|z| < 4 α = 0, β = 0 α = − 1
6 , β = 0

|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0

From (10.89), we see that we need to further subdivide according to −∞ < x′ <
x + t and x′ > x + t . When −∞ < x′ < x + t , we have x + t − x′ > 0 and we can
use (10.90), and when x′ > x + t , we have x + t − x′ < 0 and we can only use that
φ ∈ L2

xy .
Below our decomposition of the (x′, y′) integration space is given as nine

different regions. Each of the regions can be further divided according to whether
|x′| and |y′| are < 1 or > 1. We label the corresponding subregions as −−, −+,
+−, and ++, as follows:

• −− corresponds to |x′| < 1 and |y′| < 1
• −+ corresponds to |x′| < 1 and |y′| > 1
• +− corresponds to |x′| > 1 and |y′| < 1
• ++ corresponds to |x′| > 1 and |y′| > 1.

Thus,

� = �1 + · · · +�9,

where �j denotes the convolution integral in (10.89) restricted to the region under
consideration. We further use the decompositions

�j = �j−− +�j−+ +�j+− +�j++
as needed.

In Regions 1–5, we begin as follows: From (10.89), (10.90), and (10.92)

|�j(x, y, t)| � t−1+ 1
2α+ 1

2β

∫∫
(x′,y′)∈R

|x′|− 3
2α〈x + t − x′〉−σ |y′|− 3

2β dx′ dy′,

(10.99)
where R denotes the subregion of (x′, y′) space under consideration.

In Regions 6–9, the decay hypothesis (10.90) is not available, so we start
from (10.89) with Cauchy-Schwarz in (x′, y′)

|�j(x, y, t)| ≤
(∫∫

(x′,y′)∈R
|A(x′, y′, t)|2〈x + t − x′〉2 dx′ dy′

)1/2

‖〈x〉−1φ‖L2
xy
.

Since ‖〈x〉−1φ‖L2
xy
≤ 1, this term can be dropped above and (10.92) yields

|�j(x, y, t)| ≤ t−1+ 1
2α+ 1

2β

(∫∫
(x′,y′)∈R

|x′|−3α|y′|−3β〈x + t − x′〉2 dx′ dy′
)1/2

.

(10.100)
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An argument used repeatedly below is

|x′| < t1/3 �⇒ 〈x + t − x′〉 ∼ 〈x + t〉. (10.101)

Indeed, if t < 8, then |x′| < t1/3 < 2, so 〈x + t − x′〉 ∼ 〈x + t〉. On the other hand,
if t > 8, then |x′| < t1/3 & t ≤ x + t , so again 〈x + t − x′〉 ∼ 〈x + t〉.

Another frequently employed inequality is for μ,μ1, μ2 ≥ 0 with μ1+μ2 = μ,

〈x + t〉−μ � 〈x〉−μ1〈t〉−μ2 , (10.102)

which is straightforward, since we are assuming x ≥ 0 and t ≥ 0.

1. Region x′ < x+t , |x′| < t1/3, |y′| < 4|x′|. Here, λ < 1, |z| < 4. We take α = 0,
β = 0. From (10.101), we have 〈x + t − x′〉 ∼ 〈x + t〉. Starting with (10.99), we
get

|�1(x, y, t)| � t−1〈x + t〉−σ
∫
x′ ,|x′|<t1/3∫

y′ ,|y′|<4|x′|
dy′ dx′ � t−1/3〈x + t〉−σ � t−13/12〈x〉−σ+ 3

4 .

2. Region x′ < 0, |x′| > t1/3, |y′| < 4|x′|. Here, x′ < 0, λ > 1, |z| < 4. We take
β = 0, and we are limited to α = − 1

6 . Starting with (10.99),

|�2(x, y, t)| � t−13/12
∫
x′ ,−∞<x′<0

〈x + t − x′〉−σ |x′|1/4
∫
y′ ,|y′|<4|x′|

dy′ dx′

� t−13/12
∫
x′ ,−∞<x′<0

〈x + t − x′〉−σ |x′|5/4 dx′.

By (10.87) with μ = − 5
4 , provided σ > 9

4 , we have

� t−13/12〈x + t〉−σ+ 9
4 .

3. Region 0 < x′ < x + t , |x′| > t1/3, |y′| < 4|x′|. Here, x′ > 0, λ > 1, |z| < 4.
We take β = 0. For |x′| < 1 (the −∗ subregion), we take α = 0, but for |x′| > 1
(the +∗ subregion), we take α $ 1.

For |x′| < 1, we take α = 0 and use that 〈x + t − x′〉 ∼ 〈x + t〉 to obtain,
starting with (10.99),

|�3−∗(x, y, t)| � t−1〈x + t〉−σ
∫
x′,|x′|<1∫

y′, |y′|<4|x′|
dy′ dx′ ∼ t−1〈x + t〉−σ � t− 13

12 〈x〉−σ+ 1
12 .
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For |x′| > 1, we take α $ 1, and starting with (10.99), we get

|�3+∗(x, y, t)| � t−1+ 1
2α

∫
x′, |x′|>1

|x′|− 3
2α〈x + t − x′〉−σ

∫
y′, |y′|<4|x′|

dy′ dx′

� t−1+ 1
2α

∫
x′, |x′|>1

|x′|1− 3
2α〈x + t − x′〉−σ dx′.

For σ > 1, taking α = 2
3 (σ + 1) gives by (10.88)

� t− 2
3+ 1

3σ 〈x + t〉−σ .

For t ≥ 1, we apply (10.102) with μ = σ , μ1 = 2
3σ − 5

12 , and μ2 = 1
3σ + 5

12 ,
we obtain

� t−13/12〈x〉− 2
3σ+ 5

12 .

4. Region −∞ < x′ < x + t , |x′| < t1/3, and |y′| > 4|x′|. Here, |z| > 4 and
λ < 1. By (10.101), we have 〈x + t − x′〉 ∼ 〈x + t〉. We take α = 0 and any
2
3 < β <

4
3 (so that −2 < − 3

2β < −1) and starting from (10.99), we have

|�4(x, y, t)| � t−1+ 1
2β〈x + t〉−σ

∫
x′, |x′|<t1/3

∫
y′, |y′|>|x′|

|y′|− 3
2β dy′ dx′

� t−1+ 1
2β〈x + t〉−σ

∫
x′, |x′|<t1/3

|x′|− 3
2β+1 dx′ � t−1/3〈x + t〉−σ ,

where, in the last step, we used that − 3
2β + 1 > −1. By (10.102) with μ = σ ,

μ1 = σ − 3
4 , μ2 = 3

4 , we obtain

� t−13/12〈x〉−σ+ 3
4 .

5. Region −∞ < x′ < x + t , |x′| > t1/3, and |y′| > 4|x′|. Here, |z| > 4 and
λ > 1. Any choice of α, β ≥ 0 is permitted in (10.98).

For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 0 and β = 0.
Since |x′| < 1, we have 〈x + t − x′〉 ∼ 〈x + t〉. Starting from (10.99), we obtain

|�5−−(x, y, t)| � t−1〈x + t〉−σ
∫
x′, |x′|<1∫

y′, |y′|<1
dy′ dx′ � t−1〈x + t〉−σ � t−13/12〈x〉−σ+ 1

12 .

For |x′| < 1 and |y′| > 1 (the −+ subregion), we take α = 0 and β = 2
3+.

Since |x′| < 1, we have 〈x + t − x′〉 ∼ 〈x + t〉. Starting from (10.99), we have
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|�5−+(x, y, t)| � t−1+ 1
2 β 〈x + t〉−σ

∫
x′ ,|x′ |<1

dx′
∫
y′ ,|y′ |>1

|y′|− 3
2 β dy′ � t− 2

3+〈x + t〉−σ .

By (10.102) with μ = σ , μ1 = σ − 5
12−, μ2 = 5

12+, we obtain

� t−13/12〈x〉−σ− 5
12−.

For |x′| > 1 and |y′| < 1 (the +− subregion), we take α $ 1 and β = 0.
Starting from (10.99), we get

|�5+−(x, y, t)| � t−1+ 1
2α

∫
x′ ,|x′|>1

|x′|− 3
2α〈x + t − x′〉−σ dx′

∫
y′, |y′|<1

dy′.

For σ > 1, take α = 2
3σ and apply (10.88) to obtain

� t−1+ 1
3σ 〈x + t〉−σ .

For t ≥ 1, we apply (10.102) with μ = σ , μ1 = 2
3σ − 1

12 , μ2 = 1
3σ + 1

12 to
obtain

� t−13/12〈x〉− 2
3σ+ 1

12 .

For |x′| > 1 and |y′| > 1 (the ++ subregion), we take α $ 1 and any
2
3 < β <

4
3 (so that −2 < − 3

2β < −1 and −1 < − 3
2β + 1 < 0). Starting

from (10.99), we get

|�5++(x, y, t)| � t−1+ 1
2α+ 1

2β

∫
x′, |x′|>1

|x′|− 3
2α〈x + t − x′〉−σ

∫
y′, |y′|>max(1,|x′|)

|y′|− 3
2β dy′ dx′

� t−1+ 1
2α+ 1

2β

∫
x′, |x′|>1

|x′|1− 3
2α− 3

2β〈x + t − x′〉−σ dx′.

Take α so that α+β = 2
3 (σ+1) (and hence 1− 3

2α− 3
2β = −σ ) and apply (10.88)

to obtain

� t− 2
3+ 1

3σ 〈x + t〉−σ .

For t ≥ 1, apply (10.102) with μ = σ , μ1 = 2
3σ − 5

12 , μ2 = 1
3σ + 5

12 to obtain
the bound of

� t−13/12〈x〉− 2
3σ+ 5

12 .
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Recall that for Regions 6–9 below, we must use (10.94). Thus, we need to
recover the 〈x + t〉−σ decay factor from the constraint x′ > x + t and the decay
on A(x′, y′, t).

6. Region x′ > x + t , |x′| < t1/3, and |y′| < 4|x′|. Here, |z| < 4 and λ < 1,
so α = 0 and β = 0. Note that the constraints imply that x + t < t1/3. Since
x + t < t1/3, it follows that t < t1/3, from which we conclude that t < 1. Also
from x + t < t1/3, we conclude that x < t1/3, and since t < 1, this implies
x < 1. Consequently, 〈x + t − x′〉 ∼ 1.

Starting from (10.100), we obtain

|�6(x, y, t)| � t−1
(∫
x′, |x′|<t1/3

∫
y′, |y′|<4|x′|

dy′ dx′
)1/2

� t−2/3.

7. Region x′ > x + t , |x′| > t1/3, and |y′| < 4|x′|. Here, |z| < 4 and λ > 1, so we
take β = 0, and we are allowed any α ≥ 0.

If |x′| < 1, we take α = 0. Since |x′| < 1, we have x+t < 1, so 〈x+t−x′〉 ∼
1. By (10.100),

|�7−∗(x, y, t)| � t−1
(∫
x′, |x′|<1

∫
y′, |y′|<4|x′|

dy′ dx′
)1/2

� t−1.

If |x′| > 1, we take α $ 1. Starting from (10.100), we get

|�7+∗(x, y, t)| � t−1+ 1
2 α

(∫
x′, x′>max(1,x+t)

|x′|−3α〈x + t − x′〉2
∫
y′, |y′ |<4|x′ |

dy′ dx′
)1/2

By the change of variable x̃ = x + t − x′,

� t−1+ 1
2α

(∫
x̃<0

〈x − t − x̃〉−3α+1〈x̃〉2 dx′
)1/2

By (10.87),

� t−1+ 1
2α〈x + t〉− 3

2α+2.

By (10.102) with μ = 3
2α − 2, μ1 = σ and μ2 = 3

2α − 2 − σ , we obtain

� tσ−α+1〈x〉−σ .

We thus take α = σ + 25
12 .

8. Region x′ > x + t , |x′| < t1/3, and |y′| > 4|x′|. Here, |z| > 4 and λ < 1, so we
take α = 0. Note that the constraints imply that x+t < t1/3. Since x+t < t1/3, it
follows that t < t1/3, from which we conclude that t < 1. Also from x+t < t1/3,
we conclude that x < t1/3, and since t < 1, this implies x < 1. Consequently,
〈x + t − x′〉 ∼ 1.
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For |y′| < 1 we take β = 0. From (10.100), we have

|�8∗−(x, y, t)| � t−1
(∫
x′, |x′|<t1/3

∫
y′, |y′|<1

dy′ dx′
)1/2

� t−5/6.

For |y′| > 1, we take any 1
3 < β <

2
3 (so that −3β < −1 and −1 < −3β + 1).

From (10.100), we have

|�8∗+(x, y, t)| � t−1+ 1
2β

(∫
x′, |x′|<t1/3

∫
y′, |y′|>max(1,|x′|)

|y′|−3β dy′ dx′
)1/2

� t−1+ 1
2β

(∫
x′, |x′|<t1/3

|x′|−3β+1 dx′
)1/2

� t− 1
3−β.

9. Region x′ > x + t , |x′| > t1/3, and |y′| > 4|x′|. Here, |z| > 4 and λ > 1.
For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 0 and β = 0.

Since |x′| < 1, it follows that x+t ≤ 1, and thus, 〈x+t−x′〉 ∼ 1. From (10.100),
we have

|�9++(x, y, t)| � t−1
(∫
x′, |x′|<1

dx′
∫
y′, |y′|<1

dy′
)1/2

� t−1.

For |x′| < 1 and |y′| > 1 (the −+ subregion) , we take α = 0 and β = 1
3+.

Since |x′| < 1, it follows that x+t ≤ 1, and thus, 〈x+t−x′〉 ∼ 1. From (10.100),
we have

|�9−+(x, y, t)| � t−1+ 1
2 β

(∫
x′, |x′|<1

dx′
∫
y′, |y′|>1

|y′|−3β dy′
)1/2

� t−1+ 1
2 β = t− 5

6+.

For |x′| > 1 and |y′| < 1 (the +− subregion) , we take α $ 1 and β = 0.
From (10.100), we have

|�9+−(x, y, t)| � t−1+ 1
2 α

(∫
x′, x′>max(x+t,1)

|x′|−3α〈x + t − x′〉2 dx′
∫
y′, |y′|<1

dy′
)1/2

By the change of variable x̃ = x + t − x′,

|�9+−(x, y, t)| � t−1+ 1
2α

(∫
x̃<0

〈x + t − x̃〉−3α〈x̃〉2
)1/2

� t−1+ 1
2α〈x + t〉− 3

2α+ 3
2 .

Apply (10.102) with μ = 3
2α − 1

2 , μ1 = σ , and μ2 = 3
2α − 3

2 − σ to obtain
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|�9+−(x, y, t)| � t 1
2−α+σ 〈x〉−σ .

Taking α = σ + 19
12 , we obtain the desired bound.

For |x′| > 1 and |y′| > 1 (the ++ subregion), we take α $ 1 and β = 1
3+.

From (10.100), we have

|�9++(x, y, t)| � t−1+ 1
2α+ 1

2β

(∫
x′, x′>max(x+t,1)

|x′|−3α〈x + t − x′〉2

∫
y′, |y′|>max(1,|x′|)

|y′|−3β dy′ dx′
)1/2

� t−1+ 1
2α+ 1

2β

(∫
x′, x′>max(x+t,1)

|x′|−3α−3β+1〈x + t − x′〉2 dx′
)1/2

By the change of variable x̃ = x + t − x′, we obtain

� t−1+ 1
2α+ 1

2β

(∫
x̃<0

〈x + t − x̃〉−3α−3β+1〈x̃〉2 dx′
)1/2

By (10.87),

� t−1+ 1
2α+ 1

2β〈x + t〉− 3
2α− 3

2β+2.

By (10.102) with μ = 3
2α + 2

3β − 2, μ1 = σ , and μ2 = 3
2α + 3

2β − 2 − σ , we
obtain

� t1−α−β+σ 〈x〉−σ .

Taking α = −β + σ + 25
12 gives t−13/12〈x〉−σ .

� 

11 Duhamel Estimate

We will now use Proposition 10.2 to prove a Duhamel estimate in Proposition 11.2
below. First, we need

Lemma 11.1 Suppose μ > 1 and ν > 1, 0 < σ2 ≤ σ1, and thus, σ̃2 ≤ σ̃1 (where
σ̃j is given in terms of σj as in Proposition 10.2) , t > 0 and that f (t, t ′) ≥ 0
satisfies for 0 < t ′ < t ,
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f (t, t ′) � (t − t ′)−μ

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(t ′)−ν〈x〉−σ1 if t ′ < 1 , t − t ′ < 1

〈x〉−σ2 if t ′ > 1
2 , t − t ′ < 1

(t ′)−ν〈x〉−σ̃1 if t ′ < 1 , t − t ′ > 1
2

〈x〉−σ̃2 if t ′ > 1
2 , t − t ′ > 1

2 .

(Note that the regions are overlapping for convenience in application. The meaning
is that f (t, t ′) is bounded by the minimum of the bounds across all applicable
regions.) Then for any 0 ≤ a, b ≤ 1

2 with 0 ≤ a + b ≤ t , we have

∫ t−a
b

f (t, t ′) dt ′ �
{
(t−νa−μ+1 + t−μb−ν+1)〈x〉−σ1 if t < 1

b−ν+1〈x〉−σ̃1 + 〈x〉−σ̃2 + a−μ+1〈x〉−σ2 if t > 1.
(11.103)

If, instead, 0 ≤ ν < 1, then

∫ t−a
0
f (t, t ′) dt ′ �

{
t−νa−μ+1〈x〉−σ1 if t < 1

〈x〉−σ̃2 + a−μ+1〈x〉−σ2 if t > 1.
(11.104)

Proof First consider the case ν > 1. If t < 1,

∫ t−a
b

f (t, t ′) dt ′ � 〈x〉−σ1

∫ t−a
b

(t − t ′)−μ(t ′)−ν dt ′,

and changing variable to s = t ′/t , we continue

= t−μ−ν+1〈x〉−σ1

∫ 1−a/t

b/t

(1 − s)−μs−ν ds � (t−νa−μ+1 + t−μb−ν+1)〈x〉−σ1 .

If t > 1, then we split into three pieces

∫ 1/2

b

f (t, t ′) dt ′ � 〈x〉−σ̃1

∫ 1/2

b

(t − t ′)−μ(t ′)−ν dt ′ � b−ν+1〈x〉−σ̃1 ,

∫ t− 1
2

1/2
f (t, t ′) dt ′ � 〈x〉−σ̃2

∫ t− 1
2

1/2
(t − t ′)−μ dt ′ � 〈x〉−σ̃2 ,

∫ t−a
t− 1

2

f (t, t ′) dt ′ � 〈x〉−σ2

∫ t−a
t− 1

2

(t − t ′)−μ dt ′ � a−μ+1〈x〉−σ2 .

Now we turn to the case 0 ≤ ν < 1. If t < 1,
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∫ t−a
a

f (t, t ′) dt ′ � 〈x〉−σ1

∫ t−a
0
(t − t ′)−μ(t ′)−ν dt ′,

and changing variable to s = t ′/t , we obtain

= t−μ−ν+1〈x〉−σ1

∫ 1−a/t

0
(1 − s)−μs−ν ds � t−νa−μ+1〈x〉−σ1 .

If t > 1, then we split into three pieces

∫ 1/2

0
f (t, t ′) dt ′ � 〈x〉−σ̃1

∫ 1/2

0
(t − t ′)−μ(t ′)−ν dt ′ � 〈x〉−σ̃1 ,

∫ t− 1
2

1/2
f (t, t ′) dt ′ � 〈x〉−σ̃2

∫ t− 1
2

1/2
(t − t ′)−μ dt ′ � 〈x〉−σ̃2 ,

∫ t−a
t− 1

2

f (t, t ′) dt ′ � 〈x〉−σ2

∫ t−a
t− 1

2

(t − t ′)−μ dt ′ � a−μ+1〈x〉−σ2 .

� 
Proposition 11.2 (Duhamel Estimate) Suppose that F(x, y, t) satisfies, for some
σ $ 1 and ν ≥ 0,

• for x > 0 , |F(x, y, t)| � C2

{
t−ν〈x〉−σ1 if t < 1

〈x〉−σ2 if t > 1
2

, where 1 < σ2 ≤ σ1,

• ‖〈x〉−1F(x, y, t)‖L∞t L2
y∈R,x<0

� C2,

• ‖〈x〉−1∂xF (x, y, t)‖L∞t L1
y∈R,x<0

� C2,

• ‖∂xF (x, y, t)‖L∞t L1
y∈R,x>0

� C2.

Then, if ν > 1, we have for x > 0,

∣∣∣∣
∫ t

0
[∂xS(t − t ′)F (•, •, t ′)](x, y) dt ′

∣∣∣∣

� C2

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

t1/3 if 0 < tν+ 5
12 � 〈x〉−(σ1− 9

4 )

t− 4
5 ν〈x〉− 4

5 (σ1− 9
4 ) if 〈x〉−(σ1− 9

4 ) & tν+ 5
12 < 1 and ν < 5

4

t− 2
3− 5

12ν 〈x〉− 1
ν
(σ1− 9

4 ) if 〈x〉−(σ1− 9
4 ) & tν+ 5

12 < 1 and ν > 5
4

〈x〉−min(
σ̃1
ν
,σ̃2,

4
5 (σ2− 9

4 )) if t > 1,

where

σ̃1 = min(σ1 − 9
4 ,

2
3σ1 − 5

12 ),
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σ̃2 = min(σ2 − 9
4 ,

2
3σ2 − 5

12 ).

Proof By linearity, we can take C2 = 1. Let

f (x, y, t, t ′) = [∂xS(t − t ′)F (·, ·, t ′)](x, y).

By the assumed pointwise decay on F(x, y, t) for x > 0, and the assumption
‖F‖L∞t L2

xy
� 1, Proposition 10.2 gives, for x > 0, the pointwise estimate

|f (x, y, t, t ′)| � (t − t ′)−13/12

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(t ′)−ν〈x〉−σ1+ 9
4 if t − t ′ < 1, t ′ < 1

(t ′)−ν〈x〉−σ̃1 if t − t ′ > 1

2
, t ′ < 1

〈x〉−σ2+ 9
4 if t − t ′ < 1, t ′ > 1

2

〈x〉−σ̃2 if t − t ′ > 1

2
, t ′ > 1

2
.

By Lemma 11.1, with σ1 replaced by σ1 − 9
4 , σ2 replaced by σ2 − 9

4 , and σ̃1, σ̃2 as
given above, we obtain, for x > 0,

∣∣∣∣
∫ t−a
b

f (x, y, t, t ′) dt ′
∣∣∣∣ �

{
(t−νa−1/12 + t−13/12b−ν+1)〈x〉−σ1+ 9

4 if t < 1

b−ν+1〈x〉−σ̃1 + 〈x〉−σ̃2 + a−1/12〈x〉−σ2+ 9
4 if t > 1.

We have

[S(t)φ](x, y) =
∫∫
A(x + t − x′, y − y′, t)φ(x′, y′) dx′ dy′

By (10.92) with β = 0

|[S(t)φ](x, y)| � t− 2
3+ 1

2α

∫∫
|x + t − x′|− 3

2α|φ(x′, y′)| dx′ dy′

with the corresponding restrictions on α. Splitting the integration into x′ > −1,
where we use α = 0, and x′ < −1, where we use α = 1, we obtain

|[S(t)φ](x, y)| � t− 2
3

∫∫
x′>−1

|φ(x′, y′)| dx′ dy′

+ t− 1
6

∫∫
x′<−1

〈x + t − x′〉−3/2|φ(x′, y′)| dx′ dy′
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In the second integral, since x′ < −1, we have that 〈x + t − x′〉−3/2 ≤ 〈t〉− 1
2 〈x′〉−1

and thus

‖S(t)φ‖L∞xy � t−2/3(‖φ‖L1
y∈R,x>−1

+ ‖〈x〉−1φ‖L1
y∈R,x<−1

)

≈ t−2/3(‖φ‖L1
y∈R,x>0

+ ‖〈x〉−1φ‖L1
y∈R,x<0

)

Hence,

∣∣∣∣
∫ b

0
f (x, y, t, t ′) dt ′

∣∣∣∣ �
∫ b

0
‖S(t − t ′)∂xF (·, ·, t ′)(x, y)‖L∞xy dt ′

�
(
‖∂xF (x, y, t)‖L∞t L1

y∈R,x>0
+ ‖〈x〉−1∂xF (x, y, t)‖L∞t L1

y∈R,x<0

)
∫ b

0
(t − t ′)−2/3 dt ′

� t−2/3b,

where, in the last step, we assumed that b ≤ 1
2 t . Similarly,

∣∣∣∣
∫ t
t−a
f (x, y, t, t ′) dt ′

∣∣∣∣ �
∫ t
t−a
(t − t ′)−2/3 dt ′ � a1/3.

Now, if we take

G(x, y, t) =
∫ t

0
f (x, y, t, t ′) dt ′,

then the above estimates give, for x > 0,

|G(x, y, t)| � t−2/3b+a1/3+
{
(t−νa−1/12 + t−13/12b−ν+1)〈x〉−σ1+ 9

4 if t < 1

b−ν+1〈x〉−σ̃1 + 〈x〉−σ̃2 + a−1/12〈x〉−σ2+ 9
4 if t > 1,

(11.105)
provided a + b ≤ t and b ≤ 1

2 t .

Case 1. t < 1 and 〈x〉−σ1+ 9
4 & tν+ 5

12 (corresponding to a & t and b & t ,
where a and b are defined below) In this case, we obtain from the first component
of (11.105), for x > 0,

|G(x, y, t)| � t− 2
3 b + t− 13

12 b−ν+1〈x〉−σ1+ 9
4 + t−νa− 1

12 〈x〉−σ1+ 9
4 + a 1

3 .
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The optimal values of a and b are a = [t−ν〈x〉−σ1+ 9
4 ]12/5 and b =

[t− 5
12 〈x〉−σ1+ 9

4 ]1/ν . This furnishes the bound

|G(x, y, t)| � t−( 2
3+ 5

12ν )〈x〉− 1
ν
(σ1− 9

4 ) + t− 4ν
5 〈x〉− 4

5 (σ1− 9
4 ).

We consider two further subcases

Case 1A. ν < 5
4 Then 1

ν
− 4

5 > 0, so by raising 〈x〉−(σ1− 9
4 ) < tν+ 5

12 to the positive
power 1

ν
− 4

5 , we obtain

〈x〉−(σ1− 9
4 )(

1
ν
− 4

5 ) < t(ν+
5
12 )(

1
ν
− 4

5 ) = t 2
3+ 5

12ν− 4
5 ν .

Hence,

t−(
2
3+ 5

12ν )〈x〉− 1
ν
(σ1− 9

4 ) ≤ t− 4
5 ν〈x〉− 4

5 (σ1− 9
4 ).

Consequently, in this case, we have the bound

|G(x, y, t)| � t− 4
5 ν〈x〉− 4

5 (σ1− 9
4 ).

Case 1B. ν > 5
4 Then 4

5 − 1
ν
> 0, so by raising 〈x〉−(σ1− 9

4 ) < tν+ 5
12 to the positive

power 4
5 − 1

ν
, we obtain

〈x〉−(σ1− 9
4 )(

4
5− 1
ν
) < t(ν+

5
12 )(

4
5− 1
ν
) = t− 2

3− 5
12ν+ 4

5 ν .

Hence,

t−
4
5 ν〈x〉− 4

5 (σ1− 9
4 ) < t−

2
3− 5

12ν 〈x〉− 1
ν
(σ1− 9

4 ).

Consequently, in this case, we have the bound

|G(x, y, t)| � t− 2
3− 5

12ν 〈x〉− 1
ν
(σ1− 9

4 ).

We also remark that in this case (ν > 5
4 case), it follows that 2

3 + 5
12ν < 1, so

t−
2
3− 5

12ν 〈x〉− 1
ν
(σ1− 9

4 ) < t−1〈x〉− 1
ν
(σ1− 9

4 ).

Case 2. t < 1 and tν+ 5
12 � 〈x〉−σ1+ 9

4 In this case, we just use

|G(x, y, t)| � t1/3.
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Case 3. t > 1 In this case, we apply the second component of (11.105) to obtain

|G(x, y, t)| � b + b−ν+1〈x〉−σ̃1 + 〈x〉−σ̃2 + a− 1
12 〈x〉−σ2+ 9

4 + a 1
3 .

In this case, the optimal choices of a and b are b = 〈x〉− σ̃1ν and a = 〈x〉− 12
5 (σ2− 9

4 ).
� 

In the nonlinear argument in the next section, we will need the following
consequence of Proposition 11.2, which we state as a corollary.

Corollary 11.3 (Duhamel Estimate) Suppose that F(x, y, t) satisfies, for some
σ $ 1 and ν ≥ 0,

• for x > 0 , |F(x, y, t)| � C2

{
t−ν〈x〉−σ1 if t < 1

〈x〉−σ2 if t > 1
, where 1 < σ2 ≤ σ1,

• ‖〈x〉−1F(x, y, t)‖L∞t L2
y∈R,x<0

� C2,

• ‖〈x〉−1∂xF (x, y, t)‖L∞t L1
y∈R,x<0

� C2,

• ‖∂xF (x, y, t)‖L∞t L1
y∈R,x>0

� C2.

Then, if ν > 5
4 and r ≥ 0, we have for x > 0

∣∣∣∣
∫ t

0
[∂xS(t − t ′)F (•, •, t ′)](x, y) dt ′

∣∣∣∣ � C2

{
t−ν/3〈x〉−σ1/3 if 0 ≤ t ≤ 1

〈x〉− 1
3σ2−r if t > 1

2 ,

(11.106)
provided σj ≥ 11

2 for j = 1, 2 and

σ2 ≥ max(
27

7
+ 15

7
r,

5

4
+ 3r) (11.107)

and

σ1 ≥ 27

7
(ν + 1) and σ1 ≥ ν

2
σ2 + 5

8
+ 3

2
νr. (11.108)

Proof By Proposition 11.2, the first line of (11.106) will hold provided

tν+
5
12 � 〈x〉−(σ1− 9

4 ) �⇒ t1/3 � t−ν/3〈x〉−σ1/3 (11.109)

〈x〉−(σ1− 9
4 ) & tν+ 5

12 < 1 �⇒ t−
2
3− 5

12ν 〈x〉− 1
ν
(σ1− 9

4 ) � t−ν/3〈x〉−σ1/3.

(11.110)
For 0 ≤ t ≤ 1, we will show that (11.109) and (11.110) hold provided the left
inequality of (11.108) holds.
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Regarding (11.109), the right side of the implication can be reexpressed as
follows:

RHS ⇐⇒ tν+1 � 〈x〉−σ1 ⇐⇒ (tν+1)
σ1− 9

4
σ1 � 〈x〉−(σ1− 9

4 ).

Thus, the implication in (11.109) will be true if

(tν+1)
σ1− 9

4
σ1 � tν+ 5

12 .

We can reexpress this as t (ν+1)(σ1− 9
4 ) � t (ν+ 5

12 )σ1 . Since 0 ≤ t ≤ 1, this is
equivalent to

(ν + 1)

(
σ1 − 9

4

)
≥
(
ν + 5

12

)
σ1.

With some algebra, this reduces to the left inequality of (11.108).
Regarding (11.110), the right side of the implication can be reexpressed as

follows:

〈x〉−[(1− ν3 )σ1− 9
4 ] � t 2

3 ν− 1
3 ν

2+ 5
12 ,

and also equivalently, by exponentiating

〈x〉−(σ1− 9
4 ) � tμ , μ = (−

ν2

3 + 2ν
3 + 5

12 )(σ1 − 9
4 )

(1 − ν3 )σ1 − 9
4

,

where we have assumed that (1 − ν3 )σ1 − 9
4 > 0. Thus, the implication in (11.110)

is true provided that

tν+
5
12 � tμ.

Since 0 ≤ t ≤ 1, this is equivalent to

ν + 5

12
≥ μ,

which we reexpress as

(
ν + 5

12

)(
(1 − ν

3
)σ1 − 9

4

)
≥
(
−ν

2

3
+ 2ν

3
+ 5

12

)(
σ1 − 9

4

)
.
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Some algebra reduces this to the condition on the left in (11.108). Thus, we have
established that the left inequality in (11.108) suffices to imply (11.109), (11.110),
from which it follows from Proposition 11.2 that the first line of (11.106) holds.

By Proposition 11.2, we have the second line of (11.106) holds provided

min

(
σ̃1

ν
, σ̃2,

4

5

(
σ2 − 9

4

))
≥ σ2

3
+ r (11.111)

holds, where

σ̃j = min

(
σj − 9

4
,

2

3
σj − 5

12

)
.

Since we assume that σj ≥ 11
2 for j = 1, 2 we have σ̃j = 2

3σj − 5
12 . We observe

that (11.111) holds provided (11.107) and the second inequality of (11.108) holds.
� 

12 Nonlinear Estimate

Now we return to the problem of estimating η. Recall that η solves

∂tη − ∂x[(−�+ xt )η] = F , F = f1 + ∂xf2, (12.112)

where

f1 = −(λ−1)t ∂λ−1Q̃

f2 = +(xt − 1)Q̃− 3Q̃2η − 3Q̃η2 − η3.
(12.113)

Here, Q̃(x, y) = λ−1Q(λ−1(x + K), λ−1y). Note that since |Q(y1, y2)| �
〈0y〉−1/2e−|0y|, we have |Q̃(x, y)| ≤ e−K/2 for x > 0 (see Remark 8.2). We know
that for all t > 0,

‖η(t)‖H 1
xy

� δ

and

|λ(t)− 1| � δ, |λt | � δ, |xt − 1| � δ or (1 − δ)t � x(t) � (1 + δ)t.

Furthermore, we know that φ(x, y) = η(0, x, y) satisfies, for x > 0, y ∈ R,

|φ(x, y)| ≤ δ〈x〉−σ .
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Finally, we know that for any T > 0, η is the unique solution of (12.112) in
C([0, T ];H 1

xy) such that η(t, x + x(t), y) ∈ L4
xL

∞
yT . Our goal is to show that for

x > 0 and y ∈ R,

|η(t, x, y)| � δ
{
t−7/12〈x〉−σ+ 7

4 if 0 ≤ t ≤ 1

〈x〉− 2
3σ+ 3

4 if t ≥ 1.
(12.114)

Proposition 12.1 There exists δ0 > 0 (small), K > 0 (large), and σ0 > 0 (large)
such that the following holds true. Suppose that σ ≥ σ0, 0 < δ ≤ δ0, φ ∈ H 1 with
‖φ‖H 1 ≤ δ, and

for x > 0 , |φ(x, y)| ≤ δ〈x〉−σ .

Then the unique solution η(t, x, y) solving (12.112) for all t satisfies

for x > 0 , |η(t, x, y)| � δ
{
t−7/12〈x〉−σ+ 7

4 if 0 < t ≤ 1

〈x〉− 2
3σ+ 3

4 if t ≥ 1.
(12.115)

The proof consists of the following steps. The following lemma provides a key
short-time step result.

Lemma 12.2 There exists σ0 > 0 (large), K > 0 (large), and δ0 > 0 (small) such
that if σ ≥ σ0, 0 < δ ≤ δ0, then the unique solution η(t, x, y) solving (12.112)
satisfies, for all 0 ≤ t ≤ 1,

for x > 0 , |η(t, x, y)| � δ t−7/12〈x〉−σ+ 7
4 . (12.116)

Proof This is done using a contraction argument and the available decay estimates,
and the Duhamel estimate Corollary 11.3, as follows. Take T = 1 and define the Y
norm as follows

‖η‖Y = ‖η(t, x, y)‖L∞T H 1
xy
+ ‖η(t, x + x(t), y)‖L4

xL
∞
yT
+ ‖η(t, x, y)t7/12〈x〉σ− 7

4 ‖L∞Ty,x>0
.

Let % be defined on Y by

%η = S(t, 0)φ +
∫ t

0
S(t, t ′)f1(•, •, t ′) dt ′ +

∫ t
0
∂xS(t, t

′)f2(•, •, t ′) dt ′.

By Proposition 10.1 with C1 = δ, we obtain that for x > 0 and y ∈ R, 0 ≤ t ≤ 1,

|[S(t, 0)φ](x, y)| ≤ 1
4C3δt

−7/12〈x〉−σ+ 7
4 (12.117)

for some absolute constant C3 (which for convenience in writing below, we will take
≥ 1).



Instability of Solitons in 2d Cubic ZK 361

Since f1 = λ−3λt (Q+ (x+K)Qx +yQy), whereQ,Qx , andQy are evaluated
at (λ−1(x + K), λ−1y), we have that |f1(x, y, t)| � δδ0〈x〉−σ for all t and x > 0.
Thus, by Proposition 10.1, for x > 0,

∣∣∣∣
∫ t

0
S(t, t ′)f1(•, •, t ′) dt ′

∣∣∣∣ � δδ0〈x〉−σ+ 7
4 ≤ 1

4C3δt
−7/12〈x〉−σ+ 7

4

Suppose that ‖η‖Y ≤ C3δ. Then, requiring K large enough so that 〈K〉−1 ≤ δ0
(which also implies that e−K/2 ≤ δ0, see our Remark 8.2), we have for x > 0,
y ∈ R,

|f2(t, x, y)| ≤ |xt − 1|Q̃+ 3|η|Q̃2 + 3|η|2Q̃+ |η|3 � C3
3δ0δ t

−7/4〈x〉−3(σ− 7
4 ).

Moreover, by Sobolev

‖〈x〉−1∂xf2‖L∞T L1
y∈R,x<0

+ ‖∂xf2‖L∞T L1
y∈R,x>0

+ ‖〈x〉−1f2‖L∞T L2
y∈R,x<0

� C3
3δ0δ.

Thus, in the hypothesis of Corollary 11.3, we can take C2 = C3
3δ0δ and σ1 =

3(σ − 7
4 ), and conclude that for x > 0 and y ∈ R,

∣∣∣∣
∫ t

0
[∂xS(t, t ′)f2(•, •, t ′)](x, y) dt ′

∣∣∣∣ ≤ C4C
3
3δ0δ t

−7/12〈x〉−σ+ 7
4 (12.118)

for some absolute constant C4 > 0. Taking δ0 > 0 sufficiently small so that
C4C

2
3δ0 ≤ 1

2 , we obtain from (12.117) and (12.118) that for x > 0 and y ∈ R,
0 ≤ t ≤ 1,

|(%η)(t, x, y)| ≤ 1

2
C3δt

−7/12〈x〉−σ+ 7
4 . (12.119)

Moreover, by the estimates in Lemmas 8.5 and 8.6, if ‖η‖L∞T H 1
xy

≤ 1
4 C3δ and

‖η(t, x + x(t), y)‖L4
xL

∞
yT
≤ 1

4 C3δ, then

‖%η‖L∞T H 1
xy
+ ‖%η(t, x + x(t), y)‖L4

xL
∞
yT
≤ 1

2
C3δ (12.120)

as in the discussion following Theorem 8.4 reviewing the local well-posedness
(with a possible adjust to C3 and δ0, as required by the absolute constants in those
estimates). Combining (12.119) and (12.120), we obtain

‖%η‖Y ≤ C3δ. (12.121)

Moreover, it also follows similarly from these estimates that
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‖%η2 −%η1‖Y ≤ 1

2
‖η2 − η1‖Y (12.122)

for two η1, η2 ∈ Y such that η1(0, x, y) = η2(0, x, y) = φ. Hence, % is a
contraction and the fixed point solves (12.112). By the uniqueness in Theorem 8.4,
this fixed point is the unique solution in the function class stated in that Theorem.

� 
Now the proof proceeds as follows:

• Let T∗ ≥ 0 be the sup of all times for which (12.115) holds.
• By Lemma 12.2, T∗ ≥ 1.
• If T∗ < ∞, then we will obtain a contradiction in the following series of steps.

First, we know that at T1
def= T∗ − 1

2 ,

for x > 0 , |η(T1, x, y)| � δ〈x〉− 2
3σ+ 3

4 .

• Apply Lemma 12.2 with t = 0 replaced by t = T1 to obtain that η satisfies, for
all T∗ − 1

2 ≤ t ≤ T∗ + 1
2 , the estimate

for x > 0 , |η(t, x, y)| � δ(t − T1)
−7/12〈x〉− 2

3σ+ 5
2 .

Restricting to T∗ ≤ t ≤ T∗ + 1
2 , this is simplifies to

for x > 0 , |η(t, x, y)| � δ〈x〉− 2
3σ+ 5

2 .

• Now we know that for 0 ≤ t ≤ T∗ + 1
2 ,

for x > 0 , |η(t, x, y)| � δ
{
t−7/12〈x〉−σ+ 7

4

〈x〉− 2
3σ+ 5

2
(12.123)

holds, which is slightly weaker than (12.115).
• We know that, on 0 ≤ t ≤ T∗ + 1

2 , η satisfies

η = S(t, 0)φ +
∫ t

0
S(t, t ′)f1(•, •, t ′) dt ′ +

∫ t
0
∂xS(t, t

′)f2(•, •, t ′) dt ′.

Apply the estimates in Proposition 10.1 and Corollary 11.3 to show that (12.123)
suffices to conclude (12.115) holds on 0 ≤ t ≤ T∗+ 1

2 , which is a contradiction to
the definition of T∗. Indeed, we apply Corollary 11.3 with ν = 7

4 , σ1 = 3(σ − 7
4 ),

σ2 = 3( 23σ − 5
2 ), and r = 7

4 . Then 1
3σ2 + r = 2

3σ − 3
4 , so that (12.115) is

obtained.
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13 H 1-Instability of Q for the Critical gZK

We are now ready to prove our main result, Theorem 1.3.

Proof of Theorem 1.3 For n ∈ N to be chosen later, let

un0 = Q+ εn0 ,

where

εn0 =
1

n
(Q+ aχ0) , (13.124)

and a ∈ R is such that εn0 ⊥ χ0, that is,

a = −
∫
χ0Q

‖χ0‖2
2

.

From Theorem 3.1, we have that for every n ∈ N

εn0 ⊥ {Qy1,Qy2 , χ0}.

Denote by un(t) the solution of (1.1) associated to un0.
Assume by contradiction thatQ is stable. Then, for α0 < α, where α > 0 is given

by Proposition 5.1, if n is sufficiently large, we have un(t) ∈ Uα0 (recall (1.8)).
Thus, from Definition 5.3, there exist functions λn(t) and xn(t) such that εn(t),
defined in (5.39), satisfies

εn(t) ⊥ {Qy1,Qyj , χ0},

and also λn(0) = 1 and xn(0) = 0.
To simplify the notation we drop the index n in what follows. Rescaling the time

t �→ s by ds
dt
= 1
λ3 and taking α0 < α1, where α1 > 0 is given by Lemma 5.4, we

have that λ(s) and x(s) areC1 functions, and that ε(s) satisfies Eq. (6.52). Moreover,
from Proposition 5.1, since u(t) ∈ Uα0 , we have

‖ε(s)‖H 1 ≤ C1α0 and |λ(s)− 1| ≤ C1α0, (13.125)

thus, taking α0 < (2C1)
−1, we obtain

‖ε(s)‖H 1 ≤ 1 and
1

2
≤ λ(s) ≤ 3

2
, for all s ≥ 0. (13.126)
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Furthermore, in view of (5.42), if α0 > 0 is small enough, we deduce

∣∣∣∣λsλ
∣∣∣∣+
∣∣∣xs
λ
− 1
∣∣∣ ≤ C2‖ε(s)‖2 ≤ C1C2α0.

Since xt = xs/λ3, we conclude that

1 − C1C2α0

(1 + C1α0)2
≤ 1 − C1C2α0

λ2
≤ xt ≤ 1 + C1C2α0

λ2
≤ 1 + C1C2α0

(1 − C1α0)2

Hence, we can choose α0 > 0, small enough, such that

3

4
≤ xt ≤ 5

4
.

The last inequality implies that x(t) is increasing and by the Mean Value Theorem

x(t0)− x(t) ≥ 3

4
(t0 − t)

for every t0, t ≥ 0 with t ∈ [0, t0]. Also, recalling x(0) = 0, another application of
the Mean Value Theorem yields

x(t) ≥ 1

2
t

for all t ≥ 0. Finally, by assumption (13.124) and properties ofQ, we have

|u0(0x)| ≤ ce−δ|0x|,

for some c > 0 and δ > 0.
From the monotonicity properties in Sect. 7, we obtain the L2 exponential decay

on the right for ε(s). � 
Corollary 13.1 Let M ≥ 4. If α0 > 0 is sufficiently small, then there exists C =
C(M, δ) > 0 such that for every s ≥ 0 and y0 > 0

∫
R

∫
y1>y0

ε2(s, y1, y2)dy1dy2 ≤ Ce−
y0
2M .

Proof Applying Lemma 7.2, for a fixed M ≥ 4, there exists C = C(M) > 0 such
that for all t ≥ 0 and x0 > 0 we have∫

R

∫
x1>x0

u2(t, x1 + x(t), x2)dx1dx2 ≤ Ce−
x0
M .

From the definition of ε(s), we have that
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1

λ(s)
ε

(
s,
y1

λ(s)
,
y2

λ(s)

)
= u(s, y1 + x(s), y2)− 1

λ(s)
Q

(
y1

λ(s)
,
y2

λ(s)

)
.

Moreover, if α0 < (2C1)
−1, we have 1/2 ≤ λ(s) ≤ 3/2, and using (13.127), we get

1

λ(s)
Q

(
y1

λ(s)
,
y2

λ(s)

)
≤ c

λ(s)
e
− |0y|
λ(s) ≤ 2c e−

2
3 |0y| ≤ c e− |0y|

M , (13.127)

sinceM ≥ 3/2.
Therefore, we deduce that

∫
R

∫
y1>y0

1

λ2(s)
ε2
(
s,
y1

λ(s)
,
y2

λ(s)

)
dy1dy2 ≤ 2

∫
R

∫
y1>y0

u2(s, y1 + x(s), y2)dy1dy2

+ 2
∫
R

∫
y1>y0

1

λ2(s)
Q2
(
y1

λ(s)
,
y2

λ(s)

)
dy1dy2

≤ 2ce−
y0
M + 2c

∫
R

∫
y1>y0

e−
|0y|
M dy

≤Ce− y0M

for some C = C(M) > 0.
Finally, by the scaling invariance of the L2-norm, we get

∫
R

∫
y>y0

ε2(s, y1, y2)dy1dy2 =
∫
R

∫
y>λ(s)y0

1

λ2(s)
ε2
(
s,
y1

λ(s)
,
y2

λ(s)

)
dy1dy2

≤ C e− λ(s)y0M ≤ C e− y02M ,

since λ(s) ≥ 1/2. � 
Next, we define a rescaled and shifted quantity of the virial-type. Recall the

definition of JA in (6.48) and let

KA(s) = λ(s)(JA(s)− κ).

(We remark that this quantity is similar to the corresponding one in Martel and
Merle [23].)

From (6.49) and (13.126), it is clear that

|KA(s)| ≤ c
(
(1 + A1/2)‖ε(s)‖2 + κ

)
< +∞, (13.128)

for all s ≥ 0.
Moreover, using Lemma 6.1, we also have
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d

ds
KA = λs (JA − κ)+ λ d

ds
JA

= λ
(
d

ds
JA + λs

λ
(JA − κ)

)

= λ
(

2

(
1 − 1

2

(xs
λ
− 1
))∫

εQ+ R(ε,A)
)
. (13.129)

In the next result we obtain a strictly positive lower bound for d
ds
KA(s) for a

certain choice of α0 > 0, n ∈ N and A ≥ 1.

Theorem 13.2 There exist α0 > 0 sufficiently small, n0 ∈ N and A ≥ 1 sufficiently
large such that

d

ds
KA(s) ≥ b

2n0
> 0, for all s ≥ 1, (13.130)

where

b =
∫
(Q+ aχ0)Q = ‖Q‖2

2 −
(∫
Qχ0

)2
‖χ0‖2

2

.

Remark 13.3 Note that b > 0, sinceQ /∈ span {χ0}.
Proof In view of (13.125), let α0 < min{α1(C1)

−1, α2(C1)
−1, (2C1)

−1, 1/2} so
that we can apply Lemmas 5.4 and 6.4. From (13.129) and the definition of M0
(see (4.24)), we have

d

ds
KA(s) = λ

(
2

(
1 − 1

2

(xs
λ
− 1
))
M0 + R̃(ε, A)

)
, (13.131)

where R̃(ε, A) = R(ε,A)−
(

1 − 1
2

(
xs
λ
− 1
)) ∫
ε2.

Since α0 < (2C1)
−1, we have 1/2 ≤ λ(s) ≤ 3/2, and using (5.43), we obtain

λ

(
1 − 1

2

(xs
λ
− 1
))

≥ 1

2
· 1

2
= 1

4
.

Moreover, from the definition ofM0, we also get

M0 = 2
∫
ε0Q+

∫
ε20 ≥ 2

∫
ε0Q = 2b

n
.

Therefore,

2λ

(
1 − 1

2

(xs
λ
− 1
))
M0 ≥ b

n
. (13.132)
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On the other hand, by Lemma 5.4, we have

∣∣∣∣λsλ
∣∣∣∣+
∣∣∣xs
λ
− 1
∣∣∣ ≤ C2‖ε(s)‖2.

Therefore, using the inequalities (6.51) and (13.126), there exists a universal
constant C6 > 0, such that for A ≥ 1 we have

λR̃(ε, A) ≤ C6‖ε(s)‖2

(
‖ε(s)‖2 + A−1/2 + A1/2‖ε(s)‖L2(y1≥A) +

∣∣∣∣
∫
R2
y2Fy2εϕA

∣∣∣∣
)
.

(13.133)
Moreover, by Lemma 6.4, we deduce

‖ε(s)‖2
H 1 ≤ C5

(
C1α0

∣∣∣∣
∫
ε0Q

∣∣∣∣+ ‖ε0‖2
H 1

)
,

and thus, the assumption (13.124) yields

‖ε(s)‖2
H 1 ≤C5

(
C1α0

(
b

n

)
+ d
n2

)

≤C5

(
C1 + d

b

)(
α0 + 1

n

)(
b

n

)
, (13.134)

where d = ‖Q+ aχ0‖H 1 .
Set C7 = C5

(
C1 + db

)
. Collecting (13.133) and (13.134), we obtain

λR̃(ε,A) ≤C7C6

(
α0 + 1

n

)(
b

n

)
+

+√C7C6

(
A−1/2 + A1/2‖ε(s)‖L2(y1≥A)

)(
α0 + 1

n

)1/2 (
b

n

)1/2

+√C7C6

∣∣∣∣
∫
R2
y2Fy2εϕA

∣∣∣∣
(
α0 + 1

n

)1/2 (
b

n

)1/2

.

Let K ≥ 1 satisfy (8.76) and split the integral on the right hand side of the last
inequality into two parts

∫
R2
y2Fy2εϕA =

∫
R

∫
y1<K

y2Fy2εϕA dy1dy2 +
∫
R

∫
y1>K

y2Fy2εϕA dy1dy2.

From (6.46) and (6.47) we have, for every A > K ≥ 1, that
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∫
R

∫
y1<K

y2Fy2εϕAdy1dy2 ≤ c
(∫

R

∫
y1<K

|y2Fy2 |2dy1dy2

)1/2

‖ε(s)‖2

≤ cK1/2‖ε(s)‖2

≤ c√C7

(
α0 + 1

n

)1/2 (
b

n

)1/2

, (13.135)

where in the last line we used (13.134).
To bound the second part we use Lemma 8.1 with n large such that

δ = √C7

(
α0 + 1

n

)1/2 (
b

n

)1/2

< δ0.

Indeed, since ε0 given by (13.124) has an exponential decay, the relation (8.74) is
satisfied for any σ > 21

8 . Therefore, σ ∗ = − 2
3σ + 3

4 < −1 and for every s ≥ 1 and
A > K ≥ 1, that

∫
R

∫
y1>K

y2Fy2εϕAdy1dy2 ≤
∫
R

sup
y1

|y2Fy2 |
(∫
y1>K

|ε|dy1

)
dy2

≤ c(√C7 + 1)

(
1

n
+
(
α0 + 1

n

)1/2 (
b

n

)1/2
)
,

where we also used (6.46) in the last line. Now, there exists a constant C8 > 0 such
that

∫
R

∫
y1>K

y2Fy2εϕAdy1dy2 ≤ C8

(
1

n
+
(
α0 + 1

n

)1/2 (
b

n

)1/2
)
. (13.136)

Collecting (13.135) and (13.136), for every s ≥ 1 and A ≥ 1, we have

∣∣∣∣
∫
R2
y2Fy2εϕA

∣∣∣∣ ≤ C9

(
1

b1/2n1/2 +
(
α0 + 1

n

)1/2
)(
b

n

)1/2

for some constant C9 > 0.
Now, we choose α0 > 0 sufficiently small and n0 ∈ N sufficiently large such that

√
C7C6

(
α0 + 1

n0

)1/2

max

{√
C7

(
α0 + 1

n0

)1/2

, 1, C9

(
1

b1/2n
1/2
0

+
(
α0 + 1

n0

)1/2
)}
< 1/6.

For fixed α0 and n0, satisfying the previous inequality, we choose A ≥ 1 such that

A−1/2 + A1/2‖ε(s)‖L2(y1≥A) ≤
(
b

n0

)1/2

,
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which is possible due to Corollary 13.1.
Therefore, we finally deduce that

λR̃(ε,A) ≤ b

2n0
,

which implies from (13.131) and (13.132) that

d

ds
KA(s) ≥ b

2n0
> 0, for all s ≥ 1.

� 
Now we have all the ingredients to finish the proof of our main result.

Last Step in the Proof of Theorem 1.3. Integrating in s variable both sides of
inequality (13.130), we get

KA(s) ≥ s
(
b

2n0

)
+KA(0), for all s ≥ 1.

Therefore,

lim
s→∞KA(s) = ∞,

which is a contradiction to (13.128). Hence, our original assumption thatQ is stable
is not valid and we conclude the proof of the theorem. � 
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On the Nonexistence of Local,
Gauge-Invariant Birkhoff Coordinates
for the Focusing NLS Equation

Thomas Kappeler and Peter Topalov

1 Introduction

It is well known that the non-linear Schrödinger (NLS) equation

{
ϕ̇1 = iϕ1xx − 2iϕ2

1ϕ2,

ϕ̇2 = −iϕ2xx + 2iϕ1ϕ
2
2 ,

(1)

on the torus T ≡ R/Z is a Hamiltonian PDE on the scale of Sobolev spaces Hsc =
Hs

C
×HsC , s ≥ 0, with Poisson bracket

{F,G}(ϕ) := −i
∫ 1

0

(
(∂ϕ1F)(∂ϕ2G)− (∂ϕ1G)(∂ϕ2F)

)
dx, (2)

and Hamiltonian H : H 1
c → C, given by

H(ϕ) =
∫ 1

0

(
ϕ1xϕ2x + ϕ2

1ϕ
2
2

)
dx, ϕ = (ϕ1, ϕ2) ∈ H 1

c . (3)

Here, for any s ≥ 0, Hs
C
≡ Hs(T,C) denotes the Sobolev space of complex valued

functions on T and the Poisson bracket (2) is defined for functionals F and G on
Hsc , provided that the pairing given by the integral in (2) is well-defined (cf. Sect. 2
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for more details on these matters). The NLS phase space Hsc is a direct sum of two
real subspaces Hs

C
= Hsr ⊕R iH

s
r where

Hsr =
{
ϕ ∈ Hsc

∣∣ϕ2 = ϕ1
}

and iH sr =
{
ϕ ∈ Hsc

∣∣ϕ2 = −ϕ1
}
.

The Hamiltonian vector field, corresponding to (2) and (3),

XH(ϕ) = i
(− ∂ϕ2H, ∂ϕ1H

) = (iϕ1xx − 2iϕ2
1ϕ2,−iϕ2xx + 2iϕ1ϕ

2
2

)
is tangent to the real subspaces Hsr and iH sr (cf. Sect. 2) and for any s ≥ 0 the
restrictions

XH

∣∣
H 2
r
: H 2
r → H 0

r and XH

∣∣
iH 2
r
: iH 2

r → iH 0
r

are real analytic maps (cf. Sect. 2). The vector field XH

∣∣
H 2
r

corresponds to the
defocusing NLS (dNLS) equation

iut = −uxx + 2|u|2u

whereas XH

∣∣
iH 2
r

corresponds to the focusing NLS (fNLS) equation

iut = −uxx − 2|u|2u.

Both equations are known to be well-posed on the Sobolev space Hsr and respec-
tively iH sr for any s ≥ 0. Moreover, they are integrable PDEs: the dNLS equation
can be brought into Birkhoff normal form on the entire phase space H 0

r (cf.
[2]) whereas for the fNLS equation, an Arnold-Liouville type theorem has been
established in [3]. In broad terms, the latter can be described as follows: By [8], the
fNLS equation admits a Lax pair representation ∂tL(ϕ) = P(ϕ)L(ϕ) − L(ϕ)P (ϕ)
where for any ϕ = (ϕ1,−ϕ1) ∈ iH 0

r , L(ϕ) : iH 1
r → iH 0

r is the first order
differential operator

L(ϕ) := i
(

1 0
0 −1

)
∂x +

(
0 ϕ1

−ϕ1 0

)

and P(ϕ) is a certain second order differential operator. As a consequence, the
spectrum specL(ϕ) of the operator L(ϕ), considered on the interval [0, 2] with
periodic boundary conditions, is invariant with respect to the fNLS flow. Since
the resolvent of L(ϕ) is compact, specL(ϕ) is discrete and hence specL(ϕ)
being invariant means that the periodic eigenvalues of L(ϕ) are first integrals of
the fNLS equation. In particular, for any potential ϕ ∈ iH 0

r , the isospectral set
Iso(ϕ) := {

ψ ∈ iH 0
r

∣∣ specL(ψ) = specL(ϕ)
}

and its connected component
Iso0(ϕ), containing ϕ, are invariant under the fNLS flow. The Arnold-Liouville type
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theorem for the fNLS equation, established in [3] (cf. also [4]), says that for any
potential ϕ ∈ iH 0

r with the property that all periodic eigenvalues ofL(ϕ) are simple,
there exists a fNLS invariant neighborhood of Iso0(ϕ) in iH 0

r , on which the fNLS
equation can be brought into Birkhoff normal form. In fact, any Hamiltonian in the
(local) Poisson algebra, defined by the action variables, can be brought into such a
form. We note that Iso0(ϕ) is homeomorphic to an infinite product of circles, but
that in any invariant neighborhood of it there is a dense set of invariant tori of finite
dimension. Unlike in the classical, finite dimensional Arnold-Liouville theorem,
such a neighborhood can be described in terms of Birkhoff coordinates rather than
action angle coordinates.

The aim of this paper is to study the local properties of the vector field XH in
small neighborhoods of the constant potentials

ϕc(x) = (c,−c) ∈ iH 0
r , c ∈ C \ {0}.

It is straightforward to see that all, but finitely many, periodic eigenvalues of L(ϕc)
have algebraic (and geometric) multiplicity two. Hence the Arnold-Liouville type
theorem in [3] does not apply. More specifically, for a given c ∈ C, c �= 0, consider
the re-normalized NLS Hamiltonian

Hc = H − 2|c|2H1

where

H1(ϕ) = −
∫ 1

0
ϕ1(x)ϕ2(x) dx.

Note that the flow, corresponding to the Hamiltonian −2|c|2H1, is the gauge
transformation, given by the phase shift

(
ϕ1, ϕ2

) �→ (
ϕ1e

−2i|c|2t , ϕ2e
2i|c|2t) and

that ϕc is a stationary solution of the Hamiltonian vector fieldXHc . One of our main
results is the following instance of an infinite dimensional version of Williamson’s
classification theorem in finite dimension [7].

Theorem 1.1 Assume that c ∈ C and |c| /∈ πZ. Then there exists a Darboux basis{
αk, βk

}
k∈Z in iL2

r such that the Hessian d2
ϕc
Hc, when viewed as a quadratic form

represented in this basis, takes the form

d2
ϕc
Hc = 4|c|2dp2

0 −
∑

0<πk<|c|
4πk +

√
|c|2 − π2k2

(
dpkdqk + dp−kdq−k

)

−
∑
π |k|>|c|

4π |k| +
√
π2k2 − |c|2(dp2

k + dq2
k

)
(4)

where
{
(dpk, dqk)

}
k∈Z are the coordinates dual to the Darboux basis

{
αk, βk

}
k∈Z.
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We conjecture that Theorem 1.1 can be generalized to a small neighborhood of
the constant potential ϕc. We refer to the end of Sect. 3 where the precise statement
of such a generalization is given. An analog of Theorem 1.1, formulated in terms of
the linearization of the Hamiltonian vector field XHc at the constant potential ϕc,
is formulated in Sect. 3 (see Theorem 3.2). As a consequence of these results, we
obtain

Theorem 1.2 For any given c ∈ C with |c| /∈ πZ and |c| > π , the focusing
NLS equation does not admit gauge invariant local Birkhoff coordinates in any
neighborhood of the constant potential ϕc.

Remark 1.1 The exceptional case c ∈ πZ can be treated in a similar way. Since it
requires some additional work, the treatment of this case is beyond the scope of this
paper, which aims at describing in precise terms, but as briefly as possible a generic
situation in which no local gauge-invariant Birkhoff coordinates exist.

We refer to Sect. 4 for the precise definition of gauge invariant local Birkhoff
coordinates. In more general terms, Theorem 1.2 means that there is no neighbor-
hood of the constant potential ϕc with |c| /∈ πZ and |c| > π where one can introduce
action-angle coordinates for the fNLS equation so that the action variables commute
with the Hamiltonian H1. Note that a similar result could be obtained using the
Bäcklund transform and the existence of a homoclinic orbit in a neighborhood of the
constant potential ϕc (cf. [6]). However, such a neighborhood of ϕc is not arbitrarily
small since it contains the homoclinic solution of the fNLS equation.

Finally, note that the same results hold for the potentials

ϕc,k :=
(
ce2πikx,−c̄e−2πikx)

where k ∈ Z and c ∈ C with |c| /∈ πZ and |c| > π . The only difference is that the re-
normalized Hamiltonian for these potentials is of the form Hc,k = H+αH1+βH2
where α, β ∈ C are specifically chosen constants depending on the choice of c and
k and H2(ϕ) = i

∫ 1
0 ϕ1(x)ϕ2x(x) dx. This easily follows from the fact that for any

given k ∈ Z and for any s ≥ 0 the transformation

τk : iH sr → iH sr ,
(
ϕ1, ϕ2

) �→ (
ϕ1e

2πikx, ϕ2e
−2πikx),

preserves the symplectic structure induced by (2) and transforms the Hamiltonian
H into a linear sum of the Hamiltonians H, H1, and H2.

Organization of the Paper The paper is organized as follows: In Sect. 2 we
introduce the basic notions related to the symplectic phase space geometry of the
NLS equation that are needed in this paper. Theorem 1.1 and related results are
proven in Sect. 3. In Sect. 4 we prove Theorem 1.2.
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2 Set-Up

1. The NLS phase space. It is well-known that the non-linear Schrödinger equation
is a Hamiltonian system on the phase space L2

c := L2
C
× L2

C
where L2

C
≡

L2(T,C) is the space of square integrable complex-valued functions on the torus
T. For any two elements f, g ∈ L2

c , the Hilbert scalar product on L2
c is defined

as (f, g)L2 := ∫ 1
0 (f1g1 + f2g2) dx where f = (f1, f2), g = (g1, g2), and g1

and g2 denote the complex conjugates of g1 and g2 respectively. In addition to
the scalar product we will also need the non-degenerate pairing

〈f, g〉L2 :=
∫ 1

0
(f1g1 + f2g2) dx . (5)

The symplectic structure on L2
c is

ω(f, g) := −i
∫ 1

0
det

(
f1 g1

f2 g2

)
dx (6)

(Note that ω(f, g) is not the Kähler form of the Hermitian scalar product (·, ·)L2

in L2
c .) Consider also the scale of Sobolev spaces Hsc := HsC ×HsC where Hs

C
≡

Hs(T,C) is the Sobolev space of complex-valued distributions on T and s ∈ R.
For any given s ∈ R the pairing (5) induces an isomorphism ıs :

(
Hsc
)′ → H−s

c

where (Hsc )
′ denotes the space of continuous linear functionals on Hsc . In this

way, for any given s ∈ R the symplectic structure extends to a bounded bilinear
map ω : Hs × H−s → C. The L2-gradient ∂ϕF = (

∂ϕ1F, ∂ϕ2F
)

of a C1-
function F : Hs → C at ϕ ∈ L2

c is defined by ∂ϕF := ıs(dϕF ) ∈ H−s
c where

dϕF ∈ (Hsc )′ is the differential of F at ϕ ∈ L2
c . In particular, the Hamiltonian

vector field XF corresponding to a C1-smooth function F : Hsc → C at ϕ ∈ Hsc
defined by the relation ω

(·, XF (ϕ)) = dϕF (·) is then given by

XF (ϕ) = i
(− ∂ϕ2F, ∂ϕ1F

)
. (7)

The vector field XF is a continuous map XF : Hsc → H−s
c .

Remark 2.1 Since XF : Hsc → H−s
c we see that strictly speaking XF is a weak

vector field on H−s
c . However, for the sake of convenience in this paper we will call

such maps vector fields on Hsc .

Remark 2.2 The Poisson bracket of two C1-smooth functions F,G : Hsc → C is
then given by

{F,G}(ϕ) := dϕF (XG) = −i
∫ 1

0

(
(∂ϕ1F)(∂ϕ2G)− (∂ϕ1G)(∂ϕ2F)

)
dx (8)

provided that the pairing given by the integral in (8) is well-defined.
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The Hamiltonian H : H 1
c → C of the NLS equation is

H(ϕ) :=
∫ 1

0

(
ϕ1xϕ2x + ϕ2

1ϕ
2
2

)
dx. (9)

By (7) the corresponding Hamiltonian vector field is

XH(ϕ) = i
(− ∂ϕ2H, ∂ϕ1H

)
= i(ϕ1xx − 2ϕ2

1ϕ2,−ϕ2xx + 2ϕ1ϕ
2
2

)
. (10)

Clearly, XH : H 2
c → L2

c is an analytic map. The NLS equation is then written as{
ϕ̇1 = iϕ1xx − 2iϕ2

1ϕ2,

ϕ̇2 = −iϕ2xx + 2iϕ1ϕ
2
2 .

(11)

The phase space L2
c has two real subspaces

L2
r :=

{
ϕ ∈ L2

c

∣∣ϕ2 = ϕ1
}

and iL2
r :=

{
ϕ ∈ L2

c

∣∣ϕ2 = −ϕ1
}

so that L2
c = L2

r ⊕R iL
2
r . For any s ∈ R one also defines in a similar way the real

subspaces Hsr and iH sr in Hsc so that Hsc = Hsr ⊕R iH
s
r . It follows from (9) that

the Hamiltonian H is real valued when restricted to H 1
r and iH 1

r . Moreover, one
easily sees from (11) that the Hamiltonian vector field XH is “tangent” to the real
subspaces H 1

r and iH 1
r so that the restrictions

XH

∣∣
H 2
r
: H 2
r → L2

r and XH

∣∣
iH 2
r
: iH 2

r → iL2
r

are well-defined, and hence real analytic maps. The vector fieldXH

∣∣
H 2
r

corresponds

to the defocusing NLS equation and the vector field XH

∣∣
iH 2
r

corresponds to the
focusing NLS equation. This is consistent with the fact that the restriction of the
symplectic structure ω to L2

r and iL2
r is real valued. For the sake of convenience in

what follows we drop the restriction symbols in XH

∣∣
iH 2
r

and XH

∣∣
H 2
r

and simply
write XH instead.

2. Constant potentials. For any given complex number c ∈ C, c �= 0, consider the
constant potential

ϕc(x) := (c,−c) ∈ iL2
r ∩ iC∞r .

It follows from (10) that

XH(ϕc) = 2i|c|2(c, c). (12)

Since this vector does not vanish we see that ϕc is not a critical point of the NLS
Hamiltonian (9) and hence dϕcH �= 0 in (H 1

c )
′.



On the Nonexistence of Local, Gauge-Invariant Birkhoff Coordinates for the. . . 379

3. The re-normalized Hamiltonian. In addition to the NLS Hamiltonian (9)
consider the Hamiltonian

H1(ϕ) := −
∫ 1

0
ϕ1(x)ϕ2(x) dx . (13)

Note that this is the first Hamiltonian appearing in the NLS hierarchy—see e.g.
[2]. The corresponding Hamiltonian vector field is

XH1(ϕ) = i
(
ϕ1,−ϕ2

)
. (14)

For any s ∈ R we have that XH1 : Hsc → Hsc and hence XH1 is a (regular)
vector field on Hsc . This vector field is tangent to the real submanifolds Hsr
and iH sr and induces the following one-parameter group of diffeomorphisms of
iH sr ,1

St : iH sr → iH sr ,
(
ϕ0

1 , ϕ
0
2

) St�→ (
ϕ0

1e
it , ϕ0

2e
−it). (15)

The transformations (15) preserves the vector field XH, i.e. for any t ∈ R and
for any ϕ ∈ iH 2

r

St
(
XH(ϕ)

) = XH(S
t (ϕ)) . (16)

It follows from (12) and (14) that

XH(ϕc) = 2|c|2XH1(ϕc). (17)

We have the following

Lemma 2.1 Let c ∈ C \ {0}. Then one has:

(i) The re-normalized Hamiltonian Hc : iH 1
r → R,

Hc(ϕ) := H(ϕ)− 2|c|2H1(ϕ), ϕ ∈ iH 1
r , (18)

has a critical point at ϕc.
(ii) The curve γc : R→ iH 1

r ,

γc : t �→
(
ce2i|c|2t ,−ce−2i|c|2t), t ∈ R, (19)

is a solution of the NLS equation (11) with initial data at ϕc. This is a time
periodic solution with period π/|c|2.

1In what follows we will restrict our attention to the real space iH sr , s ∈ R.
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(iii) The range of the curve γc consists of critical points of the Hamiltonian Hc.

Proof of Lemma 2.1 Item (i) follows directly from (17). Since the symmetry (15)
preserves both XH and XH1 we conclude from (17) that for any t ∈ R,

XH

(
St (ϕc)

) = 2|c|2XH1

(
St (ϕc)

)
. (20)

This together with the fact that St (ϕc) is the integral curve of XH1 with initial data
at ϕc we conclude that γ (t) := S2|c|2t (ϕc) is an integral curve of XH with initial
data at ϕc. This proves item (ii). Item (iii) follows from (20). � 

3 The Linearization of XHc at ϕc and Its Normal Form

In this section we determine the spectrum and the normal form of the linearized
Hamiltonian vector fieldXHc : iH 2

r → iL2
r at ϕc ∈ iH 2

r . In view of Lemma 2.1 the
constant potential ϕc is a singular point of the vector field XHc , i.e. XHc (ϕc) = 0.
Moreover, by Lemma 2.1 (iii), the range of the periodic trajectory γc consists of
singular points of XHc . It follows from (10) and (14) that for any ϕ ∈ iH 2

r ,

XHc (ϕ) = i
(
ϕ1xx − 2ϕ2

1ϕ2 − 2|c|2ϕ1

−ϕ2xx + 2ϕ1ϕ
2
2 + 2|c|2ϕ2

)
.

Hence, the linearized vector field
(
dXHc

)∣∣
ϕ=ϕc : iH 2

r → iL2
r is given by

(
dXHc

)∣∣
ϕ=ϕc

(
δϕ1

δϕ2

)
= i
(
(δϕ1)xx + 2|c|2(δϕ1)− 2c2(δϕ2)

−(δϕ2)xx + 2c2(δϕ1)− 2|c|2(δϕ2)

)
(21)

where
(
δϕ1, δϕ2

) ∈ iH 2
r . Since the symmetry (15) preserves XHc and since for any

t ∈ R,

St (ϕc) =
(
ceit ,−ce−it),

the map St conjugates the operator (21) computed at ϕc with the one computed at
ϕct with ct := ceit . More specifically, one has the following commutative diagram

iH 2
r iL2

r

iH 2
r iL2

r

Lct

St

Lc

St (22)
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where for simplicity of notation we denote

Lc ≡
(
dXHc

)∣∣
ϕ=ϕc .

By choosing t = − arg(c) in the diagram above we obtain

Lemma 3.1 The operators Lc and L|c| are conjugate.

With this in mind, in what follows we will assume without loss of generality that
c is real. In this case

Lc = i
(

1 0
0 −1

)
∂2
x + 2ic2

(
1 −1
1 −1

)
, c ∈ R. (23)

For any k ∈ Z consider the vectors

ξk :=
(

1
0

)
e2πikx and ηk :=

(
0
1

)
e2πikx . (24)

The system of vectors
{
(ξk, ηk)

}
k∈Z give an orthonormal basis in the complex

Hilbert space L2
c so that for any ϕ = (ϕ1, ϕ2) ∈ L2

c ,

ϕ =
∑
k∈Z

(
zkξk + wkηk

)
,

where zk := (̂ϕ1)k and wk := (̂ϕ2)k . Denote 2c := 2C × 2C where 2
C
≡ 2(Z,C)

is the space of square summable sequences of complex numbers. In this way,{
(zk, wk)

}
k∈Z ∈ 2c are coordinates in L2

c . In these coordinates, the real subspace

iL2
r is characterized by the condition that ∀k ∈ Z, wk = −(z−k), and the real

subspace L2
r is characterized by the condition that ∀k ∈ Z, wk = (z−k). We denote

the corresponding spaces of sequences respectively by i2r and 2r . It follows from (6)
that for any k, l ∈ Z one has

ω
(
ξk, ξl

) = ω(ηk, ηl) = 0 and ω
(
ξk, η−l

) = −iδkl
where δkl is the Kronecker delta. In addition to the vectors in (24) consider for k ∈ Z

the vectors

ξ ′k :=
1√
2

(
ξk−η−k

)= 1√
2

(
e2πkix

−e−2πkix

)
, η′k :=

i√
2

(
ξk+η−k

)= i√
2

(
e2πkix

e−2πkix

)
.

(25)
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Note that the system of vectors
{
ξ ′k, η′k

}
k∈Z form an orthonormal basis in the

real subspace iL2
r . In addition, this is a Darboux basis in iL2

r with respect to the
restriction of the symplectic structure (6) to iL2

r , i.e. for any k, l ∈ Z one has

ω
(
ξ ′k, ξ ′l

) = ω(η′k, η′l) = 0 and ω
(
ξ ′k, η′l

) = δkl .
Moreover, for any ϕ ∈ L2

c ,

ϕ =
∑
k∈Z

(
xkξ

′
k + ykη′k

)
,

where
{
(xk, yk)}k∈Z are coordinates in L2

c so that the real subspace iL2
r is

characterized by the condition that
{
(xk, yk)}k∈Z ∈ 2(Z,R) × 2(Z,R). For any

k ∈ Z,

xk = 1√
2

(
zk − w−k

)
and yk = 1

i
√

2

(
zk + w−k

)
.

Finally, consider the 2-(complex)dimensional subspaces in L2
c ,

V C

k := spanC〈ξk, ηk〉, k ∈ Z, (26)

together with the 4-(real)dimensional symplectic subspaces in iL2
r ,

WR

k := spanR〈ξ ′k, η′k, ξ ′−k, η′−k〉, k ∈ Z≥1. (27)

and

WR

0 := spanR〈ξ ′0, η′0〉. (28)

It follows from (25) that for any k ∈ Z≥1,

WR

k ⊗ C = V C

k ⊕C V
C−k and WR

0 ⊗ C = V C

0 . (29)

Since {ξ ′k, η′k}k∈Z is an orthonormal basis of iL2
r ,

iL2
r =

⊕
k∈Z≥0

WR

k

is a decomposition of iL2
r into L2-orthogonal real subspaces. We have the

following
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Theorem 3.1 For any c ∈ R, c /∈ πZ, the operator

Lc ≡
(
dXHc

)∣∣
ϕ=ϕc : iH 2

r → iL2
r ,

has a compact resolvent. In particular, the spectrum of Lc is discrete and has the
following properties:

(i) The spectrum of Lc consists of λ0 = 0 and

λk =
{

4πk +√|c|2 − π2k2, 0 < π |k| < |c|,
4πik +√

π2k2 − |c|2, π |k| > |c|, (30)

for any integer k ∈ Z \ {0}. The eigenvalue λ0 has algebraic multiplicity two
and geometric multiplicity one; for any k ∈ Z \ {0} the eigenvalue λk has
algebraic multiplicity two and geometric multiplicity two.

(ii) For any k ∈ Z the complex linear space V C

k (see (26)) is an invariant space of
Lc in L2

c and

Lc
∣∣
V C

k
= i
(

2|c|2 − 4π2k2 −2|c|2
2|c|2 4π2k2 − 2|c|2

)
(31)

in the basis of V C

k given by ξk and ηk . If 0 < π |k| < |c| the matrix (31) has

two real eigenvalues ±4π |k| +√|c|2 − π2k2 and if |c| < |k|π it has two purely
imaginary complex eigenvalues ±4πi|k| +√π2k2 − |c|2.

(iii) For any k ∈ Z≥1 the real symplectic space WR

k (see (27)) is an invariant
space of Lc in iL2

r . When written in the basis
{
ξk, ηk, ξ−k, η−k

}
of

the complexification of WR

k the matrix representation of the operator
Lc
∣∣
WR

k
consists of two diagonal square blocks of the form (31). The real

symplectic space WR

0 is an invariant space of the operator Lc in iL2
r

and

Lc
∣∣
WR

0
= 2i|c|2

(
1 −1
1 −1

)

when written in the basis
{
ξ0, η0

}
of the complexification of WR

0 .
Zero is a double eigenvalue of this matrix with geometric multiplicity
one.

Proof of Theorem 3.1 The proof of this Theorem follows directly from the matrix
representation of Lc when computed in the basis of V C

k given by the vectors ξk and
ηk . � 

Theorem 3.1 implies that the linearized vector field (dXHc )
∣∣
ϕ=ϕc has the

following normal form.
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Theorem 3.2 Assume that c ∈ R and c /∈ πZ. We have:

(i) The vectors α0 := ξ ′0 and β0 := η′0 form a Darboux basis of WR

0 ⊆ iL2
r such

that

Lc
∣∣
WR

0
= 4|c|2

(
0 0
1 0

)
. (32)

(ii) For any k ∈ Z≥1 there exists a Darboux basis
{
αk, βk, α−k, β−k

}
inWR

k ⊆ iL2
r

such that2 for 0 < πk < |c|,

Lc
∣∣
WR

k
= 4πk +

√
|c|2 − π2k2

⎛
⎜⎜⎝

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

⎞
⎟⎟⎠ , (33)

and for πk > |c|,

Lc
∣∣
WR

k
= 4πk +

√
π2k2 − |c|2

⎛
⎜⎜⎝

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

⎞
⎟⎟⎠ . (34)

In addition, one has the following uniform in k ∈ Z with πk > |c| estimates{
αk = ξ ′k +O(1/k2), βk = η′k +O(1/k2),

α−k = ξ ′−k +O(1/k2), β−k = η′−k +O(1/k2),
(35)

where
{
ξ ′k, η′k}k∈Z is the orthonormal Darboux basis (25) in iL2

r .

Recall that hs(Z,R) with s ∈ R denotes the Hilbert space of sequences of real
numbers (ak)k∈Z so that

∑
k∈Z〈k〉2s |ak|2 < ∞ where 〈k〉 := √

1 + |k|2. We will
also need the Banach space 1s (Z,R) of sequences of real numbers (ak)k∈Z so that∑
k∈Z〈k〉s |ak| <∞.

Remark 3.1 Note that the asymptotics (35) imply (see e.g. [5, Section 22.5]) that
for any s ∈ R the system

{
αk, βk

}
k∈Z is a basis in iH sr in the sense that for any

ϕ ∈ iH sr there exists a unique sequence
{
(pk, qk)

}
k∈Z in hs(Z,R)× hs(Z,R) such

that ϕ =∑k∈Z (pkαk + qkβk) where the series converges in iH sr and the mapping

iH sr → hs(Z,R)× hs(Z,R), ϕ �→ {
(pk, qk)

}
k∈Z,

is an isomorphism. Note that
{
αk, βk

}
k∈Z is a Darboux basis that is not an

orthonormal basis in iL2
r .

2Here ω(αk, βk) = ω(α−k, β−k) = 1 while all other skew-symmetric products between these
vectors vanish.
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Proof of Theorem 3.2 Item (i) follows by a direct computation in the basis of WR

0
provided by the vectors α0 := ξ ′0 and β0 := η′0 (see (25)). Towards proving item
(ii), we first consider the case when πk > |c|. Denote for simplicity

L±k := Lc
∣∣
V C±k
, ak := 4π2k2 − 2|c|2, b := 2|c|2,

and note that a2
k − b2 = 16π2k2

(
π2k2 − |c|2) > 0. Then, in view of (31),

Lk = i
(−ak −b
b ak

)
and L−k = Lk

in the basis of V C
m given by

{
ξm, ηm

}
form = ±k. Denote, by &k the positive square

root of the quantity

&2
k = +

√
a2
k − b2

(
ak + +

√
a2
k − b2

)
.

It follows from Theorem 3.1 (ii) and (31) that

Fk := − 1

&k

( −b
ak + +

√
a2
k − b2

)
e−2πikx (36)

and

F−k := − 1

&k

( −b
ak + +

√
a2
k − b2

)
e2πikx (37)

are linearly independent eigenfunctions of the restriction of Lc to the invariant space
V C

k ⊕C V
C−k = WR

k ⊗ C with eigenvalue

λk = i +
√
a2
k − b2 = 4πik +

√
π2k2 − |c|2.

The eigenfunctions have been normalized in a way convenient for our purposes.
Denote by σ the complex conjugation in L2

c corresponding to the real subspace iL2
r ,

σ : L2
c → L2

c, (ϕ1, ϕ2) �→ (−ϕ2,−ϕ1). (38)

Remark 3.2 One easily sees from (38) that σ
∣∣
iL2
r
= idiL2

r
and σ

∣∣
L2
r
= −idL2

r
. This

implies that for any α, β ∈ iL2
r ,

σ(α + iβ) = α − iβ. (39)
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Since the operator Lc is real (i.e., Lc : iH 2
r → iL2

r ) and complex-linear, we
conclude from (39) that if f ∈ H 2

c is an eigenfunction of Lc with eigenvalue λ ∈ C

then σ(f ) is an eigenfunction of Lc with eigenvalue λ. Moreover, one easily checks
that for any f, g ∈ H 2

c ,

ω
(
Lcf, g

) = −ω(f,Lcg), (40)

which is consistent with the fact that XHc is a Hamiltonian vector field. Equa-
tion (40) implies that if f, g ∈ H 2

c are eigenfunctions of Lc with the same eigenvalue
λ ∈ C \ {0} then they are isotropic, i.e. ω(f, g) = 0.

Since L2
c = iL2

r ⊕R L
2
r we have that

Fk = αk + iβk and F−k = α−k + iβ−k (41)

where by (39)

α±k := F±k + σ(F±k)
2

and β±k := F±k − σ(F±k)
2i

are elements in iL2
r . Moreover, in view of Remark 3.2,

Gk := σ(Fk) = 1

&k

(
ak + +

√
a2
k − b2

−b

)
e2πikx (42)

and

G−k := σ(F−k) = 1

&k

(
ak + +

√
a2
k − b2

−b

)
e−2πikx (43)

are linearly independent eigenfunctions of the restriction of Lc to the invariant space
V C

k ⊕C V
C−k = WR

k ⊗ C with eigenvalue

−λk = −i +
√
a2
k − b2 = −4πik +

√
π2k2 − |c|2.

It follows from (6), (36), (37), (42), and (43) that

ω
(
Fk,Gk

) = ω(F−k,G−k) = −2i and ω
(
Fk,G−k

) = ω(F−k,Gk) = 0
(44)

while ω
(
Fk, F−k

) = ω(Gk,G−k) = 0 in view of Remark 3.2. Hence,

ω
(
αk, βk

) = 1

4i
ω
(
Fk + σ(Fk), Fk − σ(Fk)

) = 1
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and similarly ω(α−k, β−k) = 1 whereas all other values of ω evaluated at pairs
of vectors from the set

{
αk, βk, α−k, β−k

}
vanish. This shows that the vectors{

αk, βk, α−k, β−k
}

form a Darboux basis. The matrix representation (34) of Lc in
this basis then follows from (41) and the fact that Fk and F−k are eigenfunctions of

Lc with eigenvalue i +
√
a2
k − b2,

Lc
(
αk + iβk

) = i +√a2
k − b2

(
αk + iβk

)
and

Lc
(
α−k + iβ−k

) = i +√a2
k − b2

(
α−k + iβ−k

)
.

The asymptotic relations in (35) follow from the explicit formulas for F±k andG±k
above together with αm =

(
Fm +Gm

)
/2, βm =

(
Fm −Gm

)
/2i with m = ±k, and

ak = 4π2k2 − 2|c|2.
The case when 0 < π |k| < |c| is treated in a similar way. In fact, take k ∈ Z

with 0 < πk < |c| and denote by &k the branch of the square root of

&2
k = +

√
b2 − a2

k

(
ak − i

√
b2 − a2

k

)
that lies in the fourth quadrant of the complex plane C. It follows from Theorem 3.1
(ii) and (31) that

Fk := 1

&k

( −b
ak − i +

√
b2 − a2

k

)
e2πikx (45)

and

F−k := σ
(
Fk
) = − 1

&k

(
ak + i +

√
b2 − a2

k

−b

)
e−2πikx (46)

are linearly independent eigenfunctions of the restriction of Lc to the invariant space
V C

k ⊕C V
C−k = WR

k ⊗ C with eigenvalue

λk = +
√
b2 − a2

k = 4πk +
√
|c|2 − π2k2.

By arguing in the same way as above, one sees that

Gk := − 1

&k

( −b
ak + i +

√
b2 − a2

k

)
e2πikx (47)
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and

G−k := σ
(
Gk
) = 1

&k

(
ak − i +

√
b2 − a2

k

−b

)
e−2πikx (48)

are linearly independent eigenfunctions of the restriction of Lc to the invariant space
V C

k ⊕C V
C−k = WR

k ⊗ C with eigenvalue

−λk = − +
√
b2 − a2

k = −4πk +
√
|c|2 − π2k2.

Since L2
c = iL2

r ⊕R L
2
r we have that

Fk = αk + iα−k and Gk = βk + iβ−k, (49)

where

α±k := F±k + σ(F±k)
2

and β±k := F±k − σ(F±k)
2i

are elements in iL2
r . By (39) this implies that

F−k = αk − iα−k and G−k = βk − iβ−k. (50)

It follows from (6), (45)–(48) that

ω
(
Fk,Gk

) = ω(F−k,G−k) = 0 and ω
(
Fk,G−k

) = ω(F−k,Gk) = 2 (51)

while ω
(
Fk, F−k

) = ω(Gk,G−k) = 0 in view of Remark 3.2. This together
with (49) and (50) implies that the vectors

{
αk, βk, α−k, β−k

}
form a Darboux

basis in WR

k . The matrix representation (33) of Lc in this basis then follows
from (49), (50), and the fact that Fk andGk given by (45) and (47) are eigenfunctions

of Lc with (real) eigenvalues ± +
√
b2 − a2

k ,

Lc
(
αk + iα−k

) = +
√
b2 − a2

k

(
αk + iα−k

)
and

Lc
(
βk + iβ−k

) = − +
√
b2 − a2

k

(
βk + iβ−k

)
.

This completes the proof of Theorem 3.2. � 
Remark 3.3 In fact, the canonical form (32)–(34), of the restriction of the operator
Lc to the invariant symplectic space WR

k with k ≥ 0 can be deduced from the
description of the spectrum of Lc obtained in Theorem 3.1 (i), (ii), and the
Williamson classification of linear Hamiltonian systems in R

2n (see [1, 7]). Instead
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of doing this, we choose to construct the normalizing Darboux basis directly. The
reason is twofold: first, in this way we obtain explicit formulas for the normalizing
basis, and second, we need the asymptotic relations (35) to conclude that the system
of vectors

{
α0, β0

}
together with

{
αk, βk, α−k, β−k

}
k∈Z≥1

form a Darboux basis in

iL2
r in the sense described in Remark 3.1.

In this way, as a consequence of Theorem 3.2 we obtain the following instance
of an infinite dimensional version of the Williamson classification of linear Hamil-
tonian systems in R

2n described in [7].

Theorem 3.3 Assume that c ∈ R and c /∈ πZ. Then the Hessian d2
ϕc
Hc, when

viewed as a quadratic form represented in the Darboux basis
{
αk, βk

}
k∈Z in iL2

r

given by Theorem 3.2, takes the form

d2
ϕc
Hc = 4|c|2dp2

0 −
∑

0<πk<|c|
4πk +

√
|c|2 − π2k2

(
dpkdqk + dp−kdq−k

)

−
∑
π |k|>|c|

4π |k| +
√
π2k2 − |c|2(dp2

k + dq2
k

)
(52)

where
{
(dpk, dqk)

}
k∈Z are the dual coordinates in this basis.

For any 0 < πk < |c| denote

Ik := pkqk + p−kq−k and I−k := pkq−k − p−kqk, (53)

and for π |k| > |c|,
Ik :=

(
p2
k + q2

k

)
/2

whereas for k = 0

I0 := p2
0/2 .

Note that the functions in (53) are the commuting integrals characterizing the focus-
focus singularity in the symplectic space R

4—see e.g. [9]. We conjecture that the
following holds: There exists an open neighborhood U of ϕc in iL2

r , an open
neighborhood V of zero in 2(Z,R) × 2(Z,R), and a canonical real analytic
diffeomorphism � : U → V such that for any s ≥ 0,

� : U ∩ iH sr → V ∩
(
hs(Z,R)× hs(Z,R)

)
, ϕ �→ {

(pk, qk)
}
k∈Z,

and for any (p, q) ∈ V ∩ (h1(Z,R)× h1(Z,R)
)
,

Hc ◦�−1(p, q) = Hc({Ik}k∈Z),
where Hc : 12(Z,R)→ R is a real analytic map. We will discuss this conjecture in
future work.
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4 Nonexistence of Local Birkhoff Coordinates

First, we will discuss the notion of local Birkhoff coordinates. Let hs ≡ hs(Z,R)

and 2 ≡ 2(Z,R).
Definition 4.1 We say that the focusing NLS equation has local Birkhoff coordi-
nates in a neighborhood of ϕ• ∈ iH 2

r if there exist an open connected neighborhood
U of ϕ• in iL2

r , an open neighborhood V of (p•, q•) ∈ h2 × h2 in 2 × 2, and a
canonical C2-diffeomorphism � : U → V such that for any 0 ≤ s ≤ 2,

� : U ∩ iH sr → V ∩
(
hs × hs

)
, ϕ �→ {

(pk, qk)
}
k∈Z,

is a C2-diffeomorphism and for any k ∈ Z the Poisson bracket {Ik,H }, where
H := H ◦�−1 and Ik :=

(
p2
k + q2

k

)
/2, vanishes on V ∩ (h1 × h1

)
.

The map � : U → V being canonical means that

(�−1)∗ω =
∑
k∈Z
dpk ∧ dqk (54)

where�−1 : V → U is the inverse of� : U → V and ω is the symplectic form (6)
on iL2

r . Assume that the focusing NLS equation has local Birkhoff coordinates in a
neighborhood of ϕ• ∈ iH 2

r . Then, for any k ∈ Z and 0 ≤ s ≤ 2 consider the action
variable

Ik : U ∩ iH sr → R, Ik := Ik ◦�.

Recall that
{
St
}
t∈R denotes the Hamiltonian flow,

St : iH sr → iH sr , (ϕ1, ϕ2) �→
(
ϕ1e
it , ϕ2e

−it),
generated by the Hamiltonian H1(ϕ) = − ∫ 1

0 ϕ1(x)ϕ2(x) dx (see (13)) from the
standard NLS hierarchy (see e.g. [2]).

Definition 4.2 The local Birkhoff coordinates are called gauge invariant if for any
k ∈ Z, 0 ≤ s ≤ 2, and for any ϕ ∈ U ∩ iH sr and t ∈ R such that St (ϕ) ∈ U ∩ iH sr
one has Ik

(
St (ϕ)

) = Ik(ϕ).

Remark 4.1 The gauge invariance of local Birkhoff coordinates means that the
Hamiltonian H1 belongs to the Poisson algebra AI :=

{
F ∈ C1(U,C)

∣∣ {F, Ik} =
0 ∀k ∈ Z

}
generated by the local action variables

{
Ik
}
k∈Z . Note that, for example,

H1 belongs to the Poisson algebra generated by the functionals
{
�λ
}
λ∈C where

�λ : iL2
r → C is the discriminant �λ(ϕ) ≡ �(λ, ϕ) := trM(x, λ, ϕ)|x=1 and

M(x, λ, ϕ) is the fundamental 2×2-matrix solution of the Zakharov-Shabat system
(see e.g. [2]).
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The main result of this section is Theorem 1.2 stated in Sect. 1 which we recall
for the convenience of the reader.

Theorem 4.1 For any given c ∈ C with |c| /∈ πZ and |c| > π , the focusing
NLS equation does not admit gauge invariant local Birkhoff coordinates in a
neighborhood of the constant potential ϕc.

Consider the commutative diagram

U ∩ iH 2
r iL2

r

V ∩ (h2 × h2
)

2 × 2

XHc

� �∗
X̃Hc

(55)

where XHc is the Hamiltonian vector field of the re-normalized Hamiltonian Hc,
�∗ ≡ (d�)|ϕ=ϕc , and X̃Hc is defined by the diagram. By linearizing the maps in
this diagram at ϕc we obtain

iH 2
r iL2

r

h2 × h2 2 × 2

Lc

�∗ �∗
L̃c

(56)

where Lc is the linearization of XHc at the critical point ϕc and L̃c is the
linearization of X̃Hc at the critical point (p•, q•) = �(ϕc). In particular, we see
that the (unbounded) linear operator Lc on iL2

r with domain iH 2
r is conjugated to

the operator L̃c on 2 × 2 with domain h2 × h2. We have

Lemma 4.1 Assume that for a given c ∈ C the focusing NLS equation has gauge
invariant local Birkhoff coordinates in a neighborhood of the constant potential ϕc.
Then the spectrum of the operator L̃c is discrete and lies on the imaginary axis.

Proof of Lemma 4.1 Let
{
(pk, qk)

}
k∈Z be the local Birkhoff coordinates on V ∩(

2 × 2) and let Hc := Hc ◦ �−1 : V ∩ (h1 × h1
) → R be the Hamiltonian

Hc in these coordinates. One easily concludes from (54) and (55) that in the open
neighborhood V ∩ (h2 × h2

)
of the critical point z• := (p•, q•) one has

X̃Hc = XHc =
∑
n∈Z

(∂Hc
∂pn
∂qn −

∂Hc

∂qn
∂pn

)
.

Since by Lemma 2.1 and (55), z• is a critical point of X̃Hc ,

∂Hc

∂pn

∣∣∣
z• =

∂Hc

∂qn

∣∣∣
z•
= 0 (57)
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for any n ∈ Z. In addition, we obtain that the operator L̃c : h2×h2 → 2×2 takes
the form

L̃c ≡ dz•X̃Hc

=
∑
n∈Z
∂qn ⊗

∑
l∈Z

( ∂2Hc

∂pn∂pl
dpl + ∂

2Hc

∂pn∂ql
dql

)∣∣∣
z•

(58)

−
∑
n∈Z
∂pn ⊗

∑
l∈Z

( ∂2Hc

∂qn∂pl
dpl + ∂

2Hc

∂qn∂ql
dql

)∣∣∣
z•
.

Note that for any l ∈ Z,

XIl = pl∂ql − ql∂pl .
Since the local Birkhoff coordinates are assumed gauge invariant and since
dH(XIk ) = {H, Ik} = 0 for any k ∈ Z, we obtain that for any l ∈ Z,

0 = (dHc)(XIl ) = pl
∂Hc

∂ql
− ql ∂H

c

∂pl
(59)

in the open neighborhood V ∩ (h2 × h2
)

of z•. By taking the partial derivatives ∂pn
and ∂qn of the equality above at z• for n ∈ Z we obtain, in view of (57), that for any
n, l ∈ Z,

( ∂2Hc

∂pn∂ql
pl − ∂

2Hc

∂pn∂pl
ql

)∣∣∣
z•
= 0 and

( ∂2Hc

∂qn∂ql
pl − ∂

2Hc

∂qn∂pl
ql

)∣∣∣
z•
= 0.

(60)
We split the set of indices Z in the sum above into two subsets

A := {l ∈ Z
∣∣ (p•l , q•l ) �= (0, 0)} and B := {l ∈ Z

∣∣ (p•l , q•l ) = (0, 0)}.
Note that for l ∈ B the relations (60) are trivial. More generally, by taking the partial
derivatives ∂pn and ∂qn of (59) in V ∩ (h2 × h2

)
for n �= l we see that for any l ∈ Z

and for any n �= l we have

∂2Hc

∂pn∂ql
pl − ∂

2Hc

∂pn∂pl
ql = 0 and

∂2Hc

∂qn∂ql
pl − ∂

2Hc

∂qn∂pl
ql = 0 (61)

for any (p, q) ∈ V ∩ (h2 × h2
)
. This and Lemma 4.2 below, applied to I equal to(

p2
l + q2

l

)
/2 and F equal to ∂H

c

∂pn
and ∂H

c

∂qn
respectively, implies that for any l ∈ B

and for any n �= l,

∂2Hc

∂pn∂ql

∣∣∣
z•
= ∂2Hc

∂pn∂pl

∣∣∣
z•
= 0 and

∂2Hc

∂qn∂ql

∣∣∣
z•
= ∂2Hc

∂qn∂pl

∣∣∣
z•
= 0. (62)
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By combining (62) with (58) we obtain

L̃c =
∑
n∈A
∂qn ⊗

∑
l∈A

( ∂2Hc

∂pn∂pl
dpl + ∂

2Hc

∂pn∂ql
dql

)∣∣∣
z•

−
∑
n∈A
∂pn ⊗

∑
l∈A

( ∂2Hc

∂qn∂pl
dpl + ∂

2Hc

∂qn∂ql
dql

)∣∣∣
z•

+
∑
n∈B

(
∂pn, ∂qn

)⊗
⎛
⎝− ∂2Hc

∂qn∂pn
− ∂2Hc

∂qn∂qn

∂2Hc

∂pn∂pn

∂2Hc

∂pn∂qn

⎞
⎠∣∣
z•

(
dpn

dqn

)
. (63)

Since the local Birkhoff coordinates are assumed gauge invariant and since
dH(XIk ) = {H, Ik} = 0 for any k ∈ Z, we conclude that the flow Stk of the vector
field XIk preserves XHc , that is for any t ∈ R and for any (p, q) ∈ V ∩ (h2 × h2

)
such that Stk(p, q) ∈ V ∩

(
h2 × h2

)
we have the following commutative diagram

V ∩ (h2 × h2
)

2 × 2

V ∩ (h2 × h2
)

2 × 2

XHc

Stk
Stk

XHc

. (64)

Remark 4.2 Note that for any s ∈ R and for any k ∈ Z we have that XIk = pk∂qk −
qk∂pk is a vector field in the proper sense (i.e. non-weak) on hs × hs and that Stk :
hs×hs → hs×hs is a bounded linear map. In fact, if we introduce complex variables
zk := pk + iqk , k ∈ Z, then

(
Stk(z)

)
l
=
{
zl, l �= k,
e−it zk, l = k.

In particular, we see from (64) that for any k ∈ Z and for any t ∈ R near zero we
have that

(
dStk(z

•)XHc
) ◦ Stk = Stk ◦ (dz•XHc). For k ∈ B we have Stk(z

•) = z• and
hence, for any t ∈ R near zero,

L̃c ◦ Stk = Stk ◦ L̃c.

By taking the t-derivative at t = 0 we obtain that for any k ∈ B,

[
L̃c, dz•XIk

] = 0 where dz•XIk = ∂qk ⊗ dpk − ∂pk ⊗ dqk. (65)
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Formula (63) together with (65) and (60) then implies that

L̃c =
∑
n,k∈A

Ank
(
XIn
∣∣
z•
)⊗ (dz•Ik)+∑

n∈B
Bn
(
∂qn ⊗ dpn − ∂pn ⊗ dqn

)
(66)

for some matrices
(
Ank)n,k∈A and

(
Bn
)
n∈B with constant elements. Note that in

view of the commutative diagram (56) and Theorem 3.1, the unbounded operator
L̃c on 2 × 2 with domain h2 × h2 has a compact resolvent. In particular, it has
discrete spectrum. Moreover, by Theorem 3.1 (i), zero belongs to the spectrum of
L̃c and has geometric multiplicity one. Since, in view of (66), the vectors XIk

∣∣
z• ,

k ∈ A, are eigenvectors of L̃c with eigenvalue zero, we conclude that A consists of
one element A = {n0} and that Bn �= 0 for any n ∈ Z\ {n0}. Hence, the spectrum of
L̃c consists of

{± iBn}n∈Z\{n0} and zero, which has algebraic multiplicity two and
geometric multiplicity one. This completes the proof of Lemma 4.1. � 

Let {(x, y)} be the coordinates in R
2 equipped with the canonical symplectic

form dx ∧ dy and let I = (x2 + y2)/2. The proof of the following Lemma is not
complicated and thus omitted.

Lemma 4.2 If F : R
2 → R is a C1-map such that {F, I } = 0 in some open

neighborhood of zero then d(0,0)F = 0.

Now, we are ready to prove Theorem 4.1.

Proof of Theorem 4.1 Take c ∈ C such that |c| /∈ πZ and |c| > π , and assume
that there exist gauge invariant local Birkhoff coordinates of the focusing NLS
equation in a neighborhood of the constant potential ϕc. In view of Lemma 3.1
and Theorem 3.1 (i) the spectrum of Lc on iL2

r is discrete and contains non-zero
real eigenvalues. On the other side, by Lemma 4.1, the spectrum of L̃c lies on the
imaginary axis. This shows that the two operators are not conjugated and hence,
contradicts the existence of local Birkhoff coordinates. � 
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Extended Decay Properties for
Generalized BBM Equation

Chulkwang Kwak and Claudio Muñoz
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1 Introduction and Main Results

1.1 Setting of the Problem

In this note we shall consider nonlinear scattering and decay properties for the one-
dimensional generalized Benjamin, Bona and Mahony (gBBM) equation [5] (or
regularized long wave equation) in the energy space:

(1 − ∂2
x )ut +

(
u+ up)

x
= 0, (t, x) ∈ R× R, p = 2, 3, 4, . . . (1.1)

Here u = u(t, x) is a real-valued scalar function. The original BBM equation, which
is the case p = 2 above, was originally derived by Benjamin et al. [5] and Peregrine
[33] as a model for the uni-directional propagation of long-crested, surface water
waves. It also arises mathematically as a regularized version of the KdV equation,
obtained by performing the standard “Boussinesq trick”. This leads to simpler
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well-posedness and better dynamical properties compared with the original KdV
equation. Moreover, BBM is not integrable, unlike KdV [11, 27].

It is well-known (see [12]) that (1.1) for p = 2 is globally well-posed in Hs ,
s ≥ 0, and weakly ill-posed for s < 0. As for the remaining cases p = 3, 4, . . .,
gBBM is globally well-posed in H 1 [5], thanks to the preservation of the mass and
energy

M[u](t) := 1

2

∫ (
u2 + u2

x

)
(t, x)dx, (1.2)

E[u](t) :=
∫ (

1

2
u2 + u

p+1

p + 1

)
(t, x)dx. (1.3)

Since now, we will identify H 1 as the standard energy space for (1.1).

1.2 Main Result

In this note we consider the problem of decay for small solutions to gBBM (1.1).
Let b > 0 and a > 1

8 be any positive numbers, and I (t) be given by

I (t) := (−∞,−at) ∪ ((1 + b)t,∞) , t > 0. (1.4)

Theorem 1.1 Let u0 ∈ H 1 be such that, for some ε = ε(b) > 0 small, one has

‖u0‖H 1 < ε. (1.5)

Let u ∈ C(R,H 1) be the corresponding global (small) solution of (1.1) with initial
data u(t = 0) = u0. Then, for I (t) as in (1.4), there is strong decay to zero:

lim
t→∞‖u(t)‖H 1(I (t)) = 0. (1.6)

Additionally, one has the mild rate of decay

∫ ∞

2

∫
e−c0|x+σ t |

(
u2 + u2

x

)
(t, x)dx dt �c0 ε2, (1.7)

where σ is fixed and such that σ > 1
8 or σ = −(1 + b).

Remark 1.1 The case of decay inside the interval ((1+ b)t,+∞) is probably well-
known in the literature, coming from arguments similar to those exposed by El

Dika and Martel in [16]. However, decay for the left portion
(
−∞,− 1

8
+
t
)

seems

completely new as far as we understand, and it is in strong contrast with the similar
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decay problem for the KdV equation on the left, which has not been rigorously
proved yet.

Remark 1.2 Note that our results also consider the cases p = 2 and p = 3, which
are difficult to attain using standard scattering techniques because of very weak
linear decay estimates, and the presence of long range nonlinearities. Recall that the
standard linear decay estimates for BMM are O(t−1/3) [1].

Remark 1.3 Theorem 1.1 is in concordance with the existence of solitary waves
for (1.1) [16]. Indeed, for any c > 1,

u(t, x) := (c−1)1/(p−1)Q

(√
c − 1

c
(x − ct)

)
, Q(s) :=

(
p + 1

2 cosh2(
p−1

2 s)

)1/(p−1)

,

is a solitary wave solution of (1.1), moving to the right with speed c > 1. Small
solitary waves in the energy space have c ∼ 1 (p < 5), which explains the
emergence of the coefficient b in (1.4). Also, (1.1) has solitary waves with negative
speed: for c > 0 and p even,

u(t, x) := −(c + 1)1/(p−1)Q

(√
c + 1

c
(x + ct)

)
,

is solitary wave for (1.1), but it is never small in the energy space. The stability
problem for these solitary waves it is well-known: it was studied in [4, 7, 10, 34, 35].
Indeed, solitary waves are stable for p = 2, 3, 4, 5, and stable/unstable for p > 5,
depending on the speed c. See also [27] for the study of the collision problem for
p = 2.

Remark 1.4 The extension of this result to the case of perturbations of solitary
waves is an interesting open problem, which will be treated elsewhere.

1.3 About the Literature

Albert [1] showed scattering in the L∞ norm for solutions of (1.1) provided p > 4,
with resulting global decay O(t−1/3). Here the power 4 is important to close the
nonlinear estimates, based in weighted Sobolev and Lebesgue spaces. Biler et al.
[6] showed decay in several space dimensions, using similar techniques. Hayashi
and Naumkin [18] considered BBM with a diffusion term, proving asymptotics for
small solutions. Our result improves [1, 18] in the sense that it also considers the
cases p = 2 and 3, which are not part of the standard scattering theory, and it does
not requires a damping term to be valid.

Concerning asymptotic regimes around solitary waves, the fundamental work of
Miller and Weinstein [29] showed asymptotic stability of the BBM solitary wave in
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exponentially weighted Sobolev spaces. El Dika [14, 15] proved asymptotic stability
properties of the BBM solitary wave in the energy space. El Dika and Martel [16]
showed stability and asymptotic stability for the sum of N solitary waves. See also
Mizumachi [32] for similar results. All these results are proved on the right of the
main part of the solution itself, and no information is given on the remaining left
part. Theorem 1.1 is new in the sense that it also gives information on the left portion
of the space.

1.4 About the Proof

In order to prove Theorem 1.1, we follow the ideas of the proof described in
[23], where decay for an abcd-Boussinesq system [8, 9, 13] was considered. The
main tool in [23] was the construction of a suitable virial functional for which
the dynamics is converging to zero when integrated in time. See also [22] for
further improvements. In this paper, this construction is somehow simpler but
still interesting enough, because it allows to consider two different regions of the
physical space, on the left (dispersive) and on the right (soliton region), unlike KdV
for which virial estimates only reach the soliton region [24–26]. The virial that we
use here is also partly inspired in the ones introduced in [19–21], and previously in
[24, 28]. See also [2, 17, 30] for similar results.

2 Proof of Theorem 1.1

Let L > 0 be large, and ϕ = ϕ(x) be a smooth, bounded weight function, to be
chosen later. For each t, σ ∈ R, we consider the following functionals (see [16] for
similar choices):

I(t) := 1

2

∫
ϕ

(
x + σ t
L

)(
u2 + u2

x

)
(t, x)dx, (2.1)

and

J(t) :=
∫
ϕ

(
x + σ t
L

)(
1

2
u2 + u

p+1

p + 1

)
(t, x)dx. (2.2)

Clearly each functional above is well-defined for H 1 functions. Using (1.1) and
integration by parts, we have the following standard result (see also [16, 23] for
similar computations).
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Lemma 2.1 For any t ∈ R, we have

d

dt
I(t) = σ

2L

∫
ϕ′u2
x +

1

2L
(σ − 1)

∫
ϕ′u2 + 1

L

∫
ϕ′u(1 − ∂2

x )
−1u

− 1

L(p + 1)

∫
ϕ′up+1 + 1

L

∫
ϕ′u(1 − ∂2

x )
−1 (up) , (2.3)

and if v := (1 − ∂2
x )
−1(u+ up),

d

dt
J(t) = σ

2L

∫
ϕ′
(
u2 + 2

p + 1
up+1

)
+ 1

2L

∫
ϕ′(v2 − v2

x). (2.4)

Proof of (2.3) We compute:

d

dt
I(t) = σ

2L

∫
ϕ′(u2 + u2

x)+
∫
ϕ(uut + uxutx)

= σ
2L

∫
ϕ′(u2 + u2

x)+
∫
ϕu(ut − utxx)− 1

L

∫
ϕ′uutx.

Replacing (1.1), and integrating by parts, we get

d

dt
I(t) = σ

2L

∫
ϕ′(u2 + u2

x)−
∫
ϕu(u+ up)x + 1

L

∫
(ϕ′u)xx(1 − ∂2

x )
−1(u+ up)

=: I1 + I2 + I3.

I1 is already done. On the other hand,

I2 = −
∫
ϕ(uux + pupux) = 1

L

∫
ϕ′
(

1

2
u2 + p

p + 1
up+1

)
.

Finally,

I3 = − 1

L

∫
ϕ′u(u+ up)+ 1

L

∫
ϕ′u(1 − ∂2

x )
−1(u+ up)

=− 1

L

∫
ϕ′(u2 + up+1)+ 1

L

∫
ϕ′u(1 − ∂2

x )
−1(u+ up).

We conclude that

d

dt
I(t) = σ

2L

∫
ϕ′u2
x +

1

2L
(σ − 1)

∫
ϕ′u2 + 1

L

∫
ϕ′u(1 − ∂2

x )
−1u

− 1

L(p + 1)

∫
ϕ′up+1 + 1

L

∫
ϕ′u(1 − ∂2

x )
−1 (up) .
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This last equality proves (2.3). � 
Proof of (2.4) We compute:

d

dt
J(t) = σ

2L

∫
ϕ′
(
u2 + 2

p + 1
up+1

)
+
∫
ϕ(u+ up)ut

= σ
2L

∫
ϕ′
(
u2 + 2

p + 1
up+1

)
−
∫
ϕ(u+ up)∂x(1 − ∂2

x )
−1(u+ up).

Recall that v = (1 − ∂2
x )
−1(u+ up). Then

−
∫
ϕ(u+ up)∂x(1− ∂2

x )
−1(u+ up) = −

∫
ϕ(1− ∂2

x )vvx =
1

2L

∫
ϕ′(v2 − v2

x).

Therefore,

d

dt
J(t) = σ

2L

∫
ϕ′
(
u2 + 2

p + 1
up+1

)
+ 1

2L

∫
ϕ′(v2 − v2

x).

This proves (2.4). � 
For α real number, define the modified virial

H(t) := Hα(t) := I(t)+ αJ(t). (2.5)

From Lemma 2.1, we get (recall that v = (1 − ∂2
x )
−1(u+ up))

d

dt
H(t) = σ

2L

∫
ϕ′u2
x +

1

2L
(σ(1 + α)− 1)

∫
ϕ′u2 + 1

L

∫
ϕ′u(1 − ∂2

x )
−1u

+ α
2L

∫
ϕ′(v2 − v2

x)−
1

L(p + 1)
(ασ − 1)

∫
ϕ′up+1

+ 1

L

∫
ϕ′u(1 − ∂2

x )
−1 (up) .

(2.6)
Let also, for u ∈ H 1,

f := (1 − ∂2
x )
−1u ∈ H 3. (2.7)

We have ∫
ϕ′u2 =

∫
ϕ′
(
f 2 + 2f 2

x + f 2
xx

)
− 1

L2

∫
ϕ′′′f 2,

∫
ϕ′u2
x =

∫
ϕ′
(
f 2
x + 2f 2

xx + f 2
xxx

)
− 1

L2

∫
ϕ′′′f 2

x ,



Decay for gBBM 403

and ∫
ϕ′u(1 − ∂2

x )
−1u =

∫
ϕ′
(
f 2 + f 2

x

)
− 1

2L2

∫
ϕ′′′f 2.

Additionally, we easily have

v2 = f 2 + 2f (1 − ∂2
x )
−1(up)+ ((1 − ∂2

x )
−1up)2,

and similarly,

vx = f 2
x + 2fx(1 − ∂2

x )
−1(up)x + (∂x(1 − ∂2

x )
−1up)2. (2.8)

Replacing these values in (2.6) and rearranging terms, we get

d

dt
H(t) = Q(t)+ S(t)+N(t), (2.9)

where

Q(t) := 1

2L
(1 + σ)(1 + α)

∫
ϕ′f 2 + 1

2L
(σ(3 + 2α)− α)

∫
ϕ′f 2
x

+ 1

2L
((3 + α)σ − 1)

∫
ϕ′f 2
xx +

σ

2L

∫
ϕ′f 2
xxx,

(2.10)

S(t) := − 1

2L3
(σ (1 + α)− 1)

∫
ϕ′′′f 2 − σ

2L3

∫
ϕ′′′f 2

x −
1

2L3

∫
ϕ′′′f 2,

(2.11)
and

N(t) := α
2L

∫
ϕ′
(

2f (1 − ∂2
x )
−1(up)+ ((1 − ∂2

x )
−1up)2

)

− α
2L

∫
ϕ′
(

2fx(1 − ∂2
x )
−1(up)x + (∂x(1 − ∂2

x )
−1up)2

)

− 1

L(p + 1)
(ασ − 1)

∫
ϕ′up+1 + 1

L

∫
ϕ′u(1 − ∂2

x )
−1 (up) .

(2.12)

Now we consider two different cases.

Case x > 0 This is the simpler case. We choose ϕ := tanh, α = 0, and σ =
−(1 + b) < 0, for b any fixed positive number. Note that ϕ′ = sech2 > 0. Then
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Q(t) = − 1

2L
b

∫
ϕ′f 2 − 3

2L
(1 + b)

∫
ϕ′f 2
x −

1

2L
(4 + 3b)

∫
ϕ′f 2
xx −

1

2L
(1 + b)

∫
ϕ′f 2
xxx.

(2.13)

Now we recall the following result.

Lemma 2.2 (Equivalence of Local H 1 Norms, [23]) Let f be as in (2.7). Let φ
be a smooth, bounded positive weight satisfying |φ′′| ≤ λφ for some small but fixed
0 < λ & 1. Then, for any a1, a2, a3, a4 > 0, there exist c1, C1 > 0, depending on
aj and λ > 0, such that

c1

∫
φ (u2 + u2

x) ≤
∫
φ
(
a1f

2 + a2f
2
x + a3f

2
xx + a4f

2
xxx

)
≤ C1

∫
φ (u2 + u2

x).

(2.14)

Thanks to this lemma, we get for this case

Q(t) �b,L −
∫
ϕ′(f 2 + f 2

x + f 2
xx + f 2

xxx) ∼ −
∫
ϕ′(u2

x + u2). (2.15)

Case x < 0 Here we need different estimates. In (2.10), we will impose

σ = 1

8
(1 + σ̃ ), σ̃ > 0, and α = 1.

We choose now ϕ := − tanh. Note that ϕ′ = − sech2 < 0. Then we have

−16LQ(t) = 2(9 + σ̃ )
∫
|ϕ′|f 2 + (−3 + 5σ̃ )

∫
|ϕ′|f 2

x

+ 4(−1 + σ̃ )
∫
|ϕ′|f 2

xx + (1 + σ̃ )
∫
|ϕ′|f 2

xxx.

Define g := |ϕ′|1/2f = sech( x+σ t
L
)f . Then we have the following easy identities

gx = sech

(
x + σ t
L

)
fx + 1

L
(sech)′

(
x + σ t
L

)
f

= sech

(
x + σ t
L

)
fx − 1

L
tanh

(
x + σ t
L

)
g,

gxx = sech

(
x + σ t
L

)
fxx + 2

L
(sech)′

(
x + σ t
L

)
fx + 1

L2
(sech)′′

(
x + σ t
L

)
f,
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and

gxxx = sech

(
x + σ t
L

)
fxxx + 3

L
(sech)′

(
x + σ t
L

)
fxx

+ 3

L2
(sech)′′

(
x + σ t
L

)
fx + 1

L3
(sech)′′′

(
x + σ t
L

)
f.

Therefore,

gxx = − 1

L2 g −
2

L
tanh

(
x + σ t
L

)
gx + sech

(
x + σ t
L

)
fxx

and

gxxx = − 1

L3
tanh

(
x + σ t
L

)
g− 3

L2
gx− 3

L
tanh

(
x + σ t
L

)
gxx+sech

(
x + σ t
L

)
fxxx.

Consequently, for L large enough,

−16LQ(t) = 2(9 + σ̃ )
∫
g2 + (−3 + 5σ̃ )

∫
g2
x

+ 4(−1 + σ̃ )
∫
g2
xx + (1 + σ̃ )

∫
g2
xxx +O

(
1

L

∫
(g2 + g2

x + g2
xx)

)
.

Now we have for g ∈ H 3,

∫
(gxxx −

√
2gxx + 3gx − 3

√
2g)2 ≥ 0.

Expanding terms and integrating by parts,

∫
g2
xxx − 4

∫
g2
xx − 3

∫
g2
x + 18

∫
g2 ≥ 0.

We conclude that for σ̃ > 0 fixed and L large enough,

−16LQ(t) ≥ σ̃
∫
g2 + 4σ̃

∫
g2
x + 3σ̃

∫
g2
xx +

1

2
σ̃

∫
g2
xxx.

Coming back to the variable f , we obtain for L even larger if necessary,

−16LQ(t) ≥ 1

2
σ̃

∫
|ϕ′|f 2 + 3σ̃

∫
|ϕ′|f 2

x + 2σ̃
∫
|ϕ′|f 2

xx +
1

4
σ̃

∫
|ϕ′|f 2

xxx,
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Then we have

Q(t) �σ̃ ,L −
∫
|ϕ′|(f 2 + f 2

x + f 2
xx + f 2

xxx) ∼ −
∫
|ϕ′|(u2

x + u2). (2.16)

From (2.15) and (2.16) we conclude that

Q(t) � −
∫
|ϕ′|(u2

x + u2), (2.17)

provided σ = −(1 + b), b > 0, or σ > 1
8 . The terms in (2.11) can be absorbed by

this last term using L > 0 large and the fact that |ϕ′′′| � |ϕ′|. Finally, (2.12) can be
absorbed by (2.17) using (1.5) (provided ε is small enough compared with b), just
as in [15, 23]. See Appendix for more details. We get

d

dt
H(t) � −

∫
|ϕ′|(u2

x + u2). (2.18)

Therefore, we conclude that

∫ ∞

2

∫
sech2

(
x + σ t
L

)(
u2 + u2

x

)
(t, x) dx dt �L ε2. (2.19)

This proves (1.7). As an immediate consequence, there exists an increasing sequence
of time tn→∞ as n→∞ such that

∫
sech2

(
x + σ tn
L

)(
u2 + u2

x

)
(tn, x) dx −→ 0 as n→∞. (2.20)

2.1 End of Proof of the Theorem 1.1

Consider I(t) in (2.1). Choose now ϕ := 1
2 (1 + tanh) (for the right side) and ϕ :=

1
2 (1 − tanh) (for the left hand side) in (2.1). The conclusion (1.6) follows directly
from the ideas in [26]. Indeed, for the right side (i.e. ((1+b)t,∞), b > 0 fixed), we
choose b̃ = b

2 and fix t0 > 2. For 2 < t ≤ t0 and large L$ 1 (to make all estimates
above hold), we consider the functional It0(t) by

It0(t) :=
1

2

∫
ϕ

(
x + σ t0 − σ̃ (t0 − t)

L

)(
u2 + u2

x

)
(t, x)dx,
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where σ = −(1 + b) and σ̃ = −(1 + b̃). From Lemma 2.1, (2.13) with b̃ > 0 and
the smallness condition (1.5), we have

d

dt
It0(t) �b̃,L −

∫
sech2

(
x + σ t0 − σ̃ (t0 − t)

L

)
(u2 + u2

x) ≤ 0,

which shows that the new functional It0(t) is decreasing on [2, t0]. On the other
hand, since limx→−∞ ϕ(x) = 0, we have

lim sup
t→∞

∫
ϕ

(
x − βt − γ
L

)
(u2 + u2

x)(δ, x)dx = 0,

for any fixed β, γ, δ > 0. Together with all above, for any 2 < t0, we have

0 ≤
∫
ϕ

(
x − (1 + b)t0

L

)(
u2 + u2

x

)
(t0, x)dx

≤
∫
ϕ

(
x − (b − b̃)t0 − 2(1 + b̃)

L

)(
u2 + u2

x

)
(2, x)dx,

which implies

lim sup
t→∞

∫
ϕ

(
x − (1 + b)t

L

)(
u2 + u2

x

)
(t, x)dx = 0.

A analogous argument can be applied to the left side ((−∞,−at), fixed a > 1
8 ),

thus we conclude (1.6).

Remark 2.1 The understanding of the decay procedure inside the interval (−t/8, t)
is an interesting open problem that we hope to consider in a forthcoming publication
(see [3]), at least in the case p = 2. See also [31] for similar recent results in the
KdV case.
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Appendix: About the Proof of (2.18)

In this section we estimate the nonlinear term

N(t) = α
2

∫
ϕ′
(

2f (1 − ∂2
x )
−1(up)+ ((1 − ∂2

x )
−1up)2

)

− α
2

∫
ϕ′
(

2fx(1 − ∂2
x )
−1(up)x + (∂x(1 − ∂2

x )
−1up)2

)

− 1

p + 1
(ασ − 1)

∫
ϕ′up+1 +

∫
ϕ′u(1 − ∂2

x )
−1 (up) .

Clearly,

∣∣∣∣ 1

p + 1
(ασ − 1)

∫
ϕ′up+1

∣∣∣∣ � εp−1
∫
|ϕ′|u2,

which is enough. Now, recall the following results.

Lemma A.1 ([15]) The operator (1 − ∂2
x )
−1 satisfies the following comparison

principle: for any u, v ∈ H 1,

v ≤ w �⇒ (1 − ∂2
x )
−1v ≤ (1 − ∂2

x )
−1w. (A.1)

Also,

Lemma A.2 ([15, 23]) Suppose that φ = φ(x) is such that

(1 − ∂2
x )
−1φ(x) � φ(x), x ∈ R, (A.2)

for φ(x) > 0 satisfying |φ(n)(x)| � φ(x), n ≥ 0. Then, for v,w ∈ H 1, we have

∫
φ(n)v(1 − ∂2

x )
−1(wp) � ‖v‖H 1 ‖w‖p−2

H 1

∫
φw2 (A.3)

and ∫
φvx(1 − ∂2

x )
−1(wp)x � ‖v‖H 1 ‖w‖p−2

H 1

∫
φ(w2 + w2

x). (A.4)

Using (A.3) with n = 0,

∣∣∣∣
∫
ϕ′u(1 − ∂2

x )
−1 (up)∣∣∣∣ � ε

∫
|ϕ′||up| � εp−1

∫
|ϕ′|u2.
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Using (A.3) with n = 0 and (A.4), we also have from ‖f ‖L∞ , ‖fx‖L∞ � ‖u‖H 1

that ∣∣∣∣
∫
ϕ′f (1 − ∂2

x )
−1(up)

∣∣∣∣ � ε
∫
|ϕ′||up| � εp−1

∫
|ϕ′|u2

and ∣∣∣∣
∫
ϕ′fx(1 − ∂2

x )
−1(up)x

∣∣∣∣ � ε
∫
|ϕ′||(up)x | � εp−1

∫
|ϕ′|(u2 + u2

x).

For the rest terms, using (A.3) with n = 0 and (A.4),

∫
|ϕ′|((1 − ∂2

x )
−1(up))2 � ‖(1 − ∂2

x )
−1(up)‖H 1ε

p−2
∫
|ϕ′|u2

and ∫
|ϕ′|((1 − ∂2

x )
−1∂x(u

p))2 � ‖(1 − ∂2
x )
−1(up)‖H 1ε

p−2
∫
|ϕ′|(u2 + u2

x).

Finally, ‖(1 − ∂2
x )
−1(up)‖H 1 � ‖up‖H−1 � εp. Gathering these estimates, we get

for some δ small enough,

|N(t)| � δ
∫
|ϕ′|(u2 + u2

x).
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Ground State Solutions of the Complex
Gross Pitaevskii Equation

Slim Ibrahim

1 Introduction of the Model and Main Result

The possibility of condensation of bosons was predicted by Bose [4] and Einstein
[9, 10]. It was obtained experimentally for the first time in Anderson et al. [2],
Bradley et al. [5], and Davis et al. [8] in a system consisting of about half a million
alkali atoms cooled down to nanokelvin-level temperatures.

Gross Pitaevskii equation (GP) was introduced by Gross [12], Pitaevskii [22],
Pitaevskii and Stringari [23] and its variants are widely used to understand Bose
Einstein Condensate (BEC) in various systems.

The principal interest in BEC lies in its nature as a macroscopic quantum system,
and some of the dynamics of atomic BEC have been successfully described by the
GP equation, a nonlinear Schrödinger equation:

i�
∂ψ

∂t
=
(
− �

2

2m
�+ V (x)+ δ|ψ |2

)
ψ, (GP)

derived from the mean field theory of weakly interacting bosons. Here, ψ = ψ(x, t)
is the wave function of the condensate, δ is a constant characterizing the strength of
the boson-boson interactions,m is the mass of the particles, and V (x) is the trapping
potential.

A serious obstacle in the study of BEC in atomic systems is the extremely low
temperatures required to create the condensate. Because of this difficulty, other,
non-atomic systems are being explored that can undergo condensation at higher
temperatures. One possible candidate is a system of exciton-polaritons, which are
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quasi-particles that can be created in semiconductor cavities as a result of interaction
between excitons and a laser field in the cavity (see Kasprzak et al. [16], Coldren and
Corzine [6]). A two-dimensional quantum structure consisting of coupled quantum
wells embedded in an optical microcavity is used, and Excitons are produced in the
coupled quantum wells, that interact with the photons trapped inside the optical
cavity by means of two highly reflective mirrors. Due to this confinement, the
effective mass of the polaritons is very small: 10−4 times the free-electron mass (see
[16]). Since the temperature of condensation is inversely proportional to the mass
of the particles, the exciton-polariton systems afford relatively high temperatures of
condensation.

Two drawbacks in this new condensate: The polaritons are highly unstable and
exhibit strong interactions. The excitons disappear with the recombination of the
electron-hole pairs through emission of photons. One way to deal with this problem
is to introduce a polariton reservoir: Polaritons are “cooled” and “pumped” from
this reservoir into the condensate to compensate for the decay.

Various mathematical models have been proposed for this new condensate (see
Keeling and Berloff [18], Sanvitto et al. [25], Wouters and Carusotto [27]). One
of them, called complex GP equation (see Keeling and Berloff [19]), is explored
in this work. This CGP equation reflects the non-equilibrium dynamics described
above by adding pumping and decaying terms to the GP equation. The Complex
Gross-Pitaevskii Equation reads

i
∂ψ

∂t
= (−�+ V (x)+ |ψ |2)ψ + i(σ (x)− α|ψ |2)ψ, (GPPD)

where ψ = ψ(x, t) is a complex-valued function defined on R
2 × R, � is the

Laplace operator on R
2, V (x) = |x|2 is the harmonic potential, σ(x) ≥ 0 and

α ≥ 0. The complex GP equation can be thought of as a complex Ginzburg-Landau
equation without viscous dissipation.

i
∂ψ

∂t
= (−�+ V (x)+ |ψ |2)ψ + i(σ (x)− α|ψ |2)ψ + i�ψ, (CGL)

The absence of this dissipation makes it difficult even to get time-uniform estimates
of the solutions of this equation in an appropriate energy space.

Instabilities are most likely to occur: It has been observed in various experiments
on polariton condensates (see, e.g., Manni et al. [20], Ohadi et al. [21], Amo et al.
[1]) that as the pumping intensity increases, polariton-polariton interactions become
stronger, resulting in higher polariton dispersion and instabilities. Furthermore,
Ballarini et al. [3] have observed long-lived polariton states across a parametric
threshold of the pumping intensity.

A numerical approach has been introduced by Sierra et al. [26] who have
developed a numerical collocation method to (numerically) construct radially
symmetric “ground state”, and showed its linear stability. They used a “smooth”
Heaviside function. The original complex GP equation proposed by Keeling and
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Berloff [19] includes a Heaviside function for the pumping part. With the latter,
it is seen that the radially symmetric solutions have a discontinuity in the second
derivative. This discontinuity reduces the accuracy of the collocation method and
produces the Gibbs phenomenon in the splitting method due to the spectral part.

They observed the emergence of complicated vortex lattices after symmetry
breaking (as in Keeling and Berloff [19]). These lattices remain rotating with a
constant angular velocity, becoming the stable solution of the system.

Recall that the mass M, the Hamiltonian H, the action Sμ (μ > 0) and the
functional K associated to Eq. (GPPD) are given by:

M(u) := ‖u‖2
L2 , (1.1)

H(u) := 1

2
(‖∇u‖2

L2 + ‖xu‖2
L2)+ 1

4
‖u‖4
L4 := H0(u)+ 1

4
‖u‖4
L4 (1.2)

Sμ(u) := −μ
2
M(u)+H(u), (1.3)

K(u) :=
∫
R2
(σ (x)− α|u(x)|2)|u(x)|2 dx, (1.4)

respectively. Observe that

d

dt
M(ψ(t)) = K(ψ(t)) (1.5)

and

d

dt
H(ψ(t)) =

∫
R2
(σ − α|ψ |2)(|ψ |4 + V |ψ |2 + |∇ψ |2)− 2α(R(ψ∇ψ̄))2 dx.

(1.6)
Identity (1.5) shows that, at least formally, the mass and the energy are pumped into
the system through the term iσψ involving the parameter σ and they are nonlinearly
damped by the term−iα|ψ |2ψ involving the parameter α. Contrarily to the complex
Ginzburg-Landau equation (when a dissipation term of the form i�ψ is added to
the right hand side of (GPDP)), one cannot obtain time-uniform estimates of the
solution in the energy space. The complex Gross-Pitaevskii equation reflects the
non-equilibrium dynamics described above by adding pumping and decaying terms
to the GP equation.

Before going any further, we recall a few results about the linear equation without
dissipation and pumping. The equation then reads

i
∂φ

∂t
= (−�+ V (x))φ.
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We define the energy space � := H 1(R2) ∩ {u : xu ∈ L2}, endowed with the
L2-scalar product (u, v)2 :=

∫
R2 u(x)v̄(x) dx, by

(u, v)� = (∇u,∇v)2 + (xu, xv)2 + (u, v)2 : ‖u‖2
� = ‖∇u‖2

2 +
∥∥∥(1 + (| · |2) 1

2 u

∥∥∥2

2
.

Also, define the dual space �∗ of � as follows. For any v ∈ �∗, there exists a
unique u ∈ � such that H0u = v with the norm on �∗ given by

‖H0u‖�∗ = ‖v‖�∗ := ‖u‖�.

Recall that ‖·‖p is the norm inLp(R2). It is well known that the unbounded operator
H0 := −�+ V defined on

D(H0) := {u ∈ � : H0(u) ∈ L2(R2)}

is self-adjoint. Moreover, the lowest eigenvalue of H0 denoted by ω1 = 2 is simple
with eigenfunction e1(x) = 1√

π
e−|x|2/2. Notice that (e1, ω1) can be constructed

variationally as

ω1 = min‖u‖
L2=1

1

2

∫
R2
|∇u|2 + |x|2|u|2 dx := min‖u‖

L2=1
H0.

In particular, for any u ∈ D(H0), we have

2‖u‖2
L2 ≤ ‖xu‖2

L2 + ‖∇u‖2
L2 .

For more details, we refer for example to [17].
Now, suppose ψ(x, t) = Q(x)eμt is a solitary wave with a complex chemical

potential μ = μr + iμi , then

ψ(x, t) = Q(x)etμi e−itμr

and the wave would grow exponentially fast as |t | → ∞ if μi �= 0. To avoid this, we
assume that μ = μr . Equation (GPPD) then yields the following stationary problem
forQ:

μQ = (−�+V (x)+ |Q|2)Q+ i(σ (x)−α|Q|2)Q, Q ∈ � \ {0}. (μ-SP)

Multiplying (μ-SP) by Q̄ and integrating gives the following identity.

μM(Q) = 2H(Q)+ 1/2‖Q‖4
L4 + iK(Q).
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The condition for the chemical potential μ of being real is then equivalent to the
fact thatQ is a zero of K.

It is important to emphasize that due to the presence of the dissipation and
pumping mechanisms, we find it hard to apply the standard variational or PDE
methods to construct soliton-type solutions of (GPPD) (i.e. a solutionQ of (μ-SP)).
In this paper, our idea to construct a solution of (μ-SP) with real chemical potential
μ goes along a perturbative way by introducing a small parameter factor in the
dissipation and pumping term. More precisely, for all ε > 0, consider

i
∂ψ

∂t
= (−�+ V (x)+ |ψ |2)ψ + iε(σ (x)− α|ψ |2)ψ, (GPPDε)

and its corresponding stationary equation

μQ = (−�+V (x)+|Q|2)Q+ iε(σ (x)−α|Q|2)Q Q ∈ � \{0}. (μ-SPε)

The object is to construct a solution (Qε, με) in the form

Qε = Qaε + ψε, and με = μaε + με,

where the approximate solution (Qaε , μ
a
ε ) will be given explicitly, and (ψε, με) is

an error term. The main result of this paper reads as follows.

Theorem 1.1 Assume that σ(x) ≥ 0 is the Heaviside function. There exist a
positive ε0 small enough and α0 > 0 such that, for any 0 < ε < ε0, and
α < α0, the complex Gross-Pitaevskii equation (GPPDε) has a solitary wave
solution ψε(x, t) = eitμεQε(x) with (Q,με) ∈ � × (2,∞) solving μ-SPε.

Remark 1.1 It would be very desirable to extend the branch of standing wave
solutions we constructed for ε small to all values of ε. Unfortunately, so far we
were not able to do so given the non-equilibrium structure of the model.

2 Idea of the Proof

The main idea of the proof goes as follows. Plugging the Ansatz

Qε = Q0 + ε(Q1,r + iQ1,i )+ ε2(Q2,r + iQ2,i )+ ε3(Q3,r + iQ3,i )+ · · ·

and

με = μ0 + εμ1 + ε2μ2 + ε3μ3 + · · ·

into (GPPD) and taking into consideration the constraint K(Qε) = 0 gives the
following relations
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Q2k+1,r = Q2k+2,i = 0, and μ2k+1 = 0

for all k = 0, 1, 2, · · ·. In addition,Q0 has to solve

μQ = (−�+ V (x)+ |Q|2)Q, Q ∈ � \ {0} (μ-SP0)

with the constraint K(Q0) = 0. The first step then is to construct such a Q0. Next,
in order to defineQ2k+1,i andQ2k,r , we proceed as follows. Denote by

L− := −�+ V +Q2
0 − μ0,

and

L+ := −�+ V + 3Q2
0 − μ0.

A fundamental property satisfied by L−is given by the following proposition.

Proposition 2.1 Let < Q0 >
⊥ be the subspace of � consisting of all functions

L2-orthogonal toQ0. Then we have

ker(L−) = {Q0}, and L− :< Q0 >
⊥→< Q0 >

⊥ is bijective.

and

L+ : �→ �∗ is bijective, for large α.

We refer to [14] for complete details. Now, since K(Q0) = (Q0, (σ −
α|Q0|2)Q0)2 = 0, then thanks to Proposition 2.1, one can uniquely define Q1i
by

L−Q1i := (α|Q0|2 − σ)Q0.

Now, defineQ2r andQ3i by

L+Q2r = μ2Q0 + (σ − α|Q0|2)Q1i −Q0Q
2
1i , (2.1)

and

L−Q3i = (2Q2rQ0−Q2
1i )Q1i+μ2Q1i+((2+α)Q2

0−σ)Q2r+Q2
1iQ0. (2.2)

The bijectivity of L+ enables us to determine Q2r , and again the regularity of Q0
shows that Q2r ∈ Dom(L+). Thus it only remains to determine the coefficient μ2,
andQ3i . They are uniquely calculated by the orthogonality condition

(L−Q3i ,Q0)2 = 0.
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Indeed, substitutingQ2r (given by inverting (2.1)) into (2.2) gives

L−Q3i = μ2[Q1i + ((2 + α)Q2
0 − σ + 2Q0Q1i )L

−1+ Q0] +Q2
1iQ0−Q3

1i (2.3)

+((2 + α)Q2
0 − σ + 2Q0Q1i )L

−1+
(
(σ −Q2

0)Q1i −Q0Q
2
1i

)
. (2.4)

Now since (Q0,Q1i )2 = 0, then clearly

(L−1+ ((2 + α)Q2
0 − σ + 2Q0Q1i ),Q0) = ‖Q0‖2

L2 �= 0,

which ensures that μ2 is uniquely determined in terms of Q0, Q1,i which were
already defined. Then Q3i follows by inverting L− using the orthogonality
(Q3i ,Q0)2 = 0. To this end, a fixed point argument enables us to construct
(Qε, με) as a perturbation of the approximate solution

Qaε := Q0 + iεQ1i + ε2Q2r + iε3Q3i , and μaε = μ0 + ε2μ2. (2.5)

3 Sketch of the Proofs

3.1 The Case Without Energy Pumping and Dissipation

Here we focus on the problem without pumping and decay of the energy, that is
when ε = 0. We start by recalling a few know fact about the space �, for which the
proof can for example be found in Kavian and Weissler [17].

Lemma 3.1 The Hilbert space � is compactly embedded in Lp(R2) for any p ∈
[2,∞).
Throughout this paper, we suppose that σ ≥ 0 in L∞(R2).

Lemma 3.2 For any M > 0, there exists a unique vM ∈ � solving the following
constrained variational problem:

(VM) : μM = inf{H(u) :
∫
u2 = M};

In addition, vM is non-negative, radial and radially decreasing.

Proof It is sufficient to show the existence of a minimizer of (VM). The uniqueness
of the minimizer follows directly from the strict convexity of the functional H.

Now let us fix M > 0, let (vn) be a minimizing sequence of (VM), i.e.,
limn→∞H(vn) = μM and

∫
v2
n = M . Then

H(vn) ≥ 1

2
‖∇vn‖2

2 +
1

2
‖xvn‖2

2.
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Therefore, we can find KM > 0 such that

‖∇vn‖2
2 + ‖xvn‖2

2 ≤ KM.

This implies that

‖vn‖2
� ≤ M +KM. (3.1)

Consequently, there exists u ∈ � such that

vn ⇀ u in �.

This implies, thanks to Lemma 3.1, that vn → u in L2(R2) and L4(R2). Thus,
we certainly have that

∫
u2 = M implying that u is non-trivial, and by the lower

semi-continuity, we can write:

H(u) ≤ lim inf
n

H(vn) = μM.

Therefore, H(u) = μM . On the other hand, let u be the unique minimizer of (VM),
then u is a non-negative function in � since

H(|u|) ≤ H(u), and M(|u|) = M(u).

Furthermore, by standard rearrangement inequalities [13], we have:

H(|u|∗) ≤ H(|u|).

� 
The next Lemma, addresses the regularity of the Hamiltonian H, as well as the map
M → μM .

Lemma 3.3

H ∈ C1(�,R). (i)

‖H′(u)‖�−1 ≤ C{‖u‖� + ‖u‖3
�} for all ∈ �. (ii)

the function M → μM = H(vM), is continuous on (0,∞). (iii)

Proof The proofs of (i) and (ii) follow from standard arguments. For example, we
refer to reference [15], and we just prove (iii). Fix M > 0. Let Mn ⊂ (0,∞) be a
sequence of positive real numbers such thatMn→ M . We will first prove that

lim sup
n
μMn ≤ μM. (3.2)
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Let (vn) be a sequence such that
∫
v2
n = M and H(vn) → μM. By (3.1), we can

find L > 0 such that

‖vn‖2
� ≤ L.

Now let wn = Mn
M
vn, then

∫
w2
n = Mn and

‖vn − wn‖� = |1 − Mn
M

|‖vn‖� ≤ |1 − Mn
M

|L

for any n ∈ N.
Therefore, we can find n0 such that

‖vn − wn‖� ≤ L+ 1

for any n ≥ n0.
It follows from (ii) that we can find a constant K(L) such that ‖H′(u)‖�−1 ≤

K(L) for all u ∈ � such that ‖u‖� ≤ 2L+ 1.
Thus, for all n ≥ n0,

|H(wn)−H(vn)| =
∣∣∣∣
∫ 1

0

d

dt
H(twn + (1 − t)vn)dt

∣∣∣∣
≤ sup

‖u‖�≤2L+1
‖H′(u)‖�−1‖vn − wn‖�

≤ K(L)L
∣∣∣∣1 − MnM

∣∣∣∣ .
Consequently, μMn ≤ H(wn) ≤ H(vn)+K(L)L|1 − MnM |.

Then lim supμMn ≤ limH(vn) = μM and then

lim supμMn ≤ μM. (3.3)

Now let us prove that ifMn→ M , then

μM ≤ lim infμMn. (3.4)

For all n ∈ N, there exists (vn) a sequence of functions in � such that
∫
v2
n = Mn

and

μMn ≤ H(vn) ≤ μMn +
1

n
.

Combining the proof of (3.1) and (3.4), we can find K > 0 such that ‖vn‖� ≤ K
for all n ∈ N. Setting wn = M

Mn
vn, we have that

∫
w2
n = M and
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‖vn − wn‖� ≤ K
∣∣∣∣1 − MMn

∣∣∣∣ .
Thus, following the proof of (3.4), we certainly get:

|H(wn)−H(vn)| ≤ L(K)K
∣∣∣∣1 − MMn

∣∣∣∣ .
Consequently, we have:

μMn ≥ H(vn)− 1

n
≥ H(wn)− L(K)K|1 − M

Mn
| − 1

n
,

yielding lim infμMn ≥ μM as desired. � 
Proposition 3.4 Let (Mn) ⊂ (0,∞) be a sequence of positive real numbers such
that Mn → M . Denote by vMn the unique minimizer of (VMn), and vM the unique
minimizer of (VM). Then

K(vMn)→ K(vM),

and

H(vMn)→ H(vM).

Proof We will first prove that there exists ū ∈ � such that vMn converges weakly in
� to ū (vMn ⇀ ū in �). First obviously ‖vMn‖2

2 ≤ A. Now noticing that

μMn =
1

2
‖∇vMn‖2

2 +
1

2
‖xvMn‖2

2 +
1

4
‖vMn‖2

4,

one has

μMn ≥
1

2
‖∇vMn‖2

2 +
1

2
‖xvMn‖2

2.

Therefore, using (3.4), there exists a constant B > 0 such that

‖vMn‖� ≤ B.

Thus, (up to a subsequence), there exists ū ∈ � such that

vMn ⇀ ū in �.

Now using Lemma 3.1, we have that
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vMn → ū in L2(R2) ∩ L4(R2).

In particular,
∫
ū2 = M . Thus,

μM ≤ H(ū) ≤ lim infH(vMn) = lim infμMn

and then H(ū) = μM . This shows that ū is the unique minimizer of (VM). To end
the proof, we need to show that

∫
σ(x)v2

Mn
(x)→

∫
σ(x)v2

M(x) (3.5)

and ∫
v4
Mn
(x)→

∫
v4
M(x). (3.6)

To prove (3.5), it is sufficient to notice that σ ∈ L∞(R2) and vn → v in L2(R2),
while (3.6) follows from the fact that vn→ u in L4(R2). � 
Always in the case ε = 0, and within the class of minimizers we have just
constructed, we would like to intersect it with the co-dimension one manifold
characterized by the zeros of the functional K. Before doing so, let us first fix our
assumptions on the decay and pumping parameters. Throughout this section, we
suppose that:

(H0) There exists R > 0 such that σ(x) > 0, ∀ |x| < R.
(H1) σ ∈ L∞(R2).
(H2) α > 0.

The first preliminary result is the first iteration. We can choose a ground state with
the following property.

Proposition 3.5 There exists a non-negative radial function Q0 ∈ � and μ0 > 2
solving (μ-SP0). Moreover,Q0 satisfies

K(Q0) = 0.

Remark 3.1 As explained in the section Idea of the proof, (Q0, μ0) will be the first
approximate solution in the iteration process to construct the full solution (Qε, με)
of (μ-SPε).

To construct a nonlinear solution to (μ-SP0), one can use several techniques.
Variationally, for any given amount of mass M > 0, we have shown that a radial
positive solution (uM,μM) to (μ-SP0) can be constructed through the following
minimizing problem
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μM = H(uM) := min
‖u‖2
L2=M

H(u).

Moreover, this family of solutions coincides also with the one constructed using
bifurcation arguments pioneered by Crandall and Rabinowitz [7]. Indeed, (u, μ)
is a solution to (μ-SP0) if and only if (I − μK)u = N(u), where K = A−1B,
N = A−1G′(u), and the operators A, B and G are defined by

A : �→ �∗, for any u, v ∈ �; < Au, v >:= (∇u,∇v)2 + (xu, xv)2,

B : �→ �∗, for any u, v ∈ �; < Bu, v >:= (u, v)2,

and

G : �→ R, for any u ∈ �; G(u) = −1

4
‖u‖4
L4 .

The following proposition shows that a local branch of solutions of (μ-SP0)
emerging from the linear solution (e1, ω1) can be constructed. This is in particular
helpful to show that the spectral assumption on L+ is satisfied when the value of α
is sufficiently large. We refer to [14] for its proof.

Proposition 3.6 There exists η0 > 0 such that for all 0 < η < η0, a solution
u(η) ∈ �, μ(η) > 2 of (μ-SP0) exists such that

u(η) = ηe1 + ηz(η),

with z ∈ �, z(0) = 0 and (z(η), e1)2 = 0.

Now, we are ready to prove Proposition 3.5.

Proof of Proposition 3.5 It is sufficient to prove that the functional K changes sign
when the mass varies. Then the conclusion will follow using Lemma 3.3. On the
one hand, by the Gagliardo-Nirenberg inequality, there is a constant C∗ > 0 such
that for any u ∈ H 1, we have

‖u‖4
L4 ≤ C∗‖∇u‖2

L2‖u‖2
L2 .

On the other hand, multiplying (μ-SP0) by ū and integrating shows that any solution
u of (μ-SP0) satisfies

μ‖u‖2
L2 = ‖∇u‖2

L2 + ‖xu‖2
L2 + ‖u‖4

L4 .

Thus, if ‖u‖2
L2 = M we have

‖u‖4
L4 � M2μM.
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this shows that if M ≤ 1 then μM � 1 and thus K(uM) ≥ 0 as M → 0. Now, we
just need to show that K(uM) becomes negative for large masses. In fact, first we
will show that

H(uM) � M
3
2 , as M →∞. (3.7)

If we let Hint(u) := 1
2 (‖xu‖2

L2 + 1
2‖u‖4

L4), then clearly

Hint(uM) ≤ H(uM).

Now, we will explicitly calculate

νM := inf
‖u‖2
L2=M

Hint(u), u ∈ �int,

where �int = {u ∈ L2(R2), u ∈ L4(R2) : ∫ |x|2u2 <∞} with the norm

‖u‖�4
2
= ‖u‖2 + ‖u‖4 + ‖|x|u‖2.

Let (u)n be a minimizing sequence of νM that is

‖un‖2
L2 = M, and

1

2
(‖xun‖2

L2 + 1

2
‖un‖4

L4)→ νM. (3.8)

From the above bounds, let us just denote by u (instead of uM ), an L2-weak limit of
(un). Denote by fn := u2

n. First we show that ‖f ‖L1(R2) = M . Up to an extraction,
we may assume that a subsequence of (fn) (also denoted by (fn)) converges weakly
to f in the sense of distributions; that is for any ϕ ∈ C∞0 (R2) (smooth and compactly
supported function), we have

∫
R2
ϕfn dx →

∫
R2
ϕf dx.

To show strong convergence in L1, we observe that (see for example [11])

lim sup
n

‖fn − f ‖L1 ≤ C({fn, n = 1, 2, ··}),

where, for any subset A = {fn, n = 1, 2, 3, ··} ⊂ L1(R2), the function C(A)
introduced by Rosenthal [24] is given by

C(A) = inf
ε

sup
|A|<ε

sup
n

∫
A

fn dx.
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In our case, we take A = {fn, n = 1, 2 · ·}. Using Hölder inequality and the above
bounds (3.8), we have for any R > 0

∫
A

fn dx ≤
√|A|

√∫
A

f 2
n dx +

1

R2

∫
A∩{|x|>R}

|x|2fn dx

�
√
ε + 1

R2 ,

which clearly shows that C({fn, n = 1, 2, ··}) = 0, and thus ‖un − u‖L2 → 0 and
‖f ‖L1(R2) = ‖u‖2

L2(R2)
= M , as desired. Moreover, by the lower semi-continuity

of the norms, we have

1

2

(
‖xu‖2

L2 + 1

2
‖u‖4
L4

)
= 1

2
(‖|x|2f ‖L1 + 1

2
‖f 2‖2

L2)

≤ lim inf
n

1

2

(
‖xun‖2

L2 + 1

2
‖un‖4

L4

)
≤ νM.

If the estimate was strict, that would contradict the minimality of νM . The
convergence is therefore strong in un→ u, and at the minimum we have

|x|2u+ u3 = νu, u2 = (ν − |x|2)+
yielding

M = ‖uM‖2
L2 =

∫
R2
(ν − V )+ dx =

∫
{|x|2<ν}

(ν − |x|2)+ dx = π
2
ν2,

and

‖uM‖4
L4 =

∫
R2
(ν − |x|2)+|u|2 dx =

∫
R2
(ν − |x|2)2+ dx ≤

π

3
ν3 ∼ M 3

2 .

Now we mollify uM in order to get an upper bound for νM . Set

ũM :=
(
(ν − |x|2)2+ + 1

) 1
4 − 1, wM := √

M
ũM

‖ũM‖L2
.

Calculating ‖ũM‖2
L2 shows that

‖ũM‖2
L2 =

∫ μ
0

(
(s2 + 1)

1
4 − 1

)2
ds ∼ μ2 = M as M →∞. (3.9)

Moreover, similar calculation enables us to see that
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‖∇ũM‖2
L2 � ν3 and ‖|x|ũM‖2

L2 � ν3. (3.10)

In summary, in virtue of (3.9) and (3.10), we have

‖wM‖2
L2 = M and ‖|x|wM‖2

L2 � M 3
2 , (3.11)

which implies, thanks to the fact H(uM) ≤ H(wM),

‖uM‖2
L2 = M, and ‖xuM‖2

L2 � M 3
2 , as M →∞.

The above estimates automatically imply

M
3
2 � ‖uM‖4

L4 . (3.12)

Indeed, if (3.12) does not hold, then there would exists a sequence Mn → ∞, and
un satisfying

‖un‖2
L2 = Mn and ‖|x|un‖2

L2 � M
3
2
n

and

‖un‖4
L4 ≤ M

3
2
n

n
.

But the following estimate, true for all R > 0 and n ∈ N

‖un‖2
L2 � M

3
2
n

R2 + R‖un‖2
L4

� M
3
2
n

R2 + RM
3
4
n

n
1
2

.

Now choosing R = M
1
4
n n

1
8 , gives the bound

1 � 1

n
1
4

leading to a contradiction by taking n → ∞. Clearly, (3.12) shows that K(uM)
becomes negative asM →∞ which finishes the proof. � 
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3.2 The Ground State

The main result of this section is the following.

Theorem 3.1 There exists ε0 > 0 such that for all 0 < ε < ε0, Eq. (GPPDε) has a
solution (Qε, με) ∈ � × (2,∞) that can be decomposed as

(Qε, με) = (Qaε + ψε,μaε + κε), (3.13)

with ψε = ψε,r + iψε,i satisfying

|κε| + ‖ψε,r‖� � ε4 (3.14)

‖ψε,i‖� � ε5. (3.15)

Here, (Qaε , μ
a
ε ) is the approximate solution that we constructed.

Proof of Theorem 3.1 First, we write an equation for (Qε, με) being a solution of
(μ− SPε). We start by further decomposingQaε = Qaε,r + iQaε,i and observe that

|Qε|2 = |Qaε,r |2 + |Qaε,i |2 + 2Qaε,rψε,r + 2Qaε,iψε,i + |ψε,r |2 + |ψε,i |2.

Substituting this in equation (μ-SPε) and splitting the real and imaginary parts, we
obtain

(μaε + κε)(Qaε,r + ψε,r ) = (−�+ V + |Qε|2)(Qaε,r + ψε,r )
−ε(σ − α|Qε|2)(Qaε,i + ψε,i), (3.16)

and

(μaε + κε)(Qaε,i + ψε,i) = (−�+ V + |Qε|2)(Qaε,i + ψε,i)
+ε(σ − α|Qε|2)(Qaε,r + ψε,r ), (3.17)

respectively. The identity coming from the real part can be rewritten in the following
way.

L+ψε,r = μaεQaε,r − (−�+ V + |Qaε |2)ψε,r + ε(σ − α|Qaε |2)Qaε,i
+ κεQaε,r + ε2μ2ψε,r − 2Qaε,iQ

a
ε,rψε,r + ε(σ − α|Qaε |2)ψaε,i

− 2|Qiε,r |2ψaε,i + κεψε,r + ψε,r (2Qaε,rψε,r + 2Qaε,iψε,i + ψ2
ε,r + ψ2

ε,i )

− εψε,r (2Qaε,rψε,r + 2Qaε,iψε,i + ψ2
ε,r + ψ2

ε,i )

:= κεQ0 + ε4ϕ1 + Fε(ψε,r , ψε,i , κε)
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where ϕ1 is given by

ϕ1 := μ2Q2r−Q2
1iQ2r−(Q2

2r+2Q3iQ1i )Q0+(σ−αQ2
0)Q3i−(2Q0Q2r+Q2

1i )Q1i

and Fε can be easily be explicitly computed. In particular it satisfies

‖Fε(ψε,r , ψε,i , κε)‖� � ε6.

The identity coming from the imaginary part can be rewritten in the following way.

L−ψε,i = μaεQaε,i − (−�+ V + |Qaε |2)Qaε,i − ε(σ − α|Qaε |2)Qaε,r
+ κεQaε,i + ε2μ2ψε,i − 2Qaε,i(Q

a
ε,rψε,r +Qaε,iψε,i)− ε(σ − α|Q0|2)ψε,r

+ 2εQaε,r (Q
a
ε,rψε,r +Qaε,iψε,i)

− 2ψε,i(Q
a
ε,rψε,r +Qaε,iψε,i)+ 2εψε,r (Q

a
ε,rψε,r +Qaε,iψε,i)

+ εQaε,r (ψ2
ε,r + ψ2

ε,i )− ψε,i(ψ2
ε,r + ψ2

ε,i )+ εψε,r (ψ2
ε,r + ψ2

ε,i)+ κεψε,i
:= ε(κεQ1i + ((2 + α)Q2

0 − σ − 2Q0Q1i )ψε,r
)

+ ε5ϕ2 +Gε(Qε,r ,Qε,i , κε),

where ϕ2 is given by

ϕ2 := − (2Q0Q2r +Q2
1i )Q3i − (Q2

2r + 2Q1iQ3i )Q1i

+ (2Q0Q2r +Q2
1i )Q2r + (Q2

2r + 2Q1iQ3i )Q0

and Gε can be explicitly computed. In particular it satisfies

‖Gε(ψε,r , ψε,i , κε)‖� � ε7.

Now we define a map �ε : � ×� × (0,∞)→ � ×� × (0,∞) by

�ε(ψ̃ε,r , ψ̃ε,i , κ̃ε) = (ψε,r , ψε,i , κε)

where, (ψε,r , ψε,i , κε) solves

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

L+ψε,r = κεQ0 + ε4ϕ1 + Fε(ψ̃ε,r , ψ̃ε,i , κ̃ε)
L−ψε,i = ε

(
κεQ1i + ((2 + α)Q2

0 − σ − 2Q0Q1i )ψε,r
)

+ ε5ϕ2 +Gε(ψ̃ε,r , ψ̃ε,i , κ̃ε),
(L−ψε,i,Q0)2 = 0.

(3.18)
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Now the purpose is to show that there are positive constants C1, C2 and C3 such that
the above map is a contraction on the ball

Bε := {(ψε,r , ψε,i , κε) : |κε| ≤ C1ε
4, ‖ψε,r‖� ≤ C2ε

4, ‖ψε,i‖� ≤ C3ε
5},

for ε > 0 sufficiently small. The ball Bε is endowed with the norm

max

{ |κε|
C1ε4

,
‖ψε,r‖�
C2ε4

,
‖ψε,i‖�
C3ε5

}
. (3.19)

Thanks to the equation for ψε,r and the invertibility of L+, we can write

ψε,r = κεQ′(μ0)+ ε4L−1+ (ϕ1)+ L−1+
(
Fε(ψ̃ε,r , ψ̃ε,i , κ̃ε)

)
. (3.20)

Plugging the above identity in the equation for ψε,i we obtain

L−ψε,i = εκε
(
Q1,i + ((2 + α)Q2

0 + 2Q0Q1,i − σ)Q′(μ0)

+ε5((2 + α)Q2
0 + 2Q0Q1,i − σ)L−1+ (ϕ1)+ L−1+

(
Fε(ψ̃ε,r , ψ̃ε,i , κ̃ε)

)
.

Since,

(
Q1,i + ((2 + α)Q2

0 − 2Q0Q1,i − σ)Q′(μ0),Q0
)

2 = ‖Q0‖2
L2

then the choice of

κε = − ε4

‖Q0‖2
L2

∫
R2
Q0ϕ1 dx − 1

ε

∫
R2
Q0L

−1+
(
Fε(ψ̃ε,r , ψ̃ε,i , κ̃ε)

)
dx

makes

(L−ψε,i,Q0)2 = 0

which enables us to invert L− and thus calculate ψε,i :

ψε,i = εκεL−1−
(
Q1,i + ((2 + α)Q2

0 − 2Q0Q1,i − σ)Q′(μ0)
)

+ L−1− L−1+
(
Fε(ψ̃ε,r , ψ̃ε,i , κ̃ε)

)
+ ε5L−1−

(
((2 + α)Q2

0 − 2Q0Q1,i − σ)L−1+ (ϕ1)
)

(3.21)

Let

C1 := 2‖ϕ1‖L2

‖Q0‖L2
,
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C2 = 2
(
C1‖Q′(μ0)‖� + ‖L−1+ (ϕ1)‖�

)
,

and

C3 : = 2C1‖L−1−
(
Q1,i + ((2 + α)Q2

0 − 2Q0Q1,i − σ)Q′(μ0)
)‖�

+ 2‖L−1−
(
((2 + α)Q2

0 − 2Q0Q1,i − σ)L−1+ (ϕ1)
)‖�

To show that�ε is a contraction, consider (ψ̃aε,r , ψ̃
a
ε,i , κ̃

a
ε ) and (ψ̃bε,r , ψ̃

b
ε,i , κ̃

b
ε ) in the

ball Bε and denote by (ψaε,r , ψ
a
ε,i , κ

a
ε ) and (ψbε,r , ψ

b
ε,i , κ

b
ε ) their respective images

through the map �ε. We have

κε := κaε − κbε =
1

ε

∫
R2
Q0L

−1+
[
Fε(ψ̃

b
ε,r , ψ̃

b
ε,i , κ̃

b
ε )− Fε(ψ̃aε,r , ψ̃aε,i , κ̃aε )

]
dx,

ψε,r := ψaε,r − ψbε,r = κεQ′(μ0)− L−1+
(
Fε(ψ̃

b
ε,r , ψ̃

b
ε,i , κ̃

b
ε )− Fε(ψ̃aε,r , ψ̃aε,i , κ̃aε )

)
,

and

ψε,i := ψaε,r − ψbε,r = εκεL−1−
(
Q1,i + ((2 + α)Q2

0 − 2Q0Q1,i − σ)Q′(μ0)
)

− L−1− L−1+
(
Fε(ψ̃

b
ε,r , ψ̃

b
ε,i , κ̃

b
ε )− Fε(ψ̃aε,r , ψ̃aε,i , κ̃aε )

)
.

Estimating κε, ψε,r and ψε,i using the above bounds on Fε and Gε yields

|κε| � ε5, ‖ψε,r‖� � ε5, ‖ψε,i‖� � ε6

showing the contraction of the map �ε. � 
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1 Introduction

The KP-II equation

∂x(∂tu+ ∂3
xu+ 3∂x(u

2))+ 3σ∂2
yu = 0 for t > 0 and (x, y) ∈ R

2, (1.1)

where σ = 1, is a generalization to two spatial dimensions of the KdV equation

∂tu+ ∂3
xu+ 3∂x(u

2) = 0 , (1.2)

and has been derived as a model to explain the transverse stability of solitary wave
solutions to the KdV equation with respect to 2 dimensional perturbation when the
surface tension is weak or absent. See [15] for the derivation of (1.1).

The global well-posedness of (1.1) in Hs(R2) (s ≥ 0) on the background of line
solitons has been studied by Molinet et al. [28] whose proof is based on the work
of Bourgain [3]. For the other contributions on the Cauchy problem of the KP-II
equation, see e.g. [8–10, 13, 35–38] and the references therein.
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Let

ϕc(x) ≡ c sech2
(√ c

2
x
)
, c > 0.

Then ϕc(x − 2ct) is a solitary wave solution of the KdV equation (1.2) and a line
soliton solution of (1.1) as well. Transverse linear stability of line solitons for the
KP-II equation was studied by Burtsev [4]. See also [1] for the spectral stability of
KP line solitons. Recently, transverse spectral and linear stability of periodic waves
for the KP-II equation has been studied in [11, 12, 14].

If σ = −1, then (1.1) is called KP-I which is a model for long waves in a
media with positive dispersion, e.g. water waves with large surface tension. The
KP-I equation has a stable ground state [7] and line solitons are unstable for the
KP-I equation except for thin domains in R

2 where the 2 dimensional nature of the
equation is negligible (see [31–33, 40]).

Nonlinear stability of line solitons for the KP-II equation has been proved for
localized perturbations as well as for perturbations which have 0-mean along all the
lines parallel to the x-axis [22, 23].

Theorem 1.1 ([23, Theorem 1.1]) Let c0 > 0 and u(t, x, y) be a solution of (1.1)
satisfying u(0, x, y) = ϕc0(x) + v0(x, y). There exist positive constants ε0 and C
satisfying the following: if v0 ∈ ∂xL2(R2) and ‖v0‖L2(R2) + ‖|Dx |1/2v0‖L2(R2) +
‖|Dx |−1/2|Dy |1/2v0‖L2(R2) < ε0 then there exist C1-functions c(t, y) and x(t, y)
such that for every t � 0 and k � 0,

‖u(t, x, y)− ϕc(t,y)(x − x(t, y))‖L2(R2) � C‖v0‖L2 , (1.3)

‖c(t, ·)− c0‖Hk(R) +
∥∥∂yx(t, ·)∥∥Hk(R) + ‖xt (t, ·)− 2c(t, ·)‖Hk(R) � C‖v0‖L2 ,

(1.4)

lim
t→∞

(∥∥∂yc(t, ·)∥∥Hk(R) +
∥∥∥∂2
yx(t, ·)

∥∥∥
Hk(R)

)
= 0 , (1.5)

and for any R > 0,

lim
t→∞

∥∥u(t, x + x(t, y), y)− ϕc(t,y)(x)∥∥L2((x>−R)×Ry)
= 0 . (1.6)

Theorem 1.2 ([23, Theorem 1.2]) Let c0 > 0 and s > 1. Suppose that u is a
solutions of (1.1) satisfying u(0, x, y) = ϕc0(x)+v0(x, y). Then there exist positive
constants ε0 and C such that if ‖〈x〉sv0‖H 1(R2) < ε0, there exist c(t, y) and x(t, y)
satisfying (1.5), (1.6) and

‖u(t, x, y)− ϕc(t,y)(x − x(t, y))‖L2(R2) � C‖〈x〉sv0‖H 1(R2) , (1.7)
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‖c(t, ·)− c0‖Hk(R) +
∥∥∂yx(t, ·)∥∥Hk(R) + ‖xt (t, ·)− 2c(t, ·)‖Hk(R)

� C‖〈x〉sv0‖H 1(R2) (1.8)

for every t � 0 and k � 0.

Remark 1.1 The parameters c(t0, y0) and x(t0, y0) represent the local amplitude
and the local phase shift of the modulating line soliton ϕc(t,y)(x−x(t, y)) at time t0
along the line y = y0 and that xy(t, y) represents the local orientation of the crest
of the line soliton.

Remark 1.2 In view of Theorem 1.1,

lim
t→∞ sup

y∈R
(|c(t, y)− c0| + |xy(t, y)|) = 0 ,

and as t → ∞, the modulating line soliton ϕc(t,y)(x − x(t, y)) converges to a y-
independent modulating line soliton ϕc0(x− x(t, 0)) in L2((x > −R)× (|y| � R))
for any R > 0.

For the KdV equation as well as for the KP-II equation posed on L2(Rx × Ty),
the dynamics of a modulating soliton ϕc(t)(x − x(t)) is described by a system of
ODEs

ċ � 0 , ẋ � 2c .

See [30] for the KdV equation and [26] for the KP-II equation with the y-periodic
boundary condition. However, to analyze transverse stability of line solitons for
localized perturbation in R

2, we need to study a system of PDEs for c(t, y) and
x(t, y) in [22, 23] as is the case with the planar traveling waves for the heat equations
(e.g. [16, 20, 39]) and planar kinks for the φ4-model [5].

By analyzing modulation PDEs, it turns out the set of exact 1-line solitons

K = {ϕc(x + ky − (2c + 3k2)t + γ ) | c > 0 , k , γ ∈ R}

is not stable in L2(R2).

Theorem 1.3 ([22, Theorem 1.4]) Let c0 > 0. Then for any ε > 0, there
exists a solution of (1.1) such that ‖u(0, x, y) − ϕc0(x)‖L2(R2) < ε and
lim inft→∞ t−1/4 infv∈A ‖u(t, ·)− v‖L2(R2) > 0.

Remark 1.3 Theorem 1.3 is a consequence of finite speed propagation of local
phase shifts and the fact that the line solitons have infinite length in the R

2 case.
Indeed, the phase x(t, y) has jumps around the points y = ±√8c0t .

Such phenomena are observed for Boussinesq equations in the physics literature.
See e.g. [29] and the reference therein.

The following result is an improvement of [22, Theorem 1.5].
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Theorem 1.4 Let c0 = 2 and u(t) be as in Theorem 1.2. There exist positive
constants ε0 and C such that if ε := ‖〈x〉(〈x〉 + 〈y〉)v0‖H 1(R2) < ε0, then there
exist C1-functions c(t, y) and x(t, y) satisfying (1.3)–(1.6) and

∥∥∥∥
(
c(t, ·)− 2
xy(t, ·)

)
−
(

2 2
1 −1

)(
u+B(t, y + 4t)
u−B(t, y − 4t)

)∥∥∥∥
L2(R)

= o(εt−1/4) (1.9)

as t →∞, where u±B are self similar solutions of the Burgers equation

∂tu = 2∂2
yu± 4∂y(u

2)

such that

u±B(t, y) =
±m±H2t (y)

2
(
1 +m±

∫ y
0 H2t (y1) dy1

) , Ht (y) = (4πt)−1/2e−y2/4t ,

and that m± are constants satisfying

∫
R

u±B(t, y) dy =
1

4

∫
R

(c(0, y)− 2) dy +O(ε2) .

Remark 1.4 Since (1.1) is invariant under the scaling u �→ λ2u(λ3t, λx, λ2y), we
may assume that c0 = 2 without loss of generality.

Remark 1.5 The linearized operator around the line soliton solution has resonant
continuous eigenvalues near λ = 0 whose corresponding eigenmodes grow
exponentially as x → −∞. See (2.1)–(2.3). The diffraction of the line soliton
around y = ±4t can be thought as a mechanism to emit energy from those resonant
continuous eigenmodes.

If we disregard diffractions of waves propagating along the crest of line solitons,
then time evolution of the phase shift is approximately described by the 1-
dimensional wave equation

xtt = 8c0xyy .

It is natural to expect that supt,y∈R |x(t, y) − 2c0t | remains small for localized
perturbations although the L2(Ry) norm of x(t, y)− 2c0t grows as t →∞.

Our main result in the present paper is the following.

Theorem 1.5 Let u(t, x, y) and x(t, y) be as in Theorem 1.2. There exist positive
constants ε0 and C such that if ε := ‖〈x〉(〈x〉 + 〈y〉)v0‖H 1(R2) < ε0, then
supt�0 , y∈R |x(t, y)− 2c0t | � Cε.

Moreover, there exists an h ∈ R such that for any δ > 0,

{
limt→∞ ‖x(t, ·)− 2c0t − h‖L∞(|y|�(√8c0−δ)t = 0 ,

limt→∞ ‖x(t, ·)− 2c0t‖L∞(|y|�(√8c0+δ)t) = 0 .
(1.10)
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In the case where h �= 0 in (1.10), the L2(R2)-distance between the solution u and
the set of exact 1-line solitons grows like t1/2 or faster.

Corollary 1.6 Let c0 > 0. Then for any ε > 0, there exists a solution
of (1.1) such that

∥∥〈x〉(〈x〉 + 〈y〉) {u(0, x, y)− ϕc0(x)}∥∥H 1(R2)
< ε and

lim inft→∞ t−1/2 infv∈A ‖u(t, ·)− v‖L2(R2) > 0.

To investigate the large time behavior of x(t, y), we derive estimates of funda-
mental solutions to the linearized equation of modulation equations for parameters
c(t, y) and x(t, y) which is a system of 1-dimensional damped wave equations
(see Sect. 2.2). As is the same with the 1-dimensional wave equation, we need
integrability of the initial data of the modulation equation to prove the boundedness
of the phase shift.

In our construction of modulation parameters, we impose a secular term con-
dition on c(t, y) and x(t, y) only for y-frequencies in a small interval [−η0, η0].
This facilitates the estimates of modulation parameters because the truncation of
Fourier modes turns the modulation equations into semilinear equations. On the
other hand, it was not clear in [22] whether the initial data of modulation equations
are integrable even if perturbations to line solitons are exponentially localized.
We find that c(0, y) can be decomposed into a sum of an integrable function and
a derivative of a function that belongs to F−1L∞(R) for polynomially localized
perturbations in R

2.
The decomposition of initial data also enables us to prove Theorem 1.4 which

shows the large time asymptotic of the local amplitude and the local orientation of
line solitons in L2(R) whereas the result in [22] shows large time asymptotics in a
region y = ±√8c0t +O(√t).

In [25], we study the 2-dimensional linearized Benney-Luke equation around
line solitary waves in the weak surface tension case and find that the time evolution
of resonant continuous eigenmodes is similar to (1.10). We except our argument
presented in this paper is useful to investigate phase shifts of modulating line solitary
waves for the 2-dimensional Benney-Luke equation and the other long wave models
for 3D water.

Finally, let us introduce several notations. Let 1A be the characteristic function
of the set A. For Banach spaces V and W , let B(V,W) be the space of all the
linear continuous operators from V to W and ‖T ‖B(V,W) = sup‖u‖V=1 ‖T u‖W for
T ∈ B(V,W). We abbreviate B(V, V ) asB(V ). For f ∈ S(Rn) andm ∈ S′(Rn), let

(Ff )(ξ) = f̂ (ξ) = (2π)−n/2
∫
Rn

f (x)e−ixξ dx ,

(F−1f )(x) = f̌ (x) = f̂ (−x) ,

and (m(D)f )(x) = (2π)−n/2(m̌ ∗ f )(x).
The symbol 〈x〉 denotes

√
1 + x2 for x ∈ R. We use a � b and a = O(b) to

mean that there exists a positive constant such that a � Cb. Various constants will
be simply denoted by C and Ci (i ∈ N) in the course of the calculations.
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2 Preliminaries

2.1 Semigroup Estimates for the Linearized KP-II Equation

First, we recall decay estimates of the semigroup generated by the linearized
operator around a 1-line soliton in exponentially weighted spaces.

Let

ϕ = ϕ2 , L = −∂3
x + 4∂x − 3∂−1

x ∂
2
y − 6∂x(ϕ·) .

We remark that L generates a C0-semigroup on X := L2(R2; e2αxdxdy) for any
α > 0.

Let L(η) = −∂3
x + 4∂x + 3η2∂−1

x − 6∂x(ϕ·) be an operator on L2(R; e2αxdx)
with its domain D(L(η)) = e−αxH 3(R). Obviously, we have L(u(x)eiyη) =
eiyηL(η)u(x) for any η ∈ R. If η � 0, then L(η) has two isolated eigenvalues
near 0 and the rest of the spectrum is bounded away from the imaginary axis and
lies in the stable half plane (see [22, Chapter 2]). We remark that that L(0) is the
linearized KdV operator around ϕ which has an isolated 0 eigenvalue of multiplicity
2 in L2(R; e2αxdx) with α ∈ (0, 2) (see [30]).

Let

β(η) = √1 + iη , λ(η) = 4iηβ(η) , (2.1)

g(x, η) = −i
2ηβ(η)

∂2
x (e

−β(η)x sech x), g∗(x, η) = ∂x(eβ(−η)x sech x) . (2.2)

Then

L(η)g(x,±η) = λ(±η)g(x,±η) , L(η)∗g∗(x,±η) = λ(∓η)g∗(x,±η) .
(2.3)

The continuous eigenvalues λ(η) belongs to the stable half plane {λ ∈ C | 4λ < 0}
for η ∈ R \ {0} and λ(η)→ λ(0) = 0 as η→ 0.

Let ν(η) := 4β(η) − 1 and η0 be a small positive number. Since g(x, η) =
O(eν(η)|x|) as x → −∞ and ν(η) = O(η2) for small η, we choose α and so
that α � ν(η) and g(x,±η) ∈ L2(R; e2αxdx) for η ∈ [−η0, η0]. The continuous
eigenmodes g(x, η)eiyη grow exponentially as x → −∞. Nevertheless, they have
to do with modulation of line solitons. See [4] and the references therein.

The spectral projection to the continuous eigenmodes {g(x,±η)eiyη}−η0�η�η0

is given by

P0(η0)f (x, y) = 1√
2π

∑
k=1, 2

∫ η0

−η0

ak(η)gk(x, η)e
iyη dη ,

ak(η) =
∫
R

(Fyf )(x, η)g
∗
k (x, η) dx ,
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where

g1(x, η) = 24g(x, η) , g2(x, η) = −2η'g(x, η) ,
g∗1(x, η) = 4g∗(x, η) , g∗2(x, η) = −η−1'g∗(x, η) .

We remark that for an α ∈ (0, 2),

g1(x, η) = 1

4
ϕ′ + x

4
ϕ′ + 1

2
ϕ +O(η2) , g2(x, η) = −1

2
ϕ′ +O(η2) in L2(R; e2αxdx),

g∗1 (x, η) =
1

2
ϕ +O(η2) , g∗2 (x, η) =

∫ x
−∞
∂cϕdx +O(η2) in L2(R; e−2αxdx),

where ∂cϕ = ∂cϕc|c=2. See [22, Chapter 3].
For η0 andM satisfying 0 < η0 � M �∞, let

P1(η0,M)u(x, y) := 1

2π

∫
η0�|η|�M

∫
R

u(x, y1)e
iη(y−y1) dy1dη ,

P2(η0,M) := P1(0,M)− P0(η0) .

The semigroup etL is exponentially stable on (I − P0(η0))X.

Proposition 2.1 ([22, proposition 3.2 and Corollary 3.3]) Let α ∈ (0, 2) and η1
be a positive number satisfying ν(η1) < α. Then there exist positive constants K
and b such that for any η0 ∈ (0, η1],M � η0, f ∈ X and t � 0,

‖etLP2(η0,M)f ‖X � Ke−bt‖f ‖X .

Moreover, there exist positive constants K ′ and b′ such that for t > 0,

‖etLP2(η0,M)∂xf ‖X � K ′e−b′t t−1/2‖eαxf ‖X ,
‖etLP2(η0,M)∂xf ‖X � K ′e−b′t t−3/4‖eαxf ‖L1

xL
2
y
.

2.2 Decay Estimates for Linearized Modulation Equations

Time evolution of parameters c(t, y) and x(t, y) of a modulating line soliton
ϕc(t,y)(x − x(t, y)) is described by a system of Burgers type equations. In this
subsection, we introduce linear estimates which will be used to prove boundedness
of the phase shift x(t, y) − 2c0t . The estimates are a substitute of d’Alembert’s
formula for the 1-dimensional wave equation.
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Let ω(η) = √16 + (8μ3 − 1)η2, μ3 > 1/8, λ±∗ (η) = −2η2 ± iηω(η) and

A∗(η) =
( −3η2 −8η2

2 + μ3η
2 −η2

)
, P∗(η) = 1

4η

(
8η 8η

−η − iω(η) −η + iω(η)
)
.

Then P∗(η)−1A∗(η)P∗(η) = diag(λ+∗ (η), λ−∗ (η)) and

etA∗(η) =e−2tη2

(
cos tηω(η)− η

ω(η)
sin tηω(η) − 8η

ω(η)
sin tηω(η)

η2+ω(η)2
8ηω(η) sin tηω(η) cos tηω(η)+ η

ω(η)
sin tηω(η)

)
.

(2.4)
Let η0 be a positive number and let χ1(η) be a nonnegative smooth function such
that 0 � χ1(η) � 1 for η ∈ R, χ1(η) = 1 if |η| � 1

2η0 and χ1(η) = 0 if |η| � 3
4η0.

Let χ2(η) = 1 − χ1(η). Then

‖χ2(Dy)e
tA∗(Dy)‖B(L2(R)) � e−η

2
0 t/2 for t � 0. (2.5)

Next, we will estimate the low frequency part of etA∗(η). Let

K1(t, y) = 1√
2π

F−1
(
χ1(η)e

−2tη2
cos tηω(η)

)
,

K2(t, y) = 1√
2π

F−1
(
e−2tη2 ηχ1(η)

ω(η)
sin tηω(η)

)
,

K3(t, y) = 1√
2π

F−1
(
e−2tη2 χ1(η)ω(η)

η
sin tηω(η)

)
.

Then

χ1(Dy)e
tA∗(Dy)δ =

(
K1(t, y)−K2(t, y) −8K2(t, y)

1
8 (K2(t, y)+K3(t, y)) K1(t, y)+K2(t, y)

)
. (2.6)

We have the following estimates for K1, K2 and K3.

Lemma 2.2 Let j ∈ Z�0. Then

sup
t>0

‖K1(t, ·)‖L1(R) <∞ , ‖K1(t, ·)‖L2(R) � 〈t〉−1/4 , (2.7)

‖∂j+1
y K1(t, ·)‖L1(R) + ‖∂jyK2(t, ·)‖L1(R) + ‖∂j+2

y K3(t, ·)‖L1(R) � 〈t〉−(j+1)/2 ,

(2.8)

‖∂j+1
y K1(t, ·)‖L2(R) + ‖∂jyK2(t, ·)‖L2(R) + ‖∂j+2

y K3(t, ·)‖L2(R) � 〈t〉−(2j+3)/4 ,

(2.9)
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sup
t>0

‖∂yK3(t, ·)‖L1(R) <∞ , ‖∂yK3(t, ·)‖L2(R) � 〈t〉−1/4 , (2.10)

sup
t>0

‖K3(t, ·) ∗ f ‖L∞(R) � ‖f ‖L1(R) . (2.11)

Proof Let ω̃(η) = ω(η)− 4 and

K1,±(t, y) = 1

2
√

2π
F−1

(
χ1(η)e

−(2η2±iηω̃(η))t) . (2.12)

Since K1(t, y) = ∑
±K1,±(t, y ∓ 4t), it suffices to show that supt>0 ‖K1,±(t, ·)

‖L1(R) < ∞ and ‖K1,±(t, ·)‖L2(R) � 〈t〉−1/4 to prove (2.7). Using the Plancherel
identity, we have

‖K1,±(t, ·)‖L2(R) �
∥∥∥χ1(η)e

−2tη2
∥∥∥
L2(R)

� 〈t〉−1/4 ,

‖yK1,±(t, y)‖L2(R) �
∥∥∥∂η (χ1(η)e

−(2η2±iω̃(η))t)∥∥∥
L2(R)

� ‖χ ′1(η)e−2tη2‖L2(R) + t (‖ηχ1(η)e
−2tη2‖L2(R)

+ ‖ω̃′(η)χ1(η)e
−2tη2‖L2(R))

� 〈t〉1/4 .

Note that

|ω̃(η)| � min{1, η2} , |ω̃′(η)| � min{1, |η|} . (2.13)

Combining the above, we have

‖K1,±(t, ·)‖L1(R) � t1/4‖K1,±(t, ·)‖L2(|y|�√t)

+ ‖yK1,±(t, y)‖L2(|y|�√t)‖y−1‖L2(|y|�√t) = O(1) .

Thus we have (2.7). We can prove (2.8)–(2.10) in the same way.
Now we will prove (2.11). Let

K3,1(t, y) = 1

2
√

2π
F−1

(
ω(η)χ1(η)e

−2tη2
cos tηω̃(η)

)
,

K3,2(t, y) = 1

2
√

2π
F−1

(
ω(η)χ1(η)e

−2tη2 sin tηω̃(η)

η

)
.
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Then

K3(t, y) = K3,1(t, ·) ∗ 1[−4t,4t] +K3,2(t, y + 4t)+K3,2(t, y − 4t) . (2.14)

We can prove that

sup
t>0

‖K3,1(t, ·)‖L1(R) <∞ , (2.15)

in the same way as (2.7). It follows from (2.13) that

sup
t>0

‖K3,2(t, cdot)‖Linf ty(R) <∞ . (2.16)

Combining (2.14)–(2.16), we have (2.11). This completes the proof of Lemma 2.2.
� 

Let Y and Z be closed subspaces of L2(R) defined by

Y = F−1
η Z and Z = {f ∈ L2(R) | supp f ⊂ [−η0, η0]} ,

and let X1 = L1(Ry;L2(R; eαxdx)), Y1 = F−1
η Z1 and Z1 = {f ∈ Z | ‖f ‖Z1 :=

‖f ‖L∞ <∞}.
Let E1 = diag(1, 0) and E2 = diag(0, 1) and let χ(η) be a smooth function such

that χ(η) = 1 if η ∈ [− η0
4 ,
η0
4 ] and χ(η) = 0 if η �∈ [− η0

2 ,
η0
2 ]. We will use the

following estimates to investigate large time behavior of modulation parameters.

Lemma 2.3 For t � 0 and k � 1,

‖χ1(Dy)e
tA∗E1‖B(L1;L∞) = O(1) , ‖(I − χ(Dy))etA∗E1‖B(Y ;L∞) = O(e−c1t ) ,

(2.17)

‖etA∗E2‖B(Y ;L∞) � 〈t〉−1/4 , ‖etA∗E2‖B(Y1;L∞) � 〈t〉−1/2 , (2.18)

‖∂ky etA∗‖B(Y,L∞) � 〈t〉−(2k−1)/4 , ‖∂ky etA∗‖B(Y1;L∞) � 〈t〉−k/2 , (2.19)

where c1 is a positive constant. Moreover,

∥∥∥∥etA∗
(
f1

f2

)
− 1

2
H2t ∗W4t ∗ f1e2

∥∥∥∥
L∞

� 〈t〉−1/2(‖f1‖Y1 + ‖f2‖Y1) , (2.20)

∥∥∥∥diag(1, ∂y)e
tA∗
(
f1

f2

)
− 1

4

(
2 2
1 −1

)(
H2t (· + 4t)
H2t (· − 4t)

)
∗ f1

∥∥∥∥
L∞

� 〈t〉−1(‖f1‖Y1 + ‖f2‖Y1) ,

(2.21)
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∥∥∥∥∥etA∗ diag(∂y, 1)

(
f1

f2

)
− 1

4

∑
±
H2t (· ± 4t)(2f2 ± f1)e2

∥∥∥∥∥
L∞

� 〈t〉−1(‖f1‖Y1 + ‖f2‖Y1) ,

(2.22)

where Ht(y) = (4πt)−1/2 exp(−y2/4t) andWt(y) = 1
2 1[−t,t](y).

Proof Equations (2.17)–(2.19) follow immediately from Lemma 2.2, (2.5)
and (2.6).

In view of (2.12) and (2.13),∥∥∥2K1,±(t, ·) ∗ f − χ1(D)e
2t∂2
y f

∥∥∥
L∞

�
∥∥∥χ1(η)e

−2tη2
(e±itηω̃(η) − 1)

∥∥∥
L1
‖f̂ ‖L∞

� min
{
t‖η3e−2tη2‖L1 , ‖χ1‖L1

}
‖f ‖Y1

� 〈t〉−1‖f ‖Y1 .

Since K1(t, ·) =∑±K1,±(t, · ∓ 4t),

∥∥∥∥∥K1(t, ·) ∗ f − 1

2

∑
±
H2t (· ± 4t) ∗ f

∥∥∥∥∥
L∞

� 〈t〉−1‖f ‖Y1 . (2.23)

We can prove

∥∥∂yK3(t, ·) ∗ f − 2H2t (· + 4t) ∗ f + 2H2t (· − 4t) ∗ f ∥∥
L∞(R) � 〈t〉−1‖f ‖Y1 ,

(2.24)

‖K3(t, ·) ∗ f − 4H2t ∗W4t ∗ f ‖L∞(R) � 〈t〉−1/2‖f ‖Y1 (2.25)

in the same way. Combining (2.23)–(2.25) with Lemma 2.2 and (2.5), we
obtain (2.20)–(2.22). Thus we complete the proof. � 

To investigate the large time behavior of x(t, y), we need the following.

Lemma 2.4 Suppose that f ∈ L1(R+ × R). Then for any δ > 0,

lim
t→∞ sup

|y|�(4−δ)t

∣∣∣∣
∫ t

0
H2(t−s) ∗W4(t−s) ∗ f (s, ·)(y) ds − 1

2

∫ ∞

0

∫
R

f (s, y) dyds

∣∣∣∣ = 0 ,

(2.26)

lim
t→∞ sup

|y|�(4+δ)t

∣∣∣∣
∫ t

0
H2(t−s) ∗W4(t−s) ∗ f (s, ·)(y) ds

∣∣∣∣ = 0 . (2.27)
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Proof LetKt(y, y1) =
{
(s, y2) | 0 � s < t ,

∣∣y2 − y + 2y1(t − s)1/2
∣∣ � 4(t − s)}.

Then∫ t
0
H2(t−s) ∗W4(t−s) ∗ f (s, ·)(y) ds

= 1

4
√

2π

∫ t
0
ds (t − s)−1/2

∫
R

dy1 e
−(y−y1)2/8(t−s)

∫ y1+4(t−s)

y1−4(t−s)
dy2 f (s, y2)

= 1

2
√

2π

∫
R

dy1 e
−y2

1/2
∫
Kt (y,y1)

dsdy2 f (s, y2) .

Since e−y2
1/2f (s, y2) is integrable on R+ × R

2,∣∣∣∣
∫
|y1|�δ

√
t/4
dy1 e

−y2
1/2
∫
Kt (y,y1)

dsdy2 f (s, y2)

∣∣∣∣
� ‖f ‖L1(R+×R)

∫
|y1|�δ

√
t/4
dy1 e

−y2
1/2 → 0 as t →∞.

Moreover,

lim
t→∞ sup

|y|�(4−δ)t

∣∣∣∣ 1√
2π

∫
|y1|�δ

√
t/4
e−y2

1/2
(∫
Kt (y,y1)

f (s, y2) dy2ds

)
dy1

−
∫
R+×R

f (s, y) dyds

∣∣∣∣ = 0 ,

lim
t→∞ sup

|y|�(4+δ)t

∣∣∣∣
∫
|y1|�δ

√
t/4
e−y2

1/2
(∫
Kt (y,y1)

f (s, y2) dy2ds

)
dy1

∣∣∣∣ = 0

because

lim
t→∞

⋂
|y|�(4−δ)t , |y1|�δ

√
t/4

Kt(y, y1) = R+ × R , lim
t→∞

⋃
|y|�(4+δ)t , |y1|�δ

√
t/4

Kt(y, y1) = ∅ .
� 

3 Decomposition of Solutions Around 1-Line Solitons

Following [22, 23], we decompose a solution around a line soliton ϕ(x − 4t) into
a sum of a modulating line soliton and a dispersive part plus a small wave which is
caused by amplitude changes of the line soliton:

u(t, x, y) = ϕc(t,y)(z)−ψc(t,y),L(z+3t)+v(t, z, y) , z = x−x(t, y) , (3.1)
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where ψc,L(x) = 2(
√

2c − 2)ψ(x + L), ψ(x) is a nonnegative function such that
ψ(x) = 0 if |x| � 1 and that

∫
R
ψ(x) dx = 1 and L > 0 is a large constant to be

fixed later. The modulation parameters c(t0, y0) and x(t0, y0) denote the maximum
height and the phase shift of the modulating line soliton ϕc(t,y)(x − x(t, y)) along
the line y = y0 at the time t = t0, and ψc,L is an auxiliary smooth function such that

∫
R

ψc,L(x) dx =
∫
R

(ϕc(x)− ϕ(x)) dx . (3.2)

Now we further decompose v into a small solution of (1.1) and an exponentially
localized part as in [21, 23, 27]. If v0(x, y) is polynomially localized, then as in
[23], we can decompose the initial data as a sum of an amplified line soliton and a
remainder part v∗(x, y) that satisfies

∫
R
v∗(x, y) dx = 0 for every y ∈ R. Let

c1(y) =
{√
c0 + 1

2
√

2

∫
R

v0(x, y) dx

}2

, (3.3)

v∗(x, y) = v0(x, y)+ ϕc0(x)− ϕc1(y)(x) . (3.4)

Then we have the following.

Lemma 3.1 Let c0 > 0 and s > 1. There exists a positive constant ε0 such that if
ε := ‖〈x〉s/2(〈x〉 + 〈y〉)s/2v0‖H 1(R2) < ε0, then

∥∥∥〈y〉s/2(c1 − c0)∥∥∥
L2(R)

+
∥∥∥〈y〉s/2∂yc1∥∥∥

L2(R)
�
∥∥∥〈x〉s/2〈y〉s/2v0∥∥∥

H 1(R2)
, (3.5)

∥∥〈x〉sv∗∥∥L2(R2)
�
∥∥〈x〉sv0∥∥L2(R2)

,

∥∥∥〈x〉s/2〈y〉s/2v∗∥∥∥
L2(R2)

�
∥∥∥〈x〉s/2〈y〉s/2v0∥∥∥

L2(R2)
,

(3.6)

‖∂−1
x v∗‖L2 + ‖∂−1

x ∂yv∗‖L2 + ‖v∗‖H 1(R2) � ‖〈x〉sv0‖H 1(R2) . (3.7)

Moreover, the mapping

〈x〉−s/2(〈x〉+〈y〉)−s/2H 1(R2) / v0 �→ (v∗, c1− c0) ∈ H 1(R2)×H 1(R)∩〈y〉−s/2L2(R)

is continuous.

Proof By [23, (10.4)],

sup
y

∣∣∣√c1(y)−√
c0

∣∣∣ � ‖〈x〉s/2v0‖L2 + ‖〈x〉s/2∂yv0‖L2 .
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Hence it follows from (3.3) and (3.4) that for sufficiently small ε,

∥∥∥〈y〉s/2∂iy(c1 − c0)∥∥∥
L2(R)

�
∥∥∥〈y〉s/2∂iy (√c1 −√

c0
)∥∥∥
L2(R)

�
∥∥∥∥〈y〉s/2

∫
R

∂iyv0(x, y) dx

∥∥∥∥
L2(Ry)

�
∥∥∥〈x〉s/2〈y〉s/2∂iyv0∥∥∥

L2(R2)
,

∥∥∥〈x〉s/2〈y〉s/2v∗∥∥∥
L2(R2)

�
∥∥∥〈x〉s/2〈y〉s/2v0∥∥∥

L2(R2)
+
∥∥∥〈x〉s/2〈y〉s/2(ϕc1(y) − ϕc0∥∥∥

L2(R2)

�
∥∥∥〈x〉s/2〈y〉s/2v0∥∥∥

L2(R2)
.

Using [23, (10.2)], we can prove ‖〈x〉sv∗‖L2(R2) � ‖〈x〉sv0‖L2(R2) in the same way.
We have (3.7) from [23, Lemma 10.1] and its proof. Since the continuity of the
mapping v0 �→ (v∗, c1 − c0) can be proved in the similar way, we omit the proof.
Thus we complete the proof. � 

Let ṽ1 be a solution of

{
∂t ṽ1 + ∂3

x ṽ1 + 3∂x(ṽ
2
1)+ 3∂−1

x ∂
2
y ṽ1 = 0 ,

ṽ1(0, x, y) = v∗(x, y) .
(3.8)

Since v∗ ∈ H 1(R2) and ∂−1
x ∂yv∗ ∈ L2(R2), we have ṽ1(t) ∈ C(R;H 1(R2)) from

[28]. Applying the Strichartz estimate in [34, Proposition 2.3] to

∂−1
x ∂yṽ1(t) = etS∂−1

x ∂yv∗ − 6
∫ t

0
e(t−s)S(ṽ1∂yṽ1)(s) ds , S = −∂3

x − 3∂−1
x ∂

2
y ,

we have ∂−1
x ∂yṽ ∈ C(R;L2(R)). Suppose that v0 satisfies the assumption of

Lemma 3.1 and that u(t) is a solution to (1.1) with u(0, x, y) = ϕ(x) + v0(x, y),
where ϕ = ϕ2. Then as [23, Lemmas 3.1 and 3.3], we can prove that w(t, x, y) :=
u(t, x+4t, y)−ϕ(x)− ṽ1(t, x+4t, y) belongs to an exponentially weighted space
X = L2(R2; e2axdxdy) for an α ∈ (0, 1), that

w ∈ C([0,∞);X) , ∂xw , ∂−1
x ∂yw ∈ L2(0, T ;X) ,

and that the mapping

〈x〉−1(〈x〉 + 〈y〉)−1H 1(R2) / v0 �→ w ∈ C([0, T ];X)

is continuous for any T > 0 by using by Lemma 3.1.
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Now let

v1(t, z, y) = ṽ1(t, z+x(t, y), y) , v2(t, z, y) = v(t, z, y)−v1(t, z, y) . (3.9)

To fix the decomposition (3.1), we impose the constraint that for k = 1, 2,

∫
R2
v2(t, z, y)g

∗
k (z, η, c(t, y))e

−iyη dzdy = 0 in L2(−η0, η0), (3.10)

where g∗1(z, η, c) = cg∗1(
√
c/2z, η) and g∗2(z, η, c) = c

2g
∗
2(
√
c/2z, η).

Let

Fk[u, c̃, γ, L](η) := 1[−η0,η0](η)
∫
R2

{
u(x, y)+ ϕ(x)− ϕc(y)(x − γ (y))

+ ψc(y),L(x − γ (y))
}
g∗k (x − γ (y), η, c(y))e−iyη dxdy

for k = 1, 2, where c(y) = 2 + c̃(y). Since w(0) = ϕc1 − ϕ and

‖ϕc1 − ϕ‖X1 � ‖〈y〉(c1 − 2)‖L2(Ry)
� ‖〈x〉〈y〉v0‖L2(R2)

by Lemma 3.1, it follows from [22, Lemmas 5.2 and 5.4] that there exists (c̃∗, x∗) ∈
Y1 × Y1 satisfying

F1[w(0), c̃∗, x∗, L] = F2[w(0), c̃∗, x∗, L] = 0 ,

‖c̃∗‖Y + ‖x∗‖Y � ‖w(0)‖X � ‖〈x〉v0‖L2(R2) ,

‖c̃∗‖Y1 + ‖x∗‖Y1 � ‖w(0)‖X1 � ‖〈x〉〈y〉v0‖L2(R2) ,
(3.11)

provided ‖〈x〉〈y〉v0‖L2(R2) is sufficiently small. By the definitions,

{
v2(0, x, y) = v2,∗(x, y) := ϕc1(y)(x)− ϕc∗(y)(x − x∗(y))+ ψ̃c∗(y),L(x − x∗(y)) ,
c̃(0, y) = c̃∗(y) , x(0, y) = x∗(y) ,

(3.12)
where c∗ = 2 + c̃∗ and it follows from Lemma 3.1 and (3.11) that

‖v2,∗‖X � ‖c1 − 2‖L2(R) + ‖c̃∗‖Y � ‖〈x〉v0‖L2(R2) . (3.13)

Lemma 5.2 in [22] implies that there exist a T > 0, c̃(t, ·) := c(t, ·) − 2 ∈
C([0, T ;Y ) and x̃(t, ·) := x(t, ·)− 4t ∈ C([0, T ];Y ) satisfying

F1[w(t), c̃(t), x̃(t), L] = F2[w(t), c̃(t), x̃(t), L] = 0 for t ∈ [0, T ]
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because w ∈ C([0,∞);X). If (v2(t), c̃(t)) remains small in X × Y for t ∈ [0, T ],
then the decomposition (3.1) and (3.9) satisfying (3.10) exists beyond t = T thanks
to the continuation argument.

Proposition 3.2 ([23, Proposition 3.9]) There exists a δ1 > 0 such that if (3.1),
(3.9) and (3.10) hold for t ∈ [0, T ) and

(c̃, x̃) ∈ C([0, T );Y × Y ) ∩ C1((0, T );Y × Y ) ,
sup
t∈[0,T ]

(‖v2(t)‖X + ‖c̃(t)‖Y ) < δ1 , sup
t∈[0,T )

‖x̃(t)‖Y <∞ ,

then either T = ∞ or T is not the maximal time of the decomposition (3.1) and (3.9)
satisfying (3.10).

4 Modulation Equations

By [23, Lemma 3.6 and Remark 3.7],

v2(t) ∈ C([0, T );X) , (c̃, x̃) ∈ C([0, T );Y × Y ) ∩ C1((0, T );Y × Y ) ,

where T is the maximal time of the decomposition (3.1) and (3.9) satisfying (3.10).
Substituting (3.1) and (3.9) into (1.1) with σ = 1 and (3.8), we have

∂tv1 − 2c∂zv1 + ∂3
z v1 + 3∂−1

z ∂
2
y v1 = ∂z(N1,1 +N1,2)+N1,3 , (4.1)

where N1,1 = −3v2
1, N1,2 = {xt − 2c− 3(xy)2}v1 and N1,3 = 6∂y(xyv1)− 3xyyv1,

and {
∂tv2 = Lcv2 + + ∂z(N2,1 +N2,2 +N2,4)+N2,3 ,

v2(0) = v2,∗ ,
(4.2)

where Lcv = −∂z(∂2
z −2c+6ϕc)v−3∂−1

z ∂
2
y ,  =

∑2
k=1 k , k =

∑3
j=1 kj (k = 1,

2), ψ̃c(z) = ψc,L(z+ 3t) and

11 = (xt − 2c − 3(xy)
2)ϕ′c − (ct − 6cyxy)∂cϕc , 12 = 3xyyϕc ,

13 = 3cyy

∫ ∞

z

∂cϕc(z1) dz1 + 3(cy)
2
∫ ∞

z

∂2
c ϕc(z1) dz1 ,

21 = (ct − 6cyxy)∂cψ̃c − (xt − 4 − 3(xy)
2)ψ̃ ′c ,

22 = (∂3
z − ∂z)ψ̃c − 3∂z(ψ̃

2
c )+ 6∂z(ϕcψ̃c)− 3xyyψ̃c ,
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23 = − 3cyy

∫ ∞

z

∂cψ̃c(z1) dz1 − 3(cy)
2
∫ ∞

z

∂2
c ψ̃c(z1) dz1 ,

N2,1 = − 3(2v1v2 + v2
2) , N2,2 = {xt − 2c − 3(xy)

2}v2 + 6ψ̃cv2 ,

N2,3 = 6∂y(xyv2)− 3xyyv2 , N2,4 = 6(ψ̃c − ϕc)v1 .

Differentiating (3.10) with respect to t and substituting (4.2) into the resulting
equation, we have in L2(−η0, η0)

d

dt

∫
R2
v2(t, z, y)g

∗
k (z, η, c(t, y))e

−iyη dzdy

=
∫
R2
g∗k (z, η, c(t, y))e−iyη dzdy +

6∑
j=1

II
j
k (t, η) = 0 ,

(4.3)

where

II 1
k =

∫
R2
v2(t, z, y)L

∗
c(t,y)(g

∗
k (z, η, c(t, y))e

−iyη) dzdy ,

II 2
k =−

∫
R2
N2,1∂zg

∗
k (z, η, c(t, y))e

−iyη dzdy ,

II 3
k =

∫
R2
N2,3g

∗
k (z, η, c(t, y))e

−iyη dzdy

+ 6
∫
R2
v2(t, z, y)cy(t, y)xy(t, y)∂cg

∗
k (z, η, c(t, y))e

−iyη dzdy ,

II 4
k =

∫
R2
v2(t, z, y)

(
ct − 6cyxy

)
(t, y)∂cg

∗
k (z, η, c(t, y))e

−iyη dzy ,

II 5
k =−

∫
R2
N2,2∂zg

∗
k (z, η, c(t, y))e

−iyη dzdy ,

II 6
k =−

∫
R2
N2,4∂zg

∗
k (z, η, c(t, y))e

−iyη dzdy .

Using the fact that g∗1(z, η, c) � ϕc(z) and g∗2(z, η, c) � (c/2)3/2
∫ z
−∞ ∂cϕc for

η � 0, we derive the modulation equations for c(t, y) and x(t, y) (see [23,
Section 4]).

To write down the modulation equation, let us introduce several notations. Let
Rj , R̃j , S̃j , S̄j , Ã1(t), Bj and C̃j be the same as those in [23, pp. 165–168] except
for the definitions of R4 and R5. We move a part of R4 into R5. See (B.1) and (B.2)
in Appendix B.

Note that

b(t, ·) := 1

3
P̃1

{√
2c(t, ·)3/2 − 4

}
= c̃(t, ·)+O(c̃2) , (4.4)
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where P̃1f = F−1
η 1[−η0,η0]Fyf and 1[−η0,η0] is a characteristic function of

[−η0, η0]. We make use of (4.4) to translate the nonlinear term cyxy into a
divergence form.

Now let us introduce localized norms of v(t). Let pα(z) = 1 + tanhαz and
‖v‖W(t) = ‖pα(z + 3t + L)1/2v‖L2(R2). Assuming the smallness of the following
quantities, we can derive modulation equations of b(t, y) and x(t, y) for t ∈ [0, T ].
Let 0 � T �∞ and

Mc,x(T ) =
∑
k=0, 1

sup
t∈[0,T ]

{〈t〉(2k+1)1/4(‖∂ky c̃(t)‖Y + ‖∂k+1
y x(t)‖Y )

+ 〈t〉(‖∂2
y c̃(t)‖Y + ‖∂3

yx(t)‖Y )
}
,

Mv(T ) = sup
t∈[0,T ]

‖v(t)‖L2 ,

M1(T ) = sup
t∈[0,T ]

{〈t〉2‖v1(t)‖W(t) + 〈t〉‖(1 + z+)v1(t)‖W(t)} + ‖E(v1)1/2‖L2(0,T ;W(t)) ,

M
′
1(∞) = sup

t�0
‖E(ṽ1(t))1/2‖L2(R2) ,

M2(T ) = sup
0�t�T

〈t〉3/4‖v2(t)‖X + ‖E(v2)1/2‖L2(0,T :X) ,

where E(v) = (∂xv)2 + (∂−1
x ∂yv)

2 + v2. We remark that by an anisotropic Sobolev
inequality (see e.g. [2]),

‖v‖L2(R2) + ‖v‖L6(R2) � ‖E(v)1/2‖L2(R2) . (4.5)

We can prove the following result exactly in the same way as [23, Proposition 3.9].

Proposition 4.1 There exists a δ2 > 0 such that if Mc,x(T )+M2(T )+η0+e−αL <
δ2 for a T � 0, then

(
bt

x̃t

)
= A(t)

(
b

x̃

)
+

6∑
i=1

Ni , (4.6)

b(0, ·) = b∗ , x(0, ·) = x∗ , (4.7)

where b∗ = 4/3P̃1{(c∗/2)3/2 − 1}, A(t) = A∗ + B−1
4 Ã1(t)+ ∂4

yA1(t)+ ∂2
yA2(t),

A1(t) = −B−1
4 (S̃1B

−1
1 B2 + S̃0) , A2(t) = B−1

4 S̃
3B−1

1 B2 ,

N1 =P̃1

(
6(bx̃y)y

2(c̃ − b)+ 3(x̃y)2

)
, N2 = N2a +N2b ,

N2a =B−1
3

(
P̃1R

7
1e1 + R̃1 + R̃3

)
, N2b = B−1

3 P̃1R
7
2e2 , e1 =

(
1
0

)
, e2 =

(
0
1

)
,
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N3 =B−1
3 ∂y(R̃

2 + R̃4) , N4 = (B−1
3 − B−1

4 )(B2 − ∂2
y S̃0)∂y

(
by

xy

)
,

N5 =(B−1
3 − B−1

4 )Ã1(t)

(
b

x̃

)
, N6 = B−1

3 R
v1 .

We remark that N6 equals to N5 in [23] and that A(t) + N5 equals to A(t) in
[23]. The other terms are exactly the same.

To apply (2.17) and (2.20) to (4.6) in Sect. 9, we need to decompose b∗ into a sum
of an integrable function and a function that belongs to ∂2

yY1. Note that P̃1L
1(R) ⊂

Y1 ⊂ Y and Y ⊂ ∩k�0H
k(R).

Lemma 4.2 There exist
•
b ∈ L1(R) and

◦
b ∈ Y1 such that b∗ = P̃1

•
b + ∂2

y

◦
b and

∥∥•b∥∥
L1(R)

+ ∥∥◦b∥∥
Y1

� ‖〈x〉〈y〉v0‖L2(R2) .

Proof Since b∗−c̃∗ = 4
3 P̃1

{
(c∗/2)3/2 − 1 − 3

4 c̃∗
}

and
∥∥∥(c∗/2)3/2 − 1 − 3

4c∗
∥∥∥
L1(R)

� ‖c̃∗‖2
Y � ‖〈x〉v0‖2

L2(R2)
, it suffices to show that there exist

•
c ∈ L1(R) and

◦
c ∈ Y1

such that c̃∗ = •
c + ∂2

y

◦
c and

∥∥•c∥∥
L1(R)

+ ∥∥◦c∥∥
Y1

� ‖〈x〉〈y〉v0‖L2(R2) .

Let

F10[u, c̃, γ, L](η) := 1

2
1[−η0,η0](η)

∫
R2
{u(x, y)+�[c̃, γ ](x, y)}ϕc(y)(x − γ (y))e−iyη dxdy ,

F11[u, c̃, γ, L](η) := 1[−η0,η0](η)
∫
R2
{u(x, y)+�[c̃, γ ](x, y)} g∗k1(x − γ (y), η, c(y))e−iyη dxdy

where c(y) = 2+ c̃(y) and �[c̃, γ ](x, y) = ϕ(x)− ϕc(y)(x − γ (y))+ψc(y),L(x −
γ (y)). Then

F1[u, c̃, γ, L](η) = F10[u, c̃, γ, L](η)+ η2F11[u, c̃, γ, L](η) ,

and we can prove

‖F11[u, c̃, γ, L]‖Z1
� ‖u‖X1 + ‖c̃‖Y1 + ‖γ ‖Y1 + ‖u‖X(‖c̃‖Y + ‖γ ‖Y )

in exactly the same way as the proof of [22, Lemma 5.1].
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Letw0(x, y) = ϕc1(y)(x)−ϕ(x). Since F1[w0, c̃∗, x∗, L] = 0 and (w0, c̃∗, x∗) ∈
X1 × Y1 × Y1,

F10[w0, c̃∗, x∗, L](η) = −η2F11[w0, c̃∗, x∗, L](η) , (4.8)

F11[w0, c̃∗, x∗, L] ∈ Z1 . (4.9)

Let

�0(x, y) = −c̃∗(y){∂cϕ(x)− ψ(x + L)} + x∗(y)ϕ′(x) ,

"1(x, y) = 1

2

{
ϕc∗(y)(x − x∗(y))− ϕ(x)

}
.

Then F−1
η F10[w0, c̃∗, x∗, L](y) = (2π)1/2P̃1(J0 + J1 + J2 + J3), where

J0 =1

2

∫
R

�0(x, y)ϕ(x) dx =
(
−1 + 1

2

∫
R

ϕ(x)ψ(x + L) dx
)
c̃∗ ,

J1 =1

2

∫
R

w0(x, y)ϕc∗(y)(x − x∗(y)) dx , J2 =
∫
R

�[c̃∗, x∗](x, y)"1(x, y) dx ,

J3 =1

2

∫
R

{�[c̃∗, x∗](x, y)−�0(x, y)}ϕ(x) dx ,

and

‖J1‖L1(R) � ‖w0‖L1(R2) � ‖〈y〉(c1 − 2)‖L2(R) ,

‖J2‖L1(R) � ‖�‖L2(R2)‖"1‖L2(R2) � (‖c̃∗‖Y + ‖x∗‖Y )2 ,
‖J3‖L1(R) � ‖�−�0‖L1(R2) � (‖c̃∗‖Y + ‖x∗‖Y )2 .

Combining the above with Lemma 3.1 and (3.11), we obtain Lemma 4.2. � 

5 A Priori Estimates for Modulation Parameters

In this section, we will estimate Mc,x(T ) assuming smallness of M1(T ), M2(T ),
Mv(T ), η0 and e−αL.

Lemma 5.1 There exist positive constants δ3 andC such that if Mc,x(T )+M1(T )+
M2(T )+ η0 + e−αL � δ3, then

Mc,x(T ) � C‖〈x〉(〈x〉 + 〈y〉)v0‖L2 + C(M1(T )+M2(T )
2) . (5.1)

To prove Lemma 5.1, we need the following.
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Claim 5.1 Let δ2 be as in Proposition 4.1. Suppose Mc,x(T )+M1(T )+M2(T )+
η0 + e−αL < δ2 for a T � 0. Then for t ∈ [0, T ],

‖ct‖Y + ‖xt − 2c − 3(xy)
2‖Y � (Mc,x(T )+M1(T )+M2(T )

2)〈t〉−3/4 .

Proof In view of (4.6),

‖ct (t)‖Y + ‖xt − 2c − 3(xy)
2‖Y � I +

∑
2�i�6

‖Ni‖Y ,

I= ‖bt − ct‖Y+ ‖Ã1(t)(b, x̃)‖Y+‖byy‖Y + ‖xyy‖Y+‖(bx̃y)y‖Y+‖(I−P̃1)x
2
y‖Y ,

and it follows from Claim A.5, [22, Claim D.6] and the definition of Mc,x(T ) that

I � Mc,x(T )〈t〉−3/4 for t ∈ [0, T ].

See the proof of Lemma 5.2 in [23]. Following the line of [22, Chapter 7] and
using (5.18), we can prove that for t ∈ [0, T ],

5∑
i=2

‖Ni (t)‖Y � (Mc,x(T )+M1(T )+M2(t))
2〈t〉−1 .

Combining the above with (5.21), we have Claim 5.1. � 
To deal with E1N

6, we decompose χ(Dy)B
−1
3 and χ(Dy)B

−1
4 into a sum of

operators that belong to B(L1(R)) and operators that belong to ∂2
yB(Y1). Since

B3 = B1 + C̃1 + ∂2
y (S̄1 + S̄2)− S̄3 − S̄4 − S̄5 ,

B4 = B1 + ∂2
y S̃1 − S̃3 = B3|c̃=0 , v2=0 ,

we have

B−1
4 = •

B4 − ∂2
y

◦
B14 , B

−1
3 − B−1

4 = •
B34 − ∂2

y

◦
B34 , (5.2)

•
B4 = (B1 − S̃31)

−1 ,
◦
B14 = B−1

4 (S̃1 + S̃32)
•
B4 , (5.3)

•
B34 = − •

B4(̃C1 + S̃31 − S̄31 − S̄41 − S̄51)B
−1
3 , (5.4)

◦
B34 =

◦
B14(B4 − B3)B

−1
3 + •

B4
(
S̄1 − S̃1 + S̄2 + S̄32 − S̃32 + S̄42 + S̄52

)
(5.5)

where S̃j and S̄j are the same as those in [23, p. 167] and S̃j1, S̃j2, S̄j1 and S̄j2
are defined by (A.1)–(A.8) and (A.16)–(A.18) in Appendix A. We remark that S̃j =
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S̃j1 − ∂2
y S̃j2, that S̄j = S̄j1 − ∂2

y S̄j2 and that S̃j1 is a time-dependent constant
multiple of P̃1.

Claim 5.2 Let 0 � T � ∞. There exist positive constants η0, L0 and C such that
if |η| � η0 and L � L0, then for every t ∈ [0, T ],

∥∥ •B4
∥∥
B(Y )∩B(Y1)

+ ∥∥ ◦B14
∥∥
B(Y )∩B(Y1)

� C , (5.6)

‖χ(Dy)
•
B4‖B(L1) � C , (5.7)

∥∥ •B4 − B−1
1

∥∥
B(Y1)

+ ∥∥χ(Dy)( •B4 − B−1
1 )
∥∥
B(L1)

� Ce−α(3t+L) . (5.8)

Moreover, if Mc,x(T )+M2(T ) � δ is sufficiently small, then there exists a positive
constant C1 such that for t � 0,

∥∥ •B34
∥∥
B(Y,Y1)

+ ∥∥ ◦B34
∥∥
B(Y,Y1)

� C1(Mc,x(T )+M2(T ))〈t〉−1/4 , (5.9)

∥∥χ(Dy) •B34
∥∥
B(Y,L1)

� C1(Mc,x(T )+M2(T ))〈t〉−1/4 , (5.10)

∥∥[∂y, •B34]
∥∥
B(Y,Y1)

+ ∥∥χ(Dy)[∂y, •B34]
∥∥
B(Y,L1)

�C1(Mc,x(T )+M2(T ))〈t〉−3/4 .

(5.11)

Proof By [22, Claim 6.3] and [22, Claim B.1],

sup
t�0

‖B−1
4 ‖B(Y )∩B(Y1) = O(1) , ‖S̃1‖B(Y )∩B(Y1) = O(1) .

Combining the above with (A.20) and (A.22), we have (5.6).
Next, we will prove (5.7). Since χ(η)χ1(η) = χ(η) and [χ1(Dy), S̃31] = 0,

χ(Dy)
•
B4 =

∑
n�0

χ(Dy)(B
−1
1 χ1(Dy)S̃31)

nB−1 . (5.12)

Hence it follows from (A.20) that

‖χ(Dy)
•
B4‖B(L1) � ‖χ̌‖L1

∑
n�0

‖B−1
1 χ1(Dy)S̃31‖nB(L1(R))

= O(1) .

We can prove (5.8) in the same way.
By [22, Claims 6.1 and 6.2], we have

sup
t∈[0,T ]

‖B−1
3 ‖B(Y ) <∞ and ‖C̃1‖B(Y,Y1) � Mc,x(T )〈t〉−1/4 for t ∈ [0, T ].



The Phase Shift of Line Solitons for the KP-II Equation 455

It follows from Claims 6.1, B.1–B.3 in [22] that

‖B3−B4‖B(Y,Y1)+‖S̄1−S̃1‖B(Y,Y1) � (Mc,x(T )+M2(T ))〈t〉−1/4 for t ∈ [0, T ].

Combining the above with (5.6) and Claim A.4, we have (5.9).
Since

χ(Dy)
•
B34 = −χ(Dy)

•
B4χ1(Dy)

⎛
⎝C̃1 + S̃31 −

∑
3�j�5

S̄j1

⎞
⎠B−1

3 ,

we have (5.10) from Claim A.4. Using the fact that

‖[∂y, C̃1]‖B(Y,Y1) + ‖χ1(Dy)[∂y, C̃1]‖B(Y,L2) � Mc,x(T )〈t〉−3/4

(see [22, Claim B.7]), we can prove (5.11) in the same way as (5.9) and (5.10). This
completes the proof of Claim 5.2. � 

Now we are in position to prove Lemma 5.1.

Proof of Lemma 5.1 Let A(t) = diag(1, ∂y)A(t) diag(1, ∂−1
y ) and U(t, s) be the

semigroup generated by A(t). Lemma 4.2 in [22] implies that there exists a C =
C(η0, k) > 0 such that

‖∂kyU(t, s)f ‖Y � C〈t − s〉−k/2‖f ‖Y for t � s � 0, (5.13)

‖∂kyU(t, s)f ‖Y � C〈t − s〉−(2k+1)/4‖f ‖Y1 for t � s � 0, (5.14)

provided η0 is sufficiently small.
Multiplying (4.6) by diag(1, ∂y) from the left, we have

⎧⎪⎪⎨
⎪⎪⎩
∂t

(
b

xy

)
= A(t)

(
b

xy

)
+

6∑
i=1

diag(1, ∂y)N
i ,

b(0, ·) = b∗ , ∂yx(0, ·) = ∂yx∗ .
(5.15)

Since ‖N6‖Y1 does not necessarily decay as t →∞, we make use of the change of
variable

k(t, y)=1

2
P̃1

(∫
R

v1(t, z, y)ϕc(t,y)(z) dz

)
, S3

11[ψ](t)=
1

2

∫
R2
ψ(z+3t+L)ϕ(z) dz ,

(5.16)

b̃(t, y) = b(t, y)+ k̃(t, y) , k̃(t, y) = (2 − S3
11(t))

−1k(t, ·) .



456 T. Mizumachi

Then

⎧⎪⎪⎨
⎪⎪⎩
∂t

(
b̃

xy

)
= A(t)

(
b̃

xy

)
+

6∑
i=1

diag(1, ∂y)N
i + ∂t k̃(t)e1 + A(t)k̃(t)e1 ,

b̃(0, ·) = b∗ + k̃(0, ·) , ∂yx(0, ·) = ∂yx∗ .
(5.17)

By (3.11) and (5.14),

∥∥∥∥∂kyU(t, 0)
(
b̃(0, ·)
xy(0, ·)

)∥∥∥∥
Y

� 〈t〉−(2k+1)/4(‖b̃(0, ·)‖Y1 + ‖∂yx∗‖Y1) ,

and

‖b̃(0)‖Y1+‖∂yx∗‖Y1 � ‖b∗‖Y1+‖〈y〉v∗‖L2+η0‖x∗‖Y1+‖ϕc∗(y)(x − x∗(y))v∗‖L1(R2)

� ‖〈x〉(〈x〉 + 〈y〉)v0‖L2 .

Except for N6, the term which includes v1 in (5.15) and needs to be treated
differently from [22, (6.16)] is N2a because R̃1 includes R4 and R4 includes the
inverse Fourier transform of 1[−η0,η0](η)II 2

k (t, η). But thanks to the smallness of
M1(T ),

‖II 2
k ‖L∞[−η0,η0] = sup

η∈[−η0,η0]

∣∣∣∣
∫
R2
N2,1∂zg

∗
k (z, η, c(t, y))e

−iyη dzdy
∣∣∣∣

�(‖pα(z)v1‖L2‖v2‖X + ‖v2‖2
X) sup
c∈[2−δ,2+δ] ,η∈[−η0,η0]

‖e−2αzg∗k (z, η, c)‖L∞z

�(M1(T )+M2(T ))
2〈t〉−3/2 ,

(5.18)

and ‖R4‖Y1 decays at the rate as in [22, Claim D.5]. Using (5.13), (5.14) and (5.18),
we can prove that for t ∈ [0, T ] and k = 0, 1, 2,

5∑
i=1

∫ t
0
‖∂kyU(t, s) diag(1, ∂y)N

j (s)‖Y ds �(Mc,x(T )+M1(T )

+M2(T ))
2〈t〉−min{1,(2k+1)/4} .

in the same way as [22, Chapter 7].
Since diag(1, ∂y)N6 = E1N

6 + ∂yE2N
6, it follows from (5.13)

Nk :=
∥∥∥∥
∫ t

0
‖∂kyU(t, s)∂yE2N

6(s)‖Y ds
∥∥∥∥
Y

�
∫ t

0
〈t − s〉−(k+1)/2‖N6(s)‖Y ds .

(5.19)
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Using the fact that

sup
η∈[−η0,η0]

(
|ϕc(t,y)(z)∂zg∗k (z, η, c(t, y))− ϕ(z)∂zg∗k (z, η)|

+|ψ̃c(t,y)(z)∂zg∗k (z, η, c(t, y))|
)

� e−2α|z||c̃(t, y)| ,

we see that

‖Rv1(t)‖Y

�
∑
k=1,2

∥∥∥∥
∫
R2
ϕ(z)v1(t, z, y)∂zg

∗
k (z, η)e

−iyη dzdy
∥∥∥∥
L2(−η0,η0)

+ ‖c̃‖Y ‖e−α|z|v1(t)‖L2(R2)

� ‖e−α|z|v1(t)‖L2(R2) � 〈t〉−2
M1(T ) t ∈ [0, T ],

(5.20)

and that

‖N6(t)‖Y � 〈t〉−2
M1(T ) for t ∈ [0, T ], (5.21)

follows from the boundedness of B−1
3 (see [23, Claim 4.5]). Combining (5.19)

and (5.21), we have Nk � M1(T )〈t〉−(k+1)/2 for t ∈ [0, T ] and k = 0, 1, 2.
Now we investigate

E1N
6 = E1B

−1
3 R

v1 = E1{
•
B4 +

•
B34 − ∂2

y (
◦
B14 +

◦
B34)}Rv1 (5.22)

more precisely. We remark that ‖N6‖Y1 cannot be expected to decay like ‖N6‖Y as
t →∞ because ∥∥∥∥

∫
R

ϕ(z)v1(t, z, y) dz

∥∥∥∥
L1(Ry)

does not necessarily decay as t →∞. By (5.20) and Claim 5.2,

∥∥ •B4R
v1
∥∥
Y
+ ∥∥( ◦B14 +

◦
B34)R

v1
∥∥
Y
� M1(T )〈t〉−2 , (5.23)

∥∥χ(Dy) •B34R
v1
∥∥
L1 +

∥∥ •B34R
v1
∥∥
Y1

� M1(T )(Mc,x(T )+M2(T ))〈t〉−9/4 .

(5.24)
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In view of (5.13), (5.14) and (5.22)–(5.24), we see that for k = 0, 1, 2 and
t ∈ [0, T ],∥∥∥∥
∫ t

0
∂kyU(t, s)E1{

•
B34 − ∂2

y (
◦
B14 +

◦
B34)}Rv1 ds

∥∥∥∥
Y

�
∫ t

0
〈t − s〉−(2k+1)/4

∥∥ •B34R
v1
∥∥
Y1
ds +

∫ t
0
〈t − s〉−(k+2)/2

∥∥( ◦B14 +
◦
B34)}Rv1

∥∥
Y
ds

�M1(T )〈t〉−(2k+1)/4 ,

and that E1
•
B4R

v1 is the hazardous part of E1N
6.

The worst part of E1
•
B4R

v1 can be expressed as a time derivative of a decaying

function as in [23]. The operator B1 − S̃31 and its inverse
•
B4 are lower triangular on

Y × Y and

E1
•
B4R

v1 = (2 − S3
11[ψ])−1R

v1
1 e1 . (5.25)

In view of [23, pp. 175–176],

R
v1
1 = S7

1 [∂cϕc](ct )− S7
1 [ϕ′c](xt − 2c − 3(xy)

2)− kt +
•
Rv1 + ∂y

◦
Rv1 , (5.26)

where

S7
1 [qc](f )(t, y) =

1

2
P̃1

(∫
R

v1(t, z, y)f (y)qc(t,y)(z) dz

)
,

and
•
Rv1 and

◦
Rv1 are chosen such that

•
Rv1 + ∂y

◦
Rv1 = Rv111 + ∂yRv112 and that

χ(Dy)
•
Rv1 ∈ L1(0,∞;L1(R)) .

We give the precise definitions of
•
Rv1 and

◦
Rv1 later.

The term ∂t k̃e1 in (5.17) cancels out with a bad part of E1
•
B4R

v1 which comes
from −kt in (5.26). In fact,

∂t k̃(t, y)− (2 − S3
11[ψ](t))−1∂tk(t, y) = (2 − S3

11[ψ](t))−2∂tS
3
11[ψ](t)k(t, y) ,

and by the definition,

|S3
11[ψ](t)| +

∣∣∣∂tS3
11[ψ](t)

∣∣∣ � e−2(3t+L) for t � 0. (5.27)
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Combining Claim C.2 and (5.27) with (5.14), we have for t ∈ [0, T ] and k � 0,

∥∥∥∥
∫ t

0
∂kyU(t, s)

{
∂t k̃(s, ·)− (2 − S3

11[ψ](s))−1∂tk(s, ·)
}

e1 ds

∥∥∥∥
Y

� M1(T )

∫ t
0
〈t − s〉−(2k+1)/4〈s〉e−2(3s+L) ds � M1(T )〈t〉−(2k+1)/4 .

Next, we will investigate
•
Rv1 and

◦
Rv1 . We write II 6

13 in [23, p. 175] as II 6
13 =

II 6
131 + η2II 6

132,

II 6
131 = 3

∫
R2
v1(t, z, y)ψ̃c(t,y)(z)ϕc(t,y)(z)e

−iyη dzdy ,

II 6
132 = 6

∫
R2
v1(t, z, y)ψ̃c(t,y)(z)∂zg

∗
11(z, η, c(t, y))e

−iyη dzdy ,

g∗k1(z, η, c) =
g∗k (z, η, c)− g∗k (z, 0, c)

η2 ,

because ∂zg∗1(z, 0, c(t, y)) = 1
2ϕc(t,y)(z) and let

•
Rv1 =

1

2π

∫ η0

−η0

{
II 6

111(t, η)− II 6
131(t, η)

}
eiyη dη

=Rv111 −
∂2
y

2π

∫ η0

−η0

II 6
132(t, η)e

iyη dη ,

◦
Rv1 =

1

2π

∫ η0

−η0

{
II 6

112(t, η)− iηII 6
12(t, η)+ iηII 6

132(t, η)
}
eiyη dη .

Then

•
Rv1 =

3

2
P̃1

∫
R

v1(t, z, y)
2ϕ′c(t,y)(z) dz− 3P̃1

∫
R

v1(t, z, y)ψ̃c(t,y)(z)ϕ
′
c(t,y)(z) dz

+ 3

2
P̃1

[∫
R

v1(t, z, y)

{
cyy(t, y)

∫ z
−∞
∂cϕc(t,y)(z1) dz1

+ cy(t, y)2
∫ z
−∞
∂2
c ϕc(t,y)(z1) dz1

}
dz

]

− 3

2
P̃1

∫
R

v1(t, z, y)
{
xyy(t, y)ϕc(t,y)(z)+ 2(cyxy)(t, y)∂cϕc(t,y)(z)

}
dz ,
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◦
Rv1 =

◦
Rv1,1 + ∂y

◦
Rv1,2 and

◦
Rv1,1 = −3

2
P̃1

∫
R

v1(t, z, y)cy(t, y)

(∫ z
−∞
∂cϕc(t,y)(z1) dz1

)
dz

+ 3P̃1

∫
R

v1(t, z, y)xy(t, y)ϕc(t,y)(z) dz ,

◦
Rv1,2 =

3

2
P̃1

∫
R

v1(t, z, y)

(∫ z
−∞
ϕc(t,y)(z1) dz1

)
dz

− 1

2π

∫ η0

−η0

{
II 6

12(t, η)− II 6
132(t, η)

}
eiyη dη ,

II 6
12(t, η) = 6

∫
R2
v1(t, z, y)ϕc(t,y)(z)∂zg

∗
11(z, η, c(t, y))e

−iyη dzdy ,

and we have

∥∥ •Rv1∥∥Y1
+ ∥∥χ(Dy) •Rv1∥∥L1(R)

� M1(T )(Mc,x(T )+M1(T ))〈t〉−3/2 , (5.28)

∥∥ ◦Rv1,1∥∥Y1
� Mc,x(T )M1(T )〈t〉−7/4 ,

∥∥ ◦Rv1,2∥∥Y � M1(T )〈t〉−1 . (5.29)

Combining the above with (5.13) and (5.14), we have

∥∥∥∥
∫ t

0
∂kyU(t, s)

(
2 − S3

11[ψ](s)
)−1( •
Rv1 + ∂y

◦
Rv1
)
ds

∥∥∥∥
Y

�
∫ t

0
〈t − s〉−(2k+1)/4

∥∥ •Rv1∥∥Y1
ds

+
∫ t

0
〈t − s〉−(2k+3)/2

∥∥ ◦Rv1,,1∥∥Y1
ds +

∫ t
0
〈t − s〉−(k+4)/2

∥∥ ◦Rv1,2∥∥Y ds
� M1(T )〈t〉−min{1,(2k+1)/4} for k = 0, 1, 2 and t ∈ [0, T ].

Next, we will estimate S7
1 [∂cϕc](ct ) and S7

1 [ϕ′c](xt −2c−3(xy)2). By Claim 5.1,

‖S7
1 [∂cϕc](ct )‖Y1 + ‖χ(Dy)S7

1 [∂cϕc](ct )‖L1

+ ‖S7
1 [ϕ′c](xt − 2c − 3(xy)

2)‖Y1 + ‖χ(Dy)S7
1 [ϕ′c](xt − 2c − 3(xy)

2)‖L1

� M1(T )(Mc,x(T )+M1(T )+M2(T )
2)〈t〉−11/4 .

(5.30)

Finally, we will estimate A(t)k̃e1. Since A1(t)E2 = O and [Ai (t), ∂y] = O for
i = 1, 2,
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A(t) = A∗ + diag(∂3
y , ∂

4
y )A1(t) diag(∂y, 1)+ diag(∂y, ∂

2
y )A2(t) diag(∂y, 1)+A3(t) ,

A∗ =
(

3∂2
y 8∂y

(2 − μ3∂
2
y )∂y ∂

2
y

)
, A3(t) = diag(1, ∂y)B

−1
4 Ã1(t)E1 ,

sup
t�0

‖∂−1
y (A(t)− A3(t))‖B(Y ) <∞ , ‖A3(t)‖B(Y1) � e−α(3t+L) .

Combining the above with (5.13), (5.14) and Claims C.1 and C.2, we have for k = 0,
1, 2,∥∥∥∥
∫ t

0
∂kyU(t, s)A(s)k̃(s) ds

∥∥∥∥
Y

�
∫ t

0
‖∂k+1
y U(t, s)‖B(Y )

∥∥∥∂−1
y (A(s)− A3(s))

∥∥∥
B(Y )

‖k̃(s)‖Y ds

+
∫ t

0
‖∂kyU(t, s)‖B(Y1,Y )‖A3(s)‖B(Y1)‖k̃(s)‖L1 ds

� M1(T )

{∫ t
0
〈t − s〉−(k+1)/2〈s〉−2 ds +

∫ t
0
〈t − s〉−(2k+1)/4〈s〉e−α(3s+L) ds

}

� M1(T )〈t〉−(2k+1)/4 .

This completes the proof of Lemma 5.1. � 

6 The L2(R2) Estimate

In this section, we will estimate Mv(T ) assuming smallness of Mc,x(T ), M1(T )

and M2(T ).

Lemma 6.1 Let δ3 be the same as in Lemma 5.1. Suppose that Mc,x(T )+M1(T )+
M2(T )+ η0 + e−αL � δ3. Then there exists a positive constant C such that

Mv(T ) � C(‖v0‖L2(R2) +Mc,x(T )+M1(T )+M2(T )) .

To prove Lemma 6.1, we use a variant of the L2 conservation law on v as in
[22, 23].

Lemma 6.2 ([23, Lemma 6.2]) Let 0 � T � ∞. Let ṽ1 be a solution of (3.8)
and v2 be a solution of (4.2). Suppose that (v2(t), c(t), γ (t)) satisfy (3.1), (3.9)
and (3.10). Then

Q(t, v) :=
∫
R2

{
v(t, z, y)2 − 2ψc(t,y),L(z+ 3t)v(t, z, y)

}
dzdy



462 T. Mizumachi

satisfies for t ∈ [0, T ],

Q(t, v) =Q(0, v)+ 2
∫ t

0

∫
R2

(
11 + 12 + 6ϕ′c(s,y)(z)ψ̃c(s,y)(z)

)
v(s, z, y) dzdyds

− 2
∫ t

0

∫
R2
ψc(t,y),L(z+ 3s) dzdyds − 6

∫ t
0

∫
R2
ϕ′c(s,y)(z)v(s, z, y)2 dzdyds

− 6
∫ t

0

∫
R2
(∂−1
z ∂yv)(s, z, y)cy(s, y)∂cϕc(t,y)(z) dzdy .

(6.1)

Proof of Lemma 6.1 We can estimate the right hand side of (6.1) in exactly the same
way as in the proof of [22, Lemma 8.1] except for the last term. By the definition,
we have for t ∈ [0, T ],∣∣∣∣

∫
R2
(∂−1
z ∂yv)(s, z, y)cy(s, y)∂cϕc(t,y)(z) dzdy

∣∣∣∣
� ‖e−α|z|∂−1

z ∂yv‖L2(0,T ;L2(R2))‖cy‖L2(0,T ;Y )
� Mc,x(T )(M1(T )+M2(T )) .

and

Q(t, v)+ 8‖ψ‖2
L2‖
√
c(t)−√

c0‖2
L2(R)

� ‖v0‖2
L2(R2)

+ (M1(T )+M2(T )+Mc,x(T ))
2
∫ t

0
〈s〉−5/4 dt

� ‖v0‖2
L2(R2)

+ (M1(T )+M2(T )+Mc,x(T ))
2 .

Combining the above with the fact thatQ(t, v) = ‖v(t)‖2
L2 +O(‖c̃(t)‖Y ‖v(t)‖L2),

we have Lemma 6.1. Thus we complete the proof. � 

7 Estimates for Small Solutions for the KP-II Equation

In this section, we will give upper bounds of M1(T ) and M
′
1(∞). First, we will

prove decay estimates for v1 assuming that v0(x, y) is polynomially localized as
x →∞.

Lemma 7.1 Let ṽ1 be a solution of (3.8). There exist positive constants C and
δ4 such that if ‖〈x〉2v0‖L2 + Mc,x(T ) + M1(T ) + M2(T ) < δ4, then M1(T ) �
C‖〈x〉2v0‖L2 for t ∈ [0, T ].
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To prove Lemma 7.1, we make use of the virial identity for the KP-II equation that
was shown in [6]. Let u be a solution of (1.1) with u(0) ∈ L2(R2) and

I (t) =
∫
R2
pα(x − x(t))u(t, x, y)2 dxdy .

Suppose that inft�0 x
′(t) > 0. There exist positive constants α0 and δ such that if

α ∈ (0, α0) and ‖v0‖L2 < δ, then

I (t)+
∫ t

0

∫
R2
p′α(x − x(s))E(u)(s, x, y) dxdyds � I (0) . (7.1)

See e.g. [26, Lemma 5.3] for the proof.
If u(0) is small in L2(R2) and polynomially localized, we can prove time decay

estimates by using (7.1).

Lemma 7.2 Let u(t) be a solution of (1.1). Let 0 � T � ∞ and let x(t) be a C1

function satisfying x(0) = 0 and inft∈[0,T ] ẋ(t) > c1 for a c1 > 0. Suppose that
(1 + x+)ρu(0) ∈ L2(R2) for a ρ � 0. Then there exist positive constants α0 and δ
such that if α ∈ (0, α0) and ‖u(0)‖L2(R2) < δ, then

∫
R2
pα(x − x(t))u(t, x, y)2 dxdy � 〈t〉−2ρ‖(1 + x+)ρu(0)‖2

L2(R2)
, (7.2)

∫ T
0

∫
R2
pα(x − x(t))E(u)(t, x, y) dxdydt � ‖(1 + x+)1/2pα(x)1/2u(0)‖2

L2(R2)
,

(7.3)∫
R2
(1 + x+)2ρ1pα(x)u(t, x + x(t), y)2 dxdy

� 〈t〉−2(ρ2−ρ1)‖(1 + x+)ρ2u(0)‖2
L2(R2)

, (7.4)

where ρ1 and ρ2 are positive constants satisfying ρ2 > ρ1 > 0.

Proof We can prove (7.2) in the same way as in [24, Section 14.1]. Since
min(1, e2αx) � pα(x) � 2 min(1, e2αx) and p′α(x) = α sech2 αx = O(e−2α|x|),
it follows that for x � 0,

∑
j�0

pα(x − j) �
{∑

j�0 e
−2α(|x|+j) � pα(x) for x � 0,∑

0�j�[x] 1 +∑j�[x]+1 e
−2α|x−j | � 1 + x for x � 0.

Similarly, we have pα(x) �
∑
j�0 p

′
α(x − j). Hence it follows from (7.1) that for

t ∈ [0, T ],
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∫ t
0

∫
R2
pα(x − x(s))E(u)(s, x, y) dxdyds

�
∞∑
j=0

∫ t
0

∫
R2
p′α(x − x(s)− j)E(u)(s, x, y) dxdyds

�
∞∑
j=0

∫
R2
pα(x − j)u(0, x, y)2 dxdy �

∫
R2
(1 + x+)pα(x)u(0, x, y)2 dxdy .

Finally, we will prove (7.2). Let c1 and c2 be constants satisfying 0 < c1 < c2 �
inf0�t�T ẋ(t) and let q(x) = (1 + x+)2ρpα(x) for  = 1, 2. Since

q(x) �
∑
j�0

(1 + j)2ρ−1pα(x − j) ,

it follows from (7.1) that for t ∈ [0, T ],∫
R2
q2(x − c1t)u(t, x, y)2 dxdy �

∫
R2
q2(x)u(0, x, y)

2 , (7.5)

provided ‖u(0)‖L2 is sufficiently small. Combining (7.5) with the fact that

q1(x − x(t)) � q1(x − c2t) � 〈t〉2(ρ1−ρ2)q2(x − c1t) ,
we have (7.2). Thus we complete the proof. � 

Now we are in position to prove Lemma 7.1.

Proof of Lemma 7.1 By Claim 5.1, there exists a c1 > 0 such that xt (t, y) � c1
for every t ∈ [0, T ] and y ∈ R. Hence it follows from Lemmas 3.1 and 7.2 that
M1(T ) � ‖(1+ x+)2v∗‖L2(R2) � ‖〈x〉2v0‖L2(R2). Thus we complete the proof. � 

The scattering result by Hadac et al. [10] which uses Up and V p spaces
introduced by [18, 19] implies that higher order Sobolev norms of solutions to (3.8)
remain small for all the time.

Lemma 7.3 Let ṽ1(t) be a solution of (3.8). There exists positive constants δ5 and
C such that if

∥∥〈x〉2v0∥∥H 1(R2)
� δ5, then M

′
1(∞) � C

∥∥〈x〉2v0∥∥H 1(R2)
for every

t ∈ R.

Proof It follows from [10, Proposition 3.1 and Theorem 3.2] that

‖∂xṽ1(t)‖L2(R2) +
∥∥∥|Dx |−1/2〈Dy〉1/2ṽ1(t)

∥∥∥
L2(R2)

� ‖∂xv∗‖L2(R2) +
∥∥∥|Dx |−1/2〈Dy〉1/2v∗

∥∥∥
L2(R2)

� ‖E(v∗)1/2‖L2(R2) .
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See e.g. [23, Section 7.2] for an explanation. Combining the above with the L2-
conservation law ‖ṽ1(t)‖L2(R2) = ‖v∗‖L2(R2) and the Sobolev inequality (4.5), we
have

‖ṽ1(t)‖L3(R2) �
∥∥∥|Dx |1/2ṽ1(t)∥∥∥

L2(R2)

+
∥∥∥|Dx |−1/2〈Dy〉1/2ṽ1(t)

∥∥∥
L2(R2)

� ‖E(v∗)1/2‖L2(R2) .

Let

H(u) = 1

2

∫
R2

{
(∂xu)

2 − 3(∂−1
x ∂yu)

2 − 2u3
}
dxdy .

Since H(u) is the Hamiltonian of the KP-II equation and ṽ1 is a solution of (3.8)
satisfying ṽ1 ∈ C(R;H 1(R2)) and ∂−1

x ∂yṽ1 ∈ C(R;L2(R2)),

3‖∂−1
x ∂yṽ1(t)‖2

L2(R2)
�− 2H(ṽ1(t))+ ‖∂xṽ1(t)‖2

L2(R2)
+ 2‖ṽ1(t)‖3

L3(R2)

=− 2H(v∗)+ ‖∂xṽ1(t)‖2
L2(R2)

+ 2‖ṽ1(t)‖3
L3(R2)

� ‖E(v∗)1/2‖2
L2(R2)

.

Combining the above with Lemma 3.1, we have Lemma 7.3. � 

8 Decay Estimates for the Exponentially Localized Part
of Perturbations

In this section, we will estimate v2(t) following the line of [22].

Lemma 8.1 Let η0 be a small positive number and α ∈ (ν(η0), 2). Suppose that
M

′
1(∞) is sufficiently small. Then there exist positive constants δ6 and C such that

if M2(T )+Mv(T ) � δ6,

M2(T ) � C
(‖〈x〉v0‖L2(R2) +Mc,x(T )+M1(T )

)
. (8.1)

First, we estimate the low frequency part of v2(t) assuming the smallness of
Mc,x(T ), M2(t) and Mv(T ).

Lemma 8.2 Let η0, α and M be positive constants satisfying ν(η0) < α < 2
and ν(M) > α. Suppose that v2(t) is a solution of (4.2). Then there exist positive
constants b1, δ6 and C such that if Mc,x(T ) +Mv(T ) +M1(T ) +M2(T ) < δ6,
then for t ∈ [0, T ],
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‖P1(0,M)v2(t, ·)‖X � Ce−bt‖v2,∗‖X
+ C {Mc,x(T )+M1(T )+M2(T )(M2(T )+Mv(T ))

} 〈t〉−3/4 .
(8.2)

Proof Let ṽ2(t) = P2(η0,M)v2(t) and N ′
2,2 = {2c̃(t, y) + 6(ϕ(z) −

ϕc(t,y)(z))}v2(t, z, y). Applying Proposition 2.1 to (4.2), we have

‖ṽ2(t)‖X � e−bt‖v2,∗‖X +
∫ t

0
e−b′(t−s)(t − s)−3/4‖eαzP2N2,1(s)‖L1

zL
2
y
ds

+
∫ t

0
e−b′(t−s)(t − s)−1/2(‖N2,2(s)‖X + ‖N ′

2,2(s)‖X + ‖N2,4‖X) ds

+
∫ t

0
e−b(t−s)(‖(s)‖X + ‖P2N2,3(s)‖X) ds ,

(8.3)
where we abbreviate P2(η0,M) as P2. It follows from [22, Claim 9.1] that for t ∈
[0, T ],

‖eαzP2N2,1‖L1
zL

2
y
�
√
M(‖v1‖L2 + ‖v2‖L2)‖v2‖X

�
√
M(M1(T )+Mv(T ))M2(T )〈t〉−3/4 .

(8.4)

By the definitions and Claim 5.1,

‖1‖X � (Mc,x(T )+M1(T )+M2(T )
2)〈t〉−3/4 ,

‖2‖X � e−α(3t+L)(Mc,x(T )+M1(T )+M2(T )
2) ,

(8.5)

and

‖N2,2‖X � (‖xt − 2c − 3(xy)
2‖L∞ + ‖c̃‖L∞)‖v2‖X ,

� (Mc,x(T )+M1(T )+M2(T )
2)M2(T )〈t〉−5/4 .

(8.6)

in the same way as (8.6) and (8.7) in [23]. Since

‖c̃(t)‖L∞ +
∑
k=1,2

‖∂kyx(t)‖L∞ � Mc,x(T )〈t〉−1/2 for t ∈ [0, T ],

‖N ′
2,2‖X + ‖P2N2,3‖X � (‖c̃‖L∞ + ‖xy‖L∞
+ ‖xyy‖L∞)‖v2‖X � Mc,x(T )M2(T )〈t〉−5/4 . (8.7)
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Here we use the fact that ‖∂yP2‖B(X) � M . Since |eαz{ϕc(z) − ψ̃c(z)}| � pα(z +
3t + L), we have

‖N2,4‖X � M1(T )〈t〉−2 for t ∈ [0, T ]. (8.8)

Combining (8.3)–(8.8), we have for t ∈ [0, T ],

‖ṽ2(t)‖X � e−bt‖v2,∗‖X+{Mc,x(T )+M1(T )+(Mv(T )+M2(T ))M2(T )}〈t〉−3/4 .

As long as v2(t) satisfies the orthogonality condition (3.10) and c̃(t, y) remains
small, we have

‖ṽ2(t)‖X � ‖P1(0,M)v2(t)‖X � ‖ṽ2(t)‖X
in exactly the same way as the proof of lemma 9.2 in [22]. Thus we have (8.2). This
completes the proof of Lemma 8.2. � 
Using a virial identity, we can estimate the exponentially weighted norm of v2(t)
for high frequencies in y in the same way as [23, Lemma 8.3].

Lemma 8.3 Let α ∈ (0, 2) and v2(t) be a solution of (4.2). Suppose M
′
1(∞)

is sufficiently small. Then there exist positive constants δ6 and M1 such that if
Mc,x(T )+M1(T )+M2(T )+Mv(T ) < δ6 andM � M1, then for t ∈ [0, T ],

‖v2(t)‖2
X � e−Mαt‖v2,∗‖2

X

+
∫ t

0
e−Mα(t−s)

(
‖(s)‖2

X + ‖P1(0,M)v2(s)‖2
X + ‖N2,4(s)‖2

X

)
ds ,

‖E(v2)1/2‖L2(0,T ;X)
� ‖v2,∗‖X + ‖‖L2(0,T ;X) + ‖P1(0,M)v2‖L2(0,T );X) + ‖N2,4‖L2(0,T ;X) .

Now we are in position to prove Lemma 8.1.

Proof of Lemma 8.1 Combining Lemmas 8.2 and 8.3, (8.5) and (8.8) with (3.13),
we have

M2(T ) �‖v2,∗‖X +Mc,x(T )+M1(T )+M2(T )(M2(T )+Mv(T ))

�‖〈x〉v0‖L2(R2) +M1(T )+M2(T )(M2(T )+Mv(T )) .

Thus we obtain (8.1) provided M2(T ) and Mv(T ) are sufficiently small. This
completes the proof of Lemma 8.1. � 
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9 Large Time Behavior of the Phase Shift of Line Solitons

In this section, we will prove Theorem 1.5. To begin with, we remark that Mc,x(T ),
M1(T ), M2(T ) and Mv(T ) remain small for every T ∈ [0,∞] provided the initial
perturbation v0 is sufficiently small. Combining Proposition 3.2, Lemmas 5.1, 6.1,
7.1, 7.3 and 8.1, we have the following.

Proposition 9.1 There exist positive constants ε0 and C such that if ε :=
‖〈x〉(〈x〉 + 〈y〉)v0‖H 1(R2) < ε0, then Mc,x(∞) +M1(∞) +M2(∞) +Mv(∞) +
M

′
1(∞) � Cε.
When we estimate the L∞ norm of x̃ by applying Lemma 2.3 to (4.6), two terms

N6 and B−1
4 Ã1(t)

t (b, x̃) are hazardous because they do not necessarily belong to
L1(R).

We introduce a change of variable to eliminate E1
•
B4kte1 and a bad part of

B−1
4 Ã1(t). Let

(
ã3(t,Dy) 0
ã4(t,Dy) 0

)
:= B−1

4 Ã1(t) , ã31(t) = ã3(t, 0) , ã32(t, η) = ã3(t, η)− ã3(t, 0)

η2 ,

and γ (t) = e−
∫ t

0 ã31(s) ds . Note that ã3(t, η) is even in η because g∗k (z, η) thus the
symbols of B4 and Ã1(t) are even in η. By [23, Claim 6.3], the operator B−1

4 is
uniformly bounded in B(Y ) and we can prove that for t � 0,

|ã31(t)|+ |ã′31(t)|+ ‖ã32(t,Dy)‖B(Y )+‖ã3(t,Dy)‖B(Y )+‖ã4(t,Dy)‖B(Y ) � e−α(3t+L)
(9.1)

in exactly the same way as [22, Claim D.3]. We need to replace e−α(4t+L) in [22,
Claim D.3] by e−α(3t+L) because ψ̃c(z) = ψc,L(z + 3t) in our paper whereas
ψ̃c(z) = ψc,L(z + 4t) in [22]. By the definitions of S̃0, S̃1 and S̃3 (see [22, pp.
40–41]) and [23, (A1), (A6)],

‖A1(t)‖B(Y )∩B(Y1) = O(1) , ‖A2(t)‖B(Y )∩B(Y1) = O(e−α(3t+L)) . (9.2)

By (9.1),

0 < inf
t�0
γ (t) � sup

t�0
γ (t) <∞ , lim

t→∞ γ (t) > 0 .

Let k(t, y) = γ (t)k̃(t, y)e1, b̃(t, y) = b(t, y)+ k̃(t, y) and

b(t, y) = t(b1(t, y), b2(t, y)) = γ (t)t(b̃(t, y), x̃(t, y)) . (9.3)
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By Claim C.1 and (5.27),

‖∂kyb1(t)‖Y � ‖∂kyb(t)‖Y + ‖k(t)‖Y
� 〈t〉−(2k+1)/4

Mc,x(∞)+M1(∞)〈t〉−2 for k � 0,
(9.4)

‖∂kyb2(t)‖Y � ‖∂ky x̃(t)‖Y � 〈t〉−(2k−1)/4
Mc,x(∞) for k � 1, (9.5)

‖x̃(t)‖L∞ � ‖b2(t)‖L∞ + ‖k(t)‖Y � ‖b2(t)‖L∞ +M1(∞)〈t〉−2 . (9.6)

Note that ‖∂ky k(t)‖Y � ηk0‖k(t)‖Y for any k � 1.
Substituting (9.3) into (4.6) and using (5.22), (5.25) and (5.26), we have

∂tb = A∗b + γ
{

5∑
i=1

Ni + •
N6 + ∂y

◦
N6 +

•
N7 + ∂2

y

◦
N7

}
, (9.7)

where
•
N6 =∑1�j�3

•
N6j ,

◦
N6 =

◦
N61 + ∂y

◦
N62,

•
N61 = γ−1∂t {γ (2 − S3

11[ψ])−1}ke1 ,
•
N62 = E2

•
B4R

v1 − 2E21k , E21 =
(

0 0
1 0

)
,

•
N63 =(2 − S3

11[ψ])−1
{ •
Rv1 + S7

1 [∂cϕc](ct )− S7
1 [ϕ′c](xt − 2c − 3(xy)

2)

}
+ •
B34R

v1 ,

◦
N61 =

•
B4

◦
Rv1,1e1 ,

◦
N62 =

{ •
B4

◦
Rv1,2e1 − (

◦
B14 +

◦
B34)R

v1

}
,

•
N7 ={ã4(t,Dy)b(t, ·)− ã31(t)x̃(t, ·)}e2 ,

◦
N7 =

(
∂2
yA1 +A2

)
(b(t, ·)e1 + x̃(t, ·)e2)− ã32(t,Dy)b(t, ·)e1

− ∂−2
y (A∗ − 2E21)k(t, ·) .

Now we start to prove Theorem 1.5.

Proof of Theorem 1.5 Using the variation of constants formula, we can trans-
late (9.7) into

b(t) = etA∗b(0)

+
∫ t

0
e(t−s)A∗γ (s)

(
5∑
i=1

Ni (s)+ •
N6(s)+ ∂y

◦
N6(s)+

•
N7(s)+ ∂2

y

◦
N7(s)

)
ds .

(9.8)
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Now we will estimate the L∞-norm of the right hand side of (9.8). By (4.7)
and (9.3),

b1(0, y) = b∗(y)+ 1

2

(
2 − S3

11[ψ](0)
)−1
P̃1

(∫
R

v∗(x, y)ϕc∗(y)(x − x∗(y)) dx
)
,

b2(0, y) = x∗(y) ,

and it follows from Lemmas 2.3 and 4.2 that∥∥∥etA∗b(0)
∥∥∥
L∞(R)

�
∥∥•b∥∥

L1 +
∥∥◦b∥∥

Y1
+ ‖x∗‖Y1 + ‖v∗‖L1(R2) � ε ,∥∥∥∥e2 · etA∗b(0)− 1

2
H2t ∗W4t ∗ b1(0)

∥∥∥∥
L∞

� 〈t〉−1/2ε , (9.9)

where ε = ∥∥〈x〉〈y〉v0∥∥L2(R2)
.

Next, we will estimate N1. Let
•
N1 = P̃1{2(c̃ − b) + 3(xy)2}e2 and

◦
N1 =

6P̃1(bx̃y)e1. Then E1N1 = ∂y
◦
N, E2N1 =

•
N1, N1 = diag(∂y, 1)(

•
N1 +

◦
N1), and

III1(t) := ‖ •N1‖Y1 + ‖ ◦N1‖Y1 � Mc,x(∞)2〈t〉−1/2 .

By (1.9) and the fact that

b − c̃ = 4

3
P̃1

{( c
2

)3/2 − 1 − 3

4
c̃

}
= 1

8
P̃1c̃

2 +O(c̃3) (9.10)

(see [22, Claim D.6]),

III2(t) :=
∥∥∥bxy − 2{u+

B
(t, · + 4t)2 − u−

B
(t, · − 4t)2}

∥∥∥
L1

� ε2δ(t)〈t〉−1/2 ,

I II3(t) :=
∥∥∥2(c̃ − b)+ 3(xy)

2 − 2{u+
B
(t, · + 4t)2 + u−

B
(t, · − 4t)2}

∥∥∥
L1

� ε2δ(t)〈t〉−1/2 ,

where δ(t) is a function that tends to 0 as t →∞. Note that ‖u+B(t, · + 4t)u−B(t, · −
4t)‖L1 = O(ε2t−1/2e−8t ). By Lemma 2.3 and [22, Claim 4.1],

∥∥∥ ∫ t
0
e(t−s)A∗γ (s)N1(s) ds

∥∥∥
L∞

�
∫ t

0
〈t − s〉−1/2III1(s) ds

�Mc,x(∞)2
∫ t

0
〈t − s〉−1/2〈s〉−1/2

�Mc,x(∞)2 ,
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∥∥∥ ∫ t
0
e(t−s)A∗γ (s)

{
N1(s) ds

−
∑
±
H2t (· ± 4(t − s)) ∗ {4u±B(s, · ± 4s)2 − 2u∓B(s, · ∓ 4s)2

}
dse2

∥∥∥
L∞

�
∫ t

0
〈t − s〉−1III1(s) ds +

∫ t
0
〈t − s〉−1/2 (III2(s)+ III3(s)) ds

� ε2〈t〉−1/2 log(t + 2)+ ε2
∫ t

0
(t − s)−1/2s−1/2δ(s) ds → 0 as t →∞.

For y satisfying min{|y − 4t | , |y + 4t |} � 2δ(t)−1/2√t ,
∫ t

0

∫
R

H2(t−s)(y − y1 ± 4t)
{
H2s(y1)

2 +H2s(y1 ∓ 8s)2
}
dy1ds

�
∫ t

0
(t − s)−1/2s−1e−δ(t)−1/8

(∫
|y1|�δ(t)−1/2

√
t

e−y2
1/8s dy1

)
ds

+
∫ t

0
(t − s)−1/2s−1

(∫
|y1|�δ(t)−1/2

√
t

e−y2
1/8s dy1

)
ds

� exp
(− δ(t)−1/8

)→ 0 as t →∞.

Combining the above with the fact that |u±B(s, y)| � H2s(y), we obtain

lim
t→∞

∥∥∥∥
∫ t

0
e(t−s)A∗γ (s)N1(s) ds

∥∥∥∥
L∞(|y±4t |�δt)

= 0 .

The other terms can be decomposed as

5∑
i=2

Ni (t)+ •
N6+∂y

◦
N6+

•
N7+∂2

y

◦
N7 =

•
Na+

•
Nb+∂y(

◦
Na+

◦
Nb)+∂2

y

◦
Nc , (9.11)

such that
•
Nb = E2

•
Nb and

‖χ(Dy)E1

•
Na‖L1(R) + ‖∂−1

y (I − χ(Dy))E1

•
Na‖Y1 �

(
e−αLε + ε2

)
〈t〉−3/2 ,

(9.12)

∥∥E2

•
Na
∥∥
Y1
+ ∥∥ ◦Na∥∥Y1

� ε2〈t〉−1 , (9.13)

∥∥ •Nb∥∥Y + ∥∥ ◦Nb∥∥Y � ε〈t〉−7/4 ,
∥∥ ◦Nc∥∥Y � ε〈t〉−1 . (9.14)
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Hence it follows from Proposition 9.1 and Lemma 2.3 that

sup
t�0

∥∥∥∥
∫ t

0
e(t−s)A∗γ (s)χ(Dy)E1

•
Na(s) ds

∥∥∥∥
L∞

� e−αLε + ε2 , (9.15)

∥∥∥∥
∫ t

0
e(t−s)A∗γ (s)(I − χ(Dy))E1

•
Na(s) ds

∥∥∥∥
L∞

� (e−αLε + ε2)〈t〉−1/2 ,

(9.16)

∥∥∥ ∫ t
0
e(t−s)A∗γ (s)

[
E2

•
Na(s)+

•
Nb(s)+ ∂y{

◦
Na(s)+

◦
Nb(s)}

+ ∂2
y

◦
Nc(s)

]
ds

∥∥∥
L∞

� ε〈t〉−1/4 .

(9.17)

By Lemma 2.4, (2.20) and (9.12), that for any δ > 0,

lim
t→∞ sup

|y|�(4−δ)t

∣∣∣∣
∫ t

0
e(t−s)A∗γ (s)χ(Dy)E1

•
Na(s) ds − hae2

∣∣∣∣ = 0 , (9.18)

ha = 1

2

∫ ∞

0

∫
R

γ (s)e1 ·
•
Na(s, y) dyds , |ha| � εe−αL + ε2 , (9.19)

lim
t→∞ sup

|y|�(4+δ)t

∣∣∣∣
∫ t

0
e(t−s)A∗γ (s)χ(Dy)E1

•
Na(s) ds

∣∣∣∣ = 0 .

Now, we will prove (9.11)–(9.14). First, we will estimate N2. As in [22,
Claim D.7],

‖P̃1R
7
1‖Y1 + ‖χ(Dy)R7

1‖L1 � Mc,x(∞)2〈t〉−3/2 , (9.20)

‖P̃1R
7
2‖Y1 � Mc,x(∞)2〈t〉−1 , ‖P̃1R

7
2‖Y � Mc,x(∞)2〈t〉−5/4 , (9.21)

where

R7
1 =

{
4
√

2c3/2 − 16 − 12b
}
xyy − 6(2by − (2c)1/2cy)xy − 3c−1(cy)

2 ,

R7
2 = 6

{( c
2

)3/2 − 1

}
xyy + 3

( c
2

)1/2
cyxy − 3(bxy)y + μ2

2

c
(cy)

2

+ 3

2
(c2 − 4)(I − P̃1)(xy)

2 .

Let

R̃11 = R31 + R41 + R61 + S̃41

(
0
2c̃

)
, R̃12 = R32 + R42 + R62 + S̃42

(
0
2c̃

)
,

R̃31 = R91 + R11,1 , R̃32 = R92 + R11,2 .
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Then R̃1 = R̃11−∂2
y R̃

12 and R̃3 = R̃31−∂2
y R̃

32. See Appendix B for the definitions

of Rj1 and Rj2 and see (A.1)–(A.4) and (A.17) for the definitions of S̃4 ( = 1, 2).
By Claims A.1, A.2, B.2–B.4 and B.6,

‖χ(Dy)R̃11‖L1(R) + ‖R̃11‖Y1 + ‖R̃12‖Y1

� (Mc,x(∞)2 +M2(∞)2 +M1(∞)M2(∞))〈t〉−3/2 , (9.22)

‖χ(Dy)R̃31‖L1(R) + ‖R̃31‖Y1 + ‖R̃32‖Y1

� Mc,x(∞)(Mc,x(∞)+M2(∞))〈t〉−3/2 . (9.23)

Let
•
N2 =

•
N21 +

•
N22 +

•
N23 and

•
N21 =

•
B4(P̃1R

7
1e1 + R̃11 + R̃31)+ •

B34(P̃1R
7 + R̃1 + R̃3) ,

•
N22 = B−1

1 P̃1R
7
2e2 ,

•
N23 =

( •
B4 − B−1

1

)
P̃1R

7
2e2 ,

◦
N2 =

•
B4(R̃

12 + R̃32)+ ( ◦B14 +
◦
B34)(P̃1R

7 + R̃1 + R̃3) .

Since B−1
3 = •

B4 +
•
B34 − ∂2

y (
◦
B14 +

◦
B34) and [ •B4, ∂y] = O, we have N2 =

•
N2 − ∂2

y

◦
N2. By (9.20)–(9.23) and Claim 5.2,

‖ •N21‖Y1 + ‖χ(Dy)
•
N21‖L1(R) � (Mc,x(∞)+M2(∞))2〈t〉−3/2 ,

‖ ◦N2‖Y1 � (Mc,x(∞)+M2(∞))2〈t〉−1 .

By (5.8), (9.21) and the fact that B−1
1 e2 = 1

2 e2,

‖ •N22‖Y1 � Mc,x(∞)2〈t〉−1 ,
•
N22 = E2

•
N22 ,

‖ •N23‖Y1 + ‖χ(Dy)
•
N23‖L1(R) � e−α(3t+L)〈t〉−1

Mc,x(∞)2 .

Next we will estimate N3. Let

•
N3 = [ •B34, ∂y](R̃2 + R̃4) ,

◦
N3 = (B−1

4 + •
B34 − ∂y

◦
B34∂y)(R̃

2 + R̃4) .

Then N3 = •
N3 + ∂y

◦
N3. By Claims B.1 and B.3,

‖R̃2‖Y1 � Mc,x(∞)(Mc,x(∞)+M2(∞))〈t〉−1 ,

‖R̃2‖Y � Mc,x(∞)(Mc,x(∞)+M2(∞))〈t〉−5/4 . (9.24)
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By Claims B.4 and B.5,

‖R̃4‖Y1 � Mc,x(∞)2〈t〉−1 , ‖R̃4‖Y � Mc,x(∞)2〈t〉−5/4 . (9.25)

Combining (9) and (9.25) with Claim 5.2, we have

‖ •N3‖Y1 + ‖χ(Dy)
•
N3‖L1 � Mc,x(∞)(Mc,x(∞)+M2(∞))2〈t〉−2 ,

‖ ◦N3‖Y1 � Mc,x(∞)(Mc,x(∞)+M2(∞))〈t〉−1 .

Next, we will estimate N4. Let n41 = (B2− ∂2
y S̃0)bye1, n42 = (B2− ∂2

y S̃0)xyye2
and

•
N41 = [ •B34, ∂y]n41 ,

•
N42 = E2

•
B34n42 ,

•
N43 = E1

•
B34n42 ,

◦
N41 =

•
B34n41 ,

◦
N42 =

◦
B34(∂yn41 + n42)

By the definitions, E2

•
N42 =

•
N42 and

N4 = ( •B34 − ∂2
y

◦
B34)(∂yn41 + n42) =

•
N41 +

•
N42 +

•
N43 + ∂y

◦
N41 − ∂2

y

◦
N42 .

Since ‖S̃0‖B(Y ) = O(1) by [22, Claim B.1], we have ‖n41‖Y + ‖n42‖Y �
Mc,x(∞)〈t〉−3/4. It follows from Claim 5.2 that

‖χ(Dy)
•
N41‖L1 + ‖ •N41‖Y1 � Mc,x(∞)(Mc,x(∞)+M2(∞))〈t〉−3/2 ,

‖ •N42‖Y1 + ‖ ◦N41‖Y1 + ‖ ◦N42‖Y1 � Mc,x(∞)(Mc,x(∞)+M2(∞))〈t〉−1 .

Since E1B
−1
1 C̃1 = O,

•
N43 = E1

( •
B34 + B−1

1 C̃1B
−1
3

)
n42 .

By Claim A.4 and (5.4),

‖ •B34 +
•
B4C̃1B

−1
3 ‖B(Y,Y1) =‖

•
B4(S̃31 − S̄31 − S̄41 − S̄51)B

−1
3 ‖B(Y,Y1)

�(Mc,x(∞)+M2(∞))〈t〉−3/4 .

By (5.8) and the above,

‖ •B34 + B−1
1 C̃1B

−1
3 ‖B(Y,Y1)

� ‖ •B34 +
•
B4C̃1B

−1
3 ‖B(Y,Y1) + ‖B−1

1 − •
B4‖B(Y1)‖C̃1B

−1
3 ‖B(Y,Y1)

� 〈t〉−3/4(Mc,x(∞)+M2(∞)) .

(9.26)



The Phase Shift of Line Solitons for the KP-II Equation 475

Using Claim 5.2 and (5.12), we can prove

‖χ(Dy)
•
B34+χ(Dy)B−1

1 C̃1B
−1
3 ‖B(Y,L1) � 〈t〉−3/4(Mc,x(∞)+M2(∞)) (9.27)

in the same way. By (9.26) and (9.27),

∥∥ •N43
∥∥
Y1
+ ∥∥χ(Dy) •N43

∥∥
L1 � 〈t〉−3/2

Mc,x(∞)(Mc,x(∞)+M2(∞)) . (9.28)

Secondly, we will estimate N5. By (5.2),

N5 = •
N5 − ∂2

y

◦
N5 ,

•
N5 =

•
B34Ã1(t)

(
b

x̃

)
,

◦
N5 =

◦
B34Ã1(t)

(
b

x̃

)
.

Since ‖Ã1(t)
t (b, x̃)‖Y � Mc,x(∞)e−α(3t+L), it follows from Claim 5.2 that

∥∥ •N5
∥∥
Y1
+ ∥∥χ(Dy) •N5

∥∥
L1 +

∥∥ ◦N5
∥∥
Y1

� e−α(3t+L)〈t〉−1/4
Mc,x(∞)(Mc,x(∞)+M2(∞)) . (9.29)

Next, we will estimate
•
N6 and

◦
N6. By Claim C.2, (5.27) and (9.1),

∥∥ •N61
∥∥
Y1
+ ∥∥χ(Dy) •N61

∥∥
L1 �e−α(3t+L)〈t〉ε .

We see that
•
N62 = E2

•
N62 and that

∥∥ •N62
∥∥
Y
�‖Rv1‖Y + ‖k‖Y � M1(∞)〈t〉−2

follows from Claim C.1 and (5.20). By (5.24), (5.28) and (5.30),

∥∥χ(Dy) •N63
∥∥
L1 +

∥∥ •N63
∥∥
Y1

�M1(∞)(Mc,x(∞)+M1(∞)+M2(∞))〈t〉−3/2 .

By Claims 5.2, (5.23) and (5.29),

‖ ◦N61‖Y �‖ ◦Rv1,1‖Y � Mc,x(∞)M1(∞)〈t〉−7/4 ,

‖ ◦N62‖Y �‖ ◦Rv1,2‖Y + ‖( ◦B14 +
◦
B34)R

v1‖Y � M1(∞)〈t〉−1 .

Finally, we will estimate
•
N7 and

◦
N7. By the definition and (9.1), we have

•
N7 =

E2

•
N7 and

‖ •N7(t)‖Y �
(
Mc,x(∞)+M1(∞)+M2(∞)2

)
e−α(3t+L)〈t〉1/4 .
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In view of Claim 5.1,

‖x̃(t)‖Y � (Mc,x(∞)+M1(∞)+M2(∞)2)〈t〉1/4 .

Combining the above with Claim C.1, (9.1) and (9.2),

‖ ◦N7(t)‖Y �
{
(η0 + e−αL)Mc,x(∞)+M1(∞)+M2(∞)2

}
〈t〉−1 .

This completes the proof of Theorem 1.5. � 
Next, we will prove Corollary 1.6.

Proof of Corollary 1.6 Let ζ ∈ C∞0 (−η0, η0) such that ζ(0) = 1 and let

u(0, x, y) = ϕ2+c∗(y)(x)− ψ2+c̃∗(y),L(x) , c̃∗(y) = ε(F−1
η ζ )(y) .

Then it follows from [22, Lemma 5.2] that

c̃(0, y) = c̃∗(y) , x̃(0, y) ≡ 0 , b1(0, y) = b∗(y) , v∗ = v2,∗ = 0 .

Since ‖b∗ − c̃∗‖L1 � ‖c̃∗(0)‖2
Y , we see that b∗ ∈ L1(R) and that

∫
R

b1(0, y) dy �
∫
R

c̃∗(y) dy − ‖b∗ − c̃∗‖L1 = ε√
2π

+O(ε2) .

If ε and e−αL are sufficiently small, then it follows from (9.8), (9.9), (9.11), (9.15)–
(9.17) and the above that

h � lim inf
t→∞ x̃(t, 0) � lim inf

t→∞ b2(t, 0) � ε , (9.30)

where h is a constant in (1.10). Corollary 1.6 follows immediately from (9.30) and
Theorem 1.5. Thus we complete the proof. � 

10 Behavior of the Local Amplitude and the Local
Inclination of Line Solitons

In this section, we will prove Theorem 1.4 following a compactness argument in
[17].

Let b(t, ·) = γ (t)P∗(Dy)e4tσ3∂yd(t, ·) and

�∗(η) = 1

4i

(
8i 8i

η + iω(η) η − iω(η)
)
=
(

1 0
0 iη

)
P∗(η).
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Then (9.7) is translated to

∂td = {2∂2
y I + ∂yω̃(Dy)σ3}d + Ña + ∂y(Ñ + Ñ′)+ ∂2

y Ñ
′′ , (10.1)

where σ3 = diag(1,−1), Ña = e−4tσ3∂y�∗(Dy)−1E1χ(Dy)
•
Na and

Ñ = e−4tσ3∂y�∗(Dy)−1
(

6bxy
2(c̃ − b)+ 3(xy)2

)
,

Ñ′ = e−4tσ3∂y�∗(Dy)−1

{
∂−1
y (I − χ(Dy))E1

•
Na + E2

•
Na +

•
Nb + diag(1, ∂y)

( ◦
Na +

◦
Nb

)}
,

Ñ′′ = e−4tσ3∂y�∗(Dy)−1 diag(1, ∂y)
◦
Nc .

Note that χ(η) = 1 for η ∈ [−η0/4, η0/4] and that diag(1, ∂y)
•
Nb = ∂y

•
Nb.

By (2.13), we have for η ∈ [−η0, η0],∣∣∣∣�∗(η)−
(

2 2
1 −1

)∣∣∣∣+
∣∣∣∣�∗(η)−1 − 1

4

(
1 2
1 −2

)∣∣∣∣ � |η| . (10.2)

If η0 is sufficiently small, then �∗(Dy), �−1∗ (Dy) ∈ B(Y ) and it follows from
Claim C.1 and the definitions of b and d that∥∥∥∥
(
b(t, ·)
xy(t, ·)

)
−
(

2 2
1 −1

)
e4tσ3∂yd(t, ·)

∥∥∥∥
Y

� ‖k(t, ·)‖Y + ‖∂yd(t, ·)‖Y � ε〈t〉−3/4 .

(10.3)
To investigate the asymptotic behavior of solutions, we consider the rescaled

solution dλ(t, y) = λd(λ2t, λy). We will show that for any t1 and t2 satisfying
0 < t1 < t2 <∞,

lim
λ→∞ sup

t∈[t1,t2]
‖dλ(t, y)− d∞(t, y)‖L2(R) = 0 , (10.4)

where d∞(t, y) = t (d∞,+(t, y), d∞,−(t, y)) and d∞,±(t, y) are self-similar solu-
tions of Burgers equations⎧⎨

⎩
∂td+ = 2∂2

yd+ + 4∂y(d
2+) ,

∂td− = 2∂2
yd− − 4∂y(d−)2 .

(10.5)

satisfying

λd∞(λ2t, λy) = d∞(t, y) for every λ > 0. (10.6)

First, we will show uniform boundedness of dλ with respect to λ � 1.
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Lemma 10.1 Let ε be as in Theorem 1.4. Then there exists a positive constants C
such that for any λ � 1 and t ∈ (0,∞),
∑
k=0,1

‖∂kydλ(t, ·)‖L2 � Cεt−(2k+1)/4 , ‖∂2
ydλ(t, ·)‖L2 � Cελ1/2t−1 , (10.7)

‖∂tdλ(t, ·)‖H−2 � C(t−1/4 + t−3/2)ε . (10.8)

Proof The proof follows the line of the proof of [22, Lemma 12.1]. By Proposi-
tion 9.1 and (10.3),

∑
k=0,1

〈t〉(2k+1)/4‖∂kyd(t)‖Y + 〈t〉‖∂2
yd(t)‖Y � ε for every t � 0, (10.9)

and (10.7) follows immediately from (10.9).
Next, we will prove (10.8). By (10.1),

∂tdλ =2∂2
ydλ + λσ3∂yω̃(λ

−1Dy)dλ + Ña,λ + ∂y(Ñλ + Ñ′
λ)+ ∂2

y Ñ
′′
λ ,

where Ña,λ(t, y) = λ3Ña(λ
2t, λy) and

Ñλ(t, y) = λ2Ñ(λ2t, λy) , Ñ′
λ(t, y) = λ2Ñ′

λ(λ
2t, λy) , Ñ′′

λ(t, y) = λÑ′′
λ(λ

2t, λy) .

In view of (2.13) and (10.7),

‖∂2
ydλ(t, ·)‖H−2 + ‖λ∂yω̃(λ−1Dy)dλ(t, ·)‖H−2 � ‖dλ(t, ·)‖L2 �εt−1/4 .

Using (9.12)–(9.14), (10.2) and the fact that Y1 ⊂ Y , we have

‖Ña‖L1 �
(
e−αLε + ε2

)
〈t〉−3/2 , (10.10)

‖Ñ‖Y � ε2〈t〉−3/4 , ‖Ñ′‖Y � ε2〈t〉−1 , ‖Ñ′′‖Y � ε〈t〉−1 ,

and

‖Ña,λ(t, ·)‖L1 = λ2‖Ña(λ2t, ·)‖Y �
(
e−αLε + ε2

)
λ−1t−3/2 , (10.11)

‖Ñλ(t, ·)‖L2 = λ3/2‖Ñ(λ2t, ·)‖Y � ε2t−3/4 , (10.12)

‖Ñ′
λ(t, ·)‖L2 = λ3/2‖Ñ′

1(λ
2t, ·)‖Y � ελ3/2(1 + λ2t)−1 � ελ−1/4t−7/8 ,

(10.13)

‖Ñ′′
λ(t, ·)‖L2 = λ1/2‖Ñ′′(λ2t, ·)‖Y � ελ1/2(1 + λ2t)−1 � ελ−1/2t−1/2 .

(10.14)

Combining the above, we have (10.8). Thus we complete the proof. � 
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Using a standard compactness argument along with the Aubin-Lions lemma, we
have the following.

Corollary 10.2 There exist a sequence {λn}n�1 satisfying limn→∞ λn = ∞ and
d∞(t, y) such that

dλn(t, ·)→ d∞(t, ·) weakly star in L∞loc((0,∞);H 1(R)),

∂tdλn(t, ·)→ ∂td∞(t, ·) weakly star in L∞loc((0,∞);H−2(R)),

sup
t>0
t1/4‖d∞(t)‖L2 � Cε , (10.15)

where C is a constant given in Lemma 10.1. Moreover, for any R > 0 and t1, t2 with
0 < t1 � t2 <∞,

lim
n→∞ sup

t∈[t1,t2]
‖dλn(t, ·)− d∞(t, ·)‖L2(|y|�R) = 0 . (10.16)

Next, we will show that d∞(t, y) tends to a constant multiple of the delta function
as t ↓ 0. To find initial data of d∞(t, y), we transform (10.1) into a conservative
system. Let

d̃(t, y) =
(
d̃+(t, y)
d̃−(t, y)

)
:= d(t, y)− d̄(t, y) , d̄(t, y) = −

∫ ∞

t

Ña(s, ·) ds .

Then

∂t d̃ = 2∂2
y d̃ + ∂y(Ñ + Ñ′)+ ∂2

y (Ñ
′′ + Ñ′′′) , (10.17)

where Ñ′′′ = 2d̄ + ∂−1
y ω̃(Dy)σ3d.

Lemma 10.3

lim
t↓0

∫
R

d∞(t, y)h(y) dy = h(0)
∫
R

d̃(0, y) dy for any h ∈ H 2(R). (10.18)

Proof Let d̃λ(t, y) = λd̃(λ2t, λy) and d̄λ(t, y) = λd̄(λ2t, λy). By (10.10), (10.11)
and the fact that ‖d̄(t, ·)‖Y � ‖d̄(t, ·)‖L1 ,

∥∥d̄(t)
∥∥
L1 +

∥∥d̄(t)
∥∥
Y
�
(
e−αLε + ε2

)
〈t〉−1/2 , (10.19)

‖d̄λ(t, ·)‖L2 = λ1/2‖d̄(λ2t, ·)‖Y �
(
e−αLε + ε2

)
λ−1/2t−1/2 . (10.20)

Hence the limiting profile of dλ(t) and d̃λ(t) as λ → ∞ are the same for every
t > 0.
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By (10.17),

∂t d̃λ = 2∂2
y d̃λ + ∂y(Ñλ + Ñ′

λ)+ ∂2
y (Ñ

′′
λ + Ñ′′′

λ ) ,

where Ñ′′′
λ = 2d̄λ + λ∂−1

y ω̃(λ
−1Dy)dλ. By Lemma 10.1 and (2.13),

∥∥∥2d̃λ + Ñ′′′
λ

∥∥∥
L2

� ‖dλ‖L2 � εt−1/4 . (10.21)

Combining the above with (10.12)–(10.14), we have

sup
λ�1

‖∂t d̃λ(t, ·)‖H−2 � ε(t−1/4 + t−7/8) .

Thus for t > s > 0 and h ∈ H 2(R),∣∣∣∣
∫
R

d̃λ(t, y)h(y) dy −
∫
R

d̃λ(s, y)h(y) dy

∣∣∣∣ � C {(t − s)3/4 + (t − s)1/8} ,
where C is a constant independent of λ. Passing to the limit as s ↓ 0 in the above,
we obtain for t > 0,∣∣∣∣

∫
R

d̃λ(t, y)h(y) dy −
∫
R

d̃λ(0, y)h(y) dy

∣∣∣∣ � C(t3/4 + t1/8) . (10.22)

Since d̃(0, ·) ∈ L1(R) + ∂yY1, it follows from Lebesgue’s dominated convergence
theorem that as λ→∞,∫

R

d̃λ(0, y)h(y) dy =
∫
R

Fy d̃(0, λ−1η)F−1
y h(η) dη→

√
2πFy d̃(0, 0)h(0) .

On the other hand, Corollary 10.2 and (10.20) imply that for any t > 0 and h ∈
L2(R),

lim
n→∞

∫
R

d̃λn(t, y)h(y) dy =
∫
R

d∞(t, y)h(y) dy .

This completes the proof of Lemma 10.3. � 
Now we will improve (10.16) to show (10.4).

Lemma 10.4 Suppose that ε is sufficiently small. Then for every t1 and t2 satisfying
0 < t1 � t2 < ∞, there exist a positive constant C and a function δ̃(R) satisfying
limR→∞ δ̃(R) = 0 such that

sup
t∈[t1,t2]

‖dλ(t, ·)‖L2(|y|�R) � C(δ̃(R)+ λ−1/4) for λ � 1.
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Proof Let ζ be a smooth function such that ζ(y) = 0 if |y| � 1/2 and ζ(y) = 1 if
|y| � 1 and ζR(y) = ζ(y/R). Multiplying (10.17) by ζR , we have

(∂t − 2∂2
y )(ζRd̃λ) = ∂y{ζR(Ñλ + Ñ′

λ)} + ∂2
y {ζR(Ñ′′

λ + Ñ′′′
λ )} − ÑR , (10.23)

where ÑR = ÑR,1 + ÑR,2, ÑR,1 = [∂y, ζR](Ñλ+ Ñ′
λ) and ÑR,2 = [∂2

y , ζR](2d̃λ+
Ñ′′
λ + Ñ′′′

λ ). Using the variation of constants formula, we have

ζRd̃λ(t) = e2t∂2
y ζRd̃(0)+

6∑
j=1

IVj ,

IV1 =
∫ t

0
e2(t−τ)∂

2
y ∂y(ζRÑλ(τ )) dτ , IV2 =

∫ t
0
e2(t−τ)∂

2
y ∂y(ζRÑ

′
λ(τ )) dτ ,

IV3 =
∫ t

0
e2(t−τ)∂

2
y ∂2
y (ζRÑ

′′
λ(τ )) dτ , IV4 =

∫ t
0
e2(t−τ)∂

2
y ∂2
y (ζRÑ

′′′
λ (τ )) dτ ,

IV5 = −
∫ t

0
e2(t−τ)∂

2
y ÑR,1(τ ) dτ , IV6 = −

∫ t
0
e2(t−τ)∂

2
y ÑR,2(τ ) dτ .

By Lemma 4.2, (3.11), (4.7) and (10.19), we can decompose d̃(0) as

d̃(0) = •
d0 + ∂y

◦
d0 ,

∥∥•d0
∥∥
L1(R)

+ ∥∥◦d0
∥∥
Y1

� ε . (10.24)

Let
•
d0,λ(y) = λ

•
d0(λy) and

◦
d0,λ(y) =

◦
d0(λy). Then d̃λ(0, y) =

•
d0,λ(y)+∂y

◦
d0,λ(y)

and

∥∥e2t∂2
y ζRd̃λ(0)

∥∥
L2 � t−1/4

∥∥ζR •d0,λ
∥∥
L1 + t−1/2

∥∥◦d0,λ
∥∥
L2 +

∥∥[∂y, ζR]◦d0,λ
∥∥
L2

� t−1/4
∥∥•d0
∥∥
L1(|y|�λR) + {R−1 + (tλ)−1/2}∥∥◦d0

∥∥
L2 .

By Lemma 10.1 and (10.20),

‖IV1‖L2 �
∫ t

0
(t − τ)−3/4‖ζRdλ(τ )‖L2‖dλ(τ )‖L2 dτ

� ε
∫ t

0
(t − τ)−3/4τ−1/4‖ζRd̃λ(τ )‖L2 dτ + ε2λ−1/2

∫ t
0
(t − τ)−3/4τ−3/4 dτ

� ε
∫ t

0
(t − τ)−3/4τ−1/4‖ζRd̃λ(τ )‖L2 dτ + ε2λ−1/2t−1/2 .
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By (10.13),

‖IV2‖L2 �
∫ t

0
(t − τ)−1/2‖ζRÑ′

λ(τ )‖L2 dτ

� ελ−1/4
∫ t

0
(t − τ)−1/2τ−7/8 dτ � ελ−1/4t−3/8 .

Since FyÑ
′′
λ(t, η) = 0 for η �∈ [−λη0, λη0], it follows from (10.14) that

‖Ñ′′
λ(τ, ·)‖H 1/4 � λ1/4‖Ñ′′

λ(τ, ·)‖L2 � ελ−1/4τ−1/2 ,

‖IV3‖L2 � ελ−1/4
∫ t

0
(t − τ)−7/8τ−1/2 ds � ελ−1/4t−3/8 .

Using Lemma 10.1, (2.13) and (10.20), we have

‖Ñ′′′
λ ‖H 1/4 � ‖d̄λ‖H 1/4 + λ‖∂−1

y ω̃(λ
−1Dy)dλ‖H 1/4

� λ1/4‖d̄λ‖L2 + λ−1/4‖dλ‖H 1/2 � ελ−1/4t−1/2 ,

and

‖IV4‖L2 �
∫ t

0
(t − τ)−7/8

∥∥ζRÑ′′′
λ (τ )

∥∥
H 1/4 dτ

� ελ−1/4
∫ t

0
(t − τ)−7/8τ−1/2 dτ � ελ−1/4t−3/8 .

By (10.12) and (10.13),

‖IV5‖L2 �
∫ t

0
‖∂yζR‖L∞

(∥∥Ñλ(τ )∥∥L2 +
∥∥Ñ′
λ(τ )

∥∥
L2

)
dτ � ε

R
(t1/4 + t1/8) .

By (10.7), (10.14), (10.20) and (10.21),

‖IV6‖L2 �
∫ t

0
{‖∂2
y ζr‖L∞ + (t − τ)−1/2‖∂yζR‖L∞}

(∥∥Ñ′′
λ(τ )

∥∥
L2 +

∥∥∥2d̃λ(τ )+ Ñ′′′
λ (τ )

∥∥∥
L2

)
dτ

� ε
R

∫ t
0
{1 + (t − τ)−1/2}{(λτ)−1/2 + τ−1/4} dτ � ε

R
〈t〉3/4 .
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Combining the above, we have for t ∈ (0, t2),

‖ζRdλ(t)‖L2 � t−1/4
∥∥•d0
∥∥
L1(|y|�λR) +

ε

R
+ ελ−1/4t−1/2

+ ε
∫ t

0
(t − τ)−3/4τ−1/4‖ζRd̃λ(τ )‖ dτ ,

and if ε is sufficiently small,

sup
t∈(0,t2)

t1/2‖ζRdλ(t)‖L2 � C(t1, t2)
(∥∥•d0

∥∥
L1(|y|�λR) +

ε

R
+ ελ−1/4

)
,

where C(t2) is a constant depending only on t2. Thus we complete the proof. � 
Now we are in position to prove Theorem 1.4

Proof of Theorem 1.4 Corollary 10.2 and Lemma 10.4 imply

lim
n→∞ sup

t∈[t1,t2]
‖dλn(t, y)− d∞(t, y)‖L2(R) = 0 ,

and that d∞(t, y) is a solutions of (10.5) satisfying ‖d∞(t, ·)‖L2 � Cεt−1/4 for
every t > 0.

Let m± ∈ (−2
√

2, 2
√

2) be constants satisfying

1

2
log

(
2
√

2 ±m±
2
√

2 ∓m±

)
=
∫
R

d̃±(0, y) dy .

Then for every h ∈ H 1(R),

lim
t↓0

∫
R

u±B(t, y)h(y) dy = h(0)
∫
R

d̃±(0, y) dy .

If ε is sufficiently small, then solutions of (10.5) satisfying (10.15) and (10.18)
are unique (see e.g. [22, pp. 74–75]). Hence it follows that

d∞(t, y) =
(
u+B(t, y + 4t)
u−B(t, y − 4t)

)
, (10.25)

and that d∞(t, y) satisfies (10.6). Thanks to the uniqueness of the limiting profile
d∞(t, y), we have (10.4).

By (10.4) and (10.6),

t1/4‖d(t, ·)− d∞(t, ·)‖L2(R) = ‖d√t (1, ·)− d∞(1, ·)‖L2(R)→ 0 as t →∞,
(10.26)

and Theorem 1.4 follows immediately from (10.3), (10.25) and (10.26). This
completes the proof of Theorem 1.4. � 
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Appendix A: Operator Norms of S
j

k

First, we recall the definitions of operators Sjk and S̃j used in [22, 23]. For qc = ϕc,
ϕ′c, ∂cϕc and ∂−1

z ∂
m
c ϕc(z) = − ∫∞

z
∂mc ϕc(z1) dz1 (m � 1), let S1

k [qc] and S2
k [qc] be

operators defined by

S1
k [qc](f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)q2(z)g

∗
k1(z, η, 2)e

i(y−y1)η dy1dzdη ,

S2
k [qc](f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)c̃(t, y1)g

∗
k2(z, η, c(t, y1))e

i(y−y1)η dy1dzdη ,

where

δqc(z) = qc(z)− q2(z)

c − 2
,

g∗k2(z, η, c) = g∗k1(z, η, 2)δqc(z)+
g∗k1(z, η, c)− g∗k1(z, η, 2)

c − 2
qc(z) ,

S̃0 = 3

(−S1
1 [∂−1
z ∂cϕc] S1

1 [ϕc]
−S1

2 [∂−1
z ∂cϕc] S1

2 [ϕc]
)
, S̃j =

(
−Sj1 [∂cϕc] Sj1 [ϕ′c]
−Sj2 [∂cϕc] Sj2 [ϕ′c]

)
for j = 1, 2.

Let S3
k [p] and S4

k [p] be operators defined by

S3
k [p](f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)p(z+ 3t + L)g∗k (z, η)ei(y−y1)η dy1dzdη ,

S4
k [p](f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)c̃(t, y1)p(z+ 3t + L)

× g∗k3(z, η, c(t, y1))e
i(y−y1)η dy1dzdη ,

where g∗k3(z, η, c) = (c − 2)−1(g∗k (z, η, c) − g∗k (z, η)) and p(z) ∈ C∞0 (R). Let S5
k

and S6
k be operators defined by

S5
k (f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
v2(t, z, y1)f (y1)∂cg

∗
k (z, η, c(t, y1))e

i(y−y1)η dzdy1dη ,

S6
k (f )(t, y) = − 1

2π

∫ η0

−η0

∫
R2
v2(t, z, y1)f (y1)∂zg

∗
k (z, η, c(t, y1))e

i(y−y1)η dzdy1dη .
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Let S̃3 = S3
1 [ψ]E1 + S3

2 [ψ]E21,

S̃4 =
(
S3

1 [ψ]((
√

2/c − 1)·)+ S4
1 [ψ](

√
2/c·) −2(S3

1 [ψ ′] + S4
1 [ψ ′])((

√
2c − 2)·)

S3
2 [ψ]((

√
2/c − 1)·)+ S4

2 [ψ](
√

2/c·) −2(S3
2 [ψ ′] + S4

2 [ψ ′])((
√

2c − 2)·)
)
,

S̃5 =
(
S5

1 S
6
1

S5
2 S

6
2

)
,

and S̄j = S̃j (I + C̃2)
−1 for 1 � j � 5, where

C2 = P̃1

{
(c(t, ·)/2)1/2 − 1

}
P̃1 , C̃2 = C2E1 .

Now we decompose the operator Sjk (1 � j � 6 , k = 1 , 2) into a sum of a
time-dependent constant multiple of P̃1 and an operator which belongs to ∂2

yB(Y ).
Let

S3
k1[p](t)f (y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)p(z+ 3t + L)g∗k (z, 0)ei(y−y1)η dy1dzdη

=
(∫

R2
p(z+ 3t + L)g∗k (z, 0) dz

)
P̃1f ,

(A.1)

S3
k2[p](f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)p(z+ 3t + L)g∗k1(z, η)ei(y−y1)η dy1dzdη ,

(A.2)

S4
k1[p](f )(t, y) = P̃1

{
c̃(t, ·)f

∫
R

p(z+ 3t + L)g∗k3(z, 0, c(t, ·)) dz
}
, (A.3)

S4
k2[p](f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
f (y1)c̃(t, y1)p(z+ 3t + L)

× g∗k4(z, η, c(t, y1))e
i(y−y1)η dy1dzdη ,

(A.4)
where g∗k4(z, η, c) = η−2{g∗k3(z, η, c)− g∗k3(z, 0, c)} and

S5
k1(f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
v2(t, z, y1)f (y1)∂cg

∗
k (z, 0, c(t, y1))e

i(y−y1)η dzdy1dη ,

(A.5)

S5
k2(f )(t, y) =

1

2π

∫ η0

−η0

∫
R2
v2(t, z, y1)f (y1)∂cg

∗
k1(z, η, c(t, y1))e

i(y−y1)η dzdy1dη ,

(A.6)

S6
k1(f )(t, y) = − 1

2π

∫ η0

−η0

∫
R2
v2(t, z, y1)f (y1)∂zg

∗
k (z, 0, c(t, y1))e

i(y−y1)η dzdy1dη ,

(A.7)
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S6
k2(f )(t, y) = − 1

2π

∫ η0

−η0

∫
R2
v2(t, z, y1)f (y1)∂zg

∗
k1(z, η, c(t, y1))e

i(y−y1)η dzdy1dη .

(A.8)

Then Sjk = Sjk1 − ∂2
yS
j

k2 for j = 3, 4, 5, 6.

Claim A.1 Let α ∈ (0, 2). There exist positive constants C and η1 such that for
η ∈ (0, η1], k = 1, 2 and t � 0,

‖χ(Dy)S3
k1[p](f )(t, ·)‖L1 � Ce−α(3t+L)‖eαzp‖L2‖f ‖L1(R) , (A.9)

‖S3
k1[p](f )(t, ·)‖Y + ‖S3

k2[p](f )(t, ·)‖Y � Ce−α(3t+L)‖eαzp‖L2‖f ‖L2(R) ,

(A.10)

‖S3
k1[p](f )(t, ·)‖Y1 + ‖S3

k2[p](f )(t, ·)‖Y1 � Ce−α(3t+L)‖eαzp‖L2‖P̃1f ‖Y1 .

(A.11)

Claim A.2 There exist positive constants η1, δ and C such that if η0 ∈ (0, η1] and
Mc,x(T ) � δ, then for k = 1, 2, t ∈ [0, T ] and f ∈ L2,

‖χ(Dy)S4
k1[p](f )(t, ·)‖L1(R) � Ce−α(3t+L)‖eαzp‖L2‖c̃‖Y ‖f ‖L2 , (A.12)

‖S4
k1[p](f )(t, ·)‖Y1 + ‖S4

k2[p](f )(t, ·)‖Y1 � Ce−α(3t+L)‖eαzp‖L2‖c̃‖Y ‖f ‖L2 .

(A.13)

Claim A.3 There exist positive constants η1, δ and C such that if η0 ∈ (0, η1] and
Mc,x(T ) � δ, then for k = 1, 2, t ∈ [0, T ] and f ∈ L2,

‖χ(Dy)S5
k1(f )(t, ·)‖L1(R) + ‖χ(Dy)S6

k1(f )(t, ·)‖L1(R) � C‖v2(t)‖X‖f ‖L2(R) ,

(A.14)∑
j=5,6

(
‖Sjk1(f )(t, ·)‖Y1 + ‖Sjk2(f )(t, ·)‖Y1

)
� C‖v2(t)‖X‖f ‖L2 . (A.15)

Proof of Claims A.1–A.3 Since χ(Dy)P̃1 = χ(Dy),

‖χ(Dy)S3
k1[p](f )(t, ·)‖L1(R)

= 1√
2π

∣∣∣∣
∫
R

p(z+ 3t + L)g∗k (z, 0) dz
∣∣∣∣ ‖χ̌ ∗ f ‖L1(R)

� ‖χ̌‖L1(R)‖f ‖L1(R)‖eαzp(z+ 3t + L)‖L2(R)‖e−αzg∗k (z, 0)‖L2(R)

� e−α(3t+L)‖f ‖L1(R) .
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Using Young’s inequality, we have

‖χ(Dy)S5
k1(f )(t, ·)‖L1(R)

=
∥∥∥∥
∫
R

χ̌ (y − y1)f (y1)

{∫
R

v2(t, z, y1)∂cg
∗
k (z, 0, c(t, y1) dz

}
dy1

∥∥∥∥
L1(R)

� ‖χ̌‖L1‖f ‖L2(R)

∥∥∥∥
∫
R

v2(t, z, ·)∂cg∗k (z, 0, c(t, ·)) dz
∥∥∥∥
L2(R)

� ‖f ‖L2(R)‖v2(t)‖X sup
c∈[2−δ,2+δ]

‖e−αz∂cg∗k (z, 0, c)‖L2(R)

� ‖f ‖L2(R)‖v2(t)‖X .

Similarly, we have (A.12) and ‖χ(Dy)S6
k1(f )(t, ·)‖L1(R) � ‖f ‖L2(R)‖v2(t)‖X.

We can prove (A.10), (A.11), (A.13) and (A.15) in exactly the same way as the
proof of Claims B.3–B.5 in [22]. Thus we complete the proof. � 

For  = 1, 2, let

S̃3 =
(
S3

1[ψ] 0
S3

2[ψ] 0

)
, (A.16)

S̃4 =
(
S3

1[ψ]((
√

2/c − 1)·)+ S4
1[ψ](

√
2/c·) −2(S3

1[ψ ′] + S4
1[ψ ′])((

√
2c − 2)·)

S4
1[ψ]((

√
2/c − 1)·)+ S4

2[ψ](
√

2/c·) −2(S3
2[ψ ′] + S4

2[ψ ′])((
√

2c − 2)·)
)
,

(A.17)

S̃5 =
(
S5

1 S
6
1

S5
2 S

6
2

)
, (A.18)

and S̄j = S̃j(1+ C̃2)
−1. Then S̃j = S̃j1− ∂2

y S̃j2 and S̄j = S̄j1− ∂2
y S̄j2 for j = 3,

4, 5.

Claim A.4 There exist positive constants η1, δ and C such that if η0 ∈ (0, η1] and
Mc,x(T ) � δ, then for k = 1, 2 and t ∈ [0, T ],

‖χ(Dy)Ck‖B(L2;L1) � CMc,x(T )〈t〉−1/4 , (A.19)

‖χ(Dy)S̃31‖B(L1(R)) + ‖S̃31‖B(Y1) � Ce
−α(3t+L) , (A.20)

‖χ(Dy)(S̄31−S̃31)‖B(L2(R),L1(R)) + ‖S̄31 − S̃31‖B(Y,Y1) � CMc,x(T )〈t〉−1/4e−α(3t+L) ,
(A.21)∑

k=1,2

(‖S̃3k‖B(Y )∩B(Y1) + ‖S̄3k‖B(Y )∩B(Y1)

)
� Ce−α(3t+L) , (A.22)

‖χ(Dy)S̃41‖B(L2(R),L1(R)) + ‖χ(Dy)S̄41‖B(L2(R),L1(R)) � C〈t〉−1/4e−α(3t+L)Mc,x(T ) ,
(A.23)
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∑
k=1,2

(
‖S̃4k‖B(L2(R),Y1)

+ ‖S̄4k‖B(L2(R),Y1)

)
� C〈t〉−1/4e−α(3t+L)Mc,x(T ) ,

(A.24)

‖χ(Dy)S̃51‖B(L2(R),L1(R)) + ‖χ(Dy)S̄51‖B(L2(R)),L1(R)) � C〈t〉−3/4
M2(T ) ,

(A.25)∑
k=1,2

(
‖S̃5k‖B(L2(R),Y1)

+ ‖S̄5k‖B(L2(R),Y1)

)
� C〈t〉−3/4

M2(T ) . (A.26)

Proof By the definition, we have for f ∈ L2(R),

‖χ(Dy)C1f ‖L1 = 1

2
√

2π

∥∥∥χ̌1 ∗ (c2 − 4)P̃1f

∥∥∥
L1(R)

� 〈t〉−1/4
Mc,x(T )‖f ‖L2 .

We can prove ‖χ(Dy)C2f ‖L1 � 〈t〉−1/4
Mc,x(T )‖f ‖L2 in the same way.

Equation (A.20) follows from Claim A.1. Let f ∈ L2(R) and f1 = C̃2f . Since
χ(η) = χ(η)χ1(η),

χ(Dy)S
3
k1[p](f1) = 1√

2π

∫
R

χ(η)f̂1(η)e
iyη dη

(∫
R

p(z+ 3t + L)g∗k (z, 0) dz
)

=χ(Dy)S3
k1[p](χ1(Dy)f1) ,

and it follow from Claim A.1 that

‖χ(Dy)S3
k1[p](f1)‖L1(R) � e−α(3t+L)‖eαzp‖L2(R)‖χ1(Dy)f1‖L1(R) .

Combining the above and (A.19) with χ replaced by χ1, we have for k = 1, 2 and
t ∈ [0, T ],

‖χ(Dy)S3
k1[p](̃C2f )‖L1(R) � 〈t〉−1/4

Mc,x(T )‖f ‖L2(R) . (A.27)

Since S̃31 − S̄31 = S̃31C̃2(I + C̃2)
−1 and I + C̃2 has a bounded inverse on L2(R),

(A.21) follows immediately from Claim A.1 and (A.27). We can prove (A.23)
and (A.25) in the same way.

Equations (A.22)–(A.26) follow from Claims A.1–A.3. � 
Let 2,lin be the linear part of 22 + 23 in c̃ (see [23, p. 166]),

ãk(t,Dy)c̃ := 1

2π

∫ η0

−η0

∫
R2
2,lin(t, z, y1)g

∗
k (z, η)e

i(y−y1)η dy1dzdη for k = 1, 2,

and Ã1(t) = ã1(t,Dy)E1 + ã2(t,Dy)E21. More precisely,
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ãk(t, η) =
[ ∫

R

{
∂z

(
∂2
z − 1 + 6ϕ(z)

)
ψ(z+ 3t + L)

}
g∗k (z, η) dz

+ 3η2
∫
R

(∫ ∞

z

ψ(z1 + 3t + L) dz1
)
g∗k (z, η) dz

]
1[−η0,η0](η) ,

Let Ã1j (t) = ã1j (t)E1 + ã2jE21 for j = 1, 2, where

ãk1(t) =
∫
R

{
∂z

(
∂2
z − 1 + 6ϕ(z)

)
ψ(z+ 3t + L)

}
g∗k (z, 0) dz ,

ãk2(t, η) =
[ ∫

R

{
∂z

(
∂2
z − 1 + 6ϕ(z)

)
ψ(z+ 3t + L)

}
g∗k1(z, η) dz

+ 3
∫
R

(∫ ∞

z

ψ(z1 + 3t + L) dz1
)
g∗k (z, η) dz

]
1[−η0,η0](η) .

Then Ã1(t) = Ã11(t)− ∂2
y Ã12(t) and we have the following.

Claim A.5 There exist positive constants C and L0 such that if L � L0, then for
every t � 0,

‖χ(Dy)Ã11(t)‖B(L1(R)) + ‖Ã11(t)‖B(Y1) � Ce−α(3t+L) , (A.28)

‖Ã12(t)‖B(Y ) + ‖Ã12(t)‖B(Y1) � Ce−α(3t+L) . (A.29)

Since χ(Dy)P̃1 = χ(Dy), χ ∈ C∞0 and χ̌ is integrable, we have (A.28).
Equation (A.29) can be shown in exactly the same way as [22, Claims D.3].

Appendix B: Estimates of Rj

Let R2
k be as in [22, p. 39], R3

k = R31
k − ∂2

yR
32
k and

R31
k (t, y) :=P̃1

∫
R

(22 + 23)g
∗
k (z, 0, c(t, y1)) dz− P̃1

∫
R

2,ling
∗
k (z, 0) dz ,

R32
k (t, y) :=

1

2π

∫ η0

−η0

∫
R2
(22 + 23)g

∗
k1(z, η, c(t, y1))e

i(y−y1)η dzdy1dη

− 1

2π

∫ η0

−η0

∫
R2
2,ling

∗
k1(z, η)e

i(y−y1)η dzdy1dη .

Then we have the following.
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Claim B.1 ([22, Claim D.1]) There exist positive constants δ and C such that if
Mc,x(T ) � δ, then for t ∈ [0, T ],

‖R2
k (t, ·)‖Y1 � CMc,x(T )2〈t〉−1 , ‖∂yR2

k (t, ·)‖Y1 � CMc,x(T )2〈t〉−5/4 .

Claim B.2 There exist positive constants δ and C such that if Mc,x(T ) � δ, then
for t ∈ [0, T ],

‖R3
k (t, ·)‖Y1 + ‖R3

k2(t, ·)‖Y1 � Ce−α(3t+L)Mc,x(T )2 ,

‖R3
k1(t, ·)‖Y1 + ‖χ(Dy)R3

k1(t, ·)‖L1(R) � Ce−α(3t+L)Mc,x(T )2 .

We can prove Claim B.2 in exactly the same way as Claim D.2 in [22]. Note that
χ(Dy)P̃1 = χ(Dy) and χ(Dy) ∈ B(L1(R)).

In this paper, we slightly modify the definitions of R4
k and R5

k from [22, 23]. We
move II 1

k1 into R5
k from R4

k . Let

R4
k (t, y) =

1

2π

∫ η0

−η0

{
II 1
k2(t, η)+ II 1

k3(t, η)+ II 2
k (t, η)+ II 3

k1(t, η)
}
eiyη dη ,

(B.1)

R5
k (t, y) =

1

2π

∫ η0

−η0

{
II 1
k1(t, η)+ II 3

k2(t, η)
}
eiyη dη . (B.2)

See [23, p. 166] for the definitions of II 3
kj . For the definitions of II 1

kj , replace

v(t, z, y) by v2(t, z, y) in II 1
kj defined in the proof of [22, Claim D.5]. We

decompose R4
k further. For j , k,  = 1, 2,

hjk1(t, y) =
∫
R

v2(t, z, y)

(∫ z
−∞
∂
j
c g

∗
k (z1, 0, c(t, y)) dz1

)
dz ,

hjk2(t, y, η) =
∫
R

v2(t, z, y)

(∫ z
−∞
∂
j
c g

∗
k1(z1, η, c(t, y)) dz1

)
dz ,

II 1
k2(t, η) = 3

∫
R

cyy(t, y)h1k(t, y)e
−iyη dy ,

II 1
k3(t, η) = 3

∫
R

cy(t, y)
2h2k(t, y)e

−iyη dy ,

Then II 1
k2 + II 1

k3 =
•
II 1,k + η2

◦
II 1,k ,

•
II 1,k = II 1

k21 + II 1
k31,

◦
II 1,k = II 1

k22 + II 1
k32

and

‖F−1
•
II 1,k(t, ·)‖L1(R) + ‖ ◦

II 1,k(t, ·)‖Z1 � 〈t〉−3/2
Mc,x(T )M2(T ) for t ∈ [0, T ].
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Let

II 2
k1 = −

∫
R2
N2,1∂zg

∗
k (z, 0, c(t, y))e

−iyη dzdy ,

II 2
k2 =−

∫
R2
N2,1∂zg

∗
k1(z, η, c(t, y))e

−iyη dzdy ,

II 3
k11 = −3

∫
R2
v2(t, z, y)xyy(t, y)g

∗
k (z, 0, c(t, y))e

−iyη dzdy ,

II 3
k12 = −3

∫
R2
v2(t, z, y)xyy(t, y)g

∗
k1(z, η, c(t, y))e

−iyη dzdy .

Let

R41
k (t, y) =

1

2π

∫ η0

−η0

{ •
II

1

k(t, η)+ II 2
k1(t, η)+ II 3

k11(t, η)

}
eiyη dη ,

R42
k (t, y) =

1

2π

∫ η0

−η0

{ ◦
II

1

k1(t, η)+ II 2
k2(t, η)+ II 3

k12(t, η)

}
eiyη dη .

Then R4
k = R41

k − ∂2
yR

42
k . Let R6

k = R61
k − ∂2

yR
62
k and

R61
k = −6P̃1

(∫
R

ψc(t,y1),L(z+ 3t)v2(t, z, y1)∂zg
∗
k (z, 0, c(t, y1)) dz

)
,

R62
k = − 3

π

∫ η0

−η0

∫
R2
ψc(t,y1),L(z+ 3t)v2(t, z, y1)∂zg

∗
k1(z, η, c(t, y1))e

i(y−y1)η dy1dzdη .

We can prove the following in the same way as [22, Claim D.5].

Claim B.3 Suppose α ∈ (0, 1) and Mc,x(T ) � δ. If δ is sufficiently small, then
there exists a positive constant C such that for t ∈ [0, T ],

‖χ(Dy)R41
k (t)‖L1 + ‖R41

k (t)‖Y1 + ‖R42
k (t)‖Y1

� C〈t〉−3/2(Mc,x(T )+M1(T )+M2(T ))M2(T ) ,

‖R5
k (t)‖Y1 � C〈t〉−1

Mc,x(T )M2(T ) , ‖R5
k (t)‖Y � C〈t〉−5/4

Mc,x(T )M2(T ) ,

‖χ(Dy)R61
k ‖L1(R) + ‖R61

k ‖Y1 + ‖R62
k ‖Y1 � C〈t〉−1e−α(3t+L)Mc,x(T )M2(T ) .

Let R9 = R91 − ∂2
yR

92 and

R91 = −6
∑

3�j�5

S̄j1{(I + C2)(cyxy)− (bxy)y}e1 ,

R92 = −6
∑

3�j�5

S̄j2{(I + C2)(cyxy)− (bxy)y}e1 .
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Using Claims A.1–A.3 and boundedness of operators ∂y , S̄1, S̄2 and C̃2 ([22, pp.
83–84], [22, Claims 6.1, B.6]), we have the following.

Claim B.4 There exist positive constants C and δ such that if Mc,x(T ) � δ, then
for t ∈ [0, T ],

‖R8(t)‖Y1 � C〈t〉−1
Mc,x(T )

2 , ‖R8(t)‖Y � C〈t〉−5/4
Mc,x(T )

2 ,

‖χ(Dy)R91(t)‖L1+‖R91(t)‖Y1+‖R92(t)‖Y1 � C(e−αL+M2(T ))Mc,x(T )
2〈t〉−2 .

For R10 = (∂2
y S̃0 −B2)(by − cy)e1, we have the following from [22, Claim D.6]

and the fact that S̃0 ∈ B(Y ) ∩ B(Y1).

Claim B.5 There exist positive constants C and δ such that if Mc,x(T ) � δ, then
for t ∈ [0, T ],

‖R10(t)‖Y1 � C〈t〉−1
Mc,x(T )

2 , ‖R10(t)‖Y � C〈t〉−5/4
Mc,x(T )

2 .

Let R11 = R11,1 − ∂2
yR

11,2 and

R11,1 = Ã11(t)(c̃ − b)e1 , R
11,2 = Ã12(t)(c̃ − b)e1 .

Claim B.6 There exist positive constants C and δ such that if Mc,x(T ), then for
t ∈ [0, T ],

‖χ(Dy)R11,1‖L1 + ‖R11,1‖Y1 + ‖R11,2‖Y1 � Ce−α(3t+L)〈t〉−1/2
Mc,x(T )

2 .

Proof By the definition,

χ(Dy)R
11,1(t) = χ(Dy){c̃(t, ·)− b(t, ·)}(ã11(t)e1 + ã21(t)e2) .

Claim A.5 and (9.10) imply

‖χ(Dy)R11,1(t)‖L1 � (|ã11(t)| + |ã12(t)|)‖c̃(t)‖2
Y � e−α(3t+L)〈t〉−1/2

Mc,x(T )
2 .

We can prove the rest in the similar manner by using Claim A.5. Thus we complete
the proof. � 

Appendix C: Estimates for k(t, y)

By Lemmas 3.1 and 7.2, the L2-norm of k(t, y) decays like t−2 as t →∞.

Claim C.1 Suppose that inft�0 , y∈R xt (t, y) � c1 for a c1 > 0. Then there exist
positive constants δ and C such that if ‖〈x〉2v0‖H 1(R2) < δ, then
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‖k(t, y)‖L2 � C〈t〉−2‖〈x〉2v0‖L2(R2) .

Next, we will give an upper bound of the growth rate of ‖k(t, y)‖L1 when
v∗(x, y) is polynomially localized in R

2.

Claim C.2 Let ṽ1 be a solution of (3.8). There exist positive constant C and ε0 such
that if ‖〈x〉(〈x〉 + 〈y〉)v0‖H 1(R2) � ε0, then for every t � 0,

‖〈y〉k(t, ·)‖L2(R) � C〈t〉 ‖〈x〉(〈x〉 + 〈y〉)v0‖H 1(R2) .

Proof Multiplying (3.8) by 2(1 + y2)ṽ1 and integrating the resulting equation over
R

2, we have after some integration by parts,

d

dt

∫
R2
(1 + y2)ṽ1(t, x, y)

2 dxdy =12
∫
R2
yṽ1(t, x, y)(∂

−1
x ∂yṽ1)(t, x, y) dxdy .

By Lemmas 3.1 and 7.3 and the definition of M′
1(∞),

‖〈y〉ṽ1(t)‖L2 � ‖〈y〉v∗‖L2 + 6
∫ t

0
‖∂−1
x ∂yṽ1(s)‖L2 ds

� ‖〈x〉〈y〉v0‖L2(R2) +M
′
1(∞)t

� ‖〈x〉〈y〉v0‖L2(R2) +
(∥∥∥〈x〉2v0∥∥∥

H 1(R2)
+ ‖〈x〉〈y〉v0‖L2(R2)

)
t .

Thus we complete the proof. � 
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Inverse Scattering for the Massive
Thirring Model

Dmitry E. Pelinovsky and Aaron Saalmann

1 Introduction

The massive Thirring model (MTM) was derived by Thirring in 1958 [33] in
the context of general relativity. It represents a relativistically invariant nonlinear
Dirac equation in the space of one dimension. Another relativistically invariant one-
dimensional Dirac equation is given by the Gross–Neveu model [12] also known as
the massive Soler model [32] when it is written in the space of three dimensions.

It was discovered in 1970s by Mikhailov [24], Kuznetsov and Mikhailov [21],
Orfanidis [25], Kaup and Newell [18] that the MTM is integrable with the inverse
scattering transform method in the sense that it admits a Lax pair, countably many
conserved quantities, the Bäcklund transformation, and other common features of
integrable models. We write the MTM system in the laboratory coordinates by using
the normalized form: {

i(ut + ux)+ v + |v|2u = 0,
i(vt − vx)+ u+ |u|2v = 0.

(1.1)

The MTM system (1.1) appears as the compatibility condition in the Lax represen-
tation

Lt − Ax + [L,A] = 0, (1.2)
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where the 2 × 2-matrices L and A are given by

L = i
4
(|u|2 − |v|2)σ3 − iλ

2

(
0 v
v 0

)
+ i

2λ

(
0 u
u 0

)
+ i

4

(
λ2 − 1

λ2

)
σ3 (1.3)

and

A = − i
4
(|u|2 + |v|2)σ3 − iλ

2

(
0 v
v 0

)
− i

2λ

(
0 u
u 0

)
+ i

4

(
λ2 + 1

λ2

)
σ3. (1.4)

Other forms of L and A with nonzero trace have also been introduced by
Barashenkov and Getmanov [1]. The traceless representation of L and A in (1.3)
and (1.4) is more useful for inverse scattering.

Formal inverse scattering results for the linear operators (1.3) and (1.4) can be
found in [21]. The first steps towards rigorous developments of the inverse scattering
transform for the MTM system (1.1) were made in 1990s by Villarroel [34] and
Zhou [38]. In the former work, the treatment of the Riemann–Hilbert problems
is sketchy, whereas in the latter work, an abstract method to solve Riemann–
Hilbert problems with rational spectral dependence is developed with applications
to the sine-Gordon equation in the laboratory coordinates. Although the MTM
system (1.1) does not appear in the list of examples in [38], one can show that
the abstract method of Zhou is also applicable to the MTM system.

The present paper relies on recent progress in the inverse scattering transform
method for the derivative NLS equation [27, 29]. The key element of our technique
is a transformation of the spectral plane λ for the operator L in (1.3) to the spectral
plane z = λ2 for a different spectral problem. This transformation can be performed
uniformly in the λ plane for the Kaup–Newell spectral problem related to the
derivative NLS equation [19]. In the contrast, one needs to consider separately the
subsets of the λ plane near the origin and near infinity for the operator L in (1.3)
due to its rational dependence on λ. Therefore, two Riemann–Hilbert problems are
derived for the MTM system (1.1) with the components (u, v): the one near λ = 0
recovers u and the other one near λ = ∞ recovers v.

Let L̇2,m(R) denote the space of square integrable functions with the weight |x|m
for m ∈ Z so that L2,m(R) ≡ L̇2,m(R) ∩ L2(R). Let Ḣ n,m(R) denote the Sobolev
space of functions, the n-th derivative of which is square integrable with the weight
|x|m for n ∈ N and m ∈ Z so that Hn,m(R) ≡ Ḣ n,m(R) ∩ L̇2,m(R) ∩ Hn(R) with
Hn(R) ≡ Ḣ n(R) ∩ L2(R). Norms on any of these spaces are introduced according
to the standard convention.

The inverse scattering transform for the linear operators (1.3) and (1.4) can be
controlled when the potential (u, v) belongs to the function space

X(u,v) := H 2(R) ∩H 1,1(R). (1.5)

Transformations of the spectral plane employed here allow us to give a sharp
requirement on the L2-based Hilbert spaces, for which the Riemann–Hilbert
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problem can be solved by using the technique from Deift and Zhou [11, 37]. Note
that both the direct and inverse scattering transforms for the NLS equation are solved
in function space H 1(R)∩L2,1(R), which is denoted by the same symbol H 1,1(R)

in the previous works [11, 37]. Compared to this space, the reflection coefficients
(r+, r−) introduced in our paper for the linear operators (1.3) and (1.4) belong to
the function space

X(r+,r−) := Ḣ 1(R \[−1, 1]) ∩ Ḣ 1,1([−1, 1]) ∩ L̇2,1(R) ∩ L̇2,−2(R). (1.6)

In the application of the inverse scattering transform to the derivative NLS
equation, alternative methods were recently developed [16, 22] based on a differ-
ent (gauge) transformation of the Kaup–Newell spectral problem to the spectral
problem for the Gerdjikov–Ivanov equation. Both the potentials and the reflection
coefficients were controlled in the same function space H 2(R) ∩ L2,2(R) [16, 22].
These function spaces are more restrictive compared to the function spaces for the
potential and the reflection coefficients used in [27, 29].

Unlike the recent literature on the derivative NLS equation, our interest to the
inverse scattering for the MTM system (1.1) is not related to the well-posedness
problems. Indeed, the local and global existence of solutions to the Cauchy problem
for the MTM system (1.1) in the L2-based Sobolev spaces Hm(R), m ∈ N can be
proven with the standard contraction and energy methods, see review of literature in
[26]. Low regularity solutions in L2(R) were already obtained for the MTM system
by Selberg and Tesfahun [31], Candy [5], Huh [13–15], and Zhang [35, 36]. The
well-posedness results can be formulated as follows.

Theorem 1 ([5, 15]) For every (u0, v0) ∈ Hm(R), m ∈ N, there exists a unique
global solution (u, v) ∈ C(R,Hm(R)) such that (u, v)|t=0 = (u0, v0) and the
solution (u, v) depends continuously on the initial data (u0, v0). Moreover, for
every (u0, v0) ∈ L2(R), there exists a global solution (u, v) ∈ C(R, L2(R)) such
that (u, v)|t=0 = (u0, v0). The solution (u, v) is unique in a certain subspace of
C(R, L2(R)) and it depends continuously on the initial data (u0, v0).

The inverse scattering transform and the reconstruction formulas for the global
solutions (u, v) to the MTM system (1.1) can be used to solve other interesting
analytical problems such as long-range scattering to zero [6], orbital and asymptotic
stability of the Dirac solitons [9, 28], and an analytical proof of the soliton resolution
conjecture. Similar questions have been recently addressed in the context of the
cubic NLS equation [8, 10, 30] and the derivative NLS equation [17, 23].

The goal of our paper is to explain how the inverse scattering transform for the
linear operators (1.3) and (1.4) can be developed by using the Riemann–Hilbert
problem. For simplicity of presentation, we assume that the initial data to the MTM
system (1.1) admit no eigenvalues and resonances in the sense of Definition 1
given in Sect. 3. Note that eigenvalues can be easily added by using Bäcklund
transformation for the MTM system [9], whereas resonances can be removed by
perturbations of initial data [3] (see relevant results in [27]). The following theorem
represents the main result of this paper.
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Theorem 2 For every (u0, v0) ∈ X(u,v) admitting no eigenvalues or resonances in
the sense of Definition 1, there is a direct scattering transform with the spectral data
(r+, r−) defined in X(r+,r−). The unique solution (u, v) ∈ C(R, X(u,v)) to the MTM
system (1.1) can be uniquely recovered by means of the inverse scattering transform
for every t ∈ R.

The paper is organized as follows. Section 2 describes Jost functions obtained
after two transformations of the differential operator L given by (1.3). Section 3
is used to set up scattering coefficients (r+, r−) and to introduce the scattering
relations between the Jost functions. Section 4 explains how the Riemann–Hilbert
problems can be solved and how the potentials (u, v) can be recovered in the time
evolution of the MTM system (1.1). Section 5 concludes the paper with a review of
open questions.

2 Jost Functions

The linear operator L in (1.3) can be rewritten in the form:

L = Q(λ; u, v)+ i
4

(
λ2 − 1

λ2

)
σ3,

where

Q(λ; u, v) = i
4
(|u|2 − |v|2)σ3 − iλ

2

(
0 v
v 0

)
+ i

2λ

(
0 u
u 0

)
.

Here we freeze the time variable t and drop it from the list of arguments. Assuming
fast decay of (u, v) to (0, 0) as |x| → ∞, solutions to the spectral problem

ψx = Lψ (2.1)

can be defined by the following asymptotic behavior:

ψ
(−)
1 (x; λ) ∼

(
1
0

)
eix(λ

2−λ−2)/4, ψ
(−)
2 (x; λ) ∼

(
0
1

)
e−ix(λ2−λ−2)/4 as x →−∞

and

ψ
(+)
1 (x; λ) ∼

(
1
0

)
eix(λ

2−λ−2)/4, ψ
(+)
2 (x; λ) ∼

(
0
1

)
e−ix(λ2−λ−2)/4 as x →+∞.

The normalized Jost functions

ϕ±(x; λ) = ψ(±)1 (x; λ)e−ix(λ
2−λ−2)/4, φ±(x; λ) = ψ(±)2 (x; λ)eix(λ

2−λ−2)/4 (2.2)
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satisfy the constant boundary conditions at infinity:

lim
x→±∞ϕ±(x; λ) = e1 and lim

x→±∞φ±(x; λ) = e2, (2.3)

where e1 = (1, 0)T and e2 = (0, 1)T . The normalized Jost functions are solutions
to the following Volterra integral equations:

ϕ±(x; λ) = e1 (2.4a)

+
∫ x
±∞

(
1 0

0 e− i2 (λ2−λ−2)(x−y)

)
Q(λ; u(y), v(y)) ϕ±(y; λ)dy,

φ±(x; λ) = e2 (2.4b)

+
∫ x
±∞

(
e
i
2 (λ

2−λ−2)(x−y) 0
0 1

)
Q(λ; u(y), v(y)) φ±(y; λ)dy.

A standard assumption in analyzing Volterra integral equations is Q(λ; u(·),
v(·)) ∈ L1(R) for fixed λ �= 0 which is equivalent to (u, v) ∈ L1(R) ∩ L2(R)

by the definition of Q. In this case, for every λ ∈ (R∪i R) \ {0}, Volterra integral
equations (2.4) admit unique solutions ϕ±(·; λ) and φ±(·; λ) in the space L∞(R).
However, even if (u, v) ∈ L1(R) ∩ L2(R) the L1-norm of Q(λ; u(·), v(·)) is not
controlled uniformly in λ as λ → 0 and |λ| → ∞. This causes difficulties in
studying the behaviour of ϕ±(·; λ) and φ±(·; λ) as λ → 0 and |λ| → ∞ and thus
we need to transform the spectral problem (2.1) to two equivalent forms. These two
transformations generalize the exact transformation of the Kaup–Newell spectral
problem to the Zakharov–Shabat spectral problem, see [19, 29].

2.1 Transformation of the Jost Functions for Small λ

Assume u ∈ L∞(R), λ �= 0, and define the transformation matrix by

T (u; λ) :=
(

1 0
u λ−1

)
. (2.5)

Let ψ be a solution of the spectral problem (2.1) and define " := T ψ .
Straightforward computations show that " satisfies the equivalent linear equation

"x = L", (2.6)

with new linear operator

L = Q1(u, v)+ λ2Q2(u, v)+ i
4

(
λ2 − 1

λ2

)
σ3 (2.7)
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where

Q1(u, v) =
( − i4 (|u|2 + |v|2) i

2u

ux − i
2u|v|2 − i

2v
i
4 (|u|2 + |v|2)

)

and

Q2(u, v) = i
2

(
uv − v

u+ u2v −uv
)
.

Let us define z := λ2 and introduce the partition C = B0 ∪ S
1 ∪ B∞ with

B0 := {z ∈ C : |z| < 1},S1 := {z ∈ C : z| = 1}, B∞ := {z ∈ C : |z| > 1}. (2.8)

The second term in (2.7) is bounded if z ∈ B0. The normalized Jost functions
associated to the spectral problem (2.6) denoted by {m±, n±} can be obtained from
the original Jost functions {ϕ±, ψ±} by the transformation formulas:

m±(x; z) = T (u(x); λ)ϕ±(x; λ), n±(x; z) = λ T (u(x); λ)φ±(x; λ), (2.9)

subject to the constant boundary conditions at infinity:

lim
x→±∞m±(x; λ) = e1 and lim

x→±∞ n±(x; λ) = e2. (2.10)

The transformed Jost functions are solutions to the following Volterra integral
equations:

m±(x; z) = e1 (2.11a)

+
∫ x
±∞

(
1 0

0 e− i2 (z−z−1)(x−y)

)
[Q1(u(y), v(y))+ zQ2(u(y), v(y))]m±(y; z)dy,

n±(x; z) = e2 (2.11b)

+
∫ x
±∞

(
e
i
2 (z−z−1)(x−y) 0

0 1

)
[Q1(u(y), v(y))+ zQ2(u(y), v(y))] n±(y; z)dy.

Compared to [29], we have an additional term i
2z(x − y) in the argument of the

oscillatory kernel and the additional term zQ2(u, v) under the integration sign.
However, both additional terms are bounded in B0 where |z| < 1. Therefore, the
same analysis as in the proof of Lemmas 1 and 2 in [29] yields the following.

Lemma 1 Let (u, v) ∈ L1(R) ∩ L∞(R) and ux ∈ L1(R). For every z ∈ (−1, 1),
there exist unique solutions m±(·; z) ∈ L∞(R) and n±(·; z) ∈ L∞(R) satisfying
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the integral equations (2.11). For every x ∈ R, m±(x, ·) and n∓(x, ·) are continued
analytically in C

± ∩B0. There exist a positive constant C such that

‖m±(·; z)‖L∞ + ‖n∓(·; z)‖L∞ ≤ C, z ∈ C
± ∩B0. (2.12)

Lemma 2 Under the conditions of Lemma 1, for every x ∈ R the normalized Jost
functions m± and n± satisfy the following limits as Im(z)→ 0 along a contour in
the domains of their analyticity:

lim
z→0

m±(x; z)
m∞± (x)

= e1, lim
z→0

n±(x; z)
n∞± (x)

= e2, (2.13)

where

m∞± (x) = e−
i
4

∫ x
±∞(|u|2+|v|2)dy, n∞± (x) = e

i
4

∫ x
±∞(|u|2+|v|2)dy .

If in addition u ∈ C1(R), then

lim
z→0

1

z

[
m±(x; z)
m∞± (x)

− e1
]
=
(− ∫ x±∞ [u(ux − i

2u|v|2 − i
2v)− i

2uv
]
dy

2iux + u|v|2 + v
)
, (2.14a)

lim
z→0

1

z

[
n±(x; z)
n∞± (x)

− e2
]
=
(

u∫ x
±∞
[
u(ux − i

2u|v|2 − i
2v)− i

2uv
]
dy

)
. (2.14b)

Remark 1 By Sobolev’s embedding of H 1(R) into the space of continuous,
bounded, and decaying at infinity functions, if u ∈ H 1(R), then u ∈ C(R)∩L∞(R)
and u(x) → 0 as |x| → ∞. By the embedding of L2,1(R) into L1(R), if
u ∈ H 1,1(R), then u ∈ L1(R) and ux ∈ L1(R). Thus, requirements of Lemma 1 are
satisfied if (u, v) ∈ H 1,1(R). The additional requirement u ∈ C1(R) of Lemma 2 is
satisfied if u ∈ H 2(R). Hence, X(u,v) in (1.5) is an optimal L2-based Sobolev space
for direct scattering of the MTM system (1.1).

Remark 2 Notations (m±, n±) for the Jost functions used here are different from
notations (m±, n±) used in [29], where an additional transformation was used to
generate n± (denoted by p± in [29]). This additional transformation is not necessary
for our further work.

2.2 Transformation of the Jost Functions for Large λ

Assume v ∈ L∞(R) and define the transformation matrix by

T̂ (v; λ) :=
(

1 0
v λ

)
. (2.15)
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Let ψ be a solution of the spectral problem (2.1) and define "̂ := T̂ ψ .
Straightforward computations show that "̂ satisfies the equivalent linear equation

"̂x = L̂"̂, (2.16)

with new linear operator

L̂ = Q̂1(u, v)+ 1

λ2 Q̂2(u, v)+ i
4

(
λ2 − 1

λ2

)
σ3 (2.17)

where

Q̂1(u, v) =
(

i
4 (|u|2 + |v|2) − i2v
vx + i

2 |u|2v + i
2u − i4 (|u|2 + |v|2)

)

and

Q̂2(u, v) = − i
2

(
uv −u

v + uv2 −uv
)
.

We introduce the same variable z := λ2 and note that the second term in (2.17)
is now bounded for z ∈ B∞. The normalized Jost functions associated to the
spectral problem (2.16) denoted by {m̂±, n̂±} can be obtained from the original Jost
functions {ϕ±, ψ±} by the transformation formulas:

m̂±(x; z) = T̂ (v(x); λ)ϕ±(x; λ), n̂±(x; z) = λ−1T̂ (v(x); λ)φ±(x; λ), (2.18)

subject to the constant boundary conditions at infinity:

lim
x→±∞ m̂±(x; λ) = e1 and lim

x→±∞ n̂±(x; λ) = e2. (2.19)

The transformed Jost functions are solutions to the following Volterra integral
equations:

m̂±(x; z) = e1 +
∫ x
±∞

(
1 0

0 e− i2 (z−z−1)(x−y)

)
(2.20a)

[
Q̂1(u(y), v(y))+ z−1Q̂2(u(y), v(y))

]
m̂±(y; z)dy,

n̂±(x; z) = e2 +
∫ x
±∞

(
e
i
2 (z−z−1)(x−y) 0

0 1

)
(2.20b)

[
Q̂1(u(y), v(y))+ z−1Q̂2(u(y), v(y))

]
n̂±(y; z)dy.
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Again, we have an additional term i
2z

−1(x − y) in the argument of the oscillatory
kernel and the additional term z−1Q̂2(u, v) under the integration sign. However,
both additional terms are bounded in B∞ where |z| > 1. The following two lemmas
contain results analogous to Lemmas 1 and 2.

Lemma 3 Let (u, v) ∈ L1(R)∩L∞(R) and vx ∈ L1(R). For every z ∈ R \[−1, 1],
there exist unique solutions m̂±(·; z) ∈ L∞(R) and n̂±(·; z) ∈ L∞(R) satisfying
the integral equations (2.20). For every x ∈ R, m̂±(x, ·) and n̂∓(x, ·) are continued
analytically in C

± ∩B∞. There exist a positive constant C such that

‖m̂±(·; z)‖L∞ + ‖̂n∓(·; z)‖L∞ ≤ C, z ∈ C
± ∩B∞. (2.21)

Lemma 4 Under the conditions of Lemma 3, for every x ∈ R the normalized Jost
functions m̂± and n̂± satisfy the following limits as Im(z)→∞ along a contour in
the domains of their analyticity:

lim|z|→∞
m̂±(x; z)
m̂∞± (x)

= e1, lim|z|→∞
n̂±(x; z)
n̂∞± (x)

= e2, (2.22)

where

m̂∞± (x) = e
i
4

∫ x
±∞(|u|2+|v|2)dy, n̂∞± (x) = e−

i
4

∫ x
±∞(|u|2+|v|2)dy .

If in addition v ∈ C1(R), then

lim|z|→∞ z
[
m̂±(x; z)
m̂∞± (x)

− e1
]
=
(− ∫ x±∞ [v(vx + i

2 |u|2v + i
2u)+ i

2uv
]
dy

−2ivx + |u|2v + u
)
,

(2.23a)

lim|z|→∞ z
[
n̂±(x; z)
n̂∞± (x)

− e2
]
=
(

v∫ x
±∞
[
v(vx + i

2 |u|2v + i
2u)+ i

2uv
]
dy

)
.

(2.23b)

2.3 Continuation of the Transformed Jost Functions Across S1

In Lemmas 1 and 3 we showed the existence of the transformed Jost functions

{m±(·; z), n±(·; z)}, z ∈ B0, and {m̂±(·; z), n̂±(·; z)}, z ∈ B∞,

respectively, where the partition (2.8) is used. Because both sets of the transformed
Jost functions are connected to the set {ϕ±, φ±} of the original Jost functions by
the transformation formulas (2.9) and (2.18), respectively, we find the following
connection formulas for every z ∈ S

1:
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m±(x; z) =
(

1 0
u(x)− z−1v(x) z−1

)
m̂±(x; z), (2.24a)

n±(x; z) =
(

z 0
u(x)z− v(x) 1

)
n̂±(x; z), (2.24b)

or in the opposite direction,

m̂±(x; z) =
(

1 0
v(x)− zu(x) z

)
m±(x; z), (2.25a)

n̂±(x; z) =
(

z−1 0
v(x)z−1 − u(x) 1

)
n±(x; z). (2.25b)

By Lemmas 3 and 4, the right-hand sides of (2.24a) and (2.24b) yield analytic
continuations of m±(x; ·) and n∓(x; ·) in C

± ∩B∞ respectively with the following
limits as Im(z)→∞ along a contour in the domains of their analyticity:

lim|z|→∞
m±(x; z)
m̂∞± (x)

= e1 + u(x)e2, lim|z|→∞
n±(x; z)
n̂∞± (x)

= v̄(x)e1 + (1 + u(x)v̄(x))e2.
(2.26)

Analogously, by Lemmas 1 and 2, the right-hand sides of (2.25a) and (2.25b) yield
analytic continuations of m̂±(x; ·) and n̂∓(x; ·) in C

± ∩B0 respectively with the
following limits as Im(z)→ 0 along a contour in the domains of their analyticity:

lim
z→0

m̂±(x; z)
m∞± (x)

= e1 + v(x)e2, lim
z→0

n̂±(x; z)
n∞± (x)

= ū(x)e1 + (1 + ū(x)v(x))e2.
(2.27)

By Lemmas 1–4, and the continuation formulas (2.24), (2.25), we obtain the
following result.

Lemma 5 Let (u, v) ∈ L1(R) ∩ L∞(R) and (ux, vx) ∈ L1(R). For every x ∈ R

the Jost functions defined by the integral equations (2.11) and (2.20) can be
continued such that m±(x; ·), n∓(x; ·), m̂±(x; ·), and n̂∓(x; ·) are analytic in C

±
and continuous in C

± ∪R with bounded limits as z → 0 and |z| → ∞ given
by (2.13), (2.22), (2.26), (2.27).

3 Scattering Coefficients

In order to define the scattering coefficients between the transformed Jost functions
{m±, n±} and {m̂±, n̂±}, we go back to the original Jost functions {ϕ±, φ±}. For
every λ ∈ (R∪i R) \ {0}, we define the standard form of the scattering relation by



Inverse Scattering for the Massive Thirring Model 507

(
ϕ−(x; λ)eix(λ2−λ−2)/4

φ−(x; λ)e−ix(λ2−λ−2)/4

)
=
(
α(λ) β(λ)

γ (λ) δ(λ)

)(
ϕ+(x; λ)eix(λ2−λ−2)/4

φ+(x; λ)e−ix(λ2−λ−2)/4

)
. (3.1)

Since the operator L in (1.3) admits the symmetry

φ±(x; λ) = ±
(

0 −1
1 0

)
ϕ±
(
x; λ) ,

we obtain

γ (λ) = −β(λ), δ(λ) = α(λ), λ ∈ (R∪i R) \ {0}. (3.2)

Since the matrix operator L in (1.3) has zero trace, the Wronskian determinantW
of any two solutions to the spectral problem (2.1) for any λ ∈ C is independent of x.
By computing the Wronskian determinants of the solutions {ϕ−, φ+} and {ϕ+, ϕ−}
as x → +∞ and using the scattering relation (3.1) and the asymptotic behavior of
the Jost functions {ϕ±, ψ±}, we obtain

⎧⎨
⎩
α(λ) = W

(
ϕ−(x; λ)eix(λ2−λ−2)/4, φ+(x; λ)e−ix(λ2−λ−2)/4

)
,

β(λ) = W
(
ϕ+(x; λ)eix(λ2−λ−2)/4, ϕ−(x; λ)eix(λ2−λ−2)/4

)
.

(3.3)

It follows from the asymptotic behavior of {ϕ−, φ−} as x →−∞ thatW(ϕ−, φ−) =
1. Substituting (3.1) and using the asymptotic behavior of {ϕ+, φ+} as x → +∞
yield the following constraint on the scattering data:

α(λ)δ(λ)− β(λ)γ (λ) = 1, λ ∈ (R∪i R) \ {0}. (3.4)

In view of the constraints (3.2), the constraint (3.4) can be written as

α(λ)α(λ)+ β(λ)β(λ) = 1, λ ∈ (R∪i R) \ {0}. (3.5)

By using the transformation formulas (2.9) we can rewrite the scattering
relation (3.1) in terms of the transformed Jost functions {m±, n±}. In particular,
we apply T (u; λ) to the first equation in (3.1) and λT (u; λ) to the second equation
in (3.1), so that we obtain for z ∈ R\{0},
(
m−(x; z)eix(z−z−1)/4

n−(x; z)e−ix(z−z−1)/4

)
=
(
a(z) b+(z)

−b−(z) a(z)
)(
m+(x; z)eix(z−z−1)/4

n+(x; z)e−ix(z−z−1)/4

)
, (3.6)

where we have recalled z = λ2 and defined the scattering coefficients:

a(z) := α(λ), b+(z) := λ−1β(λ), b−(z) := λβ(λ), z ∈ R\{0}. (3.7)
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Sincem±(x; z) and n±(x; z) depend on z = λ2, we deduce that α is even in λ and β
is odd in λ for λ ∈ (R∪i R)\{0}. The latter condition yields λβ(λ) = λβ(λ), which
has been used already in the expression (3.7) for b−(z). Thanks to the relation (3.5),
we have the following constraints

{ |α(λ)|2 + |β(λ)|2 = 1, λ ∈ R\{0},
|α(λ)|2 − |β(λ)|2 = 1, λ ∈ iR\{0}. (3.8)

Since the matrix operator L in (2.7) has zero trace, the Wronskian determinant
W of any two solutions to the spectral problem (2.6) is also independent of x. As
a result, by computing the Wronskian determinant as x → +∞ and using the
asymptotic behavior of the Jost functions {m±, n±}, we obtain from the scattering
relation (3.6) for z ∈ R\{0}:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

a(z) = W
(
m−(x; z)eix(z−z−1)/4, n+(x; z)e−ix(z−z−1)/4

)
,

b+(z) = W
(
m+(x; z)eix(z−z−1)/4,m−(x; z)eix(z−z−1)/4

)
,

b−(z) = W
(
n+(x; z)e−ix(z−z−1)/4, n−(x; z)e−ix(z−z−1)/4

)
,

(3.9)

in accordance with the representation (3.3).
Analogously, by using the transformation formulas (2.18) we can rewrite the

scattering relation (3.1) in terms of the transformed Jost functions {m̂±, n̂±}. In
particular, we apply T̂ (u; λ) to the first equation in (3.1) and λ−1T̂ (u; λ) to the
second equation in (3.1), so that we obtain for z ∈ R \{0},
(
m̂−(x; z)eix(z−z−1)/4

n̂−(x; z)e−ix(z−z−1)/4

)
=
(
â(z) b̂+(z)

−b̂−(z) â(z)

)(
m̂+(x; z)eix(z−z−1)/4

n̂+(x; z)e−ix(z−z−1)/4

)
, (3.10)

where we have recalled z = λ2 and defined the scattering coefficients

â(z) := α(λ), b̂+(z) := λβ(λ), b̂−(z) := λ−1β(λ), z ∈ R \{0}. (3.11)

Since the matrix operator L̂ in (2.17) has zero trace, we obtain from the scattering
relation (3.10) for z ∈ R\{0}:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

â(z) = W
(
m̂−(x; z)eix(z−z−1)/4, n̂+(x; z)e−ix(z−z−1)/4

)
,

b̂+(z) = W
(
m̂+(x; z)eix(z−z−1)/4, m̂−(x; z)eix(z−z−1)/4

)
,

b̂−(z) = W
(
n̂+(x; z)e−ix(z−z−1)/4, n̂−(x; z)e−ix(z−z−1)/4

)
,

(3.12)

in accordance with the representation (3.3).
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It follows from (3.7) and (3.11) that the two sets of scattering data are actually
related by

â(z) = a(z), b̂+(z) = b−(z), b̂−(z) = b+(z), z ∈ R\{0}. (3.13)

These relations are in agreement with the continuation formulas (2.24) and (2.25).
By using the representations (3.9) and (3.12), as well as Lemma 2, 4, and 5, we
obtain the following.

Lemma 6 Let (u, v) ∈ L1(R) ∩ L∞(R) and (ux, vx) ∈ L1(R). Then, a = â is
continued analytically into C

− with the following limits in C
−:

lim
z→0
a(z) = e− i4

∫
R
(|u|2+|v|2)dy =: a0 (3.14)

and

lim|z|→∞ a(z) = e
i
4

∫
R
(|u|2+|v|2)dy =: a∞. (3.15)

On the other hand, b± = b̂∓ are not continued analytically beyond the real line and
satisfy the following limits on R:

lim
z→0
b±(z) = lim|z|→∞ b±(z) = 0. (3.16)

To simplify the inverse scattering transform, we consider the case of no eigenval-
ues or resonances in the spectral problem (2.1), where eigenvalues and resonances
are defined as follows.

Definition 1 We say that the potential (u, v) admits an eigenvalue at z0 ∈ C
− if

a(z0) = 0 and a resonance at z0 ∈ R if a(z0) = 0.

By taking the limit x → +∞ in the Volterra integral equations (2.11a)
and (2.20a) for m− and m̂− respectively and comparing it with the first equations
in the scattering relations (3.6) and (3.10), we obtain the following equivalent
representations for a = â:

a(z) = 1 − i
4

∫
R

[
(|u|2 + |v|2)m(1)− − 2ūm(2)− − 2zv̄(um(1)− −m(2)− )

]
dx,

z ∈ B0 ∩ C
−, (3.17a)

a(z) = 1 + i
4

∫
R

[
(|u|2 + |v|2)m̂(1)− − 2v̄m̂(2)− − 2z−1ū(vm̂

(1)
− − m̂(2)− )

]
dx,

z ∈ B∞ ∩ C
−, (3.17b)
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where the superscripts denote components of the Jost functions. If (u, v) ∈ H 1,1(R)

are defined in the ball of radius δ for some δ ∈ (0, 1), then constants C in (2.12)
and (2.21) are independent of δ. Then, it follows from (3.17) that if δ is sufficiently
small, then the integrals can be made as small as needed for every z ∈ C

− ∪R. This
implies the following.

Lemma 7 Let (u, v) ∈ L1(R)∩L∞(R) and (ux, vx) ∈ L1(R) be sufficiently small.
Then (u, v) does not admit eigenvalues or resonances in the sense of Definition 1.

Remark 3 The result of Lemma 7 was first obtained in Theorem 6.1 in [26]. No
transformation of the spectral problem (2.1) was employed in [26]. Transformations
similar to those we are using here were employed later in [29] in the context of the
derivative NLS equation.

Remark 4 The result of Lemma 7 is useful for the study of long-range scattering
from small initial data. Eigenvalues can always be included by using Bäcklund
transformation for the MTM system [9, 27]. Resonances are structurally unstable
and can be removed by perturbations of initial data [3, 27].

4 Riemann–Hilbert Problems

We will derive two Riemann–Hilbert problems. The first problem is formulated
for the transformed Jost functions {m±, n±}, whereas the second problem is
formulated for the transformed Jost functions {m̂±, n̂±}. Thanks to the asymptotic
representations (2.14) and (2.23), the first problem is useful for reconstruction of
the component u as z→ 0, whereas the second problem is useful for reconstruction
of the component v as |z| → ∞, both components satisfy the MTM system (1.1).
This pioneering idea has first appeared on a formal level in [34]. The following
assumption is used to simplify solutions to the Riemann–Hilbert problems.

Assumption 1 Assume that the scattering coefficient a admits no zeros in
C
− ∪ R.

Assumption 1 corresponds to the initial data (u0, v0) which admit no eigenvalues
or resonances in the sense of Definition 1. By Lemma 7, the assumption is satisfied
if the H 1,1(R) norm on the initial data is sufficiently small. Since a is continued
analytically into C

− by Lemma 6 with nonzero limits (3.14) and (3.15), zeros of a
lie in a compact set. Therefore, if a admits no zeros in C

− ∪ R by Assumption 1,
then there is A > 0 such that |a(z)| ≥ A for every z ∈ R.



Inverse Scattering for the Massive Thirring Model 511

4.1 Riemann-Hilbert Problem for the Potential u

The asymptotic limit (2.26) presents a challenge to use {m±, n±} for reconstruction
of (u, v) as |z| → ∞. On the other hand, the reconstruction formula for (u, v)
in terms of {m±, n±} is available from the asymptotic limit (2.14) as z → 0. In
order to avoid this complication, we use the inversion transformation ω = 1/z,
which maps 0 to ∞ and vice versa. The analyticity regions swap under the inversion
transformation so that {m−, n+} become analytic in C

+ for ω and {m+, n−} become
analytic in C

− for ω.
Let us define matrices P±(x;ω) ∈ C

2×2 for every x ∈ R and ω ∈ R by

P+(x;ω) :=
[
m−(x;ω−1)

a(ω−1)
, n+(x;ω−1)

]
, P−(x;ω) :=

[
m+(x;ω−1),

n−(x;ω−1)

a(ω−1)

]
,

(4.1)

and two reflection coefficients

r±(ω) = b±(ω
−1)

a(ω−1)
, ω ∈ R, (4.2)

The scattering relation (3.6) can be rewritten as the following jump condition for the
Riemann–Hilbert problem:

P+(x;ω) = P−(x;ω)
[

1 + r+(ω)r−(ω) r−(ω)e− i2 (ω−ω−1)x

r+(ω)e
i
2 (ω−ω−1)x 1

]

If the scattering coefficient a satisfies Assumption 1, then P±(x; ·) for every
x ∈ R are continued analytically in C

± by Lemmas 5 and 6. We denote these
continuations by the same letters. Asymptotic limits (2.13) and (3.14) yield the
following behavior of P±(x;ω) for large |ω| in the domains of their analyticity:

P±(x;ω)→
[
m∞+ (x) 0

0 n∞+ (x)

]
=: P∞(x) as |ω| → ∞.

Since we prefer to work with x-independent boundary conditions, we normalize the
boundary conditions by defining

M±(x;ω) :=
[
P∞(x)

]−1
P±(x;ω), ω ∈ C

± . (4.3)

The following Riemann-Hilbert problem is formulated for the functionM(x; ·).
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Riemann-Hilbert Problem 1 For each x ∈ R, find a 2 × 2-matrix valued
functionM(x; ·) such that

(1) M(x; ·) is piecewise analytic in C \R with continuous boundary values

M±(x;ω) = lim
ε↓0
M(x;ω ± iε), z ∈ R.

(2) M(x;ω)→ I as |ω| → ∞.
(3) The boundary valuesM±(x; ·) on R satisfy the jump relation

M+(x;ω)−M−(x;ω) = M−(x;ω)R(x;ω), ω ∈ R,

where

R(x;ω) :=
[
r+(ω)r−(ω) r−(ω)e−

i
2 (ω−ω−1)x

r+(ω)e
i
2 (ω−ω−1)x 0

]
.

It follows from the asymptotic limits (2.14) and the normalization (4.3) that
the components (u, v) of the MTM system (1.1) are related to the solution of the
Riemann–Hilbert problem 1 by using the following reconstruction formulas:[
2iu′(x)+ u(x)|v(x)|2 + v(x)

]
e
i
2

∫ +∞
x (|u|2+|v|2)dy = lim|ω|→∞ω[M(x;ω)]21 (4.4)

and

u(x)e−
i
2

∫ +∞
x (|u|2+|v|2)dy = lim|ω|→∞ω[M(x;ω)]12, (4.5)

where the subscript denotes the element of the 2 × 2 matrixM .

Remark 5 The gauge factors in (4.4)–(4.5) appear because of the normaliza-
tion (4.3) and the asymptotic limits (2.14). A different approach was utilized
in [16, 22] to avoid these gauge factors. The inverse scattering transform was
developed to a different spectral problem, which was obtained from the Kaup–
Newell spectral problem after a gauge transformation.

4.2 Riemann-Hilbert Problem for the Potential v

Let us define matrices P̂±(x; z) ∈ C
2×2 for every x ∈ R and z ∈ R by

P̂+(x; z) :=
[
m̂+(x; z), n̂−(x; z)

â(z)

]
, P̂−(x; z) :=

[
m̂−(x; z)
â(z)

, n̂+(x; z)
]
, (4.6)
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and two reflection coefficients by

r̂±(z) = b̂±(z)
â(z)

= b∓(z)
a(z)

, z ∈ R, (4.7)

where the relations (3.13) have been used. The scattering relation (3.10) can be
rewritten as the following jump condition for the Riemann–Hilbert problem:

P̂+(x; z) = P̂−(x; z)
[

1 −r̂−(z)e i2 (z−z−1)x

−r̂+(z)e− i2 (z−z−1)x 1 + r̂+(z)̂r−(z)

]

If the scattering coefficient a satisfies Assumption 1, then P̂±(x; ·) for every
x ∈ R are continued analytically in C

± by Lemmas 5 and 6. We denote these
continuations by the same letters. Asymptotic limits (2.22) and (3.15) yield the
following behavior of P̂ (x; z) for large |z| in the domains of their analyticity:

P̂±(x; z)→
[
m̂∞+ (x) 0

0 n̂∞+ (x)

]
=: P̂∞(x), as |z| → ∞.

In order to normalize the boundary conditions, we define

M̂±(x; z) :=
[
P̂∞(x)

]−1
P̂±(x; z), z ∈ C

± . (4.8)

The following Riemann-Hilbert problem is formulated for the function M̂(x; ·).

Riemann-Hilbert Problem 2 For each x ∈ R, find a 2 × 2-matrix valued
function M̂(x; ·) such that

(1) M̂(x; ·) is piecewise analytic in C \R with continuous boundary values

M̂±(x; z) = lim
ε↓0
M̂(x; z± iε), z ∈ R.

(2) M̂(x; z)→ I as |z| → ∞.
(3) The boundary values M̂±(x; ·) on R satisfy the jump relation

M̂+(x; z)− M̂−(x; z) = M̂−(x; z)R̂(x; z),

where

R̂(x; z) :=
[

0 −r̂−(z)e i2 (z−z−1)x

−r̂+(z)e− i2 (z−z−1)x r̂+(z)̂r−(z)

]
.
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It follows from the asymptotic limit (2.23) and the normalization (4.8) that the
components (u, v) of the MTM system (1.1) can be recovered from the solution of
the Riemann–Hilbert problem 2 by using the following reconstruction formulas:

[
−2iv′(x)+ |u(x)|2v(x)+ u(x)

]
e−
i
2

∫ +∞
x (|u|2+|v|2)dy = lim|z|→∞ z

[
M̂(x; z)]21 (4.9)

and

v(x)e
i
2

∫ +∞
x (|u|2+|v|2)dy = lim|z|→∞ z

[
M̂(x; z)]12 , (4.10)

where the subscript denotes the element of the 2 × 2 matrixM .
Let us now outline the reconstruction procedure for (u, v) as a solution of the

MTM system (1.1) in the inverse scattering transform. If the right-hand sides of (4.5)
and (4.10) are controlled in the space H 1(R) ∩ L2,1(R), then (ũ, ṽ) ∈ H 1(R) ∩
L2,1(R), where

ũ(x) = u(x)e i2
∫ +∞
x (|u|2+|v|2)dy, ṽ(x) = v(x)e− i2

∫ +∞
x (|u|2+|v|2)dy .

Since |ũ(x)| = |u(x)| and |ṽ(x)| = |v(x)|, the gauge factors can be immediately
inverted, and since H 1(R) is continuously embedded into Lp(R) for any p ≥ 2, we
then have (u, v) ∈ H 1(R) ∩ L2,1(R). If the right-hand sides of (4.4) and (4.9) are
also controlled inH 1(R)∩L2,1(R), then similar arguments give (u′, v′) ∈ H 1(R)∩
L2,1(R), that is, (u, v) ∈ H 2(R) ∩ H 1,1(R), in agreement with the function space
used for direct scattering transform.

Remark 6 It follows from the limit (3.16) that R(x; 0) = R̂(x; 0) = 0 implying
M+(x; 0) = M−(x; 0) and M̂+(x; 0) = M̂−(x; 0). More precisely, using (2.26),
(2.27), (3.14), (3.15), and ω = z−1 we can derive

M(x; 0) =
[
m∞+ (x) 0

0 n∞+ (x)

]−1 [
1 v(x)

u(x) 1 + u(x)v(x)
] [
m̂∞+ (x) 0

0 n̂∞+ (x)

]

and

M̂(x; 0) =
[
m̂∞+ (x) 0

0 n̂∞+ (x)

]−1 [
1 u(x)

v(x) 1 + u(x)v(x)
] [
m∞+ (x) 0

0 n∞+ (x)

]
.

In particular, the following holds:

[M(x; 0)]11 = m̂
∞+ (x)
m∞+ (x)

= e− i2
∫ +∞
x (|u|2+|v|2)dy,

[M̂(x; 0)]11 = m
∞+ (x)
m̂∞+ (x)

= e i2
∫ +∞
x (|u|2+|v|2)dy .
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In these formulas, we regain the same exponential factors as those in the reconstruc-
tion formulas (4.5) and (4.10). Hence, by substitution we obtain the following two
decoupled reconstruction formulas:

u(x) = [M(x; 0)]11 lim|ω|→∞ω[M(x;ω)]12,

v(x) = [M̂(x; 0)]11 lim|z|→∞ z[M̂(x; z)]12.
(4.11)

Whereas Eqs. (4.4), (4.5), (4.9) and (4.10) are suitable for studying the inverse
map of the scattering transformation in the sense of Theorem 2, the equivalent
formulas (4.11) are useful in the analysis of the asymptotic behavior of u(x) and
v(x) as |x| → ∞.

4.3 Estimates on the Reflection Coefficients

In order to be able to solve the Riemann–Hilbert problems 1 and 2, we need to
derive estimates on the reflection coefficients r± and r̂± defined by (4.2) and (4.7).
We start with the Jost functions. In order to exclude ambiguity in notations, we write
m±(x; z) ∈ H 1

z (R) for the same purpose as m±(x; ·) ∈ H 1(R).
Thanks to the Fourier theory reviewed in Proposition 1 in [29], the Volterra

integral equations (2.11) and (2.20) with the oscillation factors e
i
2 (ω

−1−ω) and

e
i
2 (z−z−1)x are estimated respectively in the limits |ω| → ∞ and |z| → ∞, where
ω := z−1, similarly to what was done in the proof of Lemma 3 in [29]. As a result,
we obtain the following.

Lemma 8 Let (u, v) ∈ H 1,1(R). Then for every x ∈ R
±, we have

m±(x;ω−1)−m∞± (x)e1 ∈ H 1
ω(R \[−1, 1]),

n±(x;ω−1)− n∞± (x)e2 ∈ H 1
ω(R \[−1, 1]).

(4.12)

and

m̂±(x; z)− m̂∞± (x)e1 ∈ H 1
z (R \[−1, 1]),

n̂±(x; z)− n̂∞± (x)e2 ∈ H 1
z (R \[−1, 1]).

(4.13)

If in addition (u, v) ∈ H 2(R), then

ω

[
m±(x;ω−1)

m∞± (x)
− e1

]

−
(− ∫ x±∞ [u(ux − i

2u|v|2 − i
2v)− i

2uv
]
dy

2iux + u|v|2 + v
)
∈ L2

ω(R \[−1, 1]), (4.14a)
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ω

[
n±(x;ω−1)

n∞± (x)
− e2

]

−
(

u∫ x
±∞
[
u(ux − i

2u|v|2 − i
2v)− i

2uv
]
dy

)
∈ L2

ω(R \[−1, 1]). (4.14b)

and

z

[
m̂±(x; z)
m̂∞± (x)

− e1
]

−
(− ∫ x±∞ [v(vx + i

2 |u|2v + i
2u)+ i

2uv
]
dy

−2ivx + |u|2v + u
)
∈ L2

z(R \[−1, 1]), (4.15a)

z

[
n̂±(x; z)
n̂∞± (x)

− e2
]

−
(

v∫ x
±∞
[
v(vx + i

2 |u|2v + i
2u)+ i

2uv
]
dy

)
∈ L2

z(R \[−1, 1]). (4.15b)

The following lemma transfers the estimates of Lemma 8 to the scattering
coefficients a and b± by using the same analysis as in the proof of Lemma 4 in [29].

Lemma 9 Let (u, v) ∈ H 1,1(R). Then,

a(ω−1)− a0, b+(ω−1), b−(ω−1) ∈ H 1
ω(R \[−1, 1]), (4.16)

and

a(z)− a∞, b+(z), b−(z) ∈ H 1
z (R \[−1, 1]). (4.17)

If in addition (u, v) ∈ H 2(R), then

b+(ω−1), b−(ω−1) ∈ L2,1
ω (R \[−1, 1]), (4.18)

and

b+(z), b−(z) ∈ L2,1
z (R \[−1, 1]). (4.19)

The following lemma transfers the estimates of Lemma 9 to the reflection
coefficients r± and r̂±. We give an elementary proof of this result since it is based
on new computations compared to [29].

Lemma 10 Assume (u, v) ∈ X(u,v), where X(u,v) is given by (1.5), and a satisfies
Assumption 1. Then (r+, r−) ∈ X(r+,r−), where X(r+,r−) is given by (1.6).
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Proof Under the conditions of the lemma, it follows from Lemma 9 and from the
definitions (4.2) and (4.7) that

r±(ω) ∈ Ḣ 1
ω(R \[−1, 1]) ∩ L̇2,1

ω (R \[−1, 1])

and

r̂±(ω) ∈ Ḣ 1
z (R \[−1, 1]) ∩ L̇2,1

z (R \[−1, 1]).

It also follows from (4.2) and (4.7) that r±(ω) = r̂∓(ω−1).
If f (x) ∈ L̇2,1

x (1,∞) and f̃ (y) := f (y−1), then f̃ (y) ∈ L̇2,−2
y (0, 1), which

follows by the chain rule:

∫ ∞

1
x2|f (x)|2dx =

∫ 1

0
y−4|f̃ (y)|2dy.

Since L̇2,1(1,∞) is continuously embedded into L̇2,−2(1,∞) and L̇2,−2(0, 1) is
continuously embedded into L̇2,1(0, 1), we verify that r±(z) ∈ L̇2,1

z (R)∩ L̇2,−2
z (R)

and r̂±(ω) ∈ L̇2,1
ω (R) ∩ L̇2,−2

ω (R).
Finally, if f (x) ∈ Ḣ 1

x (1,∞) and f̃ (y) := f (y−1), then f̃ (y) ∈ Ḣ 1,1
y (0, 1),

which follows by the chain rule f ′(x) = −x−2f̃ ′(x−1) and

∫ ∞

1
|f ′(x)|2dx =

∫ 1

0
y2|f̃ ′(y)|2dy.

Combing all requirements together, we obtain the space X(r+,r−) both for (r+, r−)
in z and for (r̂+, r̂−) in ω, where X(r+,r−) is given by (1.6). � 
Remark 7 It follows from the relations (3.7) and (3.11) that r+(ω) = ωr−(ω) and
r̂+(z) = ẑr−(z). Then, it follows from Lemma 10 and the chain rule that

if r+, r̂+ ∈ Ḣ 1(R \[−1, 1])∩L̇2,1(R), then r−, r̂− ∈ Ḣ 1,1(R \[−1, 1])∩L̇2,2(R)

and

if r−, r̂− ∈ Ḣ 1,1([−1, 1]) ∩ L̇2,−2(R) then r+, r̂+ ∈ Ḣ 1([−1, 1]) ∩ L̇2,−3(R).

Therefore, we have r+, r̂+ ∈ Ḣ 1(R)∩ L̇2,1(R)∩ L̇2,−3(R) and r−, r̂− ∈ Ḣ 1,1(R)∩
L̇2,2(R) ∩ L̇2,−2(R).

Remark 8 It may appear strange for the first glance that the direct and inverse
scattering transforms for the MTM system (1.1) connect potentials (u, v) ∈ X(u,v)
and reflection coefficients (r+, r−) ∈ X(r+,r−) in different spaces, whereas the
Fourier transform provides an isomorphism in the spaceH 1(R)∩L2,1(R). However,
the appearance of X(u,v) spaces for the potential (u, v) is not surprising due to the
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transformation of the linear operator L to the equivalent forms (2.7) and (2.17). The
condition (u, v) ∈ X(u,v) ensures that (Q1,2, Q̂1,2) ∈ H 1(R) ∩ L2,1(R), hence,
the direct and inverse scattering transform for the MTM system (1.1) provides a
transformation between (Q1,2, Q̂1,2) ∈ H 1(R) ∩ L2,1(R) and (r+, r−) ∈ X(r+,r−),
which is a natural transformation under the Fourier transform with oscillatory phase
eix(ω−ω−1). This allows us to avoid reproducing the Fourier analysis anew and
to apply all the technical results from [29] without any changes, as these results
generalize the classical results of Deift and Zhou [11, 37] obtained for the cubic
NLS equation.

4.4 Solvability of the Riemann–Hilbert Problems

Let us define the reflection coefficient

r(λ) := β(λ)
α(λ)
, λ ∈ R∪(i R)\{0}. (4.20)

Recall the relations (3.7), (3.11), (4.2), and (4.7) which yield

λ−1r(λ) = r+(ω) = ωr−(ω), ω ∈ R \{0}. (4.21)

and

λr(λ) = r̂+(z) = ẑr−(z), z ∈ R \{0}. (4.22)

Also recall that z = λ2 and ω = λ−2. By extending the proof of Propositions 2
and 3 in [29], we obtain the following.

Lemma 11 If (r+, r−) ∈ X(r+,r−), then

r(λ) ∈ L2,1
ω (R) ∩ L∞ω (R), r(λ) ∈ L2,1

z (R) ∩ L∞z (R), (4.23)

and

λ−1r+(ω) ∈ L∞ω (R), λr̂+(z) ∈ L∞z (R). (4.24)

Proof Let us prove the embeddings in L2
z(R) space. The proof of the embeddings

in L2
ω(R) space is analogous. Relation (4.22) implies |r(λ)|2 = |r̂+(z)||r̂−(z)| and

r(λ) =
{
λ−1r̂+(z), |z| ≥ 1,
λr̂−(z), |z| ≤ 1.
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Since r̂+, r̂− ∈ L2,1(R), Cauchy–Schwarz inequality implies r(λ) ∈ L2,1
z (R).

Since r̂+ ∈ H 1(R) by Remark 7, r(λ) ∈ L∞z (R \[−1, 1]). In order to prove that
r(λ) ∈ L∞z ([−1, 1]), we will show that λr̂−(z) ∈ L∞z ([−1, 1]). This follows from
the representation

zr̂−(z)2 =
∫ z

0

[
r̂2−(z)+ 2zr̂−(z)r̂ ′−(z)

]
dz

and the Cauchy–Schwarz inequality, since r̂− ∈ Ḣ 1,1(R) ∩ L2(R). Similarly,
λr̂+(z) ∈ L∞(R) since r̂+ ∈ H 1(R) ∩ L2,1(R). � 
Remark 9 By using the relations (3.8), we obtain another constraint on r(λ):

1 − |r(λ)|2 = 1

|α(λ)|2 ≥ c20 > 0, λ ∈ iR, (4.25)

where c−1
0 := supλ∈i R |α(λ)| <∞, which exists thanks to Lemma 6.

Under Assumption 1 as well as the constraints (4.23) and (4.25), the jump
matrices in the Riemann–Hilbert problems 1 and 2 satisfy the same estimates as
in Proposition 5 in [29]. Hence these Riemann–Hilbert problems can be solved and
estimated with the same technique as in the proofs of Lemmas 7, 8, and 9 in [29].
The following summarizes this result.

Lemma 12 Under Assumption 1, for every r(λ) ∈ L2
ω(R) ∩ L∞ω (R) satisfy-

ing (4.25), there exists a unique solution of the Riemann–Hilbert problem 1
satisfying for every x ∈ R:

‖M±(x;ω)− I‖L2
ω
≤ C‖r(λ)‖L2

ω
, (4.26)

where the positive constant C only depends on ‖r(λ)‖L∞ω . Similarly, under Assump-
tion 1, for every r(λ) ∈ L2

z(R) ∩ L∞z (R) satisfying (4.25), there exists a unique
solution of the Riemann–Hilbert problem 2 satisfying for every x ∈ R:

‖M̂±(x; z)− I‖L2
z
≤ Ĉ‖r(λ)‖L2

z
(4.27)

where the positive constant Ĉ only depends on ‖r(λ)‖L∞z .

The potentials u and v are recovered respectively fromM and M̂ by means of the
reconstruction formulas (4.5) and (4.10), whereas the derivatives of the potentials
u′ and v′ are recovered from the reconstruction formulas (4.4) and (4.9). At the first
order in terms of the scattering coefficient (see, e.g., [3]), we have to analyze the
integrals like

lim|ω|→∞ω[M(x;ω)]12 ∼ i

2π

∫
R

r−(ω)e−
i
2 (ω−ω−1)xdω (4.28)
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in the space H 1
x (R) ∩ L2,1

x (R). In order to control the remainder term of the
representation (4.28) in H 1

x (R) ∩ L2,1
x (R), we need to generalize Proposition 7 in

[29] for the case of the oscillatory factor

'(s) = 1

2

(
s − 1

s

)
.

The following lemma presents this generalization in the function space

X0 := H 1(R\[−1, 1]) ∩ Ḣ 1,1([−1, 1]) ∩ L̇2,−1([−1, 1]).

The proof of this lemma is a non-trivial generalization of analysis of the Fourier
integrals.

Lemma 13 There is a positive constantC such that for all x0 ∈ R+ and all f ∈ X0,
we have

sup
x∈(x0,∞)

‖〈x〉P±[f (.)e∓ix'(.)]‖L2(R) ≤ C‖f ‖X0 (4.29)

where 〈x〉 := (1+x2)1/2 and the Cauchy projection operators are explicitly given by

P±[f (.)](z) := lim
ε↓0

1

2πi

∫
R

f (s)

s − (z± i ε)ds, z ∈ R .

In addition, if f ∈ X0 ∩ L̇2,−1(R), then

sup
x∈R

‖P±[f (.)e∓ix'(.)]‖L∞(R) ≤ C
(
‖f ‖X0 + ‖f ‖L̇2,−1(R)

)
. (4.30)

Furthermore, if f ∈ L2,1(R) ∩ L̇2,−1(R), then

sup
x∈R

‖P±[(.−.−1)f (.)e∓ix'(.)]‖L2(R) ≤ C
(
‖f ‖L2,1(R)+‖f ‖L̇2,−1(R)

)
. (4.31)

Proof Consider the decomposition

f (s)e∓ix'(s) = f (s)e∓ix'(s)χR−(s)+ f (s)e∓ix'(s)χR+(s),

where χS is a characteristic function on the set S ⊂ R. Thanks to the linearity of
P±, it is sufficient to consider separately the functions f that vanish either on R+
or on R−. In the following we give an estimate for P+[f (.)e−ix'(.)χR+(.)]. The
other case is handled analogously.

Fix x > 0 and consider the following decomposition:

f (s)e−ix'(s)χR+(s) = hI (x, s)+ hII (x, s), (4.32)
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with

hI (x, s) = e−ix'(s) 1

2π

∫ ∞

x/4
eik(s−s−1)a[f ](k)dk

and

hII (x, s) = e−i x4 (s−s−1) 1

2π

∫ x/4
−∞
ei(k−

x
4 )(s−s−1)a[f ](k)dk,

where

a[f ](k) :=
∫ ∞

0
e−ik(s−s−1) 1 + s2

s2
f (s)ds. (4.33)

The following change of coordinates

y(s) = s − s−1, s(y) = y
2
+
√

1 + y
2

4
,

s′(y) = 1

2
+ y

4

⎛
⎝
√

1 + y
2

4

⎞
⎠
−1

= s(y)2

1 + s(y)2

shows that a[f ](k) = F[f̃ ](k), where the function f̃ is given by

f̃ (y) = f (s(y)), y ∈ R

and F denotes the Fourier transform

F[f̃ ](k) =
∫ ∞

−∞
e−iky f̃ (y)dy.

We obtain

‖f̃ ‖2
L2(R)

=
∫
R

|f (s(y))|2dy =
∫ ∞

0

1 + s2
s2

|f (s)|2ds ≤ ‖f ‖2
X0

and

‖f̃ ′‖2
L2(R)

=
∫
R

(
s(y)2

1 + s(y)2
)2

|f ′(s(y))|2dy =
∫ ∞

0

s2

1 + s2 |f
′(s)|2ds ≤ ‖f ‖2

X0
.
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It follows that f̃ ∈ H 1(R) and thus by Fourier theory a[f ](k) ∈ L2,1
k (R). Using the

inverse Fourier transform

F−1[g](y) = 1

2π

∫
R

eiykg(k)dk,

we find for s > 0:

f (s) = f̃ (y(s)) = F−1[a[f ]](y(s)) = 1

2π

∫
R

eik(s−s−1)a[f ](k)dk. (4.34)

Addressing the decomposition (4.32), we obtain for the functions hI thanks to
s′(y) < 1:

‖hI (x, ·)‖2
L2(R+) ≤

∥∥∥∥ 1

2π

∫ ∞

x/4
eikya[f ](k)dk

∥∥∥∥
L2
y(R)

=
∫ ∞

x/4
|a[f ](k)|2dk ≤ C

1 + x2 ‖a[f ]‖2
L2,1(R)

. (4.35)

On the other hand, the function hII (x, ·) is analytic in the domain {Im(s) < 0} and
additionally for s = −iξ with ξ ∈ R+ we have

|hII (x, s)| ≤ C‖a[f ]‖L2,1(R)e
− x4 (ξ+ξ−1).

Therefore, ‖hII (x, ·)‖L2(i R−) is decaying exponentially as x →∞. Now we have

‖P+[f (.)e−ix'(.)χR+(.)]‖L2(R)

≤ ‖P+[hI (x,.)χR+(.)]‖L2(R) + ‖P+[hII (x,.)χR+(.)]‖L2(R)

Since P+ is a bounded operator L2(R+)→ L2(R) it follows by (4.35) that

‖P+[hI (x,.)χR+(.)]‖L2(R) ≤ ‖hI (x, ·)‖2
L2(R+) ≤ C〈x〉−1‖f ‖2

X0
.

Using a suitable path of integration and the analyticity of hII we find that

P+[hII (x,.)](z) = −Pi R−[hII (x,.)](z),
where

Pi R−[h](z) :=
1

2πi

∫ 0

−∞
h(is)

is − zds, z ∈ R,

for a function h : i R− → C. Since Pi R− is a bounded operator L2(i R−) →
L2(R) (see, e.g., estimate (23.11) in [4]) and because ‖hII (x, ·)‖L2(i R−) is decaying
exponentially as x →∞, the proof of the estimate (4.29) is complete.
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In order to prove the estimate (4.30), we first note that for z ≤ 0

|P+[e−ix'(.)f (.)χR+(.)](z)|

≤
∫ ∞

0

|f (s)|
s
ds

≤
(∫ 1

0

|f (s)|2
s2
ds

)1/2

+
(∫ ∞

1

1

s2
ds

)1/2(∫ ∞

1
|f (s)|2ds

)1/2

≤ C
(
‖f ‖X0 + ‖f ‖L̇2,−1(R)

)
. (4.36)

Thus it remains to estimate |P+[e−ix'(.)f (.)χR+(.)](z)| for z > 0. First, we will
derive a bound for the special case x = 0 and by (4.39) below we will see that the
same bound holds for any x ∈ R. Therefore, using (4.34) we decompose

f (s) = h+(s)+ h−(s), h±(s) := ± 1

2π

∫ ±∞

0
eik(s−s−1)a[f ](k)dk,

where h± has an analytic extension within the domain {s ∈ C : Re(s) > 0,
± Im(s) > 0} and for ξ > 0 we have

|h±(±iξ)| ≤ C‖e−k(ξ+ξ−1)‖L2(R+)‖a[f ]‖L2
k(R±)

= C√
2

√
ξ

1 + ξ2
‖a[f ]‖L2

k(R±)
. (4.37)

Using a residue calculation we obtain for z > 0

P+[f (.)χR+(.)](z) = lim
ε↓0

1

2πi

∫ ∞

0

h+(s)+ h−(s)
s − (z± i ε) ds

= Pi R+[h+](z)− Pi R−[h−](z)+ h+(z).

Thanks to the bound (4.37), the summands Pi R+[h+](z) and Pi R−[h−](z) are
estimated in the following way,

sup
z∈R+

|Pi R±[h±](z)| ≤
∫ ∞

0

|h±(±iξ)|
ξ

dξ

≤ C
∫ ∞

0

1√
ξ
√

1 + ξ2
dξ‖a[f ]‖L2

k(R±)

≤ C‖a[f ]‖L2
k(R±)
.
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In addition, for z > 0 we have |h+(z)| ≤ ‖a[f ]‖L1
k(R+)

so that the triangle
inequality implies:

sup
z∈R+

|P+[f (.)χR+(.)](z)| ≤ C
(‖a[f ]‖L1(R) + ‖a[f ]‖L2(R)

)
. (4.38)

Now, let us reinsert the factor e−ix'(s). From the definition of a it follows that
multiplication by e−ix'(s) is equivalent of a shift of a[f ](k) in the k-variable,

a[e−ix'(.)f (.)](k) = a[f (.)]
(
k + x

2

)
. (4.39)

Thus, the L1(R) ∩ L2(R)-norm with respect to k of a[e−ix'(.)f (.)](k) does not
depend on x. Therefore, (4.38) yields

sup
z∈R+

|P+[e−ix'(.)f (.)χR+(.)](z)| ≤ C‖a[e−ix'(.)f (.)]‖L1(R)∩L2(R)

= C‖a[f ]‖L1(R)∩L2(R) ≤ C‖f ‖X0 , (4.40)

which, together with (4.36), completes the proof of (4.30).
Finally, the bound (4.31) follows from ‖P±‖L2→L2 = 1 and the fact that

(s − s−1)f (s) ∈ L2
s (R) if f ∈ L2,1(R) ∩ L̇2,−1(R). � 

The first term in (4.28) is estimated with a similar change of coordinates y :=
ω−ω−1 and further analysis in the proof of Lemma 13. However, it is controlled in
H 1
x (R) ∩ L2,1

x (R) if the scattering coefficient r− is defined in X(r+,r−) according to
the bound∣∣∣∣

∫
R

r−(ω)e−
i
2 (ω−ω−1)xdω

∣∣∣∣
H 1
x (R)∩L2,1

x (R)

≤ C‖r−‖X(r+,r−) . (4.41)

By using the estimate (4.41) and the estimates of Lemma 13, we can proceed
similarly to Lemmas 10, 11, and 12 in [29]. The following lemma summarize the
estimates on the potential (u, v) obtained from the reconstruction formulas (4.4)–
(4.5) and (4.9)–(4.10).

Lemma 14 Under Assumption 1, for every (r+, r−) ∈ X(r+,r−) and (̂r+, r̂−) ∈
X(r+,r−), the components (u, v) ∈ X(u,v) satisfy the bound

‖u‖H 2∩H 1,1 + ‖v‖H 2∩H 1,1

≤ C
(
‖r+‖X(r+,r−) + ‖r−‖X(r+,r−) + ‖r̂+‖X(r+,r−) + ‖r̂−‖X(r+,r−)

)
, (4.42)

where the positive constant C depends on ‖r±‖X(r+,r−) and ‖r̂±‖X(r+,r−) .
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Lemma 10 proves the first assertion of Theorem 2. Lemma 14 proves the second
assertion of Theorem 2 at t = 0. It remains to prove the second assertion of
Theorem 2 for every t ∈ R.

4.5 Time Evolution of the Spectral Data

Thanks to the well-posedness result of Theorem 1 and standard estimates in
weighted L2-based Sobolev spaces, there exists a global solution (u, v) ∈
C(R, X(u,v)) to the MTM system (1.1) for any initial data (u, v)|t=0 = (u0, v0) ∈
X(u,v). For this global solution, the normalized Jost functions (2.2) can be extended
for every t ∈ R:

{
ϕ±(t, x; λ) = ψ(±)1 (t, x; λ)e−ix(λ

2−λ−2)/4−it (λ2+λ−2)/4,

φ±(t, x; λ) = ψ(±)2 (t, x; λ)eix(λ
2−λ−2)/4+it (λ2+λ−2)/4.

(4.43)

where (ϕ±, φ±) still satisfy the same boundary conditions (2.3). Introducing the
scattering coefficients in the same way as in Sect. 3, we obtain the time evolution of
the scattering coefficients:

α(t, λ) = α(0, λ), β(t, λ) = β(0, λ)e−it (λ2+λ−2)/2, λ ∈ R∪(i R)\{0}. (4.44)

Transferring the scattering coefficients to the reflection coefficients with the help
of (3.7), (3.11), (4.2), and (4.7) yields the time evolution of the reflection coeffi-
cients:

r±(t, ω) = r±(0, ω)e−it (ω+ω−1)/2, ω ∈ R \{0} (4.45)

and

r̂±(t, z) = r̂±(0, z)e−it (z+z−1)/2, z ∈ R \{0}. (4.46)

It is now clear that if r± and r̂± are in X(r+,r−) at the initial time t = 0, then they
remain in X(r+,r−) for every t ∈ R. Thus, the recovery formulas of Lemma 14 for
the global solution (u, v) ∈ C(R, X(u,v)) to the MTM system (1.1) hold for every
t ∈ R. This proves the second assertion of Theorem 2 for every t ∈ R. Hence
Theorem 2 is proven.

Remark 10 Adding the time dependence to the Riemann-Hilbert problem 1
we find the time-dependent jump relation M+(x, t;ω) − M−(x, t;ω) =
M−(x, t;ω)R(x, t;ω), where

R(x, t;ω) :=
[

r+(ω)r−(ω) r−(ω)e−
i
2 (ω−ω−1)x+ i2 (ω+ω−1)t

r+(ω)e
i
2 (ω−ω−1)x− i2 (ω+ω−1)t 0

]
.
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The same phase function as in R(x, t;ω) appears in the inverse scattering theory for
the sine-Gordon equation. A Riemann-Hilbert problem with such a phase function
was studied in [7], where the long-time behavior of the sine-Gordon equation was
analyzed.

Remark 11 In the context of the MTM system (1.1), it is more natural to address
global solutions in weighted H 1 space such as H 1,1(R) and drop the requirement
(u, v) ∈ H 2(R). The scattering coefficients r± and r̂± are then defined in the space
X0. However, there are two obstacles to develop the inverse scattering transform for
such a larger class of initial data. First, the asymptotic limits (2.14a) and (2.23a)
are not justified, therefore, the recovery formulas (4.4) and (4.9) cannot be utilized.
Second, without requirement r±, r̂± ∈ L2,1(R), the time evolution (4.45)–(4.46) is
not closed inX0 since r−, r̂− ∈ L2,−2(R) cannot be verified. In this sense, the space
X(u,v) for (u, v) and X(r+,r−) for (r+, r−) and (̂r+, r̂−) are optimal for the inverse
scattering transform of the MTM system (1.1).

5 Conclusion

We gave functional-analytical details on how the direct and inverse scattering
transforms can be applied to solve the initial-value problem for the MTM system
in laboratory coordinates. We showed that initial data (u0, v0) ∈ X(u,v) admitting
no eigenvalues or resonances defines uniquely the spectral data (r+, r−) inX(r+,r−).
With the time evolution added, the spectral data (r+, r−) remain in the space
X(r+,r−) and determine uniquely the solution (u, v) to the MTM system (1.1) in
the space X(u,v).

We conclude the paper with a list of open questions.
The long-range scattering of solutions to the MTM system (1.1) for small initial

data for which the assumption of no eigenvalues or resonances is justified can be
considered based on the inverse scattering transform presented here. This will be
the subject of the forthcoming work, where the long-range scattering results in [6]
obtained by regular functional-analytical methods are to be improved.

The generalization of the inverse scattering transform in the case of eigenvalues
is easy and can be performed similarly to what was done for the derivative NLS
equation in [27]. However, it is not so easy to include resonances and other spectral
singularities in the inverse scattering transform. In particular, the case of algebraic
solitons [20] corresponds to the spectral singularities of the scattering coefficients
due to slow decay of (u, v) and analysis of this singular case is an open question.

Finally, another interesting question is to consider the inverse scattering trans-
form for the initial data decaying to constant (nonzero) boundary conditions. The
MTM system (1.1) admits solitary waves over the nonzero background [2] and
analysis of spectral and orbital stability of such solitary waves is at the infancy
stage.



Inverse Scattering for the Massive Thirring Model 527

Acknowledgements A.S. gratefully acknowledges financial support from the project SFB-TRR
191 “Symplectic Structures in Geometry, Algebra and Dynamics” (Cologne University, Germany).

References

1. I.V. Barashenkov and B.S. Getmanov, “Multisoliton solutions in the scheme for unified
description of integrable relativistic massive fields. Non-degenerate sl(2, C) case”, Commun.
Math. Phys. 112 (1987) 423–446.

2. I.V. Barashenkov and B.S. Getmanov, “The unified approach to integrable relativistic equa-
tions: Soliton solutions over nonvanishing backgrounds. II”, J. Math. Phys. 34 (1993),
3054–3072.

3. R. Beals and R. R. Coifman, “Scattering and inverse scattering for first order systems”, Comm.
Pure Appl. Math. 37 (1984), 39–90.

4. R. Beals, P. Deift, and C. Tomei, Direct and Inverse Scattering on the Line. American
Mathematical Soc., 1988.

5. T. Candy, “Global existence for an L2-critical nonlinear Dirac equation in one dimension”,
Adv. Diff. Eqs. 7–8 (2011), 643–666.

6. T. Candy and H. Lindblad, “Long range scattering for the cubic Dirac equation on R
1+1”, Diff.

Integral Equat. 31 (2018), 507–518.
7. P.-J. Cheng, S. Venakides, and X. Zhou, “Long-time asymptotics for the pure radiation solution

of the sine-Gordon equation”, Comm. PDEs 24, Nos. 7-8 (1999), 1195–1262.
8. A. Contreras and D.E. Pelinovsky, “Stability of multi-solitons in the cubic NLS equation”, J.

Hyperbolic Differ. Equ. 11 (2014), 329–353.
9. A. Contreras, D.E. Pelinovsky, and Y. Shimabukuro, “L2 orbital stability of Dirac solitons in

the massive Thirring model”, Comm. in PDEs 41 (2016), 227–255.
10. S. Cuccagna and D.E. Pelinovsky, “The asymptotic stability of solitons in the cubic NLS

equation on the line”, Applicable Analysis, 93 (2014), 791–822.
11. P.A. Deift and X. Zhou, “Long-time asymptotics for solutions of the NLS equation with initial

data in weighted Sobolev spaces”, Comm. Pure Appl. Math. 56 (2003), 1029–1077.
12. D.J. Gross and A. Neveu, “Dynamical symmetry breaking in asymptotically free field

theories”, Phys. Rev. D 10 (1974), 3235–3253.
13. H. Huh, “Global strong solutions to the Thirring model in critical space”, J. Math. Anal. Appl.

381 (2011), 513–520.
14. H. Huh, “Global solutions to Gross–Neveu equation”, Lett. Math. Phys. 103 (2013), 927–931.
15. H. Huh and B. Moon, “Low regularity well-posedness for Gross–Neveu equations”, Comm.

Pure Appl. Anal. 14 (2015), 1903–1913.
16. R. Jenkins, J. Liu, P.A. Perry, and C. Sulem, “Global well-posedness for the derivative

nonlinear Schrödinger equation”, Comm. in PDEs 43 (2018), 1151–1195.
17. R. Jenkins, J. Liu, P.A. Perry, and C. Sulem, “Soliton resolution for the derivative nonlinear

Schrödinger equation”, Comm. Math. Phys. 363 (2018), 1003–1049.
18. D.J. Kaup and A.C. Newell, “On the Coleman correspondence and the solution of the Massive

Thirring model”, Lett. Nuovo Cimento 20 (1977), 325–331.
19. D. Kaup and A. Newell, “An exact solution for a derivative nonlinear Schrödinger equation”,

J. Math. Phys. 19 (1978), 789–801.
20. M. Klaus, D.E. Pelinovsky, and V.M. Rothos, “Evans function for Lax operators with

algebraically decaying potentials”, J. Nonlin. Sci. 16 (2006), 1–44.
21. E.A. Kuznetsov and A.V. Mikhailov, “On the complete integrability of the two-dimensional

classical Thirring model”, Theor. Math. Phys. 30 (1977), 193–200.
22. J. Liu, P.A. Perry, and C. Sulem, “Global existence for the derivative nonlinear Schrödinger

equation by the method of inverse scattering”, Comm. in PDEs 41 (2016), 1692–1760.



528 D. E. Pelinovsky and A. Saalmann

23. J. Liu, P.A. Perry, and C. Sulem, “Long-time behavior of solutions to the derivative nonlinear
Schrödinger equation for soliton-free initial data”, Ann. Inst. H. Poincaré C - Analyse non-
linéaire 35 (2018), 217–265.

24. A.V. Mikhailov, “Integrability of the two-dimensional Thirring model”, JETP Lett. 23 (1976),
320–323.

25. S. J. Orfanidis, “Soliton solutions of the massive Thirring model and the inverse scattering
transform”, Phys. Rev. D 14 (1976), 472–478.

26. D.E. Pelinovsky, “Survey on global existence in the nonlinear Dirac equations in one
dimension”, in Harmonic Analysis and Nonlinear Partial Differential Equations (Editors: T.
Ozawa and M. Sugimoto) RIMS Kokyuroku Bessatsu B26 (2011), 37–50.

27. D. E. Pelinovsky, A. Saalmann, and Y. Shimabukuro, “The derivative NLS equation: global
existence with solitons”, Dynamics of PDE 14 (2017), 271–294.

28. D. E. Pelinovsky and Y. Shimabukuro, “Orbital stability of Dirac solitons”, Lett. Math. Phys.
104 (2014), 21–41.

29. D. E. Pelinovsky and Y. Shimabukuro, “Existence of global solutions to the derivative NLS
equation with the inverse scattering transform method”, Inter Math Res Notices 2018 (2018),
5663–5728.

30. A. Saalmann, “Asymptotic stability of N -solitons in the cubic NLS equation”, J. Hyperbolic
Differ. Equ. 14 (2017), 455–485.

31. S. Selberg and A. Tesfahun, “Low regularity well-posedness for some nonlinear Dirac
equations in one space dimension”, Diff. Integral Eqs. 23 (2010), 265–278.

32. M. Soler, “Classical, stable, nonlinear spinor field with positive rest energy”, Phys. Rev. D. 1
(1970), 2766–2769.

33. W. Thirring, “A soluble relativistic field theory”, Annals of Physics 3 (1958), 91–112.
34. J. Villarroel, “The DBAR problem and the Thirring model”, Stud. Appl. Math. 84 (1991),

207–220.
35. Y. Zhang, “Global strong solution to a nonlinear Dirac type equation in one dimension, Nonlin.

Anal.: Th. Meth. Appl. 80 (2013), 150–155.
36. Y. Zhang and Q. Zhao, “Global solution to nonlinear Dirac equation for Gross–Neveu model

in 1 + 1 dimensions, Nonlin. Anal.: Th. Meth. Appl. 118 (2015), 82–96.
37. X. Zhou, “L2-Sobolev space bijectivity of the scattering and inverse scattering transforms”,

Comm. Pure Appl. Math., 51 (1998), 697–731.
38. X. Zhou, “Inverse scattering transform for systems with rational spectral dependence”, J. Diff.

Eqs. 115 (1995), 277–303.


	Preface
	Contents
	Part I Lectures
	Three Lectures on ``Fifty Years of KdV: An Integrable System''
	References

	Wave Turbulence and Complete Integrability
	1 Introduction
	2 Lecture 1: Growth of Sobolev Norms, Cubic Half-Wave and Szegő Equations
	2.1 Set Up
	2.2 The Majda–Mac Laughlin–Tabak Model
	2.3 The Cubic Half-Wave Equation
	2.4 The Cubic Szegő Equation: Setting, Wave Turbulence Results and Strategy
	2.4.1 Setting
	2.4.2 Wave Turbulence Results
	2.4.3 Strategy


	3 Lecture 2: The Lax Pair for the Cubic Szegő Equation on the Circle
	3.1 Hankel Operators
	3.1.1 Hankel Operators on Sequences
	3.1.2 Hankel Operators on the Hardy Space

	3.2 The Lax Pair Structure
	3.3 The General Explicit Formula

	4 Lecture 3: The Inverse Spectral Theorem
	4.1 The Interlacement Property
	4.2 The Inverse Spectral Transform for Generic Finite Rank Hankel Operators
	4.2.1 The Kronecker Theorem
	4.2.2 The Inverse Spectral Theorem

	4.3 The Evolution in New Coordinates
	4.3.1 Complement 1: C(z) Is Invertible
	4.3.2 Complement 2: Surjectivity of the Spectral Transform

	4.4 Various Extensions

	5 Lecture 4: Long Time Transition to High Frequencies
	5.1 A Crucial Example: The Daisy Effect
	5.2 The General Instability Principle
	5.3 The Transition to High Frequencies
	5.4 Related Equations
	5.4.1 The Cubic Szegő Equation on the Line
	5.4.2 Back to the Half-Wave Equation
	5.4.3 A System in Two Space Dimensions
	5.4.4 An Integrable Perturbation of the Cubic Szegő Equation


	Appendix A: The L∞ Estimate and Its Consequences
	References

	Benjamin-Ono and Intermediate Long Wave Equations: Modeling, IST and PDE
	1 Introduction
	2 An Overview of the Inverse Scattering Framework for the ILW and BO Equations
	3 Rigorous Results by PDE Methods
	3.1 The Linear Group
	3.2 An Easy Result
	3.3 Global Weak Solutions
	3.4 Semilinear Versus Quasilinear
	3.4.1 Proof of Theorem 4

	3.5 Proof of Theorem 5
	3.6 Global Well-Posedness in L2
	3.7 Long Time Dynamics
	3.8 Solitary Waves
	3.9 A Result on Long Time Asymptotic

	4 Rigorous Results by IST Methods
	4.1 The BO Equation
	4.2 The ILW Equation

	5 Related Results and Conjectures
	5.1 The Modified Cubic BO and ILW Equations
	5.2 The Periodic Case
	5.3 Zero Dispersion Limit
	5.4 The Soliton Resolution Conjecture

	6 Varia
	6.1 Damping of Solitary Waves
	6.2 Weighted Spaces
	6.3 Control
	6.4 Initial-Boundary Value Problems
	6.5 Transverse Stability Issues
	6.6 Modified BO and ILW Equations
	6.7 Higher Order BO and ILW
	6.8 Interaction of Solitary Waves

	References

	Inverse Scattering and Global Well-Posedness in One and Two Space Dimensions
	1 Introduction
	2 Introduction to Inverse Scattering
	2.1 The Defocussing Cubic Nonlinear Schrödinger Equation
	2.2 The Defocussing Davey-Stewartson II Equation

	3 The Defocussing Cubic Nonlinear Schrödinger Equation
	3.1 The Direct Scattering Map
	3.2 Beals-Coifman Solutions
	3.3 The Inverse Scattering Map
	3.4 Solving NLS for Schwartz Class Initial Data

	4 The Defocussing DS II Equation
	4.1 Preliminaries
	4.2 Local Well-Posedness
	4.3 Complete Integrability
	4.4 The Scattering Map
	4.4.1 Existence and Uniqueness of Solutions
	4.4.2 Estimates on the Scattering Transform

	4.5 Solving the DSII Equation
	4.6 L2 Global Well-Posedness and Scattering

	References
	Notation Index

	Dispersive Asymptotics for Linear and Integrable Equations by the ∂ Steepest Descent Method
	1 Introduction
	2 An Unorthodox Approach to the Corresponding Linear Problem
	3 Proof of Theorem 1.1
	3.1 Jump Matrix Factorization
	3.2 Modification of the Diagonal Jump
	3.3 Nonanalaytic Extensions and ∂ Steepest Descent
	3.4 The Isomonodromy Problem of Its
	3.5 The Equivalent ∂ Problem and Its Solution for Large t
	3.6 The Solution of the Cauchy Problem (1)–(2) for t>0 Large

	References


	Part II Research Papers
	Instability of Solitons in the 2d Cubic Zakharov-Kuznetsov Equation
	1 Introduction
	2 Background on the Generalized ZK Equation
	3 The Linearized Operator L
	4 The Linearized Equation Around Q
	4.1 Equation for 
	4.2 Mass and Energy Relations

	5 Modulation Theory and Parameter Estimates
	6 Virial-Type Estimates
	6.1 Control of Parameters

	7 Monotonicity
	8 Pointwise Decay for  and Review of the H1 Well-Posedness Theory
	9 Fundamental Solution Estimates
	10 Linear Solution Decay Estimates
	11 Duhamel Estimate
	12 Nonlinear Estimate
	13 H1-Instability of Q for the Critical gZK
	References

	On the Nonexistence of Local, Gauge-Invariant Birkhoff Coordinates for the Focusing NLS Equation
	1 Introduction
	2 Set-Up
	3 The Linearization of XHc at φc and Its Normal Form
	4 Nonexistence of Local Birkhoff Coordinates
	References

	Extended Decay Properties for Generalized BBM Equation
	1 Introduction and Main Results
	1.1 Setting of the Problem
	1.2 Main Result
	1.3 About the Literature
	1.4 About the Proof

	2 Proof of Theorem 1.1
	2.1 End of Proof of the Theorem 1.1

	Appendix: About the Proof of (2.18)
	References

	Ground State Solutions of the Complex Gross Pitaevskii Equation
	1 Introduction of the Model and Main Result
	2 Idea of the Proof
	3 Sketch of the Proofs
	3.1 The Case Without Energy Pumping and Dissipation
	3.2 The Ground State

	References

	The Phase Shift of Line Solitons for the KP-II Equation
	1 Introduction
	2 Preliminaries
	2.1 Semigroup Estimates for the Linearized KP-II Equation
	2.2 Decay Estimates for Linearized Modulation Equations

	3 Decomposition of Solutions Around 1-Line Solitons
	4 Modulation Equations
	5 A Priori Estimates for Modulation Parameters
	6 The L2(R2) Estimate
	7 Estimates for Small Solutions for the KP-II Equation
	8 Decay Estimates for the Exponentially Localized Part of Perturbations
	9 Large Time Behavior of the Phase Shift of Line Solitons
	10 Behavior of the Local Amplitude and the Local Inclination of Line Solitons
	Appendix A: Operator Norms of Sjk
	Appendix B: Estimates of Rj
	Appendix C: Estimates for k(t,y)
	References

	Inverse Scattering for the Massive Thirring Model
	1 Introduction
	2 Jost Functions
	2.1 Transformation of the Jost Functions for Small λ
	2.2 Transformation of the Jost Functions for Large λ
	2.3 Continuation of the Transformed Jost Functions Across S1

	3 Scattering Coefficients
	4 Riemann–Hilbert Problems
	4.1 Riemann-Hilbert Problem for the Potential u
	4.2 Riemann-Hilbert Problem for the Potential v
	4.3 Estimates on the Reflection Coefficients
	4.4 Solvability of the Riemann–Hilbert Problems
	4.5 Time Evolution of the Spectral Data

	5 Conclusion
	References



